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         Preface  

  Large or complex design problems often require specialized knowledge from many dif-
ferent fields. Several designers, each with specific core competencies, interact in the 
design process. During the conceptual phase of the design life cycle, emphasis is mainly 
focused on establishing the requirements and their proper interaction. The need for 
integration continues when the design enters the preliminary and detail design phases. 
Figure  P.1  illustrates the scope of the design process for any complex system.  

 In the virtual, integrated, concurrent design environment, designers interact by 
sharing information and reaching agreements. By considering proper integration 
and interaction from the beginning, the problems with the final integration of activi-
ties will be significantly reduced. 

 The surge of the information technology, especially the Internet, provides the 
infrastructure necessary for an integrated and distributed engineering environment. 
In this environment, teams of engineers from different parts of organizations could 
collaborate together toward design, development, and integration. The virtual prod-
uct design and integration environment would require the collaboration from differ-
ent teams and functions involved throughout the product life cycle. This environment 
would require tools that are used for sharing information and knowledge in order 
to reach an understanding which would contribute to a design which satisfies the 
customer needs. This environment also provides the means necessary to share tools 
that are colocated and geographically dispersed. 

 The distributed environment is highly heterogeneous, where designers, engineers, 
resources, and models are distributed and not centralized in one location, and groups 
within the company work together across the computer network. In this environment, 
many interrelated design decisions are being made in order to meet the objectives. 
Functions within companies may include design, manufacturing, cost, and life cycle 
considerations. A collaborative and integrated environment would provide the neces-
sary insight and tools to the designers to quickly construct and reconstruct models of 
complex products and to evaluate, optimize, and select the better alternative designs. 
This distributed design environment facilitates the collaborative development of mod-
els and exchange of design information and knowledge. 

 Collaborative engineering (CE) is the systematic approach to the integrated, 
concurrent design of products and related processes, including manufacturing, 
product service, and support. This approach is intended to cause developers to consider 
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all elements of the product life cycle from conception through disposal, including 
quality, cost, schedule, and user requirements. The objective of CE is to reduce the 
development cycle time through a better integration of resources, activities, and 
processes. This book offers insights into the methods and techniques that enable 
implementing a CE concept on product design by integrating capabilities for intel-
ligent information support and group decision-making utilizing a common enter-
prise network model and knowledge interface. The book is a collection of the latest 
applied methods and technology from selected experts in this area. It is developed 
to serve as a resource for both researcher and practitioners. It offers the following:

   1.    Latest research results in CE.  
   2.    Collection of materials from experts in selected topics.  
   3.    Applied methods developed in the field of CE.  
   4.    CE with the emphasis on product design.  
   5.    Discussion on the need and solutions for new engineering paradigm and philoso-

phy required for CE, including the IT infrastructure.  
   6.    Principles and applications of the collaborative environment.  

    In Chap. 1, Kamrani discusses the requirement for an open and collaborative 
manufacturing environment. Technologies to support product life cycles and suita-
ble methodologies, tools, and techniques will be the focus of this chapter. In Chap. 2, 
Kamrani and Vijian provide a discussion on template-based integrated product 
development life cycle. General guideline for design of a template-based system for 
integrated design is outlined and a case study for design of electrical motor is pro-
vided. In Chap. 3, Feng describes the concept of Six Sigma as a methodology to 
manage process variations that cause defects, defined as unacceptable deviation 
from the mean or target; and to systematically work toward managing variation to 
eliminate those defects. Also, statistical methods for quality improvement, such as 
statistical models, control charts, process capability, process experimentation, 
model building, and the evaluation of measurement processes, are discussed. 
Supply chain workflow modeling using ontologies is presented by Chandra in 
Chap. 4. One of the primary objectives of supply chain information support system 
is to develop conceptual design of organizational and process knowledge models 
which facilitate optimal supply chain management. Data mining (DM) as a process 
of automatically searching large volumes of data for patterns recognitions is pre-
sented by Kamrani and Gonzalez in Chap. 5. DM is a fairly recent and contempo-
rary topic in computer science. However, DM applies many computational 
techniques which are explained in this chapter. A step-by-step methodology for 
DM is presented in this chapter. Chapter 6 by Nasr and Kamrani provides an over-
view of intelligent design and manufacturing (CAD/CAM), the most important 
reasons of using CAD systems in the manufacturing environment, computer-inte-
grated manufacturing (CIM), the implementation of automation in the production 
organization, the role of CAD/CAM systems in the manufacturing facility, the 
CAM cycle in a feature-based design environment, and different types of features. 
Moreover, this chapter provides a methodology for feature analysis and extraction 
of prismatic parts for CAM applications is developed and presented. This approach 
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aims to achieve the integration between CAD and CAM. Simulation and optimiza-
tion are clearly two of the most widely implemented operation research and man-
agement science techniques in practice, although several obstacles have limited the 
acceptance and application of integrated simulation and optimization techniques. In 
Chap. 7, Asiabanpour, Mokhtar, and Houshman provide a discussion of rapid man-
ufacturing as a technique for manufacturing solid objects by the sequential delivery 
of energy and/or material to specified points in space to produce that solid. Current 
practice is to control the manufacturing process by computer using a mathematical 
model created with the aid of a computer. Also, this chapter discusses the large 
advantage of rapid manufacturing in speed and cost overhead compared to alterna-
tive polymer or metal manufacturing techniques such as powder metallurgy manu-
facturing or die casting. Moreover, in this chapter, rapid manufacturing as an 
application of solid freeform fabrication for direct manufacturing of goods is 
addressed. Unlike methods such as computer numerical control (CNC)  milling, 
these techniques allow the fabricated parts to be of high geometric complexity. In 
Chap. 8, Assavapokee and Mourtada introduce the basic concept of simulation-
based optimization and illustrate its usefulness and applicability for generating the 
manpower planning of airline’s cargo service call center. Because of the continuous 
increase in oil prices, and combined with many other factors, the airline industry is 
currently facing new challenges to keep its customers satisfied. In this work, rein-
forcement learning (RL) and Markov decision process (MDP) are utilized to build 
and solve the mathematical model to determine the appropriate staffing policy at 
the airline’s cargo service call center. 

 A robot is a mechanical device that sometimes resembles a human and is capable 
of performing a variety of often complex human tasks on command or by being pro-
grammed in advance. Robotics of the years has seen an immense growth both tech-
nologically and otherwise. The recent advances in the manufacturing processes have 
necessitated the need to enable robots to be more autonomous. Autonomy simply 
means the ability of the robot to be independent, that is, intelligent. It should be 
understood that the mimicking of human intelligence and neural function is a rela-
tively nascent research area and has significant strides to overcome in order to achieve 
this. Chapter 9 by Ibekwe and Kamrani discusses topics related to the design of an 
autonomous robot. Comprehensive discussion of the modular design, including types 
of modularity, the characteristics of modular systems, and the development of modu-
lar and reconfigurable manufacturing systems, is provided in Chap. 10. In this chap-
ter, Salhieh and Kamrani present a new network-based solution methodology for 
solving the problem of modularity and classification. Complexity within the manu-
facturing system comes from the variability and uncertainty in the manufacturing 
system and from the dynamic nature of the manufacturing environment which 
increases the number of decisions that need to be made with the difficulty to predict 
the future response (outcomes) of these decisions. The uncertainty reason can be rep-
resented by market demand, product life cycle on the macro scale to tool wear, 
machine/component breakdown on the micro scale. Variability covers the stochastic 
nature of manufacturing such as operator performance, work material properties, 
process repeatability, and supply reliability. The basic elements of the complexity are 
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the absolute quantity of information, the diversity of the information, and the infor-
mation content. The ability of a production line to produce a product mix requires 
shop floor monitoring, and information flow giving the required position of the prod-
uct and the parts for each stage in the production line. A topic related to complexity 
within the manufacturing system is presented in Chap. 11 by Kamrani and Adat. 
A simulation-based methodology is presented in order to mitigate the risks associated 
with manufacturing complexity. Agile manufacturing systems (AMS) will be consid-
ered as the next industrial revolution. They are manufacturing and/or management 
philosophies that integrate the available technology, people, manufacturing strategies, 
and management systems. Although agility is the set of capabilities and competences 
that the manufacturing firms need to thrive and prosper in a continuously changing 
and unpredictable business environment, measuring the level of agility in these firms 
is still unexplored according to the capabilities and competences. In Chap. 12, Garbie, 
Parsaei, and Leep present a new solution methodology for manufacturing cell design 
and analysis. 

 I thank all my students and other colleagues who participated in this project. I 
also thank my student Mr. Henry Ibekwe for assisting me in formatting this book. 
Without his assistance this project would not have been possible. I also thank 
Springer Publishing (US) for giving us the opportunity to fulfill this project. 

 Ali K. Kamrani        
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        Chapter 1    
 Collaborative Design Approach in Product 
Design and Development 

   Ali K. Kamrani

   Abstract    This chapter presents an integrated framework for distributed and 

 collaborative environment, which could assist organizations to achieve integrated 

design goals. The proposed system emphasizes the integration of the software tools 

and the resources involved in the design process to collaborate the geographically 

dispersed design teams and vendors. The advancement in information technology (IT) 

is the driving force for the development of this environment. Also, the early partici-

pation of vendors in the design process is considered critical in order to improve the 

product quality and reduce the development cycle time. 

 Advances in IT have enabled designers to more effectively communicate, collaborate, 

obtain, and exchange a wide range of design resources during development [ 1 ]. Many 

manufacturing companies are publishing their product information on the Internet. 

The network-oriented design environment is a new design paradigm for product 

development. An integrative framework that enables designers to rapidly construct 

performance models of complex problems can provide both design insight and a tool 

to evaluate, optimize, and select better alternatives. Furthermore, a design problem 

constructed from modeling components made available over Internet might facilitate 

the collaborative development of analytical system models in addition to the exchange 

of design information. A well-defined integrated model will predict the required 

product properties and evaluate alternative solutions in order to meet the defined 

design objectives and performances. 

 Key to the analysis of any problem is the identification of what functions are performed 

and the relationships between them [ 18 ]. A collaborative engineering development 

process includes a set of activities and functions arranged in a specific order with clearly 

defined inputs and outputs. Each activity in the process will take a set of inputs and 

transforms it into an output of some value. The process is considered efficient, when the 

output of the process satisfies the general customer and product requirements and meets 

management objectives and cost. New technologies and tools along with advancement 

in IT are helping these organizations in several ways [ 2 ,  17 ]. However, there is no 

established generic implementation model for wide range of industries. 
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 Software vendors may provide “custom” software packages for individual firms. 

Different industries have different product development strategies, which demand a 

generic framework that will help them collaborate efficiently irrespective of their 

product, organizational structure, and/or geographical location. Two of the more 

important elements in this changing environment are increased product sophistication 

and variation. Minimizing the total costs and being quick to develop and market 

new products is the key for survival. Product development is a complex process 

requiring expertise from several fields. This will demand integrating the diverse 

functional areas of an organization on a common platform [ 22 ]. 

 In this chapter, an integrative framework that would enable the design teams 

rapidly construct performance models of complex design problems is presented. 

This framework can provide both design insight and a tool to evaluate, optimize, 

and select better alternatives. Interaction between the elements at every level of 

design is a critical issue. The framework should not be limited only to internal function 

integration but it should also consider the external functions such as vendors. The 

vendors have precise and detailed knowledge for their items. This expertise should 

be incorporated in the main development system to ensure and optimize the product 

as a complete system. The templates for different processes and/or procedures 

should be designed systematically to assist in evaluating and optimizing the design 

alternatives through proper integration and analysis.  

   1.1 Integrated Product Development  

Integrated product development (IPD) is recognized as a critical part of the devel-

opment of competitive products in today’s global economy. As a company grows 

larger and products become more complex, hierarchical organizations are estab-

lished to master the increasingly large organization size, the technical complexity, 

and the specialization that evolves to master this complexity. This growth also 

results in the geographic dispersion of people and functional departments. These 

factors inhibit many of the informal relationships that previously provided effective 

communication and coordination between functions. A hierarchical organization 

structure with enterprise activities directed by functional managers becomes inca-

pable of coordinating the many cross-functional activities required to support prod-

uct development as the enterprise moves toward parallel design of product and 

process and a focus on time-to-market. Product development teams (PDTs) are a 

way to address this complexity by organizing the necessary skills and resources on 

a team basis to support product and process development in a highly interactive, 

parallel collaborative manner. Some of the basic principles and guidelines for an 

IPD are as follows:

  1.     Understand Customer Needs and Manage Requirements:  Customer involvement 

increases the probability of the product meeting those needs and being successful in 

the market. Once customer requirements are defined, track and tightly manage those 

requirements and minimize creeping elegance that will stretch out development.   
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  2.     Plan and Manage Product Development:  Integrate product development with 

the business strategy and business plans. Determine the impact of time-to-market 

on product development and consider time and quality as a source of competitive 

advantage.   

  3.     Use Product Development Teams:  Early involvement of all the related depart-

mental personnel in product development provides a multifunctional perspective 

and facilitates the integrated design of product and process.   

  4.     Involve Suppliers and Subcontractors Early:  Suppliers know their product tech-

nology, product application, and process constraints best. Utilize this expertise 

during product development and optimize product designs.   

  5.     Integrate CAD/CAM and CAE tools:  Integrated CAD/CAM/CAE tools working 

with a common digital product model facilitate capture, analysis, and refinement 

of product and process design data in a more timely manner. Feature-based sol-

ids modeling, parametric modeling, and electronic design frameworks facilitate 

the downstream interpretation, analysis, and use of this product data.   

  6.     Simulate Product Performance And Manufacturing Processes Electronically:  Solids 

modeling with variation analysis and interference checking allow for electronic 

mock-ups. Analysis and simulation tools such as finite element analysis (FEA) , 

thermal analysis, network computer (NC)  verification, and software simulation 

can be used to develop and refine both product and process design inexpensively.   

  7.     Improve the Design Process Continuously:  Reengineer the design process and 

eliminate non–value-added activities. Continued integration of technical tools, 

design activities, and formal methodologies will improve the design process.   

 Figure  1.1  illustrates the scope of the integrated design team environment.   

Team
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Service &
Support

Design
Engineer

Cost
Analyst

Marketing

Procurement

Test
Engineer

Quality
Engineer

Manufacturing
Engineer

  Fig. 1.1    Integrated and collaborative team environment       
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  1.2 Collaborative Design and Development 

  Design refers to the activities involved in creating the product structure, deciding 

on the product’s mechanical architecture, selecting materials and processes, and 

engineering the various components necessary to make the product work [ 26 ]. 

Development refers collectively to the entire process of identifying a market opportunity, 

functional requirements, and finally testing, modifying, and refining the product 

until it is ready to manufacture. The development of a product is time-consuming, 

lengthy, and costly. 

 In a typical product development process the design occurs largely before final 

full-scale manufacturing. In most of the cases this design is later altered or refined 

for the manufacturing difficulties, which leads to increased cost and time. The 

manufacturing department is responsible for estimating the feasibility, cost of 

building the prospective new product, and modifications, if necessary. If the 

decision has been taken to outsource some of the components in the final product, 

the  vendors  come into direct consideration. The vendors become a part of the 

design team, as they will be contributing toward the development of the final product. 

Hence, it is very important to consider the vendors’ involvement in the design process 

beginning from the initial stages of the design and development of the product. 

Thus, in any product design and development scenario the interaction among 

marketing, engineering, manufacturing, and, in most cases, the vendors is very 

important. This requirement is met by the application of collaborative product 

development (CPD) [ 6 ,  13 ,  16 ,  29 ]. 

 In the CPD process, the feasibility [ 25 ] for product life cycle is analyzed during 

the early stages of the design process. The expertise from several fields is consid-

ered absolutely essential at every stage of the development process. The expertise 

is grouped in different teams. Each team is responsible for its contribution through-

out the process. In the current market trend such teams are mostly dispersed geographi-

cally. The need for integration continues when the design enters the preliminary and 

detail design phases. In an integrated, collaborative design environment, designers 

interact by sharing information. By considering proper integration and interaction 

from the beginning, the problems with the final integration of activities can be 

significantly reduced. In this context, an integrated system is desired to reduce the 

overall design cycle time by eliminating the repetitive calculations to obtain 

optimum results. The important stage of collaboration is breaking the barriers 

among departments and individuals. This open environment increase groups productivity. 

 CPD practices are recognized as critical to the development of competitive prod-

ucts in today’s dynamic market. A hierarchical distribution of work is essential for 

large organizations and complex products. This structure also results in the geographic 

dispersion of people and functional areas. The typical integrated environment is 

shown in Fig.  1.2 . PDTs are formed with personnel from various functional depart-

ments to support different stages of the development process including the production 

and services.  
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 This early involvement will result in a complete understanding of all the require-

ments and a consensus approach to the design of both the product and its 

 manufacturing and support processes. PDTs promote open discussion and innovative 

thinking resulting in superior products, more efficient processes, and, ultimately, 

a more satisfied customer [ 12 ]. The focus of the team will be to satisfy the external 

customer’s product and support requirements as well as the internal customer 

(functional department) requirements related to factors such as producibility, cost, 

supportability, and testability. 

 For an effective distribution of activities among the design teams, the structured 

approach is very important. The distribution process should start with the product 

definition and end with manufacturing of the product. The first step toward effective 

IPD is the understanding and management of customer requirements. The product 

definition and the structure should be based on the well-understood customer 

requirements. These requirements should be evaluated and refined considering the 

expected time-to-market and quality of the product. The early involvement of all the 

related departmental personnel in the development process provides a multifunctional 

perspective. This helps reducing and/or eliminating the redundancies of data and 

manufacturing issues. Today’s dynamic market demands more outsourcing from 

vendors. The utilization of this expertise could help in improving product quality, 

optimize the product at the system level, and reduce the cycle time [ 24 ]. 

 Along with the expertise from different fields and the vendors, the distribution 

and integration of the resources is also critical. The integration of different CAD/
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  Fig. 1.2    Design team distributed geographically       
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CAM/CAE tools could shorten the development process and optimizes the design. 

The use of common electronic product model reduces the chances of redundancy 

and errors. The feature-based solids modeling,  parametric modeling , and electronic 

design frameworks facilitate the analysis and use of product data among 

 participating teams. With the advancements in information technology IT, it is 

 possible to electronically simulate product performance, interface checking, and 

manufacturing feasibility. This helps in refining the product and the processes 

from manufacturing perspective [ 14 ]. This overall development process should not be 

set as standard and needs to be improved as it progresses. Figure  1.3  illustrates an 

example of how design is done using a heterogeneous environment [ 27 ,  28 ].  

 Central to the design of this system is the interlinking mechanism of the data from 

different data resources. This link allows for transmitting results from one module to 

another. The second important part of this design is the parametric databases. Creating 

the databases is one of the crucial parts in the design of this integrated environment. 

The databases are built using information (parametric data, models, etc.) supplied by 

different vendors, design rules, manufacturing, and other pertinent data. Using input 

module(s) designers participate in the design and analysis process. Designers can 

input variables and perform necessary calculations and integrated analysis. Figures  1.4  

and  1.5  illustrate the scope of integration for the I/O modules and databases.   
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  Fig. 1.3    Sample integrated design model       
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 Many researchers are working on developing the technologies or infrastructure to 

support the distributed design environment. Some are working on providing a platform 

for sharing or coordinating the product information via the World Wide Web [ 10 ,  11 ]. 
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  Fig. 1.4    Integration of the I/O modules with the analysis tool       

Calculate and 
Update the parameters

Analysis Tool

Search & retrieve 
feasible design(s)

Required Set of Specifications

Database

Calculated Parameters

Retrieved
Model(s)

Modularity Analysis

Manufacturability Analysis

Performance Analysis 
Tool

Analysis Tool

Search & retrieve 
feasible design(s)

Database

Performance Analysis 
Tool

  Fig. 1.5    Integration of the analysis tool, databases, and the performance analysis tool       



8 A.K. Kamrani 

Others are developing the framework that enables the designers to build integrated 

models and to collaborate by exchanging services [ 4 ,  5 ,  7 ,  19 – 21 ,  23 ,  27 ].  

  1.3 Case Study: Design of Single-Stage Spur Gearbox 

  The design problem is decomposed into modules such as physical components, 

design constraints, parametric models, analysis procedures, and CAD modeling. 

The important aspect of the framework is an integration of these modules used 

during the design process in the collaborative environment. The proposed collabo-

rative framework allows the integration, which is capable of revision for the 

functional model at that instance with any changes made by individuals. The tools 

used during the product development process vary with the design teams and the 

vendors. Problems may arise in sharing the information in different forms. Also, 

sometimes it is very difficult to convert the data or information from one form to 

the other. This necessitates the  vendors’  involvement at early stages of the development 

process. The developed system allows the designer to collaborate with the vendors 

and other team members to optimize the design process considering the relationship 

within these modules. 

   1.3.1 System Overview    

The problem of gearbox design is decomposed and distributed among the 
different design teams. At the system level the gearbox design problem has 
the requirements in terms of design variables and the required output performance 
characteristics. Along with the design variables there are design constraints like 
low weight and low cost. Table   1.1   shows the decomposition and distribution of 
the problem.      

 The distribution of tasks is done on the basis of the tools used. For this particular 

design problem different tools and modules considered are analysis tool, optimization 

team, vendor catalogs, and CAD modeling. These phases represent different design 

teams that are geographically dispersed. The original equipment manufacturing 

(OEM) team is the final user of the system. The OEM user enters or changes the 

design variables and constraints according to the product requirements. The user 

interface is illustrated in Fig.  1.6 .  

 These variables and constraints are mapped to the  analysis tool  with the use of 

file wrappers. The  analysis module  is the team of individuals who compose the 

design problem. The analysis module team performs the numerical analysis and 

generates the possible alternatives. The design problem and the alternatives are then 

evaluated at the  optimization module . The optimization module retrieves the cata-

logs from the vendor(s) and generates the results in the form of best configuration 

of the system components. 



 The  optimization tool  put the catalogs in every instance of the design procedure 

and evaluates against the design problem and constraint. “Vendor A” is the supplier 

for the gears and has the set of design catalogs for different gears [ 3 ,  8 ,  9 ]. 

 The catalogs are the replaceable modules containing technical specification of 

the components. The CAD modeling group is responsible for creating the paramet-

ric models for the system components. The optimization group sends the results to 

the CAD station. These results include the geometric details, material specifications, 

and the analysis data. The CAD modeling group then generates the solid models on 

the basis of these results. If there are any modifications, the new parameters are sent 

back to the analysis module for the analysis. 

 This cycle continues until all the groups approve the design and it meets the 

functional requirements. Once the design is finalized, the CAD models are created 

and sent to the user interface.   

 Table 1.1    Problem decomposition and task distribution  

 System level  Subsystem level  Component level 

 Design variables  Input power 

 Input speed 

 Output power 

 Minimum output 

performance char-

acteristics 

 Output speed 

 Constraints  Lightweight  Compact design  Gears 

 – Face width 

 – Outer diameter 

 – Shafts diameter 

 Low cost  Material 

 Overall size 

 Material cost 

 Use of standard items 

 Results  Possible alternatives  Possible alternatives 

 Trade study 

 Geometrical detailing 

 Overall performance  Force/stress analysis 

 Assembly CAD models  CAD models 

  Fig. 1.6    User interface       
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  1.4 System Structure and the Components

   The proposed framework is shown in the Fig.  1.7 . It consists of five phases: analysis 

tool, collaborative environment, optimization module, CAD modeling, and ven-

dors’ catalogs. An  integrated product  design approach for the design of single-stage 

speed reducer with a pair of spur gear is structured using the developed system. The 

design problem is composed of analysis for performance characteristics, catalog 

selection for vendor supplied items, and CAD modeling for selected alternatives. 

The product is decomposed into the primary functional system, subsystems, and the 

components. Maintaining interdependency among these subsystems and compo-

nents is very important so as to work as a system. It is also important to consider the 

attributes such as standardization, modularity, future changes, and ease of manufacture 

and assembly. For the outsource components, the vendors have to contribute with 

associated design and engineering. In the detail design process, further engineering 

is done for individual components in the system. The automated generation of 
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  Fig. 1.7    Data and information flow in the proposed integrated system       
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3-D computer models for different alternatives can serve as unique data model 

throughout the development process and eliminate and/or reduce the changes of 

redundancies.  

   1.4.1 Collaborative Environment

   Software integration is a complex process that requires a courtly solution. There has 

been significant advancement in the data-sharing techniques. The critical issue is main-

taining the relationships and dependencies among the different types of data. The data 

and the information in the proposed system are categorized and defined as modules. 

The collaborative environment is the integration of all the  modules  and the  catalogs . 
The ModelCenter ®  is used as a service protocol, which connects different modules and 

catalogs keeping the corresponding relationship as shown in Fig.  1.8 .  

 ModelCenter ®  is an application that allows users to graphically interact with the 

modules and generate links between dissimilar applications. During the assembly 

and the integration of these modules, the design teams can perform the analysis, the 

optimization, and the trade studies of system level parameters. AnalysisServer ®  is 

another application by Phoenix Integration, Inc., that integrates these models by 

wrapping techniques over the network. The parameters defined in the design problem 

are the elements of these models. 

  Fig. 1.8    Graphical integration of components       
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 The file wrappers are created to link the input data file (user interface) and the analysis 

tool. Once the analysis tool calculates the preliminary parameters, the file wrapper maps 

these values for the optimization module. The results of optimization are returned to the 

user interface where the user can comprehend these for further changes. 

 Concurrently, this set of results is sent to the CAD modeling module. Solid 

models are automatically generated for different components of the product.  

   1.4.2 Analysis Phase

   The design problem is composed of input parameters entered by the user. These are 

the input and output performance characteristics for the design analysis. The design 

problem is mapped to variables and synchronized with the analysis tool using the 

ModelCenter ®  wrapper file. The analysis tool is introduced to set the decision vari-

ables and their evaluation. This application anatomizes the design problem and 

gives feedback in terms of the performance requirements for different elements in 

the system. When the user enters/changes the parameters and run the analysis, the 

wrappers map these as variables and the AnalysisServer ®  updates the associated 

variables in the model file. The analysis tool evaluates these parameters and gener-

ates the possible alternatives. These alternatives are then further analyzed along 

with the optimization criterions.  

   1.4.3 Optimization Phase

   The catalogs are the structured databases at the vendors’ site. The optimization 

module team can retrieve these catalogs on limited access basis. Here “limited 

access” means that the optimization module team can only retrieve the specific 

information but cannot modify it. During the optimization run the queries are cre-

ated which retrieve only a particular catalog from the vendor station. It eliminates 

some of the issues for the information security. The optimization tool maps these 

replaceable modules from the catalogs for every instance and places them in the 

current design alternative until the suitable match(s) is found. The optimization 

module selects the components from the catalogs and returns to the user interface 

as  results . This gives the user the detailed specifications for the product and its 

elements. The results obtained are the parameters obtained from the catalogs, 

which gives the optimum performance for the given design requirements and 

constraints. A sample code is listed in Fig.  1.9 .  

 The results obtained from the analysis tool gives theoretical values for the 

parameters that are acquired from empirical relations. The optimization model is 

developed to get the configuration, which satisfy the given constraints optimally. 

The relationships are imposed between the design variables from the design problem 

and the constraints from the modules. The optimization tool runs an iterative 
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procedure. The modules from the catalogs are retrieved and placed into the current 

design instance. The modules that satisfy the design constraints and the available 

components from the vendor catalogs are then selected as alternatives. The graphi-

cal comparison of these alternatives is presented at the user interface, which helps 

the user to trade off for size and cost. Depending on the requirement, the user can 

then manipulate the design variables to get the best possible configuration. Once 

the configuration is finalized, the  program files  for CAD modeling are created 

automatically to generate the solid models of the components. In this case study, a 

pair of gear is selected from the catalogs and then evaluated for load, power, and 

other characteristics defined in the design problem. Figure  1.10  illustrates the com-

parison chart used by the engineer in order to evaluate the alternatives.   
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  Fig. 1.10    Possible alternatives with expected results       
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  Fig 1.9    Visual Basic optimization code for gear selection       



14 A.K. Kamrani 

   1.4.4 Parametric CAD Modeling

   Another important module of the proposed framework is  parametric CAD Modeling . 

The parametric models for different components are created (Fig.  1.11 ). The results 

obtained from the optimization module are used to create the 3-D solid models of 

each element in the system. These CAD models assist the designer to visualize the 

interaction of the components for a given configuration. An automated design 

dramatically reduces the time spent in generating the results for several alternatives.  

 It also serves as a basis for generating detailed documentation for the manufactur-

ing. A Visual Basic code is used to edit the program files with the newly calculated 

variables. The parametric models are created for each component in the system for 

optimized configuration. IDEAS  is the CAD tool used in the system. However, any 

CAD software can be used. For the synchronous, real-time application, parametric 

models are created [ 15 ]. The parametric model allows the user to update the model 

  Fig. 1.11    IDEAS macro program file for gear parametric model       
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according to any change in the design process. For the gear models, pitch circle 

diameter is a reference dimension and all the other geometric dimensions are constrained 

and defined using the equations. Once the optimization module generates the alter-

natives and the results, they are conveyed to the parametric models. The change in 

pitch circle diameter updates the geometry. The solid models of the components are gen-

erated and can be displayed at the user interface in picture format. Solid model for 

a gear and the respective shaft is shown in Fig.  1.12 .  

 For every change in the design process, the users can retrieve the corresponding 

CAD models. This gives the designer a chance to visualize the different alternatives 

and the optimum configuration of the component. 

 The proposed framework provides the means of integrating software tools that 

enables the designers to foresee the overall product and enterprise fulfillment 

during development phases. It will reduce the time required for repetitive analysis 

for different alternatives. Thus the designer can evaluate more alternatives and can 

obtain the optimal solution. This integrated system allows the designers to participate 

in the design process irrespective of geographical location. The developed system 

provides the capability for design of templates for catalog-based design. Vendors 

can participate in the development process with their items as catalogs. The optimi-

zation phase offers the designers a chance to evaluate different alternatives and the 

trade-offs.   

  Fig. 1.12    CAD models for the gears and the shafts       
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  1.5 Conclusions

   Today’s manufacturers encounter various difficulties involved in the product 

development process and these must be overcome for international competitiveness. 

The obstacles include shortened product life cycle, high-quality product, highly 

diversified and global markets, and unexpected changes in technologies and 

customer needs. Any delays in development and you run the risk of losing revenue 

to your competition. Also the companies are heading toward vendor-based manu-

facturing (i.e., the manufacturers are trying to get most of the work done by the 

vendors so as to minimize the time-to-market). Hence it is essential to utilize a 

computer-aided system in designing, manufacturing, testing, and distributing the 

products to minimize the time-to-market. For the integration of information at 

every stage of product development there is need for collaborative technology for 

job collaboration. As the assistant of the design and development of new products, 

integrated design technology plays a very important role. The described framework 

confirms design assumptions and predicts product performance in the early stages 

of the design process. This results in a faster product development cycle—with 

lower associated costs—achieved by eliminating the need to constantly build, test, 

and redesign.   
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        Chapter 2  
 Template-Based Integrated Design: 
A Case Study 

        Ali K.   Kamrani1      and  Abhay   Vijayan2     

   Abstract    This chapter discusses the application of concurrent engineering principles 

in the product development phase to achieve maximum cost reduction by foreseeing 

the manufacturability constraints and solving perceived problems beforehand in 

the concept-generation phase itself. This would entail integrating the different 

phases, namely, design calculation, computer-aided design, and process planning. 

This design methodology is applied to the process of shaft design and bearing 

selection in the product development phase of a motor. The design calculations 

include a force analysis and also bearing life calculations. The output from these 

design calculations is used to develop drawings in integrated design and engineering 

analysis software (I-DEAS). These designs are then used to carry out a time and 

cost analysis.   

   2.1 Introduction 

  The increased globalization of the manufacturing industry opened up new markets 

with varying customer requirements and also increased competition with more 

number of companies by introducing low-cost products. This caused an acceleration 

in the rate of product change which forced engineers and managers to respond with 

products having lower cost, better quality, and shorter development times. As a 

result, companies started reinventing their product development methodologies. 

One of the areas that have gained importance due to this is concurrent engineering. 

Concurrent engineering techniques have gained wide acceptance in the high volume 

manufacturing companies such as automotive and consumer electronics markets. It 

has also gained importance in the low volume, high innovation industry of aerospace. 

Concurrent engineering is defined as an integrated and systematic approach to the 

design of products and their related processes, including manufacture and support. 
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This approach causes designers to consider the whole product life cycle from 

conception through disposal while selecting a design [ 22 ]. One of the main reasons 

for concurrent engineering to gain broad acceptance was its impact on time. 

Second, it got the manufacturing and marketing departments involved early in the 

product development process. This enabled them to influence the design and obtain 

a cost-effective and high performance product. It also made full use of latest 

advances in information technology to develop libraries with complex accumulations 

of detailed design. Because of this, knowledge gained during the development of 

one product could be passed on to subsequent product developments [ 20 ].  

  2.2 Problem Description 

  Any manufacturing process starts with the product development phase. In a sequential 

engineering approach the design process and the actual manufacturing are considered 

as mutually independent. The design department develops a product depending on 

the customer requirements and design constraints and provides engineering drawings 

to manufacturing. Here the design department does not take into consideration the 

manufacturing capabilities and the process limitations on the shop floor. The manu-

facturing department then carries out a manufacturability analysis of the design and 

returns it back to the design section with a list of manufacturing concerns. Here 

each department passes the design or drawings back and forth until they achieve 

functional success. In the concurrent engineering approach, this back and forth 

movement of drawings is completely eliminated since manufacturability concerns 

are addressed in the design phase itself. 

 Once the design is finalized, resources have to be assigned for manufacturing the 

product. This is carried out in the process planning phase. In a manual process 

planning environment, each process plan reflects primarily the experience and 

skills of the individual process planner; hence it is difficult to maintain consistency 

and discipline in the planning process [ 5 ]. It also acts as a significant break in the 

automated flow of data from CAD to CAM. Hence it is necessary to automate process 

planning along with the design phase and allow smooth integration of the two. 

Advances in information technology and increase in the processing speed of 

computers help to develop libraries which contain all the data required for manufac-

turing. This also eliminates the need to develop a new process plan from scratch if 

a similar product component has already been manufactured.  

  2.3 Problem Solution 

  Modifications made to the product in the design phase have maximum impact on 

the cost and functionality of the product [ 15 ]. Hence, we would be concentrating 

on applying concurrent engineering principles in the product development stage 
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and thus achieve maximum cost reduction by foreseeing the manufacturability 

constraints and solving perceived problems beforehand in the concept-generation 

phase itself. 

 In an integrated CAD/CAM environment, parts are detailed using a computer 

graphics system. The system stores the geometric information necessary to 

create process plans. These process plans determine the machining processes, 

tools, and machines required to convert a part from its initial form to the desired 

form. To apply this methodology, we have to interlink the different phases of the 

manufacturing process. The template-based system can be divided into three 

different parts:

   1.    Design calculations.   

  2.    Drafting.   

  3.    Process planning.     

 The system schema is illustrated in Fig.  2.1 . The user requirements are analyzed 

and converted into input parameters for the design calculation phase. The output 

from the design calculations is utilized as the control parameters for selecting fea-

sible drawings from the CAD system. The process planning module uses the CAD 

data and then generates route sheets as well as a cost analysis of feasible designs. 

This enables the designer to study the impact on the design on the basis of cost and 

manufacturing capability.  

 The template-based design methodology is used for the bearing selection and 

shaft design process of an electric motor. The input parameters are speed, power of 

motor, and also the minimum life of bearing required. This information is then used 

to obtain the parameters for CAD models. The CAD modeler then returns feasible 

part drawings which act as the input to the process planning phase. The process 

planning module prepares the route sheet and carries out a time and cost analysis 

for different feasible part drawings and returns it to the user.  

Part
Drawing

Control
Parameters

CAD

Drawing
Templates

User
Interface

Input parameters
Process Plan
(Route Sheet)

Computer Aided
Process Planning

Process
Templates

  Fig. 2.1    Basic system schema       
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  2.4 Electric Motor 

  An electric motor converts electrical energy to mechanical energy. Alternating 

current motors are classified into polyphase synchronous motor, and single-phase 

or polyphase induction (asynchronous) motors. In polyphase synchronous motors, 

magnetic field associated with the rotor results from a rotor winding (electric field) 

excited by direct current via slip rings or from permanent magnets on the rotor 

structure. In single-phase or polyphase induction motors, the rotor magnetic field is 

created by electromagnetic induction effects [ 9 ]. There are two common features 

for all types of motors. The first feature is that, for an average torque to be 

produced, magnetic fields of the stator and the rotor must be stationary with respect 

to each other. The second feature is, for a specific rotor length, air gap diameter, 

and speed, there is a maximum average power output rating. 

 In induction motors, power is transferred from the stationary part (stator) to the 

rotating part (rotor) [ 10 ]. The stator is made of a stack of steel laminations with 

insulated slots opening to the inside diameter and holding stator coils or windings. 

The rotor is also made up of slotted steel laminations. The rotor conductors and end 

rings are formed using a die cast process. The rotor stack length is approximately 

equal to the length of the stator stack and its outside diameter is smaller than the 

inside diameter of the stator packet by twice the air gap. This rotor packet is fitted 

on the shaft. The shaft is supported on the bearings. The end of the shaft where the 

power is transferred through a pulley or coupler is called the drive end. The other 

end is called the nondrive end. An external fan is mounted on the nondrive end of 

the shaft for external cooling. 

 The proposed design methodology is applied to bearing selection and shaft 

design of electric motors. The inputs to design calculations are speed, power of the 

motor, type of drive, and minimum life of bearing required. This information is 

used to calculate and select the minimum diameter of shaft drive end and also to 

select the bearings required. Dimensions of the bearings and shaft extension dimensions 

are then used as the control parameters for CAD template retrieval. The process 

planning module then carries out a cost analysis for the modified product and 

returns the minimum cost machine to the user.  

  2.5 Design Calculations 

  Power ( P ) and speed ( N ) are inputs to the design calculation process. The torque 

( T ) acting on the shaft is given by 

     T
(Nm)

 = [1000 × 60 × (P
(kW)

/N
(rpm)

)]/(2p)    (2.1)  

 The tangential force ( F  
t
 ) is calculated as

     F
t(N)

 = [T
(Nm)

/(D
(m)

/2)]    (2.2) 
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 where  D  is the nominal diameter of the pulley or the coupler [ 16 ]. 

 Based on the types of transmission, the radial force ( F  r ) and the axial force ( F  a ) 

acting on the shaft at the point of mounting is determined [ 21 ]. Forces generated at 

the elements mounted on the shaft produce bending moments and the power trans-

mitted produces shearing stresses. A shaft force analysis is then carried out for the 

section at which transmission element is mounted. This analysis includes both the 

maximum shear stress theory and the distortion energy theory [ 14 ]. 

 The stresses acting on the surface of a solid shaft are given as follows: 

     s
x
 = 32M/pd3 + 4F/p d2  (2.3) 

     t
xy 

=
 
16T/pd3   (2.4) 

 Assuming that the axial force produces the same kind of stress as the bending moment,

     τ
max

 = (2/pd3)[(8M + Fd)2 + (8T)2]0.5   (2.5)       

   s' = (4/pd3)[(8M + Fd)2 + 48T 2]0.5  (2.6) 

 From the maximum shear stress theory, the allowable shear stress is given by 

     τ
all

 = S
y
/2n   (2.7) 

 From the distortion energy theory, the normal stress is given by

     s'
all

 = S
y
/n  (2.8)  

where  d  – diameter of the shaft;  F  – axial force;  M  – bending moment;  n  – factor 

of safety;  S  y  – yield strength;  T  – twisting moment; τ   
max

  – maximum shear stress; 

  s'– normal stress;  τ  
all

  – allowable shear stress; and  s'  
all

  – allowable normal stress. 

 The factor of safety for maximum shear stress is taken as 1.5 and for maximum 

normal stress is taken as 2. The material used for the shaft is alloy steel C1045 with 

density 7830 kg/m 3 , whose allowable shear stress is equal to 60 kpsi and allowable nor-

mal stress is 92.5 kpsi [ 7 ]. Equating  τ  
max

  with  τ  
all

  and  s'  with  s'  
all

 , the minimum required 

diameter of shaft extension is calculated. The shaft is primarily supported at the bear-

ings. Elements mounted on the shaft include the rotor and the transmission device. 

A free body analysis of this shaft is carried out and the radial and axial forces acting on 

the bearings determined. A search heuristic is developed to select all the feasible com-

binations of bearings from the bearing database that will provide the required life. The 

process retrieves the bearing dimensions for each bearing and its associated cost. The 

bearings considered are deep groove ball bearings and roller bearings. The length and 

diameter of the bearing seat would be the same as the inner diameter and width of bear-

ings used. The power and speed required for the application determine the electrical 
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design of stator and rotor. A database of electrical specifications is created which con-

tains the rotor packet dimensions and its corresponding weight for each combination 

of power and speed.  

  2.6 CAD Modeler 

  Integrated design and engineering analysis software (I-DEAS) is used to generate 

and store shaft design templates. The shaft consists of the drive end and nondrive 

end shaft extensions, the drive end and nondrive end bearing seats, and the rotor 

packet seat. The different dimensions of the shaft are obtained from the design 

calculations. They include the minimum shaft extension and bearing seat dimen-

sions. The rotor seat dimension is obtained from the electrical design database. 

The drawings are classified on the basis of the shaft ends as shown in Fig.  2.2 . It 

is either cylindrical or conical. Second classification depends on whether the 

shaft has extensions on both ends or only one shaft extension. Both end shaft 

extensions are used either to run a tachometer or to run an external blower at the 

nondriving end.  

 Further classifications are based on the applications: low speed high torque and 

high speed low torque applications. Once the template is selected, necessary 

changes are made in the dimensions and also additional features like undercuts and 

threading are incorporated. All the changes made to the template are recorded. 

These modifications are passed on to the process planning stage.  

  Fig. 2.2    Shaft classifications       
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  2.7 Process Planning 

  Process planning is the development of a set of work instructions to convert a part 

from its initial form to the required final form [ 6, 11, 12, 19 ]. In the proposed sys-

tem, the process plan provides detailed description of the manufacturing processes 

and machine tools required to make the part. This detailed information includes the 

list of different machines that are used, specific cutting energy for the work mate-

rial, cost per hour of operation, standard setup and tear down times, and the number 

of tools utilized for the process. The process plans are saved in the system database. 

A search heuristic is developed for selecting the process plan. If the process plan 

does not exist in the database then a new process plan is generated by selecting 

machines on the basis of the features, dimensions, and tolerance required for the 

finished product. The process plan information is used to obtain the time required 

for manufacturing and also for cost estimation.  

  2.8 Cost and Time Analysis 

  Each process plan is linked to a cost analysis chart which gives the costs incurred 

in the manufacturing process. If a new process plan is generated then a detailed 

analysis for cost estimation is carried out. The time required for manufacturing a 

part can be classified into productive and nonproductive time [ 2, 4 ]. The productive 

time consists of roughing and finishing operations. Roughing operations are carried 

out at maximum power and the time taken is given by: 

     t
mp

 = (60r
v
p

s
W)/(raWb) = ((60r

v
p

s
)/(ra)) W(1-b)  (2.9)  

where  r  
v
  – proportion of initial volume of workpiece to be removed by machining, 

 p  
s
  – specific cutting energy,  ρ  – density of work material,  W  – initial weight of work 

material in pounds, and  a ,  b  – constants for machine tool type. 

 The time taken for the facing operation at maximum power condition ( t  
mpf 

) is 

given by

     t
mpf

 = 60 V
m
 p

s
/P

m
  (2.10) 

where  V  
m
  – volume of material removed and  P  

m
  – maximum machining power. 

 The time taken for the finishing operation depends on the surface generation rate 

 R  
sg

  for the material. It is the product of speed and feed and is the rate at which 

machined surface is generated.  R  
sg

  for alloy steel work piece and high speed steel tool 

is found to be equal to 23.7 in. 2 /min [ 3 ]. The finished machining time is given by 

     t
mc

 = (60A
m
)/R

sg
  (2.11) 

where  A  
m 
 – surface area to be generated.  
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The tool replacement time is accounted for by modifying the roughing and finishing 

time equations as 

     t
ḿp 

= t
mp

 [1 + (n/(1–n)) (t
mc

/t
mp

)(1/n)]  (2.12)  

when  t  
mc

 / t  
mp

  < 1, and 

     t
ḿc

 = ((60A
m
)/R

sg
) (1/1–n))   (2.13) 

 where  n  is the Taylor tool life index and depends on the material of the tool. Value of  n  

is taken as 0.123 for high speed steel tool [ 4 ]. The nonproductive time is calculated as 

     t
np

 = (t
sa
 + n

t
 t

sb
)/B

s
 = t

ln
 + n

o
t
pt
  (2.14)  

where  t  
sa

  – basic setup time,  t  
sb

  – setup time per tool,  B
  s
  – batch size,  t  

ln
  – load-

ing and unloading time,  t  
pt
  – tool positioning time, and  n  

o
  – number of 

operations. 

 The loading and unloading time depends on the weight of the workpiece and is 

given by 

     t
ln
 = c d W  (2.15)  

where  c  and  d  are constants and have values 38 and 1.1, respectively, for a lathe [ 8 ]. 

 The total rate for the machine and the operator is given by 

     R
t
 = (k

m
 e Wf)/(2 n

y
 n

s
) = k

o
 R

o
  (2.16) 

where  R  
o
  – direct labor rate,  k  

m
  – factor for machine overhead,  k  

o
  – factor for opera-

tor overhead,  e ,  f  – constants for a given tool,  n  
y
  – amortization period for the cost 

incurred, and  n
  s
  – number of shifts. 

 The total cost of manufacturing can then be calculated by multiplying the cost 

rate with the total time required for the process. The manufacturing cost  C  
man

  is 

given by 

     C
man

 = R
o
 (t

mp
 + t´

mc
 + t

np
)  (2.17) 

when  t  
mc

 / t  
mp

   ≥  1, and

               C
man

 = R
o
 (t´

mp
 + t´

mc
 + t

np

when  t  
mc

 / t  
mp

   <  1.

 Bearings are normally procured from a vendor. If the bearing required can be 

found in the bearing database then its corresponding cost is retrieved and used in 

calculating the total cost. If the bearing cost is not available in the database, then 

the relative cost of the bearing is determined using polynomials [ 17 ]: 
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   P
3
(X) = a

3
X3 + a

2
X2 + a

1
X1 +a

0
    (2.19) 

where  a  
3
 ,  a  

2
 ,  a  

1
 ,  a  

0
 , – coefficients,  X  – standardized dimension, and  P  

3
 ( X ) – third-

degree standardized cost function. 

 The coefficients  a  
3
 ,  a  

2
 ,  a  

1
 , and  a  

0
  are obtained from the following set of 

equations. 

 The total cost for the design including the bearing procurement cost and the 

manufacturing cost is reported for all the machines that can be utilized to manufac-

ture the shaft. This estimate helps the designer to select the minimum cost alterna-

tive along with the machine information on which it can be processed. 

 

  2.9 System Components 

  The structure of the system is divided into four major components: design calcula-

tions, bearing selection, design template retrieval, and machine selection with proc-

ess cost estimation. These components are illustrated in Fig.  2.3 . In this system, the 

product specifications are the input for carrying out design calculations. The exter-

nal forces acting on the bearings and the shaft extension is calculated. The design 

calculations also retrieve the electrical design data for rotor packet from the data-

base. A search heuristic is implemented for selecting a minimum cost bearing 

which can withstand the external forces acting on it. The features required and 

dimensions of the bearings, rotor packet, and shaft extension are used to retrieve the 

CAD templates. The template information is used for selecting the machine and 

carry out a process cost analysis. The output from each component is reported back 

to the user interface. The system is implemented on a personal computer equipped 

with a Pentium-4 processor and Windows XP operating system. The graphical user 

interface, search heuristics, and design calculations are developed in Microsoft 

Visual Basic (.NET platform). The relational database is developed in Microsoft 

Access 2003. The 3-D models are generated in I-DEAS and imported into Visual 

Basic which acts as the drawing templates.   
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  2.10 Design Calculations 

  The power and speed entered in the user interface is used to search the electrical 

database to retrieve specifications of the rotor packet. These specifications are used 

to calculate the radial and axial magnetic forces acting on the shaft [ 1 ]. The radial 

force acting on the shaft is given by: 

     F
mr

 = (0.1 + 0.005SID) [(0.25RL.SID)/ (5AG)]   (2.21) 
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Database

Cost
Estimation

Cost
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Database

  Fig. 2.3    System structure       
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where  F  
mr 

 – radial magnetic force, SID – inner diameter of stator packet, RL – rotor 

packet length, and AG – air gap. 

 The axial force is given by: 

     F
ma

 = (35A.T

where  F  
ma

  – axial magnetic force, SID – inner diameter of stator packet,  A  – 

skew angle,  T  – torque, and AG – air gap. 

 The skew angle is the angle made by the rotor packet slots with the axis of rotation. 

Skew angle is provided in some motors to reduce noise levels. Skew angles are 

generally kept as small as possible since higher skew angles reduce motor perform-

ance. A free body analysis of the forces acting on the shaft is carried out to find the 

external radial and axial forces acting on the bearings as shown in Fig.  2.4 . 

At equilibrium conditions, resultant moment  ΣM  = 0, resultant horizontal forces 

 ΣF  
hor 

 = 0, and resultant vertical forces  ΣF  
vert

  = 0.  

 So taking moments about the drive end bearing, the radial force acting on the 

nondrive end is given by:

     F
mde

 = (–1)[(F
r2
 + G

2
 cos q) (l

2
 + L) + (F

mr
 + Gcos q)li–

 (F
rl
 + G

1
 + cos q)l

1
]/L    (2.23) 

 The radial force acting on the drive end is calculated as:

     F
rde

 = F
r2
 + G

2
 cos q – F

rnde
 + Gcos q + F

r1
 + G

1
 cos q   (2.24)  

 The resultant axial force is calculated as:

     F
ade

 + F
ande

 = F
a1

 + F
a2

 + G
1
 sin q + G

2
 sin q + Gsin q   (2.25) 

    F  
r1 
 – radial force acting on the drive end.  

   F  
a1

  – axial force acting on the drive end.  

  Fig 2.4    Free body diagram       
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   G  
1
  – weight of drive end transmission device.  

   F  
r2
  – radial force acting on the nondrive end.  

   F 
 a2

  – axial force acting on the nondrive end.  

   G  
2
  – weight of nondrive end transmission device.  

   F  
mr

  – radial magnetic force.  

   F  
ma

  – axial magnetic force.  

   F  
rde

  – radial force acting on drive end bearing.  

   F  
ade

  – axial force acting on drive end bearing.  

   F  
rnde

  – radial force acting on nondrive end bearing.  

   F  
ande

  – axial force acting on nondrive end bearing.  

   L  – distance between bearings.  

   l  
1
  – distance between the drive end transmission device and the drive end 

bearing.  

   l  
2
  – distance between the nondrive end transmission device and the nondrive end 

bearing.  

   l  
i 
 – distance between the center of the rotor packet and the drive end bearing.  

   θ  – angle made by the shaft with the horizontal plane.    

 The external forces acting on the bearings and the minimum shaft extension 

diameter obtained from stress calculations are then called from the design calcula-

tions module into the bearing selection module which returns the minimum cost 

bearings that can be used for the application.  

  2.11 Bearing Selection 

  The different types of bearings considered are spherical ball bearings (62 and 63 bear-

ings), cylindrical roller bearings (NU2 and NU3 bearings), and angular contact bear-

ings (72 and 73 bearings) manufactured by Svenska Kullagerfabriken (SKF), Inc. The 

bearing life required for all applications is 100,000 h. For each of the bearing types, 

a search is carried out to select the minimum cost bearing. The bearing life calcula-

tions for each type of bearing are described in the following sections [ 18 ]. 

   2.11.1 Bearing Life Calculations for Spherical Ball Bearings

   The equivalent load ( P  
eq

 ) acting on spherical bearings is given by:

     P
eq

 = XF
r
 + YF

a
  (2.26) 

where  F  
r
  – external radial force acting on the bearing and  F  

a
  – external axial force 

acting on the bearing.

     If[(F
a
/F

r
) > 0.505 (F

a
/C

o
)0.231] then X = 0.56 and Y = 0.84 (C

o
/F

a
)0.24  (2.27) 
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 or else X  = 1  and Y  = 0. 

 where  C  
o
  – static capacity of the bearing, 

 The bearing life ( L ) in hours is given by:

     L = 106 (C
dyn

/P
eq

)3/(60 N)  (2.28)  

where  C  
dyn

  – dynamic capacity of the bearing and  N  – speed in revolutions per 

minute.  

   2.11.2 Bearing Life Calculations for Cylindrical Roller Bearings

   Roller bearings cannot withstand axial forces but can withstand very high radial 

forces. The bearing life for cylindrical roller bearings is given by:

     L = 106 (C
dyn

/P
Fr

)10/3/(60 N)   (2.29)  

   2.11.3 Bearing Life Calculations for Angular Contact Bearings  

 The equivalent load ( P  
eq

 ) acting on angular contact bearings is given by: 

     P
eq

 = XF
r
 + YF

a
  (2.30)  

where  F
  r
  – external radial force acting on the bearing and  F  

a
  – external axial force 

acting on the bearing. 

 For 72 bearings, 

  if  [( F  
a
 / F  

r 
) > 1.14]  then X  = 0.35  and Y  = 0.57  or else X  = 1  and Y  = 0. 

 For 73 bearings, 

  if  [( F  
a 
/ F  

r 
) > 1.14]  then X  = 0.35  and Y  = 0.93  or else X  = 1  and Y  = 0.55. 

 The bearing life ( L ) is given as

     L = 106 (C
dyn

/P
eq

)3/(60 N)    (2.31)  

  2.12 Bearing Search 

  The search function retrieves the minimum cost bearing from each type for drive 

end and nondrive end. The constraints for the search are that selected bearings 

should be able to provide a minimum of 100,000 h and the inner diameter of the 

bearing should be greater than the minimum shaft extension diameter required. The 

minimum cost bearings of each type are displayed in the user interface. Also the 

combination of bearings for the drive end and the nondrive end which has minimum 
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combined cost is chosen and displayed as the recommended bearings. The follow-

ing pseudo code describes the search function.  

     Begin  

  For   each type of bearing  

  Sort bearings in descending order of their cost  
  Do while   inner diameter of bearing ≥ minimum shaft extension diameter  

  If   bearing life calculated ≥ 100,000 hours and   
  Cost of bearing ≤ minimum cost bearing then  

  Select bearing dimensions and   
  Initialize minimum cost = bearing cost  

  End   Do Loop  

  Select minimum cost combination for drive end and non drive end bearing  

  End  

 The dimensions and cost of the bearings are transferred from this module to the 

design template retrieval module.  

  2.13 Design Template Retrieval 

  The 3-D models are generated in I-DEAS and are then imported as image files into 

Visual Basic. The graphical user interface in Visual Basic prompts the user to spec-

ify the type of shaft extension. It also asks if threading is required and also the 

minimum tolerance to be achieved on the shaft. The features considered in the case 

study are based on the shaft extension. The different options are single- or double-

shaft extensions, conical shaft extensions, and threaded shaft extensions. The sys-

tem retrieves the dimensions of the rotor packet, which are the internal diameter 

and the length of the rotor packet, and shaft extension dimensions from the design 

calculation module. It also retrieves the drive end and nondrive end bearing dimen-

sions, which are the inner diameter and the length of the bearings, from the bearing 

search module. Drawing templates are retrieved on the basis of the features speci-

fied by the user. The selected features and the minimum tolerance to be achieved 

are then used by the system to choose the appropriate machines. The dimensions of 

the bearings, shaft extension dimensions, and rotor packet dimensions dictate the 

final dimensions of the shaft and are passed on to the machine selection and the 

process cost estimation module. The final dimensions and the features to be proc-

essed on the shaft form the basis for the final process cost estimation.  

  2.14 Machine Selection and Process Cost Estimations 

  The dimensions and features from the design module are obtained and are used to 

select a machine and estimate the cost of production. The system searches through 

the existing process plans in the database to obtain a shaft with matching features 
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and dimensions. If a similar shaft has been previously manufactured, the system 

returns the machine on which it was manufactured as well as the time and cost 

required for manufacturing. The pseudo code shown below is used to search 

through the process plan database.  

     Process Plan Search  

  Begin  

  Do While   processplanreader.Read()  
  If  
  New shaft dimensions = processplanreader (dimensions)  
  And New shaft features = processplanreader (features)  
  And New shaft tolerance = processplanreader (tolerance)  
  Then  

  machine = processplanreader (Machine)  
  cost = processplanreader (Cost)  
  End If  

  End While Loop  

  End  

 If a process plan is not found in the database, a detailed analysis is carried out to 

select the machine and obtain the cost to manufacture. The flowchart for machine selec-

tion and cost estimation is given in Fig.  2.5 . The system searches for a suitable raw 

material. The raw material database consists of various sizes of available cylindrical 

billets. The raw material used in the case study is alloy steel C1045. The machine selec-

tion module computes the total length and the maximum diameter of the designed shaft 

from the dimensions retrieved from the design module. It then searches the raw material 

database to select the billet, such that minimum material removal will be required for 

obtaining the final shape. This reduces the processing cost as well as the raw material 

cost. The following pseudo code describes the raw material search process.      

  Raw Material Search  

  Begin  

  Sort material data in decreasing order of size  

  Do While   Rawmaterialreader.Read( )  
  If   rawmaterial length> total length of designed shaft  

  And  

  Rawmaterial diameter>maximum diameter of designed shaft  
  Then  

  select raw material  
  End If  
  Go to   next smaller raw material  
  cost = processplanreader (Cost)  

  End While Loop  

  End  

 The basic machining processes considered for this system are facing, rough turn-

ing, finish turning, taper, and threading. The system selects machines that can 
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 process the user-defined features on the shaft. The other two constraints for machine 

selection are the minimum tolerance required and the capacity of the machine. For 

each machine selected, the time required for machining is calculated. The nonpro-

ductive time ( t  
np

 ) required for the process is found by assigning values to the number 

of operations ( n  
o
 ) and the number of tools ( n  

t
 ) required for the machining process 

which depends on the features to be machined. The setup times for the machine ( t  
sa
 ), 

the setup time per tool ( t  
sb

 ), and the tool positioning time ( t  
pt
 ) are obtained from the 

machine database. The batch size is directly obtained from the user interface. The 

loading and unloading time depends on the weight of the work piece ( W ), which is 

obtained from the raw material database. For roughing operations, which are carried 

out at maximum power conditions, the specific cutting energy ( p  
s
 ) is found to be 1.3 

hp/(in. 3 /min) for alloy steel work piece and high speed steel tool [ 3 ]. The values for 

tool constants ( a ,  b ) are obtained from the machine database. 

N 

Input Data

Process Plan
Exists

Search for ‘n’ machines

For each machine M

All part features
possible on M

Dimensional 
constraints 

met on machine

Select machine M

Cost Analysis

Y 

Y 

Y 

M=M+1 M=n

End

Y 

N

N 

N 

  Fig. 2.5    Machine selection module       
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 The time required for finishing operations is found by calculating the surface 

area generated in the machining surface. The surface area generated depends on the 

geometry and dimensions obtained from the design template. Tool replacement 

costs are accounted for by incorporating the Taylor’s tool life index in the roughing 

and finish machining time equations. The factors “ k  
m
 ,” “ k  

o
 ,” “ e ,” and “ f ” are 

retrieved from the machine database to calculate the machine rate. The total time 

required for machining is then multiplied with the machine rate to obtain the cost 

for machining. 

 The module then returns the list of machines that can be used with the machining cost 

for each machine along with the selected machine. Even if the process plan exists in 

the database, the system runs a detailed cost analysis to verify the cost. This ensures 

that any changes made to the machine database after the existing process plan was 

created would be considered for the evaluation. If there is any change in the cost of 

machining, the modified value can be incorporated in the process plan database.      

  2.15 Case Studies 

  In this section, two examples are presented to demonstrate the integrated system 

and illustrate the operation procedure for the system. The user interface consists of 

four different windows, each representing a single module. The executable file is 

coded in Visual Basic and is connected to MS Access databases. The 3-D models 

are imported as image files and are retrieved by the system [ 13 ]. 

   2.15.1 Case Study 2.1  

 The data required for the design procedure is input in the user interface as shown 

in Fig.  2.6 . In the example, the power required is 100 kW at 1500 rpm. The motor 

is at an incline of 10 degrees with the horizontal plane. It is a double-ended motor 

with transmission equipment at both ends. The transmission equipments are spur 

gear with a nominal diameter of 350 mm and weight 30 kg and direct coupling with 

a nominal diameter of 300 mm and weight 30 kg. The number of units required is 

10, which is considered as the batch size for process cost estimation.  

 When the “Calculate” button is pressed, the system finds the resultant forces 

acting on the bearings, which are given below.

   Resultant radial force on the drive end = 12,093.16 N  

  Resultant radial force on the nondrive end = 2,230.44 N  

  Resultant axial force = 161.87 N    

 These values are then passed on to the bearing selection module which displays 

the minimum cost bearings for each type that will provide the required bearing life. 

This screen is displayed in Fig.  2.7 . The bearings recommended by the system are 



36 A.K. Kamrani, A. Vijayan

NU219 with a cost of $248.98 for the drive end and 6217 with a cost of $120.59 

for the nondrive end. When the “Manufacture” button is clicked, the dimensions of 

these bearings are passed on to the design module where the user is prompted to 

specify the features and the minimum tolerance required as shown in Fig.  2.8 . In 

the design template module, the user specifies the shaft end feature as “Double 

cylindrical shaft end” and clicks the “Template” button to retrieve the template. The 

user also specifies that no threading is required on the shaft ends. Also the closest 

tolerance required is specified as 2 μm. This information is transferred to the 

machine selection module when the “Machine” button is clicked. The machine 

selection and process cost estimation menu is shown in Fig.  2.9 . If a shaft with 

similar features and dimensions has already been processed, then its corresponding 

process plan along with the cost is retrieved. The machine selection module 

displays a list of machines and the corresponding machining costs. The system 

selects the machine “M3” with the least machining cost “$ 31.66.” It also retrieves 

the raw material cost from the raw material database and the bearing cost from the 

bearing search module and calculates the total cost as “$ 642.79.” This cost can 

then be compared with that of the existing process plan.     

   2.15.2 Case Study 2.2  

 In this example, the power required is 220 kW at a speed of 750 rpm. It is a single 

shaft end motor with a conical shaft end with a flexible coupling as the transmission 

device. The nominal diameter of the flexible coupling is 400 mm and the weight of 

  Fig. 2.6    User interface for Case Study 2.1       
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the coupling is 40 kg. The user interface is shown in Fig.  2.10 . The resultant forces 

acting on the bearings are as given below:

    Resultant radial force on the drive end = 4,796.10 N.  

  Resultant radial force on the nondrive end = 14,649.16 N.  

  Resultant axial force = 0 N.    

 Based on these values, the system selects bearings NU219 with a cost of $248.98 

and 6219 with a cost of $183.43. This is shown in Fig.  2.11 . The bearing dimen-

sions are then transferred to the design template module. The single conical shaft 

end with the threading option is chosen and the tolerance is input as 3 μm. The 

design template menu is shown in Fig.  2.12 .   

  Fig. 2.7    Bearings for Case Study 2.1       

  Fig. 2.8    Design template for Case Study 2.1       
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 Based on the input from design template, the system retrieves three machines 

and calculates the total cost of manufacturing. The machine selection module is 

shown in Fig.  2.13 . In  Case Study 2.1 , four machines were retrieved instead of three 

in  Case Study 2.2 , even though the tolerance was closer in  Case Study 2.1 . This is 

because not all machines have threading capabilities. The system was not able to 

find an existing process plan for the new shaft so the existing plan does not return 

any value. The machine selected is “M4” with a machining cost of “$41.96.” The 

total cost is found to be “$715.93.”    

  Fig. 2.9    Machine selection and cost estimation for Case Study 2.1       

  Fig. 2.10    User interface for Case Study 2.2       



  Fig. 2.11    Bearings for Case Study 2.2       

  Fig. 2.12    Design template for Case Study 2.2       

  Fig. 2.13    Machine selection and cost estimation for Case Study 2.2       
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  2.16 Conclusion 

  In this chapter, the implementation of an integrated design based on templates is 

presented. Concepts used in developing the system are independent of the software 

used. This system is thus focused on the small- and mid-segment industries which 

do not have enough resources for costly software upgradations. By using templates, 

the time required for new product development is drastically reduced. At the same 

time, incorporating computer-aided process planning into the system gives the 

designer a better understanding of the cost implications of the modified design with 

respect to manufacturing. The primary objective was to develop an integrated prod-

uct and process design through a template-based approach. This system would thus 

act as an effective tool to reduce cost by foreseeing manufacturability constraints in 

the concept-generation phase itself. The concurrent engineering approach is applied 

to product and process development and thus the different phases of manufacturing 

are integrated together. The system developed has four main components, which are 

the design calculations, bearing search, and machine selection with process cost 

estimation. All these four components are connected to the relational manufactur-

ing database. This database contains all the manufacturing information required for 

product and process development. Each component of the system is developed as a 

stand-alone module which interacts with the other modules and exchanges informa-

tion when required. Each module provides the user with an output which acts as the 

feedback at each stage of product and process development. Since each component 

is independent of each other, they can be modified without affecting the other 

components. 

 The major challenge in implementing this system is that any changes in the 

manufacturing facility have to be incorporated in the process plans stored. This can 

be a tedious job but can be overcome by using the hybrid process planning approach 

instead of the variant-based approach.   
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        Chapter 3 
  Six Sigma: Continuous Improvement 
Toward Excellence 

        Qianmei   Feng     

   Abstract    Manufacturing and service organizations attempt to improve their 

 products and processes by decreasing variation, because the competitive global 

market leaves little room for error. Variation is the biggest enemy of quality that is 

defined and evaluated by customers. The traditional concept of quality is based on 

average measures of the process/product and their deviation from the ideal target 

value. However, customers evaluate the quality of a process/product not only on 

the basis of the average but also by the variance in each transaction or use of the 

product. Customers want consistent, reliable, and predictable processes that deliver 

the best-in-class level of quality. 

 This is what the Six Sigma approach strives to achieve. Invented by Motorola in 

the 1980s, Six Sigma has been applied to many manufacturing companies, such as 

General Electric (GE), DuPont, and Ford. It has proven to be a customer-focused, 

data-driven, and robust methodology to improve the process and reduce costs. Over 

the last 20 years, Six Sigma has been successfully implemented in many industries, 

from large manufacturing to small businesses, from financial services and insur-

ance industry to health-care systems. For example, under the partnership with GE, 

the Commonwealth Health Corporation launched the Six Sigma initiative in March 

1998 and became the Six Sigma pioneer in the health-care industry. Six Sigma has 

been slowly but successfully implemented by many health-care institutions ever 

since.   

   3.1 What is Six Sigma? 

  As a data-driven and statistics-based approach, Six Sigma aims to deliver near-zero 

defects (as defined by customers) for the product, process, and transaction within 

an organization. The objective of using the Six Sigma approach is to reduce process 
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variation, so that the process results in no more than 3.4 defects per million oppor-

tunities (DPMO) in the long term. This defect rate is calculated on the basis of the 

assumption that many processes are prone to shift 1.50 standard deviations because 

of unavoidable assignable causes or degradation mechanisms. To achieve this long-

term objective, the process capability has to reach the Six Sigma level in the short 

term, that is, the range between the target value and the specification limit contains 

six process standard deviations (6 σ ) on both sides of the target. In this way, the 

defect rate of a Six Sigma process is only about 0.002 DPMO. However, if the proc-

ess mean shifts 1.5 process standard deviations over time, as shown in Fig.  3.1 , the 

defect rate will increase from 0.002 DPMO to 3.4 DPMO.  

 Consequently, for a process that has a lower quality level than Six Sigma, the 

defect rate will increase significantly when the process shifts. A three-sigma proc-

ess is used to be regarded as having good quality performance, before the introduc-

tion of Six Sigma. However, as shown in Fig.  3.2 , the fraction outside of the 

specifications for the three-sigma process increases dramatically compared to the 

fraction for a Six Sigma process, which may cause serious quality problems over 

time. Therefore, three sigma is not good enough for many products or processes 

that attempt to avoid quality problems in the long run.  

 A Six Sigma process can also be interpreted in terms of process capability, 

which is associated with process variation [ 11 ]. The typical definition for process 

capability index,  C  
pk

 , is, 

      

 where USL is the upper specification limit, LSL is the lower specification limit, 

  ̂μ   is the point estimator of the mean, and   σ̂   is the point estimator of the standard 

deviation. If a process is centered at the middle of the specifications, which is also 

interpreted as the target value, then a Six Sigma process will have a capability of 

2, that is,  C  
pk

  = 2. If a process wants to achieve 3.4 DPMO, it implies that the 

realized  C  
pk

  is 1.5 after the process shifts 1.5 standard deviations over time [ 6 ]. 

1.5s

LSL Target USL

4.5s 6s

  Fig. 3.1    A Six Sigma process with 1.5  s  shift       
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 The requirement of 3.4 DPMO or  C  
pk

  of 1.5 is not the ultimate goal of Six 

Sigma. The goal is to establish the right business strategy toward organizational 

excellence. Six Sigma has evolved from a quality metric to an overall business 

management process that provides tangible business results to the bottom line 

through continuous process improvement. This is achieved by a dedicated work-

force trained in Six Sigma methodology, on the project-by-project team basis, and 

with intensive support from the top management. As a customer-focused business 

strategy, Six Sigma puts customer satisfaction as the top priority: projects are 

driven and selected from the customer perspective, and performance standards are 

set on the basis of customer requirement. The Six Sigma methodology provides a 

road map for organizations to achieve the best-in-class business performance 

benchmarks. 

 Although the name does not contain the word “quality” or “performance,” Six 

Sigma is a methodology for structured and process-oriented quality or performance 

improvement. To this end, two different yet similar road maps are available for 

organizations to choose from: one is the road map for Six Sigma process improve-

ment, and the other is for “Design for Six Sigma” (DFSS). The DMAIC (Define, 

Measure, Analyze, Improve, and Control) methodology that most people are famil-

iar with is the road map for Six Sigma process improvement, which involves the 

improvement of existing processes without changing the fundamental structure. 

DFSS is a Six Sigma approach that involves changing or redesigning the process at 

the early stages of product/process life cycle [ 16 ].  

  3.2 Why Six Sigma? 

  By identifying root causes and eliminating variations and defects, Six Sigma posi-

tively impacts many Critical-to-Quality (CTQ) features: timeliness/speed, cost, and 

quality of product/service. As shown in Fig.  3.3 , these benefits will ultimately 

result in enhanced customer satisfaction, increased return-on-investment, and 

increased market share in the competitive global market.  

LSL Target USL LSL Target USL

6s 6s 3s ' 3s '

  Fig. 3.2    Shifting a Six Sigma process and a three-sigma process       
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 Six Sigma has helped many organizations to gain competitive advantages. For 

example, General Electric (GE) had more than$2 billion in savings during the first 

4 years (1996–1999) of Six Sigma initiative, as shown in Fig.  3.4  [ 15 ]. These sav-

ings came from reduced rework, less waste, and decreased customer returns. 

Moreover, 53% of the Fortune 500 companies have deployed Six Sigma to some 

degree. Between 1987 and 2005, Six Sigma has saved them over $400 billion in 

total [ 12 ]. These convincing numbers speak for themselves regarding why Six 

Sigma should be implemented.  

 As the latest name for a comprehensive set of fundamental concepts, philoso-

phies, tools, and methods for process or quality improvement, Six Sigma continues 

to show its endurance and return-on-investment for more than 20 years. By utilizing 

statistical tools, the Six Sigma methodology enables practitioners to accurately 

identify process hindering problems and demonstrate the improvements using 

objective data. However, Six Sigma is not just a collection of tools. The primary 

reason for the success of Six Sigma is that it provides a systematic approach for 

$
Increase return on 

investment 

Improve customer satisfaction

Achieve best-in-class quality 

Reduce defects and improve 
efficiency 

  Fig. 3.3    Why Six Sigma? [ 3 ]       
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quality and process improvement. During most quality training in academia, 

 industry, and government, students and professionals usually are taught a number 

of individual tools such as cause-and-effect diagram, statistical process control 

(SPC), experimental design, quality function deployment (QFD), and failure mode 

and effects analysis (FMEA), and leave the course without a mental big picture 

about how all these tools fit together. While implementing project-by-project, Six 

Sigma provides an overall process of improvement that clearly shows how to link 

and sequence individual tools. With Six Sigma, students and professionals know 

what to do when facing a real problem.  

  3.3 How is Six Sigma implemented? 

  As in many other management processes, the Six Sigma initiative may encounter 

more or less resistance from organizational members and executives. Naturally, 

members of any organization prefer to stay on the track where they are headed, 

unless some external force impels them to do otherwise. Many reasons lead people 

to resist changes, such as feeling “safer” to stick with the expectable status quo, fear 

of failures or breaking habits, and so on. Many factors must be considered to 

 overcome these resistances. The key to implement Six Sigma successfully includes 

aligning critical success factors, building up effective deployment teams, and 

selecting the right projects to pursue. 

   3.3.1 Critical Success Factors  

 The expected benefits from implementing Six Sigma are driven by many factors, 

including organizational consistency of purpose, executive engagement and 

involvement, communications, and project successes.  Consistency of purpose  for 

quality and productivity improvement is the key for the principle-centered quality 

management in the twenty-first century and beyond [ 6 ]. Instead of alternating the 

purpose of quality management according to the trendy quality program, an 

 organization should have the consistency of purpose for the principle-centered 

quality management. 

  Executive engagement  is one of the most critical factors for Six Sigma to  succeed. 

The consistent support and “buy in” from management are essential  elements during 

the cultural change of implementing Six Sigma. As indicated in the survey of Six 

Sigma in US health-care organizations [ 7 ], lack of commitment from leadership is 

the major resistance/barrier for the successful implementation of Six Sigma. 

Executive engagement may include the following:

  ●  Deploying Six Sigma as a core business process;  

 ●  Creating accountabilities and rewards system;  
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 ●  Attending regular meetings to verify progress; and  

 ●  Commitment of time, resources, and people.    

  Effective communications  on Six Sigma play an important role in creating the 

Six Sigma community within an organization. Communications may take the fol-

lowing forms [ 8 ]: 

 ●  Regular written communications on Six Sigma news and successes;  

 ●  Developing and disseminating communication aids to management;  

 ●  Advocating and creating a “common language” based on Six Sigma; and  

 ●  Communicating pertinent facts about Six Sigma in every company meeting.    

 One of the major differences between Six Sigma and other quality initiatives is 

its project-by-project way of implementation. The importance of  project successes  

cannot be overemphasized for the Six Sigma implementation, especially at the 

 initial stage. The project successes will bring benefits to business in a short time 

period (3–6 months), practitioners will feel satisfied for making improvements, and 

executives will see the benefits and provide full business buy-in. In this sense, 

selecting the right project can have a tremendous effect on laying the foundation for 

the success of Six Sigma.  

   3.3.2 Deployment Roles and Training  

 The implementation of Six Sigma starts with both the training of a dedicated work-

force and the education across the organization . Although Six Sigma is deployed 

from top down, people in the organization need necessary training to understand the 

Six Sigma improvement and its potential benefits to the organization and them-

selves. A well-structured project team is one of the many advantages Six Sigma has 

over other quality programs. The team members are well-trained and certified at 

 different levels of Six Sigma practice, so that they can work effectively in a team. 

The typical roles in Six Sigma belts structure include Champions, Master Black 

Belts (MBB), Black Belts (BB), and Green Belts (GB) [ 14 ]. 

  Champion  is an important role that bridges the operational level and the strategic 

level in Six Sigma projects. Champions are responsible to ensure that Six Sigma 

projects at the operational level are aligned with the strategic level business 

 objectives. They need to provide BB the freedom to focus on the problem by keep-

ing a BB from confrontation with executive managers. In addition to removing 

roadblocks, Champions should select projects accurately, adjust the speed of the 

deployment as necessary, and take responsibility for implementation [ 2 ]. 

 MBB are typically hired as the leaders of Six Sigma teams who work closely 

with process owners. They are responsible for training BB and GB, providing 

 technical expertise, and selecting appropriate projects if there are no Champions in 

the company. MBB are typically trained from BB who have demonstrated capabil-

ity for solving difficult projects. Additional training is intended to broaden the tool 

sets and provide MBB with a wider array of skill sets. 
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 At the operational level, BB are the “change agents” who are the heart and soul 

of the Six Sigma program. As full-time positions, BB help GB and other team 

members to understand the project and provide appropriate statistical techniques. 

BB are trained in the basic problem-solving tool and strategy and they are sup-

ported by MBB. 

  GB  are employees trained by BB and/or MBB. They typically spend part time 

completing Six Sigma projects while maintaining their regular full-time work. As the 

project is completed, GB bring their experience in Six Sigma back to their regular 

work and begin to include the Six Sigma methodology in their daily activities. Thus, 

in the long run, GB are the ones who shift the culture of an organization [ 2 ].   

  3.4 Six Sigma Process Improvement—The DMAIC(T) Process 

  The benefits of Six Sigma process improvement are achieved through the utiliza-

tion of a systematic approach, the DMAIC process. We extend it to a six-phase 

process, DMAIC(T), in order to emphasise the importance of technology transfer 

(T) of successful experiences [ 5 ]. Ideas or experiences can be transferred to similar 

products, processes, or transactions within an organization via an Intranet database 

of past Six Sigma projects. In this way, the rate of return on the investment from 

one Six Sigma project can be maximized [ 10 ,  11 ]. 

 Six Sigma projects stay on track by establishing deliverables and reducing the 

process variation at each phase of the DMAIC(T) process. Each of the six phases 

answers the targeted question, which improves the effectiveness of the methodol-

ogy continuously [ 5 ]. 

 ●   Define —What is the problem that needs to be solved?  

 ●   Measure —What is the current process capability?  

 ●   Analyze —What are the root causes of the process variability?  

 ●   Improve —How to eliminate defects and improve the process capability?  

 ●   Control —What should be put in place to sustain the improvement?  

 ●   Technology transfer —Where else can the experience and/or lessons be 

applied?    

 The above questions are answered in each step sequentially as shown in Fig. 

 3.5 . During the DMAIC(T) process, a practice problem identified by process 

owners, Champions, and/or MBB is translated to a statistical problem, which is 

solved by BB and/or GB. The statistical solution found is then transformed to a 

practical  solution that can be implemented by the process owners. As shown in 

Fig.  3.5 , the focus of Six Sigma shifts sequentially from monetary measures, to 

the process output variable ( Y ), to the process input variables or root causes ( X  
1
 , 

 X  
2
 , …,  X   

n
  ), to the vital few input variables ( X

  i
 ) that have critical impact on the 

output variable, and finally to the estimate of savings in money. The six phases 

are described in the following sections, and the key tools involved in each step 

are introduced as well.  
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   3.4.1 The DMAIC(T) Process  

  3.4.1.1 Phase 0: Define (D) 

 In the define phase, process owners, Champions, and/or MBB work together to 

identify the problem, define the project objectives, outline the expected benefits, 

form the team structure, and schedule the project timeline. Specifically, a project 

charter needs to be developed, including project scope, expectations, resources, 

milestones, and the core processes. 

 Six Sigma projects are customer-oriented as shown in Fig.  3.6 . Based on customer 

requirements, the problem is identified and the project goals and deliverables are 

defined. Methods such as benchmarking surveys, spider charts, customer needs map-

ping, and SIPOC (supplier, input, process, output, and customer)  diagram  can be used 

to ensure that the customer requirements are properly identified. A general SIPOC dia-

gram is given in Fig.  3.6  to illustrate the role of Six Sigma in a process. The critical to 

quality (CTQ) characteristics are defined from the viewpoint of customers, which are 

also called external CTQs. In the measure phase, the external CTQs are then translated 

into internal CTQs that are key process output variables (KPOVs).   

  3.4.1.2 Phase 1: Measure (M) 

 Six Sigma is a data-driven approach that requires quantifying the process using 

actual data. In this phase, the performance of the CTQ characteristics is evaluated 

  1.   Select CTQ Characteristics 
  2.   Develop a Data Collection Plan 
  3.   Validate Measurement System 
  4.   Establish Product Capability 
  5.   Determine Improvement Objectives 
  6.   Identify Variation Sources 
  7.   Discover Variable Relationship 
  8.   Establish Operating Tolerances 
  9.   Optimize Variable Settings 

10.   Validate Measurement System 
11.   Verify Process Improvement 
12.   Implement Process Controls 

Define 

Product Benchmarking
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  Fig. 3.5    The DMAIC(T) process       
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and compared to the customer requirements. The shortfalls are identified and the 

achievable opportunities are assessed.    

  Step 1.1: Select critical to quality characteristics 

  This step translates the customer requirements or external CTQs established in 

the define phase into internal CTQs or KPOVs denoted by  Y . The performance of 

the process to be improved is often measured by one or a few KPOVs, which 

should be at the level the BB can impact. Fishbone chart, cause–effect matrix, 

QFD, and FMEA can be constructed to help the selection of KPOVs. The delivera-

bles in this step include 

 ●  The selected KPOVs or  Y s  

 ●  The identified defect or the undesirable outcome for each  Y      

  Step 1.2: Develop a data collection plan 

  This step develops a data collection plan that gathers historical data over a busi-

ness cycle, if possible. Six Sigma can then quantify the process using actual data.  

  Step 1.3: Validate measurement system 

   The capability of measurement systems needs to be evaluated to capture the 
variations due to sampling, operator, equipment, and ambient conditions. The 
repeatability and reproducibility of measurement systems can be assessed using 
Gage R&R or Analysis of Variance (ANOVA).  This evaluation provides the 

decomposition of the total variability into components, and thus into targeted 

improvement actions.      

  3.4.1.3 Phase 2: Analyze (A) 

 Once the project is understood and the baseline performance is documented, it is 

time to analyze the process and find the root causes of problems using statistical 

tools. The objective is to understand the process in sufficient detail so that we are 

able to formulate options for improvement. To achieve this objective, the focus of 

the Six Sigma project will shift from the output variables to the process input 

variables in the analyze phase as shown in Fig.  3.7 . The process input variables that 

Six
Sigma

Customers
Y

Product/Process 

Noise Factors
X’

Control Factors
X

Suppliers

  Fig. 3.6    SIPOC Diagram and Six Sigma       
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will lower the defect rates on KPOVs to achieve the project objectives are 

identified.     

  Step 2.1: Establish process capability 

  This step determines the current product capability, associated confidence lev-

els, and sample size using the process capability analysis. The process capability 

index is closely related to the Sigma level of a process. For example, a Six Sigma 

process has the potential process capability of  C  
pk

  = 2 in the short term or when the 

process has no shift. The assessment of the current process behavior is obtained by 

analyzing historical data. The references to the current performance will provide an 

insight into achievable opportunities. The deliverables in this step include the 

defect rate in DPMO, Sigma level, and the process capability for each KPOV.  

  Step 2.2: Determine improvement objectives 

  The “best” Sigma level is defined for the project indicating the attainable process 

performance. The performance objectives are defined to establish a balance between 

improving customer satisfaction and available resources. The deliverables in this step 

include the achievable performance or benchmark for each KPOV.  

  Step 2.3: Identify variation sources 

  Starting from this step, the focus of Six Sigma shifts to the process input varia-

bles or  X s, which include the controllable and uncontrollable factors, procedures, 

and conditions that affect the output variables. Some of these input variables will 

be used to control the output variables  Y s, and these are called key process input 

 variables (KPIVs) or vital few  X s. The deliverables in the step include

  •  A list of all potential KPIVs that could impact the defect rates of KPOVs  

 •  Identification of vital few  X s    

 The key tools to search for the vital few  X s include both graphical and analytical 

tools. The graphical tools are histograms, fishbone charts, Pareto charts, scatter 

plots, box plots, and residual plots. The analytical techniques include hypothesis 

CTQ

KPOVs (Ys) of Process
to be Improved

Variables (Xs)
affecting KPOVs

Vital Few Xs (KPIVs) that can
be Changed, Controlled and

Measured 

Y = f(X)MEASURE

DEFINE

ANALYZE

IMPROVE

  Fig. 3.7    Focus of Six Sigma       
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testing ( t -test,  F -test, etc.), regression analysis, design of experiments (DOE), and 

SPC control charts.    

    3.4.1.4 Phase 3: Improve (I) 

 In the improvement phase, ideas and solutions are identified and implemented to 

initialize the change in the vital few  X s. Experiments are designed and analyzed to 

find the best solution using statistical and optimization approaches.    

  Step 3.1: Discover variable relationships 

  This step explores the function relationship between the vital few  X s and the  Y s. 

Sometimes, the relationship is obvious if only one or two  X s are identified. When 

many  X s are present, it may be challenging to understand how these  X s affect the 

 Y s. A system transfer function (STF) can be developed as an empirical model relat-

ing  Y s and the vital few  X s [ 3 ]. The key tool to quantify the relationship is experi-

mental design, which provides better understanding of the process than do the 

old-fashioned approaches, such as trial and error or changing one factor at a time.  

  Step 3.2: Establish operating tolerances 

  With the understanding of the functional relationship between the vital few 

 X s and the  Y s, we need to establish the operating tolerances of  X s that optimize 

the performance of  Y s. Mathematically, a variance transmission equation 

(VTE) can be developed that transfers variances of the vital few  X s to variances 

of  Y s [ 3 ].  

  Step 3.3: Optimize variable settings 

  The STF and VTE will be used to determine the key operating parameters and 

tolerances to achieve the desired performance of the  Y s. Optimization models are 

developed to determine the optimum values for both means and variances for these 

vital  X s. In this way, the changes in the  X s are implemented.      

  3.4.1.5 Phase 4: Control (C) 

 The key to the overall success of Six Sigma methodology is its sustainability. In the 

control phase, the process improvement needs to be verified, and performance 

tracking mechanisms and measurements should be put into place to ensure that the 

process remains on the new course.    

  Step 4.1: Validate measurement system 

  The optimal settings for the vital few  X s that optimize the output performance 

have been determined in the improve phase. To ensure that the optimal settings are 

achieved, the measurement systems need to be validated for the vital few  X s, as 

applied in Step  1.3 .  
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  Step 4.2: Verify the process improvement 

  With the changes implemented in the vital few  X s, the new process output vari-

ables need to be evaluated to verify the improvement. It involves the calculation of 

average, standard deviation, DPMO, Sigma level, and/or process capability for 

each KPOV. It may be necessary to check if the change in the process average 

(variance) is statistically significant before/after the improvement. Finally, we need 

to assess if the performance benchmark defined in Step  2.2  is achieved.  

  Step 4.3: Implement process controls 

  Controls need to be implemented to hold the gains, which involves monitoring 

the performance, developing corrective procedures, training people who run the 

process, and integrating into the systems. SPC is the major tool used to control the 

vital few  X s and the KPOVs. The project is not complete until the changes are doc-

umented in the appropriate quality management system, such as QS9000/ISO9000. 

BB and process owners should work together to establish a turnover plan.      

  3.4.1.6 Phase μ: Technology transfer  

 The infinity sign means that transferring technology is a never-ending phase for 

achieving Six Sigma quality. Ideas and knowledge developed in one part of the 

organization can be transferred to other parts of the organization. In addition, the 

methods and solutions developed for one product or process can be applied to other 

similar products or processes. The technology transfer can be implemented by cre-

ating a database of completed and ongoing Six Sigma projects that can be shared 

across the organization using the intranet. With the technology transfer, the Six 

Sigma approach starts to create phenomenal returns.   

   3.4.2 The Toolbox for the DMAIC(T) Process  

 Most of existing tools in the Six Sigma methodology are quality management tools 

and statistical methods, which is quite natural because Six Sigma originated from 

the statistical concept for quality improvement [ 1 ]. Typical quality management 

tools are process mapping, cause-and-effect diagrams, Pareto charts, QFD, FMEA, 

and so on. Examples of the statistical methods include the SPC, DOE, ANOVA, 

hypothesis testing, regression analysis, and so on [ 9 ]. These quality management 

and statistical tools are effective in finding and eliminating causes of defects in 

business processes by focusing on the inputs, the outputs, and/or the relationship 

between inputs and outputs. One of the advantages of the Six Sigma methodology 

over other process improvement programs is that the use of data analysis tools in 

Six Sigma projects enables practitioners to accurately identify process hindering 

problems and demonstrate the improvements using objective data. Table  3.1  sum-

marizes the primary tools in the Six Sigma toolbox.      
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 As experience in implementing Six Sigma accumulated, researchers and practi-

tioners observed that Six Sigma has its inherent limitations and cannot be used as a 

universal solution for any process in any organization  [13] . Therefore, additional 

techniques should be integrated to enhance the effectiveness of Six Sigma. Recent 

technical development in the field of management science and statistical analysis 

has provided more effective tools for improving the efficiency and the productivity 

 Table 3.1    Six Sigma toolbox  

 Phase  Steps  Primary tools 

 Define 
 Outline project objectives, 

expected benefits, and project 

timeline 

 Project charter 

 Benchmarking surveys 

 Spider charts 

 Flowcharts 

 SIPOC diagrams 

 Measure 

 Select CTQ characteristics 
 QFD 

 FMEA 

 Develop a data collection plan 

 Validate the measurement 

system 

 Establish product capability 

 Sampling (data quantity and quality) 

 Gage R&R 

 ANOVA 

 Process capability analysis 

 Basic graphical/summary statistics 

Analyze

 Determine improvement 

objectives 

 Cost analysis 

 Forecasting 

 Identify variation sources 

 Histogram/Pareto chart/Run chart 

 Scatter plot 

 Cause-and-effect diagram 

 FMEA 

 Hypothesis testing 

 Confidence intervals 

 ANOVA 

 Improve 

 Discover variable relationship 

 ANOVA 

 Linear regression 

 Empirical modeling 
 Establish operating 

tolerances 

 Robust design 

 ANOVA 

 Optimize variable settings  Optimization techniques 

 Sensitivity analysis 

 Simulation 

 Control 

 Validate the measurement 

system 

 Verify process improvement 

 Implement process controls 

 Gage R&R 

 Process capability analysis 

 Hypothesis testing 

 Statistical process control 

 Control charts 

 QS9000/ISO9000 

 Technology Transfer  Transfer solutions across the 

organization 

 Project management tools 

 Database and intranet 

  SIPOC  supplier, input, process, output, and customer  CTQ  critical to quality,  QFD  quality 

function deployment,  FMEA  failure mode and effects analysis,  ANOVA   analysis of variance  
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of organizations, such as queuing systems, heuristics, and data envelopment analysis 

(DEA). Interested readers are referred to Tang et al. [ 13 ] and Feng and Antony [ 4 ].   

  3.5 Design for Six Sigma 

  While Six Sigma’s DMAIC approach improves the existing process by removing 

defects, the fundamental structure of the process remains unchanged. To prevent quality 

problems from the beginning, the method of DFSS is more proactive, which involves 

changing or redesigning the process at the early stages of the product/process life cycle. 

The objective of DFSS is to “design it right at the first time” to avoid the quality defects 

downstream. Although DFSS takes more effort at the beginning, it will benefit an 

organization in the long run by designing Six Sigma quality into products/processes. 

 As shown in Fig.  3.8 , the Six Sigma process improvement approach is effective 

in achieving the benchmark identified for the current process. To reach the future 

potential and make breakthrough, DFSS comes into play to redesign the existing 

process, or design a new process or product. DFSS becomes necessary when [ 16 ]

  •  the current process has to be replaced, rather than repaired or just improved,  

 •  the required quality level cannot be achieved by just improving an existing process,  

 •  an opportunity is identified to offer a new process, and  

 •  breakthrough and new disruptive technologies becomes available.     

 DFSS is a disciplined approach to design a process or product that utilizes 

statistical tools and engineering methods. There are several methodologies for 

DFSS, such as DMADV, IDOV, or ICOV. The IDOV (or ICOV) acronym is 

defined as Identify, Design (Characterize the design), Optimize, and Validate, 

which is a well-known design methodology, especially in the manufacturing 

world. The DMADV is a popular methodology since it has the same number of 

Future
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Design for Six Sigma

Achieving Benchmark by

Six Sigma

  Fig. 3.8    Performance improvement by Six Sigma and DFSS       
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letters as the DMAIC acronym. The five phases of DMADV are Define, Measure, 

Analyze, Design, and Verify. These are described in Table  3.2 , as well as the typi-

cal tools for each phase.  
 DFSS integrates many well-known methods, tools, and philosophies for quality 

and reliability improvement, research, development and design strategies, and man-

agement thinking for teamwork from cradle to grave for products and processes in 

organizations. As pointed out in Welch et al. [ 15 ]: “Every new GE product and 

service in the future will be Designed for Six Sigma. These new offerings will truly 

take us to a new definition of World Class.”  

  3.6 Case Study 

  A Six Sigma project implemented to measure physician productivity in a clinical 

department is given as a case study [ 4 ]. The concept of physician productivity is 

increasingly attracting attention in health-care sectors. As the result and measure of 

physicians’ work, physician productivity can be used as the base of compensation 

assignment, resource allocation, and work incentive. One of the traditional measures 

of productivity is the number and types of patient encounters. However, without 

considering the time and other inputs invested in patient care, this measure does not 

allow for the measurement of physician efficiency. The application of traditional 

measures is limited by the complexity which exists in the actual practice. 

 Table 3.2    Design for Six Sigma toolbox  

 Phase  Steps  Primary tools 

 Define  Define project goals and customer (internal 

and external) 

requirements 

 Project charter 

 Benchmarking surveys 

 SIPOC diagrams 

 VOC (voice of customer)  

 Measure  Measure and determine technical requirements 

and specifications 

 QFD 

 FMEA 

 Analyze  Analyze the process options 

to meet the customer needs 

 FMEA 

 Risk assessment 

 Engineering analysis 

 Design  Design the process to meet the customer needs  Robust design 

 DOE 

 Optimization techniques 

 System engineering 

 Simulation 

 Statistical tolerancing 

 Verify  Verify and test the design, assess performance 

and ability to 

meet customer needs 

 Reliability testing 

 Accelerated testing 

 FMEA 

     SIPOC  supplier, input, process, output, and customer,  VOC  voice of customer,  QFD  quality func-

tion deployment,  FMEA  failure mode and effects analysis,  DOE  design of experiment  
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   3.6.1 Define Phase  

 A project aim statement that specified project objectives, expected benefits, team 

structure, and project timeline was created. The long-term goal of this study was to 

provide recommendations to the leadership that would lead to optimized resource 

planning and enhanced revenue. The project aimed to improve clinical productivity 

through the measurement of individual faculty productivity relative to the bench-

mark via persuasive and unique tactics.  

   3.6.2 Measure Phase  

 Physicians in the department differ in ages, experiences, and percentage of clinical 

times. In this study of assessing clinical productivity, three primary types of clinical 

outputs that capture the major contribution by most clinical physicians were con-

sidered: new outpatient visits, consulting, and established outpatient visits, which 

are the CTQ characteristics. This consideration was validated with the medical 

director in the department. The data could be collected from  a list of physician 
workload  (percentage of research, clinical, and teaching )  and the  outpatient activity 
report  provided by the department.  

   3.6.3 Analyze Phase  

 The team analyzed the number and types of patient encounters using run charts and 

bar charts to provide illustration for the relative performance of individual physi-

cians. The summary statistics were analyzed including mean, maximum, minimum, 

and standard deviation. 

 Furthermore, the following issues needed to be handled effectively: 

 •  Multiple outputs including the numbers of new patients, consulting, and estab-

lished patients shall be integrated to measure the overall productivity.  

 •  Clinical inputs shall be incorporated into the evaluation to compare the relative 

efficiency.  

 •  An easy-to-use efficiency measure is required in practice.    

 A fishbone diagram was constructed to analyze factors that influence physician 

productivity. Many factors can affect an individual physician’s productivity, includ-

ing patient characteristics, physician characteristics, hospital environment, and 

third-party reimbursement. It is reasonable to assume that the clinical cost can 

be estimated by the multiplication of physician’s monthly salary and percentage of 

clinical time. This measure of clinical cost not only captures the budgetary input 

allocated to each physician but also reflects the clinical efforts produced by each 
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physician. As the amount of physician’s salary is closely related to physician’s 

medical experience, age, and/or specialty, the clinical cost also conveys informa-

tion about other characteristics of a physician. Therefore, a one-input and three-

output clinical production system was in consideration.  

   3.6.4 Improve Phase  

 The DEA is an effective method to evaluate the relative efficiency among different 

organizational units. The DEA was implemented for the inputs and outputs, and the 

results provided efficiency ranking among physicians. The DEA yields additional infor-

mation that can be used during the  Improve  phase. This includes the reference set con-

sisting of efficient physicians for each inefficient physician as well as the performance 

levels that would make a relatively inefficient physician efficient. Beyond the recogni-

tion of inefficient physicians, the above-mentioned information can provide a counter-

measure to improve physician productivity and optimize resource planning.  

   3.6.5 Control Phase  

 Using performance standards set by the DEA model, the relative efficiency for each 

physician can be monitored monthly. By collecting future data, cost savings can be 

analyzed to verify the benefits of implementing the DEA in the Six Sigma project. 

If the performance target is achieved for each physician, the overall efficiency can 

be improved, which will ultimately enhance organizational revenue with the same 

amount of inputs.  

   3.6.6 Technology Transfer Phase  

 The success of this project will buy-in extensive support from the leadership. The 

experience can then be transferred to other clinical departments in the organization 

for evaluating physician productivity and optimizing resource planning.   

  3.7 Conclusion and Future Trends 

  Although Six Sigma originated in the manufacturing industry, it has been success-

fully adopted by many other public or private sectors, from financial services to 

health-care delivery and management, from information technology to knowledge 

management. The successful implementation over 20 years supports the hypothesis 
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that basic thinking and methods that are used in Six Sigma have lasting values, 

even though they may be marketed by new names in the future. Ideas can be inte-

grated with other productivity improvement methods, for example, the recent focus 

on Lean Six Sigma. The methodology will continue to show their endurance in the 

global business environment.   
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        Chapter 4 
  Supply Chain Workflow Modeling Using 
Ontologies 

        Charu Chandra     

     Abstract    One of the primary objectives of supply chain (SC) information support 

system is to develop a conceptual design of organizational and process knowledge 

models which facilitate optimal SC management (SCM). The SC knowledge mod-

eling consists of two components: (1) modeling SC workflows and (2) capturing 

and organizing knowledge necessary for managing them. Workflow modeling deals 

with handling activities to generate and utilize knowledge, whereas ontology engi-

neering formalizes knowledge content. This chapter proposes a framework com-

prising both aspects of knowledge modeling. To model workflows, a combination 

of two frameworks is proposed: (1) SC operation reference model for higher-level 

process and (2) process modeling tools, such as integrated definition (IDEF) and 

unified modeling language (UML), for the lower, application-level process model 

representation. For workflow knowledge capturing and representation, two stand-

ards are introduced: situation calculus and SC markup language (SCML). The 

former is utilized for capturing process logic with mathematical expressions, and 

the latter for coding this logic with a computational language. An example of pro-

duction scheduling for a steel SC is provided as an illustration.   

   4.1 Introduction 

  The problem of system analysis, modeling, and representation has always been 

important from the perspective of understanding the organization and its processes 

and supporting process management. A system model is a description of its con-

stituents, namely, goals, processes, relationships between processes, and mecha-

nisms for managing these processes. The fundamental question this chapter is 

seeking to address is, “how supply chain (SC) (as an organization) can be modeled 

to facilitate the development of supporting information system defined appropriately 
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for problem-solving methods.” Toward this end, Crubezy and Musen [ 7 ] suggest 

knowledge management methodology based on ontologies. The rationale is to 

develop problem-solving methods as independent components for reuse in decision 

modeling application systems. This chapter adopts their approach and extends it to 

propose a framework, whereby problem-specific ontologies can be developed to 

conceptualize knowledge about SC processes and problems. 

 A holistic approach is applied to SC knowledge modeling, where SC is considered 

as a system consisting of processes interrelated to each other. Each process may 

have various views reflecting different system management perspectives. In order 

to design these process views, conceptual models are proposed, which are graphical 

representations used for symbolizing both static (things and their concepts) and 

dynamic phenomena (events and processes), respectively [ 34 ]. 

 One of the primary objectives of SC ontology development is to develop a 

conceptual design of organizational and process knowledge models which facilitate 

optimal SC management (SCM). The SC knowledge modeling consists of two 

components: (1) modeling SC workflows and (2) capturing and organizing knowl-

edge necessary for managing these workflows. For knowledge organization, this 

chapter suggests utilizing concepts from ontology engineering. Workflow modeling 

deals with handling activities to generate and utilize knowledge, whereas ontology 

engineering formalizes knowledge content. The majority of knowledge that needs 

to be managed in an organization is generated and utilized in-house along the 

workflow of organization [ 20 ]. Therefore, it is meaningful as well as useful to build 

the process knowledge content based on the structure and logic of processes and 

tasks defined in the workflow. 

 The rest of the chapter is organized as follows. Sect.  4.2  describes SC domain, 

and the impetus leading up to the development of ontology-based workflow models. 

Sect.  4.3  presents contemporary research in areas of workflow management, ontology 

engineering, and their intersection. Sect.  4.4  introduces components of proposed 

approach for workflow modeling and ontology engineering. Sect.  4.5  outlines a 

meta-model for tying framework components together. Sect.  4.6  introduces a new 

programming language: SC ontology language (SCOL), and its two constituents: 

extended situation calculus and SC markup language (SCML). Sect.  4.7  presents 

the application of proposed approach to a real-world situation.  

  4.2 Background and Motivation 

  The SC is a network of facilities wherein various distribution options and 

approaches are utilized to effectively integrate suppliers, manufacturers, and dis-

tributors through performing functions of procurement of materials, transformation 

of these materials into intermediate and finished products, and their distribution to 

customers in the right quantities, to the right locations, and at the right time, in 

order to meet required service levels with minimal cost. 
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 Historically, the management of an organization had relied on well-established 

hierarchy. But modern enterprises, such as SC, are more involved in peer-to-peer 

relationships, and the necessity of horizontal collaboration overshadows the hierar-

chical management style. The distributed environment imposes new challenges for 

design and management of processes and tasks in SC. The communication of 

essential information and decisions is becoming critical in allowing distributed 

organization to operate in a cooperative manner, integrate cross-organizational 

functions, and manage processes jointly. In order to make these functions and proc-

esses streamlined, these have to be managed in a holistic and synergistic manner. 

The former considers SC as a whole consisting of parts, and the latter is a set of 

independent components collectively working on common problems. Centralized 

control is not very effective for managing SC. Fox et al. [ 12 ] propose agent-ori-

ented SCM, where SC is viewed as being managed by a set of intelligent agents, 

each responsible for one or more tasks in SC, and interacting with other agents in 

the planning and execution of their responsibilities. Every agent requires specific 

knowledge for its operation. Ontologies provide the vocabulary for representing 

domain or problem knowledge and are also crucial for enabling knowledge-level 

interoperations of agents. 

 The role of system analysis and conceptual modeling is acknowledged as a 

powerful tool for understanding system processes, tasks, and activities [ 2 ]. Typically, 

conceptual models are required to 

 •  understand the SC organization,  

 •  document SC processes,  

 •  specify functional and user requirements for a SC system,  

 •  design information system to support processes, and  

 •  evaluate the change in business process reengineering.    

 The necessity of workflow knowledge modeling arises on the basis of several 

reasons, such as when 

 •  the extent of knowledge becomes intractable,  

 •  business units are geographically decentralized, but more closely networked,  

 •  collaboration becomes important among individual workers, and  

 •  challenges are faced in eliciting requirements when user cohorts are large, 

decentralized, and unknown.    

 Research findings in various fields of study spur the development of knowledge-

based frameworks for workflow modeling. These incentives can be specified as 

follows: 

 •  The emergence of object-oriented approach,  

 •  The use of process models,  

 •  The potential of conceptual models to assist business process reengineering,  

 •  Ontology application in domain and process knowledge representation, and  

 •  Agent technology for automatic process management and control.    
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 Object-oriented methodology suits the inherent structure of SC domain. In 

software development domain, the system consists of objects with properties and 

functionalities, whereas in SC modeling domain, the system consists of proc-

esses, which have objects. Process models explicitly document tasks and activities, 

thus ameliorating the complexity of the SC system. Studying separate process 

models and building knowledge for their management is much easier than to deal 

with the entire system with its uncertainty and dynamics. Conceptual models 

provide techniques for documenting and validating processes. Various SC alter-

natives can be modeled and validated before the best solution is chosen for a 

particular situation. Ontology provides a common view of situations and proc-

esses, thus ensuring shared understanding of common problems. This research 

initiative views SCM as a set of tasks and activities managed by software agents. 

These are intelligent goal-oriented software entities acting autonomously or 

semi-autonomously and collaborating with each other through messages. All 

these technologies provide a background for ontology-driven process modeling 

and management.  

  4.3 Literature Survey 

  The SC workflow knowledge modeling framework proposed in this chapter consists 

of two components—conceptual modeling of workflow and ontology engineering. 

The state of the current research in these two fields of study is examined and 

presented in this section. 

   4.3.1 Workflow Modeling  

 Workflow modeling is identified as the means to define and administer business 

processes automatically. Most of the research initiatives in this field are focused on 

information system design for implementing real-time collaboration systems and 

process automation [ 1 ,  8 ]. The workflow management coalition (WFMC) (  www.

wfms.org)     has established standards for reference model to design workflow and 

specifications of data and documents to realize interpretability between workflow 

systems. According to WFMC, workflow is “the automation of a business process, 

in whole or in part, during which documents, information or tasks are passed from 

one participant to another for action according to a set of procedural rules.”  The 

automation of business processes increases efficiency, facilitates the creation of 

virtual organizations, and offers new potential for e-commerce solutions. The man-

agement and control of workflows is the task of workflow management system 

(WFMS). Process modeling is the most important component of workflow manage-

ment. This and other three components, namely, goal, structure, and object views, 
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are described in IBM [ 19 ]. This chapter considers only the process view of workflow 

management. 

 Process modeling enables systematic analysis of business, focusing on tasks 

(functions) that are performed regularly, controls to ensure their proper perform-

ance, resources needed to perform a task, results of a task, and inputs (raw materials) 

on which the task operates. Several research efforts have proposed methodologies 

to improve enterprise performance through modeling and design of business processes 

[ 30 ,  31 ]. The common thread in these approaches is the use of process models as an 

aid to understand and design systems. A process can be looked from different 

perspectives depending on the type of information required. Previous research has 

defined a number of views with corresponding methodologies, namely, integrated 

definition (IDEF), computer integrated manufacturing open systems architecture 

(CIM-OSA), architecture of integrated information system (ARIS), and Petri nets. 

Recently, with the emerging growth of object-oriented paradigms for analyzing 

and designing systems, unified modeling language (UML) is in use for business 

process design. 

 Workflow systems may play a significant role in SCM, especially when SC 

members are geographically distributed but are closely tied to business processes.  

   4.3.2 Ontology Engineering  

 Ontologies have shown their usefulness for various applications areas, such as 

knowledge representation, intelligent information integration, expert systems, and 

active database systems. Ontology refers to an engineering artifact, constituted by 

a specific vocabulary, used to describe a certain reality, in addition to a set of 

explicit assumptions regarding the intended meaning of words in the vocabulary 

[ 18 ]. Ontology has been applied for capturing the static nature of the system [ 27 ] 

and its dynamics, for which situation calculus is utilized [ 23 ]. 

 Ontology has been found useful in modeling SC by developing knowledge bases 

specific to problem domains [ 4 ]. Ontology can also be used as means for bridging 

system analysis and application system constructions. A survey of literature reveals 

three dimensions of ontology engineering process [ 18 ,  33 ]. The first dimension is 

the building stage, consisting of several activities: specification, conceptualization, 

formalization, implementation, and maintenance. The second dimension is the type 

of ontology: domain and problem [ 17 ]. The third dimension is ontology modeling 

components. Chandra and Tumanyan [ 6 ] specify three components of SC ontology: 

(1) domain concepts with their relationships, (2) axioms for representing rules held 

on this domain, and (3) problem-solving algorithms, if it is problem ontology. This 

chapter does not intend to cover all these aspects. From the first dimension, we discuss 

specification, conceptualization, and formalization. From the second dimension, 

only problem ontology type is covered. As to ontology modeling dimension, all 

three components are demonstrated.  
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   4.3.3 Knowledge-Intensive Workflow Management  

 This subsection demonstrates research works in the area of knowledge manage-

ment, particularly ontology application to workflow management. Researchers try-

ing to model workflows and make processes managed effectively are offering 

techniques borrowed from the knowledge management discipline. Casati et al. [ 3 ] 

propose automatic derivation techniques of active rules that may form workflow 

specification. For describing and representing these rules, active database systems 

have been utilized. Through active rules, workflow performance is represented with 

operational semantics. Workflow management using e-commerce is proposed by 

Basu and Kumar [ 1 ]. For modeling workflows, and controlling and monitoring their 

performances, organizational meta-models are proposed to be designed. Meta-models 

incorporate organizational constraints as they relate to resources, roles, tasks, policies, 

etc. Knowledge management technique is introduced in Kang et al. [ 20 ] to combine 

process and content management. Process management is concerned with handling 

activities to generate and utilize knowledge, whereas content management deals 

with the knowledge content.   

  4.4 Conceptual Framework 

  The literature survey presented in the previous section revealed the importance of 

knowledge-based techniques in workflow modeling and management. Most of the 

frameworks found in literature are devoted to describing organizational workflow 

structure [ 1 ,  32 ], or to presenting the usefulness of knowledge-based systems in 

managing workflows [ 3 ,  20 ]. There are few research works showing the mecha-

nisms of analyzing processes, and modeling knowledge to support their functions. 

The framework presented herein intends to fill this gap. This chapter proposes an 

approach to SC system analysis and a conceptual model design in the form of 

ontologies. The framework consists of two major modeling environments: SC 

workflow modeling and ontology engineering (Fig.  4.1 ). The result of SC workflow 

modeling is a unified representation of SC processes in a hierarchy that identifies 

relationships among them. At this stage, processes are documented with explicit 

models. Ontology engineering deals with capturing knowledge for every process 

and task designed in the previous stage. As a result of application of these models, 

knowledge modules in the form of ontologies are developed.  

   4.4.1 Supply Chain Workflow Modeling  

 The SC workflow model is the collection of business processes, their relationships, 

and sets of characteristics, necessary for evaluating these processes. Two main 

components of the SC workflow model are distinguished, identifying two levels of 
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process representation abstraction. For capturing higher-level process, we have 

adopted the SC operations reference model (SCOR;   www.supply-chain.org).     For 

the lower level, process modeling tools such as IDEF and UML are utilized. 

  4.4.1.1 Supply Chain Operations Reference Model 

 SCOR integrates concepts of business processes, benchmarking, and best practices 

into a cross-functional framework. SCOR builds a hierarchy of SC processes, which 

can be divided into three levels: process type, process category, and process element. 

Process type defines five basic management processes in SC (Plan, Source, Make, 

Deliver, and Return) that provide the organizational structure of SCOR. 

 The second level defines three process categories: planning, execution, and ena-

ble. A planning element is a process that aligns expected resources to meet antici-

pated demands. Execution processes are triggered by planned or actual demand that 

changes the state of products. They include scheduling and sequencing, transform-

ing materials and services, and moving product. Enable processes prepare, main-

tain, and manage information or relationships upon which planning and execution 

processes rely. The SCOR second level also defines criteria for process classifica-

tion, for example, for Make process type, three categories are identified in SCOR: 

M1 make-to-stock, M2 make-to-order, and M3 engineer-to-order. The third level 

presents detailed process elements’ information on each process category described 

at the second level, particularly process input, output, process flows, performance 

attributes, and best practices for their implementation. 

Process decomposition
according to SCOR model

Process type

Process category

Process element

Process models

Process views

IDEF Process models

UML Process models

Supply chain workflow modeling

Ontology modeling

Extended Situation
Calculus

Supply Chain 
Markup Language

  

  Fig. 4.1    Supply chain analysis and modeling conceptual framework       
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 SCOR five processes residing at the first level as well as their subprocesses at 

the second and third levels are flows across SC and are depicted in Fig.  4.2 . 

Processes categorized as planning are processes that balance aggregate demand 

and supply to develop a course of action which best meets sourcing, production, 

and delivery requirements. This process can flow both from left to right and from 

right to left. The Source process flows from right (distributors, wholesalers) to left 

(raw material suppliers) and is for procuring goods and services to meet planned 

or actual demand. The Make process flows from left to right, transforming input 

materials into products to a finished state. The Delivery process provides finished 

goods and services to the downstream tier and eventually to customers and 

includes order management, transportation management, and distribution manage-

ment. The Return process is associated with returning or receiving returned 

 products for any reason.   

  4.4.1.2 Process Modeling 

 SCOR does not provide mechanisms for detailed level process specifications. This 

level is proposed to model using a combined methodology, a best breed of IDEF and 

UML. Process modeling aims to represent processes specified in SCOR third level 

as a collection of tasks executed by various resources within an SC. Each process 

transforms a specific set of inputs into a specific set of outputs to achieve some 

functional goals. Kim et al. [ 21 ] in their study of WFMS suggests nested process 

modeling, where each business process can be broken down into subprocesses or 

tasks. A structure can be provided for hierarchically arranging them into taxonomy, 

making it easier to grasp the relationship between processes and tasks. In turn, tasks 

can be decomposed into activities yielding another level in problem taxonomy. SC 

has some specifics that cannot be adequately represented with WFMS, such as dis-

tributed nature, loose connection among SC members, and different process man-

agement standards. WFMC precisely defines the motivation, the usefulness, and the 

D e l I v e r

R e t u r n

M a k e

S o u r c e

P l a n

P l a n

Raw material suppliers Subassembly suppliers Assembly plant Wholesale warehouses Distributors Customers

  Fig. 4.2    Supply chain structure and supply chain operations reference-model (SCOR) processes       
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theoretical aspects of WFMS. In building SC workflow system, the framework pro-

posed by WFMC will be used as a reference and as a testing tool for evaluating the 

correctness and usefulness of the proposed system. Since the reference model pro-

posed by WFMC is becoming the standard for business process management, the 

framework for workflow modeling proposed in this chapter will be integrated with 

standards promoted by WFMC. Process (task, problem) representation is to be com-

patible with formalisms proposed by WFMC, and XML process definition language 

(XPDL). An XSL  translator is to be developed for this purpose. It provides transfor-

mation languages which enable describing how files encoded in XML standard can 

be transformed. 

 The above-described features of workflow modeling can be captured by using 

explicit models. In comparing various business process modeling methods provided 

by Lin et al. [ 24 ], four methods have been selected: IDEF0, IDEF1, IDEF3, and 

object-oriented modeling with UML formalism. IDEF0 method is designed to model 

decisions, actions, and activities of an SC targeted to analyze its functional perspec-

tives. IDEF1 is an information modeling method used in identifying (1) the informa-

tion collected, stored, and managed by an SC; (2) rules governing the management 

of information; (3) logical relationships within enterprise reflected in information; 

and (4) problems resulting from lack of good information modeling [ 25 ]. IDEF3 

describes processes as sequence of events and activities. It is a scenario-driven proc-

ess modeling technique based on precedence and causal relationships between 

events and situations. IDEF3 model provides the method for expressing and docu-

menting SC domain experts’ knowledge about how a particular process works, in 

contrast to IDEF0, which is concerned with what activities an SC performs. 

 IDEF formalism documents processes with semantic diagrams, which is a part 

of workflow management. The other part is how to manage these processes intelli-

gently by designing information system to support functions and activities. 

Transferring the business model into a software model is necessary to design 

adequate information system. An object-oriented process modeling technique is 

proposed to accomplish the transformation from business to software view. UML 

modeling formalism provides a unique opportunity in this respect. UML offers a 

library of diagrams to semantically present process views captured by IDEF for-

malism. UML meta-models define constructs that designers can use for modeling 

a software system. This chapter offers the best breed of these two techniques, 

whereby IDEF is utilized for handling low-level process granularity, and UML 

offers object representation and migration to software applications.   

   4.4.2 Ontology Engineering  

 Ontology development is the last stage of the SC conceptual modeling framework 

proposed in this chapter. Chandra and Tumanyan [ 6 ] have proposed ontology develop-

ment as a backbone for SC information system design, where ontology participation 

in information system is described and ontology development stages are presented. 
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The ontology-engineering framework presented in this chapter and depicted in 

Fig.  4.3  proposes two ontology development specifications from the perspectives 

of knowledge and software engineers, namely, situation and predicate calculus, and 

a new XML specification, called SCML.  

 Processes documented in workflow modeling environment are studied with 

domain experts and narrative description of the necessary knowledge is captured in 

a text or another word processing format. Scenario narration describes the case 

study in English and presents the situation to be modeled. It has a form of story 

problems, or examples not adequately addressed by existing information system. 

Scenario narration may also contain problem analysis and possible solutions to the 

described problem. Each process is considered as a stand-alone, conceptually 

closed system and studied in terms of identifying properties and rules relevant to 

them. 

 From narrated descriptions, informal knowledge representation captures ques-

tions that ontology must address. These are English descriptions presented in a 

modular way. Competency questions [ 16 ] can be considered as requirements that 

ontology is to address. Questions are mostly constraints on objects and activities, 

but they may also define preconditions that will trigger an action, and the sequence 

of activities, which necessarily should follow each other. These questions do not 

generate ontological commitments, since they are not formal representations, but 

can be used for evaluating the expressiveness of designed ontology. 

 Once knowledge about processes is presented in a modular form, it should be 

structured. Ideally axioms should be arranged in hierarchy with higher-level 

questions requiring the solution for lower level questions. It can be noticed here 

that knowledge classification is defined in workflow modeling stage. Ontology 

engineering inherits this structure (discussed in the next section) and accommo-

dates identified questions into this structure. If it is necessary, especially when 

processes are complex and the number of questions is significant, sub-hierarchies 

inside each process can be constructed. 

Scenario narration

Informal knowledge representation

Formal axioms with ontology calculus

Axioms Implementation with a computer language

Axioms classification

  

  Fig. 4.3    Ontology engineering conceptual framework       
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 Recall, ontology is a formal specification of a conceptualization [ 14 ], hence we 

need a formalism to capture collected knowledge and present it in a language that 

is processable by machines and comprehensible by people. For formalizing informal 

knowledge, we need semantics for its expressiveness and terminology for imple-

menting axioms in a language. Formal ontology axioms formulation can be accom-

plished through situation calculus [ 29 ]. Extending the standard terminology of 

situation calculus for capturing SC-specific predicates and situations will allow 

having a complete set of statements for expressing knowledge captured and docu-

mented in previous stages. 

 Knowledge represented with situation calculus is the mathematical model and 

needs to be coded in a computational language. Implementation of axioms is the 

coding process, where statements in situation calculus are represented with XML 

documents. Despite critics [ 9 ], we advocate the sufficiency of XML documents’ 

capabilities for fully expressing the content and structure of explicit ontologies. 

 For each process item (process, task, or activity), ontology or a set of ontologies 

is designed. Ontologies conceptualize the knowledge necessary for planning and 

executing these process items. The knowledge encapsulated in ontologies consists 

of three components: data model, axioms defining constraints and rules held on 

data model, and algorithms, which are step-by-step conditional descriptions of 

process flows.   

  4.5  Supply Chain Knowledge Modeling: A Meta Model 
for Process Integration 

  The previous section outlines the components of SC knowledge modeling concep-

tual framework. However, it does not address the issue of mappings between proc-

ess modeling and ontology engineering. SC integration can be facilitated if SC 

processes are integrated. The latter is possible if there is a common semantics of 

process information semantics, which can be implemented through ontologies. The 

development of ontologies is motivated by the necessity for providing integration 

of process models for delivering to them common semantics. Among existing 

semantic frameworks, Petri net can be considered as a potential competitor for 

ontologies [ 35 ]. However, there are no agreed-upon standards for semantics of Petri 

nets. In contrast, proposed ontology engineering aims to deliver common semantics 

to process models captured by a frame-based hierarchy (see next section) and a set 

of axioms. 

 The proposed process modeling framework can be represented as a hierarchy of 

SC processes, where higher levels are for representing more generic issues, such as 

planning and execution, and lower levels are for representing specific issues. The 

taxonomy of SC processes and the problems associated with them are depicted in 

Fig.  4.4 .  

 Each level defines the level of information generalization that process models 

capture. Process models provide explicit representations, whose study may reveal 
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requirements and questions that ontologies must be able to answer. Grüninger and 

Fox [ 15 ] call these questions as competencies for ontologies which should address 

the following issues: 

 •  Entities and their properties  

 •  Relationships inside the problem and with other problems  

 •  Constraints  

 •  Behaviors    

 Above-mentioned are general questions that ontologies should address. Specific 

competency questions may be relevant to individual levels, such as the process ele-

ments residing at the third level in problem taxonomy comprises issues related to 

best practices for solving these problems. 

 The structure depicted in Fig.  4.4  reflects the hierarchy of ontologies to be 

designed. SCOR defines all necessary properties for building ontologies for the 

first three levels. Ontologies design at these levels is not practical in terms of their 

usefulness and utilization by software applications, but having these ontologies in 

the first place provides to low-level ontology developers reusable knowledge mod-

ules that can be used for various applications. Mapping between process modeling 

and ontology development for two sub-layers is demonstrated below. 

   4.5.1 SCOR Ontology  

 The SCOR describes (1) activities in three generalization levels, (2) relationships 

between activities in terms of defining output parameters of some activities that 

serve as input parameters for others, (3) benchmarks for each activities, and (4) best 

practices for activities. SCOR ontology systematically documents these features 

with frame-based and first-order formalisms (these two frameworks will be dis-

cussed in the next section). For example, for “Schedule Production Activities” box 
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(Fig.  4.4 ), the following information is to be captured and represented in ontology 

constructs: (1) input parameters, (2) output parameters, (3) benchmarks, and (4) 

best practices. SCOR defines and documents the information depicted in Fig.  4.5 .  

 The only thing is to follow ontology language specifications for formalizing 

implicit knowledge provided by SCOR into a formal language.  

   4.5.2 Workflow Ontology  

 Ontology engineering for this level is much complex than for the previous level, 

since characteristics describing processes at various sublevels are not standardized 

and need to be defined in the first place. Knowledge conceptualized at this level is 

supposed to deliver to decision modeling applications knowledge necessary for 

building simulation, optimization, or other mathematical models to reason about 

the problem of interest. Upper level processes are for macro-focused decision mod-

eling, lower levels are for micro-focused. As can be seen from Fig.  4.4 , “forecast-

ing” is a subprocess of “Schedule Production Activities” box from SCOR. Ontology 

engineering conceptual framework depicted in Fig.  4.3  is applied for each process. 

Scenario narration for forecasting is the description of (1) the type of demand, 

namely, stochastic or deterministic, seasonal or with distribution; (2) sales plan; (3) 

forecast method; and (4) plant capacity. 

 Informal knowledge representation deals with defining rules between concepts 

identified in the previous stage, such as how plant capacity is related to sales 

plan. These relationships are not as simple as they may seem at first glance. Plant 

capacity and sales plan may have many characteristics and they may be engaged 

in nonlinear relationships, which sometimes are impossible to model with math-

ematical expressions. Axiomatization of identified rules is a matter of making 

Schedule 
Production 
Activities

Input:
÷Production plan
÷Scheduled receipts
÷Equipment schedules
÷Production plan 

Output:
÷Production schedule 

Benchmarks:
÷Reliability
÷Responsiveness
÷Flexibility
÷Capacity utilization

Best Practices
÷Demand-pull mechanisms
÷Cellular manufacturing
÷Include preventive maintenance
÷Additional capacity for overflow demand 

  Fig. 4.5    Supply chain operations reference-model (SCOR) ontology elements (adapted from 

SCOR terminology)       
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informal knowledge formal by describing them with algebraic expressions called 

situation calculus. The narrated description of one of the possible rules is “If the 

demand is seasonal, apply time-series forecasting method”; its algebraic repre-

sentation will be 

     Poss(Demand,Seasonal) º Apply(Time_Series,method)  (4.1)  

 Situation calculus is utilized for formal representation of rules. These are documented 

process models that software engineers can translate into a computation language. 

 For the last two stages of ontology engineering (Fig.  4.3 ), namely, rules axioma-

tization and computational implementation, we need to define specifications, and 

the next section is devoted for this purpose.   

  4.6 Ontology Language: Introduction to a Specification 

  Ontology development requires semantics for building ontologies and expressing 

the informal knowledge into explicit ontologies, for which a programming lan-

guage—SCOL is introduced. This language must meet six requirements:

   1.    It should be comprehensible to human users. Object-oriented modeling para-

digm and frame-based logic satisfy this criteria.   

  2.    It must be compatible with existing knowledge representation formalisms. 

Currently, XML and resource definition framework (RDF) are becoming the 

main languages for this pursuit.   

  3.    It must have enough expressiveness for use in the Web environment.   

  4.    It must have well-defined semantics for providing rich modeling primitives and 

efficient reasoning support.   

  5.    It must have a good level of syntactical development to allow effective develop-

ment of parsers.   

  6.    It must be capable of expressing activities.   

   Many ontology languages are proposed by research community, such as 

Knowledge interchange format (KIF)  [ 10 ] and ontology inference layer (OIL) [ 11 ]. 

None of these languages meet requirements identified above. KIF cannot be used 

in the Web environment. OIL is developed as a Web-based representation and infer-

ence layer for ontologies, which combines the widely used modeling primitives 

from frame-based languages with the formal semantics and reasoning services pro-

vided by description logics but fails to express activities. 

 The proposed SCOL is based on three fundamentals:

  •  Frame-based logic for providing modeling primitives.  

 •  First-order logic for specifying the formal representation of competency ques-

tions related to SC activities and their reasoning.  

 •  Language syntax for providing syntactical exchange notations in the Web 

environment.    
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   4.6.1 Frame-Based Logic  

 Object-oriented approaches and frame-based systems provide similar views to the 

domain. Their central modeling primitive is the class (or frame), which has proper-

ties. Frame or class provides a certain context for modeling of one aspect of a 

domain. SCOL incorporates the modeling primitives of frame-based system into its 

language and process models represented with UML class diagrams constitute its 

semantics. Frame logic describes the knowledge in the form of concepts with 

subsumption relationships and attributes and role restrictions. It is utilized to 

express structured knowledge formulated as frame-based systems and classification 

taxonomies. For frame logic representation, description logic is proposed by Fensel 

et al. [ 11 ], on the basis of which OIL ontology language is introduced. This chapter 

advocates the use of UML class diagram for expressing frame-based logic. Being 

semantically rich, class diagram possesses a set of primitives necessary for 

representing concepts with their subsumption relationships. On the contrary, UML 

software applications support translation function of their diagrams into XML 

documents, which completely fits the intentions of this research effort in employing 

XML as formalism for SCOL computational implementation. 

 SCOL inherits its semantics for expressing taxonomies and added new primi-

tives necessary for capturing SC activities from UML class diagram. For this pur-

pose first-order logic is utilized.  

   4.6.2 First-Order Logic  

 First-order logic explicitly models SC domain changes as the result of performing 

actions. It also defines predicates identifying when and how action should take 

place. There are varieties of ways for modeling activities. Situation calculus as a 

tool for first-order logic representation has been adopted to provide semantics to SC 

ontology of system activity and state through axioms. In situation calculus, the 

sequence of actions is represented with first-order term called  situation . These 

representations are carried out with the help of symbols denoting an action or a 

predicate. Thus, the symbol   Do(x,s)   represents a new state  s  
1
  which is a result of an 

action applied in situation  s . Situations, whose true values vary from situation to 

situation, are called functional  fluents.  These are taking the situation  s  as the last 

argument, which serves as a precondition. 

  Delivering ( airfare ,  product ,  s ) statement is a fluent, meaning that the product is 

delivered by airfare only in situation  s . Actions have preconditions identifying 

when these are physically possible. Equation  4.1  is an example of applying precon-

ditions. In general, the dynamics of the domain of interest are captured by applying 

a set of axioms:

   1.    An action precondition axiom for each primitive action.   

  2.    Successor state axioms for each fluent.   
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  3.    Unique name axioms for the primitive actions.   

  4.    Axioms describing initial situations.   

  5.    Domain-independent, generic axioms.     

 Action precondition axiom defines the condition when a particular action can 

take place.  Poss ( a ,  s ) defines the situation,  s , where action  a  is possible. Successor 

state axiom is a way to overcome the frame problem, where inferential aspect is 

present. It provides a complete way of describing how a fluent is affected as a 

response to the execution of actions. Successor axioms describe the value of a 

fluent in the next situation on the basis of its value in the current situation. Unique 

name axioms are consequences of the basic axioms. In  Holds ( f ,  s  
1
 ) =  Holds ( f ,  s  

2
 ) 

situations  s  
1
  and  s  

2
  can be different, but may refer to the same true value for the 

fluent  f . Generic axioms can be any one of the above-mentioned axioms, but gener-

alized from concrete applications. These axioms are useful in applying patterns to 

common situations, where generic axioms can be applied and specialized with 

minor changes.  

   4.6.3 Web Standards  

 Modeling primitives and activities axiomatization are one aspect of knowledge 

engineering. In addition to this, ontology language syntax is to be defined. Taking 

into consideration the importance of Web environment, the syntax must be formu-

lated using existing Web standards for information representation. Through ontology 

language syntax, software engineers can conceptually organize the knowledge 

expressed by frame-based and first-order logic. The syntax of proposed ontology 

language is based on XML and is a new language called SCML. The main principle 

on which SCML is based is the object-attribute-value (O-A-V) triplet. Objects may 

have other objects and/or other O-A-V triplets. Objects can be physical entities, 

concepts, events, and actions. Object contains attributes, which are for characterizing 

the object. Attribute may have one or more possible values. By assuming that terms 

used in O-A-V statements are based on the formally specified meaning, that is, 

ontologies, these triplets can be semantically processed by machine agents. 

Currently, ontologies applied to the World Wide Web based on O-A-V formalism 

are creating a new Semantic web paradigm [ 11 ]. 

 The ontology itself is expressed as an XML schema definition (XSD) file. 

A candidate for SCOL is the (RDF), which has better expressiveness for representing 

problem taxonomy introduced earlier in this chapter and is a well-accepted Web 

standard. 

 Problem taxonomy, depicted in Fig.  4.4 , is the classification of ontologies from 

highly generic SCOR levels to more specific levels represented by IDEF formal-

isms. Problem taxonomy is not discussed in this chapter and is a topic for future 

research as part of ontology language specification. SCML will be utilized for 

developing ontologies as well as for implementing the problem taxonomy. The latter 
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will serve as a meta-model for building the ontology server—a Web-enabled 

knowledge portal, an environment for capturing, assembling, storing, and utilizing 

ontologies.  

   4.6.4 Specification in Ontology Language—Terminology  

 Artificial intelligence [ 26 ] defines ontology as the study of the kinds that exist. This 

definition defines the static nature of the domain that ontology captures. Frame-

based and description logic can cope with this task. In addition to this, we advocate 

the capability of ontologies to capture the dynamics of the SC domain, for which 

first-order logic is utilized. Chandra and Tumanyan [ 6 ] define these two aspects of 

SC to be modeled as organization and problem ontologies, respectively. The imple-

mentation of these two aspects with SCML syntax is described in this section. 

  4.6.4.1 Organization Ontology 

 Organization ontology is designed to describe the structure of SC domain and its sub-

domains. Frame logic and object-oriented approach is utilized for describing the 

structure in terms of classes and properties. Organization ontologies focus on a mini-

mal terminological structure, often just a taxonomy [ 13 ]. Chandra and Tumanyan [ 5 ] 

propose SC system taxonomy for capturing concepts and their subsumption relation-

ships. System taxonomy is a classification hierarchy of SC domain characteristics and 

problems. It provides a syntactically homogeneous view of SC. 

 The terminology for organization ontology as identified in Chandra and Tumanyan 

[ 5 ] is as follows:

   1.    UML class notations denoting classes and their relationships.   

  2.    Names of classes.   

  3.    Names of attributes describing classes.      

  4.6.4.2 Problem Ontology 

 Problem ontologies allow adding axioms and rules to convert taxonomies into epis-

temological constructs, which are studies of kinds of knowledge that are required 

for solving problems in the world, and discovering something, or an idea embedded 

in a program (heuristic). Problem ontology is captured by means of situation calculus. 

The terminology is mostly adopted from Pinto and Reiter [ 29 ]. The vocabulary of 

statements and predicates is left open for future extension in case the existing 

terminology fails to represent SC domain specifics. Standard statements are  Do ( a ,  s ), 

 Consume ( p ,  s ),  Release ( r ,  s ),  Produce ( p ,  r ,  s ),  Start ( a ,  s ), etc. Standard predicates are 

 Poss ( a ,  s ),  Occurs ( a ,  s ),  Actual ( s )  Holds ( f ,  t ),  During ( t ,  s ),  Enables ( a ,  s ), etc. 
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Extended terminology can be added to express specific activities that are involved 

in SC. The sequence of these statements and predicates can be used to present new 

actions, such as sequences of letters make words, thus trying to conceptualize any 

activities that may happen in SC.   

   4.6.5 Supply Chain Markup Language  

 For ontology representation, different programming languages and standards have 

been utilized, Ontolingua and KIF [ 10 ] and OIL [ 11 ]. XML is emerging as a standard 

for communication between heterogeneous systems and is widely used on the 

Internet. These environments present new opportunities for knowledge representation 

and acquisition. This opportunity has three aspects. First, XML has enough expres-

siveness to represent knowledge captured by UML and situation calculus. Second, 

XML documents can easily be translated into knowledge representation format and 

parsed by problem-solving environments or domains. Third, XML can directly 

connect with data storage repositories (RDBMS or ERP systems), thus enabling 

database queries to be more expressive, accurate, and powerful. These three objec-

tives can be achieved by enhancing the semantic expressiveness of XML, especially 

XSD. This chapter proposes a new SCML for presenting knowledge about SC. The 

specification of SCML is formulated as an XSD depicted in Fig.  4.6 .  

 SCML is the computational implementation of the system taxonomy introduced 

by Chandra and Tumanyan [ 5 ]. Seven components (Input, Output, Process, Function, 

Environment, Agent, and Mechanism) of system adopted from Nadler [ 28 ] constitute 

the data model. Axiom entity is utilized for specifying axioms and algorithms. 

 A fragment of SCML is depicted in Fig.  4.7 . It defines the entity “Axioms,” ele-

ments it may have, and entities it may contain. Axioms entity class may have one or 

many “Rules” (“unbounded”) entities, which may have “Attributes” entities (zero or 

many). “Argument” entity may have two attributes: “Name” and “Description.” The 

entity “Rule” may have one and only one “Body” entity, and two attributes.    

  4.7 Case Study: Automotive Industry Supply Chain 

  A prototype of the proposed approach is developed with a case study describing a 

decision support system (DSS) for steel processing and shipment (SPS) SC. SCOR 

definitions are used for building high-level process flow. Process models are 

designed for activity view [ 19 ]. IDEF graphical models are utilized for decompos-

ing SCOR processes into tasks presenting low-level flows of activities. UML class 

diagrams are used in transforming concepts and their relationships regarding SPS 

“schedule production” problem into software constructs. The UML class diagram 

utilization is twofold. It can be used as a pseudo-code for developing a software 

application. It can also serve as a semantic network for the scheduling production 
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domain, and be a part of the domain ontology. For the task ontology example, two 

specifications are demonstrated, situation calculus and SCML. 

   4.7.1 Problem Statement  

 The SPS is a multistage manufacturing process. The automobile SC consists of 

several raw material suppliers and a stamping plant (Fig.  4.8 ), which bus steel from 

it to produce assembly components.  

 The stamping plant consists of blanking, pressing, and assembly departments. 

The blanking department cuts the raw steel into rectangular pieces. The pressing 

  Fig. 4.6    Data schema for supply chain markup language       
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department stamps the blanks into parts. Welding and other operations are per-

formed on stamped parts at the metal assembly department.  

   4.7.2 Supply Chain Model  

 The case study described is concerned with specific problems in SC. These are 

supplier selection, raw materials delivery, production of steel subassembly com-

ponents, and delivery using various carriers. The SPS-SC model is a projection 

of the SCOR process taxonomy regarding these specific issues identified in the prob-

lem statement. Fig.  4.9  depicts the sequence in which these issues are addressed 

in the SC.  

  Fig. 4.7    Supply chain markup language (SCML) fragment: axioms       

Raw material
supplier 1

Raw material
supplier 2

Raw material
supplier 3

Raw material
supplier 4

Blanking 1

Blanking 2

Pressing 1

Pressing 2

Assembly 1

Assembly 2

Stamping

  Fig. 4.8    Steel processing and shipment supply chain       
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 P3.1 is a process of identifying, prioritizing, and considering as a whole with 

constituent parts, all sources of demand in the creation of the steel product. S3.2 is 

the identification of the final supplier(s) based on the evaluation of supplier qualifi-

cations and the generation of a contract defining costs and terms and conditions of 

product availability. S3.3 is scheduling and managing the execution of the individual 

deliveries of product against the contract. The requirements for product deliveries 

are determined on the basis of the detailed sourcing plan. M3.2 are plans for the 

production of specific parts, products, or formulations in specified quantities and 

planned availability of required sourced products, and the scheduling of opera-

tions to be performed in accordance with these plans. Scheduling includes sequencing, 

and, depending on the factory layout, any standards for setup and run. In general, 

intermediate production activities are coordinated prior to the scheduling of opera-

tions to be performed in producing a finished product. D3.6 is the process of 

consolidating and routing shipments by mode and location. Carriers are selected 

and shipments are routed. 

 These processes are captured from SCOR level three representations. In SCOR 

specification, ontology designers can find performance attributes and best practices 

for each process. Ontology at this level is considered as the highest-level abstrac-

tion of knowledge capturing. This chapter discusses only low-level ontologies that 

can be ultimately used by decision modeling agents. 

  4.7.2.1 M3.2—Schedule Production Activity Process Model 

 Process model development consists of two stages: (1) two IDEF0 diagrams are 

developed for decomposing the “Schedule Production Activity” process into tasks 

and activities and (2) UML class development for representing the process model 

in a suitable format for building information system elements. This chapter advo-

cates the pivotal role of ontology in information system design. Consequently, these 

process models will be used for designing domain and task ontologies. The IDEF0 

diagram in Fig.  4.10  depicts a simple decomposition of the “Schedule Production 

Activity” process decomposed into the following:

  Fig. 4.9    Supply chain operations reference-model (SCOR) for steel shipment and processing 

supply chain       
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   1.    Forecast finished goods production and material requirements.   

  2.    Plan production.   

  3.    Schedule production.      

 Relationships among these activities identify input and output information 

necessary for accomplishing these tasks. Further decomposition of one of its tasks 

is depicted in Fig.  4.11 . Four activities are identified in the “Plan Production” task: 

schedule load capacity, schedule finishing capacity, determine outsourcing require-

ments, and generate production plan.  

 The second part of workflow modeling is the representation of business 

processes with constructs that can be used for designing ontologies as information 

system components. The UML model development starts with studying the process 

models and their information needs. A thorough analysis of SPS-SC model reveals 

a list of parameters necessary for building the hierarchy of concepts of scheduling 

production (M3.2.3) process. Concepts are gathered into classes, and classes are 

M3.2.1

Forecasting

M3.2.2

Plan Production

M3.2.3

Schedule 
Production

Plant Capacity

Inventory Planning Requirements

Master Production Schedule

Process Specification

Finished Goods 
Demand Forecast

Materials Demand
Forecast

Sales Plan

Forecast demand
Actual Demand

Forecast Method

Rough Cut 
Capacity Planning

Production Plan

Material Requisition

Production Schedule

Production Order

  Fig. 4.10    Integrated definition0 (IDEF0) diagram for the “Schedule Production Activity” process       
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 Production

Finishing Mix

Production Requirements

Master Production Schedule

  Fig. 4.11    Integrated definition0 (IDEF0) diagram for the “plan production” process       
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related to each other. An analyzed system for the steel SC problem is depicted in 

Fig.  4.12 . The central class is the production unit, which has transportation facilities. 

Association link defines a type of relationship, where transportation is presented 

with one parameter inside productionUnit class. This parameter is an object which 

has multiple attributes. Resource class is associated with productionUnit class, and 

has object parameter resourceAttribute. Product class is associated with production 

Unit with many-to-one relationship. Product has object parameters demand, product 

Materials, and production. TtypeProb class is for defining the distribution function 

of three attributes for production class, namely, BreakdownDuration, Breakdown 

Frequency, and defectiveness.    

   4.7.3 Supply Chain Ontology Engineering  

 SC ontology engineering consists of the development of its three components: 

semantic network, which is concepts and their relationships; axioms defining 

constrains on concepts and other horizontal relationships among them; and algo-

rithms, which are step-by-step procedures for managing tasks and activities. A 

UML model defines the first component. Formalizing axioms and algorithms can 

be implemented through thorough analysis of developed process models. 

1..*

1..*

1..*1..*
transportation

-Destination:Double
-TypeOF:Integer
-DataOfDelivery:Date
-OtherCosts:Double
-DataOfTransportation:Date
-DeliveryTime:Integer
-FixedCost:Double
-transportationTime:Double
-transportationCost:Double

resource

-TotalCapacity:Integer
-NumberOfHours:
 Integer
-Shift:Integer
-name:String

resourceAttributes

-part:Integer
-no_wc_pref:String
-cd_prim_ind:String
-QT_SCHD_RATE:Double
-PC_YIELD:Double
-Capacity:Integer
-cd_pep_prim:Double

product

-InventoryHoldingCost:
 Double
-Name:Integer
-Size:Double
-Weight:Double
-cd_part_status:String
-cd_part_type:String

production

-resourceName:String
-SetupTime:typeProb
-BreakdownDuration:typeProb
-BreakdownFrequency:typeProb
-SetupCost:Double
-deffectiveness:typeProb
-ProcessingCost:Double

productMaterial

-Name:Integer
-Quantity:Integer

demand

-Net:Integer
-part:Integer
-ac_date:Date
-Accum:Integer
-qt_prior_cum:Integer
-qt_cum_shipped:Integer
-QT_CUM_SHP_LST_DTE:
  Integer

+generateXML

typeProb

-selfType:Integer
-parameter2:Integer
-parameter1:Integer

productionUnit

-no_dept:String

  Fig. 4.12    Unified modeling language (UML) class diagram for schedule production process 

(M3.2.3)       
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 The proposed framework describes steps necessary for formalizing ontologies. 

Scenario narration is provided in the problem statement section. SPS-SC informal 

knowledge representation is accomplished by examining process models. Observations 

held on scheduling production problem domain are written down as English 

sentences. Examples of informal representation of knowledge are as follows:

  •  For every product there should be a demand.  

 •  If a product is ordered and its resource is busy with other product without order, 

switch the resource load.  

 •  Inventory level should be less than the maximum allowed.  

 •  Resource utilization cannot be more than its capacity.  

 •  If a product is assigned to a resource, all materials should be available.  

 •  Processes can start when resources and materials are available.    

 Axioms and algorithm capture is a process of a search of rules held in the 

domain of interest for which ontology is to be built. Rules and regulations defined 

in axioms and algorithms are based on concepts identified in the UML model and 

are formulated in the form of equations relating these concepts to each other. 

 The theory for axiom and algorithm representation is based on situation calculus 

and predicate calculus for representing the dynamically changing world [ 22 ]. 

Situation theory views domain as having a state (or situation). When the state is 

changed, there is necessity for an action. Predicate theory defines conditions on 

which specific actions can be taken. According to the framework introduced in this 

chapter, ontology is to capture both dynamics. 

 Examples of formal representation of axioms for the above-described situation 

are provided below.

  Exist(demand, Product)

    Less(MaxInventory, CurrInventory)   

 The first axiom states that if there is a product, its demand should exist. The 

second axiom constrains current inventory with the maximum inventory level. 

Axioms are reusable knowledge constructs and can be used for various problem 

representations, and so have to be shared among these problems. 

 An example of an algorithm can be the formula according to which order size is 

calculated. Inventory replenishment algorithm assumes checking the inventory 

level periodically. If it is less than a predefined level, place an order equal to a speci-

fied value. This narrated knowledge can be formalized using ontology calculus as 

follows:

  Poss{ do[(L × AVG + z × STD) = s] > Il} ≡ MakeOrder(s - Il)   

 where  s  is the reorder level,  L  is lead time, AVG, STD  are forecasted demand 

means and standard deviation, and  z  is customer service indicator. If inventory level 

(IL) is less than the calculated reorder level, an order is placed (Order), which is 

equal to the difference of reorder and inventory levels. 
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 Ontology calculus, like IDEF process model, can document a process or a task. 

For using these processes (or tasks) in information system and applying process 

management techniques, a software construct is required for their representation. 

 Informally represented and presented by ontology calculus, rules are introduced 

as SCML data files in Fig.  4.13 . This XML file structure and content is defined by 

SCML schema depicted in  Fig 4.7 .  

 Axioms are building blocks for ontology engineering. Along with concepts and 

relations, axioms can present the knowledge in a formalism that can be accessed 

and processed by software agents.   

  4.8 Conclusion 

  As a result of this research effort, an approach is proposed for modeling SC as a 

collection of ontology constructs. The process of SC workflow analysis and knowl-

edge models design is presented. It consists of (1) modeling SC as a set of processes 

(SCOR), (2) modeling SC business processes from the generic process to specific 

tasks and activities (IDEF), (3) transforming process models into software meta-

models (UML), and (4) engineering ontologies based on previous analysis. 

  Fig. 4.13    Ontology fragment: axioms       
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 The research described in this chapter is an organic part of overall research ini-

tiative of SC DSS design. Ontologies developed on the basis of principles presented 

in this chapter have been utilized for managing SPS-SC at an industrial sector. This 

research complements the creation of ontology development environment, where 

domain experts, knowledge workers, and software engineers will be able to work 

collectively on building enterprise ontology.   
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        Chapter 5 
  Data-Mining Process Overview 

       Ali   K.   Kamrani1    and    Ricardo   Gonzalez2   

     Abstract    This chapter gives a description of data mining and its methodology. 

First, the definition of data mining along with the purposes and growing needs for 

such a technology are presented. A six-step methodology for data mining is then 

presented and discussed. The goals and methods of this process are then explained, 

coupled with a presentation of a number of techniques that are making the data-

mining process faster and more reliable. These techniques include the use of neural 

networks and genetic algorithms, which are presented and explained as a way to 

overcome several complexity problems that the data-mining process possesses. 

A deep survey of the literature is done to show the various purposes and achievements 

that these techniques have brought to the study of data mining.   

   5.1 Introduction 

  During the last few years, data mining has received more and more attention from 

different fields, especially from the business community. This commercial interest 

has grown mainly because of the awareness of companies that the vast amounts of 

data collected from customers and their behaviors contain valuable information. 

If this information can be somehow made explicit, it will be available to improve 

various business processes. 

 Data mining deals with the discovery of hidden knowledge, unexpected patterns, 

and new rules from large databases. It is regarded as the key element of a much 

more elaborate process called knowledge discovery in databases, or KDD, which is 

closely linked to data warehousing. According to Adriaans and Zantinge [ 1 ], data 

mining can bring significant gains to organizations, for example, through better-

targeted marketing and enhanced internal performance. They stated in their book 
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that the long-term goal of data mining is to create a self-learning organization that 

makes optimal use of the information it generates. 

 Recent publications on data mining concentrate on the construction and appli-

cation of algorithms to extract knowledge from data. Skarmeta et al. [ 18 ] devel-

oped a data-mining algorithm for text categorization. Andrade and Bork [ 2 ] used 

a data-mining algorithm to extract valuable information on molecular biology 

from large amounts of literature. Lin et al. [ 14 ] developed an efficient data-mining 

algorithm to measure proximity relationship measures between clusters of data. 

Delesie and Croes [ 3 ] presented a data-mining approach to exploit a health  insurance 

database to evaluate the performance of doctors in cardiovascular surgeries 

nationwide. 

 The emphasis given by most authors and researchers on data mining focuses on 

the analysis phase of data mining. When a company uses data mining, it is impor-

tant to also see that there are other activities involved in the process. These activities 

are usually more time-consuming and have an important influence on the success 

of the data-mining procedure. 

 This chapter is organized as follows: The following section introduces the data-

mining concept as well as outlines the advantages and disadvantages of its use in 

the knowledge-extraction process from databases. This section also introduces 

some basic expertise requirements that any company should possess in order to use 

data mining effectively. The next section discusses the different stages involved in 

the data-mining process. Some data-mining techniques and methods used during 

the mining phase of the process are then discussed. Finally, some conclusions are 

presented to emphasize the importance of the techniques and methods presented in 

previous sections.  

  5.2 Data Mining 

  In the past, data mining has been referred to as knowledge management or knowl-

edge engineering. Until recently, it has been an obscure and exotic technology, 

discussed more by theoreticians in the artificial intelligence fields. Fayyad et al. [ 4 ] 

defined data mining as a step in the KDD process consisting of applying computa-

tional techniques that, under acceptable computational efficiency limitations, pro-

duce a particular enumeration of patterns or models over the data. Adriaans and 

Zantinge [ 1 ] gave a more general definition used by many researchers. They stated 

that data mining is the process of searching through details of data for unknown 

patterns or trends. They stressed the importance of having an efficient method of 

searching in large amounts of data until a sequence of patterns emerges, whether 

complete or only within an allowable probability. 

 Many times, large databases are searched for relationships, trends, and patterns, 

which prior to the search are neither known to exist nor visible. These relationships 

or trends are usually assumed to be there by engineers and marketers, but need to 

be proven by the data itself. The new information or knowledge allows the user 
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community to be better at what it does. Often, a problem that arises is that large 

databases are searched for very few facts that will give the desired information. 

Moreover, the algorithm and search criteria used in a single database may change 

when a new trend or pattern is to be studied. Also, each database may need a dif-

ferent search criterion as well as new algorithms that can adapt to the conditions 

and problems of the new data. 

 More often than not, humans find it difficult to understand and visualize large 

data sets. Furthermore, as Fayyad and Stolorz [ 5 ] described, data can grow in two 

dimensions defined as the number of fields and the number of cases for each one 

of these fields. As they explained, human analysis and visualization abilities do not 

scale to high dimensions and massive volumes of data. 

 A second factor that is making data mining a necessity is the fact that the rate of 

growth of data sets completely exceeds the rates that traditional “manual” analysis 

techniques can cope with. This means that if a company uses a regular technique 

for extracting knowledge from a database, vast amounts of data will be left 

unsearched, as the data growth surpasses the traditional mining procedures. These 

factors call for a need of a technology that will enable humans to tackle a problem 

using large amounts of data without disregarding or losing valuable information 

that may help solve any kind of problem involving large data sets. 

 Yevich [ 20 ] stated that “data mining is asking a processing engine to show 

answers to questions we do not know how to ask.” He explained that instead of 

asking in normal query language a direct question about a single occurrence on a 

database, the purpose of data mining is to find similar patterns that will somehow 

answer the desired questions proposed by the engineers or marketers. If the ques-

tions or the relationships asked to be found on a database are too specific, the proc-

ess will be harder and will take more time. Moreover, a lot of important relationships 

will be missed or disregarded. 

 The interest on data mining has risen in the past few years. During the 1980s, 

many organizations built infrastructural databases, containing data about their products, 

clients, and competitors. These databases were a potential gold mine, containing 

terabytes of data with much “hidden” information that was difficult to understand. 

With the great strides shown by artificial intelligence researchers, machine-learning 

techniques have grown rapidly. Neural networks, genetic algorithms, and other 

applicable learning techniques are making the extraction of knowledge from large 

databases easier and more productive than ever. 

 Data mining is being used widely in the USA, while in Europe, it has been used 

to a less extent. Large organizations such as American Express and AT&T are 

utilizing KDD to analyze their client files. In the UK, the BBC has applied data-

mining techniques to analyze viewing figures. However, it has been seen that the 

use of KDD brings a lot of problems. As much as 80% of KDD is about preparing 

data and the remaining 20% is about mining. Part of these 80% is the topic that will 

be analyzed and discussed in the next section. 

 It is very difficult to introduce data mining into a whole organization. A lot of 

data-mining projects are disregarded as options because of the following additional 

problems [ 1 ,  13 ]:
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  •  Lack of long-term vision: company needs to ask themselves “what do we want 

to get from our files in the future?”  

 •  Struggle between departments: some departments do not want to give up their 

data.  

 •  Not all files are up-to-date: data is missing or incorrect; files vary greatly in 

quality.  

 •  Legal and privacy restrictions: some data cannot be used for reasons of privacy.  

 •  Poor cooperation from the electric data processing department.  

 •  Files are hard to connect for technical reasons: there is a discrepancy between a 

hierarchical and a relation database, or data models are not up-to-date.  

 •  Timing problems: files can be compiled centrally, but with a 6-month delay.  

 •  Interpretation problems: connections are found in the database, but no one 

knows their meaning or what they can be used for.    

 In addition to these common problems, the company needs to have a minimum 

level of expertise on the data-mining processes. Scenarios in which the area expert 

does not have a specific question and asks the analyst to come up with some inter-

esting results are sentenced to fail. The same holds true for situations where the 

expert provides the data analyst with a set of data and a question, expecting the 

analyst to return the exact answer to that question. According to Feelders et al. [ 6 ], 

data mining requires knowledge of the processes behind the data, in order to

  •  determine useful questions for analysis;  

 •  select potentially relevant data to answer these questions;  

 •  help with the construction of useful features from the raw data; and  

 •  interpret results of the analysis, suggesting possible courses of action.    

 Knowing what to ask and what to expect from the information in a database is 

not enough. Knowledge of the available data from within is also required or at least 

desired. This will enable the expert and the data analyst to know where the data is 

and have it readily available depending on the problem being studied. 

 Finally, data analysis expertise is also desired. Hand [ 9 ] discussed that phenom-

ena such as population drift and selection bias should be taken into account when 

analyzing a database. Data-mining expertise is required in order to select the appro-

priate algorithm for the data-mining problem and the questions being raised.  

  5.3 Data-Mining Methodology 

  Data mining is an iterative process. As the process progresses, new knowledge and 

new hypothesis should be generated to adjust to the quality and content of the data. 

This means that the quality of the data being studied will determine the time and 

precision of any given data-mining algorithm; and if the algorithm is flexible 

enough, important information about a problem will be found even if the central 

question is not fully answered. 
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 Fayyad et al. [ 4 ] developed a structured methodology outlining the different 

steps and stages of the data-mining process. They outlined a six-step methodology 

that involved defining the problem to be solved, the acquisition of background 

knowledge regarding this problem, the selection of useful data, the preprocessing 

of the data, the analysis and interpretation of the results, and the actual use of these 

results. In their methodology, they stressed the importance of the constant “jump-

backs” between stages. Feelders et al. [ 6 ] then used this methodology to explain 

each step of the data-mining process. Figure  5.1  shows that the mining stage of the 

process (Analysis and Interpretation) is just one of the basic stages of the data-min-

ing methodology. The discussion on the stages of this methodology will show that 

all phases play a major role in the process, especially those that come before the 

mining stage.   

  5.4 Problem Definition 

  The problem definition phase is the first stage of the data-mining process. During 

this stage, the objectives of using data mining on the desired problem are identified. 

These are questions or assumptions that, as it was mentioned earlier, are known to 

exist by marketers and engineers, but that need to be proven by the data. 

  Fig. 5.1    Major steps in the data-mining process       
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 Most of the time, the initial question asked in a data-mining project should be 

very vague. This will help the data-mining process because it will disregard large 

amounts of data that are not useful to the problem. This way, the selection of data 

and the preprocessing of data will work with a set of data that has been initially 

“dissected” to help solve the initial problem. 

 During the problem definition stage, it is also important to know how the results 

of the data-mining process are going to be used. Glymour et al. [ 8 ] discussed the 

different common uses of the results of a data-mining process. Some of these 

include the following: 

 •  Intervention and prediction: Results can lead to an intervention of the system 

being studied. Also, they can predict certain behaviors of the system.  

 •  Description and insight: Results give an intelligent description and insight about 

the topic being studied.    

 Glymour et al. [ 8 ] also stressed the fact that one should be cautious about the 

source of the data. Data may be bias, an issue that will directly affect the results of 

the data-mining process. Biased descriptions and insights will lead to biased and 

possibly harmful predictions about a system. Another issue that may arise is the 

problem of causality. Feelders et al. [ 6 ] suggested a closer look at the data before 

assuming the results given by the data-mining process. This will ensure that the 

conclusions drawn by the process are not just the result of chance. 

 The problem definition stage sets the standards and expectations of the data-

mining process. To an extent, this stage helps the users know the quality of the data 

being studied. If many iterations are required, and the problem definition ends up 

being too vague without getting acceptable results, the problem may lie on the 

 quality of the data and not in the definition of the problem.  

  5.5 Acquisition of Background Knowledge 

  As it was mentioned in the previous stage of the data-mining process, possible bias 

and selection effects of the data being studied should be known. This knowledge 

will give the development team the possible limitations of the data under 

consideration. 

 Another important type of knowledge that is important to have before any selec-

tion of data is the typical causal relations found on data. Heckerman [ 10 ] proposed 

Bayesian Networks as a solution to this problem. They allow the incorporation of 

prior knowledge, which may signal possible causality found on a given result from 

the data. The acquisition of prior knowledge will also prevent the occurrence of 

“knowledge rediscovery,” in essence, the data-mining algorithm will tackle a prob-

lem with a number of assertions that will prevent it from having to relearn certain 

patterns that are known to exist. Feelders et al. [ 6 ] proposed a method called rule 

induction, in which “the user would have to guide the analysis in order to take 

causal relations into account.” 
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 The acquisition of knowledge plays a critical role in the data-mining process. 

This stage can help directly on the time it takes the process to give positive results. 

It also prevents the process to learn facts and rules that are already known to be 

true.  

  5.6 Selection of Data 

  After the background knowledge is known, the data-mining process reaches the 

important stage of selecting the data that will be used and analyzed to give an 

answer to the problem under consideration. 

 This selection of the relevant data should be “open-minded” because the purpose 

of data mining is not for the human to solve the problem, but rather to let the data 

speak for itself. With the background knowledge in place, the data-mining process 

will prevent the human expert from introducing new unaccounted biases that could 

harm the conclusions made by the process. 

 Subramanian [ 19 ] and Yevich [ 20 ] proposed the use of a data warehouse as an 

ideal aid for selecting potential relevant data. However, a data warehouse is rarely 

available for use in the present time, so companies have to go through the process 

of “creating” one before the selection of data to achieve an acceptable selection of 

data. If a data warehouse is not readily available at the selection stage, the process 

will be a long one, and the data-mining process will suffer a big delay. 

 The selection of data is a crucial step in the data-mining process. Assuming the 

previous steps are performed properly, data selection narrows down the range of the 

potential conclusions to be made in the following steps. It also sets the range where 

these conclusions may be applicable.  

  5.7 Preprocessing of Data 

  Even when a data warehouse that has all the relevant data of the problem is availa-

ble, it is often required to preprocess the data before in can be analyzed. 

 This stage also allows the expert the freedom of adding new attributes to the 

process, which will, in a way, help the data-mining procedure. These additions 

constitute certain relations between data that may be difficult for the data-mining 

algorithm to assert. Some algorithms, such as the classification tree algorithm, fail 

in the assertion of certain relations that may be important in the data-mining proc-

ess [ 6 ]. Other algorithms take long amounts of time to make the assertions, so if the 

knowledge is readily available by the expert, it is better to add it directly as an 

attribute rather than letting the algorithm make the assertion. 

 Much of the preprocessing in the data-mining process is because many of the 

relations between entities in a database are one-to-many. Data-mining algorithms 

often require that all data concerning one instance of the entity should be stored in 
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one record, so that the analysis can be done in one big table that contains all the 

records regarding the possible instances of a single entity. 

 In order for the preprocessing to be successful, the expert should use domain 

knowledge and common sense to determine the possible attributes and the creation 

of records that will enable the data-mining process to be successful over time.  

  5.8 Analysis and Interpretation 

  The analysis phase follows a long process of problem definition, selection of data, 

and preprocessing of data. At this time of the process, at least 70% of the time used 

in data-mining process has elapsed. During this phase, it is critical for the expert to 

have experience and knowledge on the subject area being studied, on data analysis, 

and of course, on data mining. 

 Knowledge on the subject being studied is required primarily to interpret results, 

and most important, to assert which results should be taken into account for further 

study for possible corrective actions if they are necessary at one point. Data analy-

sis experience is principally required to explain certain strange patterns found on 

the data, and to give importance to more interesting parts of the data being studied. 

Finally, data-mining experience and expertise are required for the technical inter-

pretation of the results. This technical interpretation is in essence, as Feelders et al. 

([ 6 ] mention in their paper, the translation of the results to the language of the 

domain and the data expert. 

 The analysis and interpretation stage of the data-mining process is where the 

actual mining takes place. After the data has been selected, preprocessed, and the 

problem to be solved is known, this stage tries to find certain patterns, similarities, 

and other interesting relations between the available data. All these patterns are 

usually translated into rules that are used in the last phase of the data-mining 

process.  

  5.9 Reporting and Use 

  Results of a data-mining process have a wide range of uses. Results can be used in 

a simple application, such as being input for a decision process, as well as in an 

important application, like a full integration into an end-user application. 

 The results of a data-mining process can also be used in a decision support sys-

tem or a knowledge-based system [ 13, 20 ]. This field of application enables the 

learning process of the knowledge-based system to be faster and more efficient 

since it will not have to wait or adjust to certain biases that a human expert may 

have. The knowledge obtained will be in some cases more accurate, and if the 

background knowledge obtained during the data-mining process is reliable, then 

the results will have a higher reliability as well. 
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 As was mentioned in an earlier section of this paper, the data-mining process has 

been used as a tool for various purposes. Its results can be used to predict patterns 

and behaviors, or just to organize, sort, and choose certain amounts of data to prove 

an assertion made by an expert in the field under consideration. 

 In almost any event, the results of the data-mining process should be presented 

in an organized fashion. This implies the use and development of a well-defined 

user interface. A good and robust user interface is critical in the data-mining proc-

ess as well as in a wide range of problems. It enables the users to report and interact 

with the programs effectively, which improves the success chances of the process. 

 In summary, the data-mining process is a long and iterative process. As Fig.  5.1  

depicts, the process goes both ways, so for example, after selecting the data to be 

studied, the expert can “go back” to the previous stage of the process to add more 

background knowledge that may have been forgotten. Also, if the definition of the 

problem is too specific and no results are found, the expert has the advantage of 

going back to redefine the problem. 

 The selection stage and the preprocessing stage are the most critical steps in the data-

mining process. The two steps account for almost 80% of the time used in the 

data-mining effort. Thus, special attention should be given to these two steps, if the data-

mining process is to be a success. 

 The last two steps of the process are usually “routine work,” if the required data 

analysis and mining expertise are used properly. Many researchers have discussed these 

two steps, but the good performance and use of the analysis and the results of the proc-

ess is completely dependent on the previous stages. Without a good definition of the 

problem or with an inadequate selection of data, the results are not going to be useful. 

 Companies have to realize that the data-mining process is a long and sometimes 

complicated process. Expertise in many fields is required for the process to be suc-

cessful. Workers have to be patient, as the process may take a long time to be able 

to come up with useful answers. Management has to support the procedure and 

know that analyzing and reporting results are not the only two parts of the data-mining 

process. In fact, they have to understand that these two steps are just the end work 

of an extensive and complex process.  

  5.10 Data-Mining Techniques 

  Adriaans and Zantinge [ 1 ] summarized the various techniques used for tackling and 

solving complex data-mining problems, stressing that the selection of a technique 

should be very problem specific. 

Some of the techniques available are query tools, statistical techniques, visuali-

zation, online analytical processing (OLAP), case-based learning, decision trees, 

neural networks, and genetic algorithms. The complexity of these techniques var-

ies, and a good selection of the technique used is critical to arrive at good and 

 significant results. Table  5.1  shows the techniques available for data mining and 

their basic advantages and limitations.
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  The simplest technique available is the use of query tools for a rough analysis of 

the data. Just by applying simple structured query language (SQL) to a data set, one 

can obtain a lot of information. Before applying more advanced techniques, there 

is a need to know some basic aspects and structures of the data set. This was 

stressed in the previous section, and it was regarded as background knowledge. 

SQL is a good technique for discovering knowledge that is in the “surface” of the 

data, which is information that is easily accessible from the data set. 

 Scott and Wilkins [ 17 ], Adriaans and Zantinge [ 1 ], and Yevich [ 20 ] have stated 

that for the most part, about 80% of the interesting information can be abstracted 

from a database using SQL. However, as Adriaans and Zantinge [ 1 ] stressed in 

their book, the remaining 20% of hidden information can be extracted only by 

using more advanced techniques; and for most problems, this 20% can prove of 

vital importance when solving a problem or extracting valuable knowledge for 

future use. 

 Statistical techniques can be a good simple start for trying to extract this impor-

tant 20% of knowledge from the data set. Patterns can be found in the data being 

studied with the help of histograms, Pareto diagrams, scatter diagrams, check 

sheets, and other statistical tools. If important relations are not found using statisti-

cal process control (SPC) tools, at least some information will be learned, and some 

 Table 5.1    Data-mining techniques  

 Data-mining technique  Characteristics Advantages/disadvantages 

 Query tools  • Used for extraction of ‘“shallow”’  knowledge. 

 • SQL is used to extract information. 

 Statistical techniques  • SPC tools are used to extract deeper knowledge from 

databases. 

 • Limited but can outline basic relations between data. 

 Visualization  • Used to get rough feeling of the quality of the data 

being studied. 

 Online analytical processing (OLAP)  • Used for multi-dimensional problems. 

 • Cannot acquire new knowledge. 

 • Database cannot be updated. 

 Case-based learning  • Uses k-nearest neighbor algorithm. 

 • A search technique rather than a learning algorithm. 

 • Better suited for small problems. 

 Decision trees  • Good for most problem sizes. 

 • Gives true insight into nature of the  decision process. 

 • Hard to create trees from a complex  problem. 

 Neural networks  • Mimics human brain. 

 • Algorithm has to be trained during the encoding phase. 

 • Complex methodology. 

 Genetic algorithms  • Use Darwin’s evolution theory. 

 • Robust and reliable method for data  mining. 

 • Requires a lot of computing power to achieve anything 

of significance. 

     SQL  structured query language,  SPC  statistical process control,  OLAP  online analytical 

processing  
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relations that are definitely not in the data will be known, so that more advanced 

techniques do not have to look for weak relations in the data being studied. 

 Visualization techniques are very useful for discovering patterns in data sets and 

are usually used at the beginning of a data-mining process to get a feeling of the 

quality of the data being studied. This technique uses SPC as well to gain knowl-

edge from databases based on simple but important patterns. 

 The OLAP tools are widely used by companies. They support multidimensional 

problems that involve many sorts of information requested by managers and work-

ers at the same point in time. OLAP tools store the data being studied in a special 

multidimensional format, and managers can ask questions from all ranges. A draw-

back of OLAP tools is that the data cannot be updated. Also, as Fayyad and Stolorz 

[ 5 ] mentioned, OLAP is not a learning tool, so no new knowledge can be created, 

and new solutions cannot be found. Essentially, if the data has the solutions, OLAP 

will work well, but if the solutions are not there, then OLAP is useless and 

obsolete. 

 Case-based learning uses the k-nearest neighbor algorithm [ 1 ] to assert relations 

in a database. This algorithm, however, is not really a leaning algorithm. Russell 

and Norvig [ 16 ] used the algorithm as a search method rather than as a learning 

technique. However, as they mention in their book, this search technique proves to 

be very useful since the data set itself is used as reference. In essence, the search 

technique only searches the data set space, and thus, it does not get “corrupted” by 

outside data or knowledge. 

 A problem with the search technique used in case-based learning is its complex-

ity. The algorithm searches and compares every single record or input from the 

database with each other, in order to find relations between records in a data set, so 

as the amount of data increases, the algorithm’s complexity increases as well. 

According to Russell and Norvig [ 16 ], this search technique leads to a quadratic 

complexity, which is obviously not desirable when searching large data sets. This 

technique has been used widely but only in small problems that have small data-

bases as input for data assertion. 

 Decision trees are usually used for classification purposes. The database is clas-

sified into certain fields that will enable the expert to assert certain behaviors and 

patterns found in the database. In essence, the data will be divided into categories 

and to make an assertion or find a pattern in the data, one has to follow a path in 

the decision tree to arrive at a conclusion. The path taken represents the assertions, 

facts, and other information used to make the desired conclusion. 

 Many algorithms have been proposed for the creation of such decision trees. 

Adriaans and Zantinge [ 1 ] used the tree induction algorithm to create trees used by 

car companies to predict customers’ behaviors. An advantage of this approach is 

the complexity of most of the algorithms. Most decision tree algorithms are very 

effective, and have an  n  Log  n  complexity. 

 An important requirement for a decision tree to be successful is to have good 

knowledge of the problem at hand and of the data available. A lot of assertions and 

decisions regarding relations between data have to be made by the expert, and the 

technique relies heavily on these decisions. 
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 Genetic algorithms follow the theory of evolution proposed by Darwin. His the-

ory is based on the “natural selection” process of evolution, which essentially states 

that each species has an overproduction of individuals and in a tough struggle for 

life, only those individuals that are best adapted to the environment survive. The 

same principle can and has been adapted by many researchers that have used 

genetic algorithms as a learning tool on various data-mining problems. 

 Holmes et al. [ 11 ] developed and used a genetic algorithm to search and learn 

certain patterns for epidemic surveillance. By searching large databases, the algo-

rithm creates a number of rules regarding possible causes, risks, and solutions for 

certain problems. Koonce et al. [ 12 ] used genetic algorithms in data mining for 

learning manufacturing systems. Michalski [ 15 ] developed the Learnable Evolution 

Model (LEM), a genetic approach that differs in many aspects to the Darwinian 

model used by most researchers. The LEM uses machine learning to improve the 

evolutionary process. In data mining, this “new” approach improves the perform-

ance and the ability of the algorithm to learn and find interesting patterns. 

 Vila et al. [ 22 ] used genetic algorithms and neural networks to improve the qual-

ity of the data used in data mining, as they stressed that finding patterns and solu-

tions on incomplete and/or unreliable data will result in useless conclusions. Fu [ 7 ] 

compared a greedy search method with a genetic-based approach for two-dimen-

sional problems involving large data sets. He explained that the improvements 

shown by the genetic algorithm approach are vast. They include a more robust 

methodology, a faster method for finding patterns, and more reliable results. 

Yuanhui et al. ([ 21 ] combined a neural network with a genetic algorithm to mine 

classification rules. They showed that the genetic approach generates better rules 

than do the decision tree approach. 

 The advantages and disadvantages of genetic algorithms follow those of natural 

selection in general. An important drawback is the large overproduction of individuals. 

Genetic algorithms work with populations of chromosomes, and large amounts of data 

are used to solve even the easiest problems. Another problem with genetic algorithms 

is the random character of the searching process. As Adriaans and Zantinge [ 1 ] discuss, 

the end-user of a genetic algorithm does not really see how the algorithm is creating and 

selecting individuals for finding patterns in large amounts of data. 

 An advantage of genetic algorithms  is their reliability. One can be sure that if a 

solution exists in a large database, the genetic algorithm will find it. This is of 

course, assuming that all the requirements of a genetic algorithm have been 

addressed and used properly. Another important advantage concerning reliability 

and robustness is that genetic algorithms do not need to have previous “experience” 

on the problem at hand. This means that a genetic algorithm used for data mining 

will eventually find a pattern (if there is any) on the data even if the problem at hand 

is brand new and no past solutions have been found. 

 As databases expand, researchers have grown more and more dependent in arti-

ficial intelligence to solve these complicated data-mining problems. Artificial intel-

ligence  techniques potentially have low complexities, and more importantly, they 

resemble the human way of thinking, which may make these techniques the most 

reliable of all, at least from the standpoint of humans.  
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  5.11 Conclusions 

  This chapter presented an introduction on data mining, the data-mining methodol-

ogy, and the goals and techniques available for solving all kinds of data-mining 

problems. Why data mining is important and needed as a tool for improving the 

way business is being done is discussed first. This importance lies in the fact that 

in order to be successful, a company has to be aware of what the customers are 

thinking and saying about their product. This may seem like a simple task, but 

many times companies misunderstand customer responses, and at that time, data 

mining can present a better look at the available data. 

 As companies grow, in both time and size, the data collected by the company 

grows at an incredibly fast rate. Human understanding of this data can only go to a 

point, at which point data mining becomes a necessity. 

 The data-mining process is an iterative one. As was presented in a previous 

section of this chapter, constant “jump-backs” can be made between stages of 

the process, until accurate results are found or until the database is shown to be 

unreliable. Also, it has to be noted that the most important stages of the process 

are the selection and the preprocessing of the data, instead of the mining stage 

itself. 

 Data mining can serve various purposes. It can be used for association, classifi-

cation, clustering, and summarization, among other goals. However, the means of 

getting these results can vary from problem to problem. Query language, SPC, visu-

alization, and OLAP are the techniques used to achieve a greater understanding on 

the data being studied, but as problems grow larger in size and as data becomes 

more complex, new approaches have to be used. In essence, the computerization 

has to come back to what humans do best, that is, analyzing small portions of data 

using many resources that regular techniques do not possess, and that such tech-

niques as neural networks and generic algorithms do.   
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        Chapter 6   
 Intelligent Design and Manufacturing 

        Emad     S. Abouel Nasr 1     and    Ali   K.   Kamrani 2      

  Abstract   The progressive opportunity of international markets has led to significant 

new competitive pressures on industry. Recently, this has seen changes in organizational 

structures at the product design level through the prologue of computer-integrated 

manufacturing (CIM) and concurrent engineering (CE) philosophy, and is now seeing 

changes in industry structures as companies build worldwide manufacturing relation-

ships. Automatic feature recognition from computer-aided design (CAD) systems 

plays an important key toward CAD/computer-aided manufacturing (CAM) integra-

tion. Different CAD packages store the information related to the design in their own 

databases. Structures of these databases are different from each other. As a result, no 

common or standard structure that can be used by all CAD packages has been devel-

oped so far. For that reason, this chapter will propose an intelligent feature recognition 

methodology to develop a feature recognition system which has the ability to communi-

cate with various CAD/CAM systems. The system takes a neutral file in initial graphics 

exchange specification (IGES) format for 3-D prismatic parts as input and translates 

the information in the file to manufacturing information. The boundary representa-

tion (B-rep ) geometrical information of the part is analyzed by a feature recognition 

program on the basis of object-oriented and geometric reasoning approaches. A feature 

recognition algorithm is used to recognize different features such as step and holes.   

   6.1 Introduction 

  The main objective of any manufacturing organization is to produce high-quality prod-

ucts at the lowest possible cost. The growing complexity of achieving this objective, 

with sharply rising costs and increased competition, has forced the  indus–try to look 

for alternatives to the traditional approaches to design,  manufacturing, and  management. 

Many industries are adopting a concurrent engineering (CE) approach to develop and 
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produce new products in the most efficient manner. Computer-aided process planning 

(CAPP) systems can help reduce the planning time and increase consistency and effi-

ciency [ 20 ]. However, the main problem of transferring the computer-aided design 

(CAD) data to a downstream computer-aided manufacturing (CAM) system, in order 

to develop computer-integrated manufacturing (CIM) environment, is the lack of neu-

tral formats as well as content to convey the CAD information [ 27 ,  39 ]. 

 Recently, this has seen changes in organizational structures at the product design 

level through the prologue of CIM and CE philosophy, and is now seeing changes 

in industry structures as companies build worldwide manufacturing relationships 

[ 36 ,  38 ]. Taking these issues into considerations leads to the recognition that the 

integration between design and manufacturing needs to be made to ensure business 

competitiveness. In order to achieve the integration of design and manufacturing, 

understanding of how the manufacturing information can be obtained directly from 

the CAD system must be addressed [ 13 ,  29 ,  31 ]. 

 CAD and CAM systems are based on modeling geometric data. The usefulness of 

CAD/CAM systems is the ability to visualize product design, support design analysis, 

and link to the generation of part programmers for manufacturing [ 32 ]. However, 

CAD/CAM systems need the standardization that makes them have the ability to 

communicate to each other. Different CAD or geometric modeling packages store 

the information related to the design in their own databases and the structures of these data-

bases are different from each other. As a result, no common or standard structure has 

so far been developed yet that can be used by all CAD packages. On the contrary, the 

conventional approach to feature extraction is accomplished by the human planner 

examining the part and recognizing the features designed into the part. Automated 

feature recognition can best be facilitated by CAD systems capable of generating the 

product geometry based on features, thereby making it possible to capture information 

about tolerance, surface finish, etc. [ 12 ]. However, such CAD systems are not yet 

mature and their wide usage in different application domains remains to be seen. For 

that reason, in this chapter, a methodology for feature analysis and extraction of prismatic 

parts for CAM applications is developed and presented. This approach aims to 

achieve the integration between CAD and CAM. 

 Including this introductory section, the chapter is organized into six sections. 

The problem statement is addressed in Sect.  6.2 . Section  6.3  describes the literature 

review of the previous research efforts in the area of feature extraction and recogni-

tion. The proposed approach for extraction of manufacturing entities from initial 

graphics exchange specification (IGES) file as a standard format is presented in 

Sect.  6.4 . The implementation of the suggested approach is demonstrated through 

an example in Sect.  6.5 . Finally, Sect.  6.6  presents conclusions.  

  6.2 Problem Statement 

  Different CAD or geometric modeling packages store the information related to the 

design in their own databases. Structures of these databases are different from each 

other. As a result, no common or standard structure that can be used by all CAD 
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packages has been developed so far. For that reason, this research will try to 

develop an intelligent feature recognition methodology which has the ability to 

communicate with the different CAD/CAM systems by using object-oriented and 

geometric reasoning approaches.  

  6.3 Literature Review 

  The recognized features and their relationships due to the feature recognition proc-

ess are used to restructure the part. A feature has a higher level of abstraction than 

a geometric primitive in the traditional solid model [ 8 ]. Features not only represent 

the shape but should also contain information on its functions and interrelationship 

with other features [ 11 ]. 

 The most widely used representations methods are boundary representation 

(B-rep) and constructive solid geometry (CSG). The CSG of the solid model is 

specified with a set of Boolean operations and a set of 3-D primitive solids as 

shown in Fig.  6.1 . On the contrary, B-rep is one of the solid modeling methods that 

  Fig. 6.1    Constructive solid geometry (CSG) representation       
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are broadly used to generate a solid model of a physical object [ 18 ]. The B-rep 

describes the geometry of an object in terms of its boundaries, which are the verti-

ces, edges, and surfaces as shown in Fig.  6.2  [ 7 ]. In the next subsections, literature 

survey in the area of feature representations will be described.   

   6.3.1 Feature Representation by B-Rep  

 Tseng and Joshi [ 47 ] developed a method for feature recognition of mill-turned parts. 

B-rep was used to create rotational and prismatic components. This method was 

based on machining volume generation approach to recognize and classify features. 

The feature volumes were generated by sweeping boundary faces along a direction 

determined by the type of machining operations. In this approach, first, the part was 

segmented into several rotational machining zones. Next, the prismatic features were 

recognized on the bases of intermediate rotational shapes using volume decomposi-

tion and maximal volume sweeping and reconstruction. The classification of  prismatic 

features was done by using the face adjacency relationships, while classification of 

rotational parts was performed by using profile edge patterns. 

 Aslan et al. [ 5 ] developed a feature extraction module for only rotational parts that 

are to be machined at turning centers . In this paper, the data interchange format (DXF) 

file was used to extract 2-D , which was represented by B-rep, for rotational parts. This 

extraction module was a part of an expert system called ASALUS. ASALUS was 

designed to manage the life cycle of rotational parts from design all the way to produc-

tion by performing process planning using a generative approach and applying post-

processing for two different computer numerical control (CNC)  lathes. Prismatic 

features and the intersecting features were not involved in this module. 

 Nagaraj and Gurumoothy [ 34 ] described an algorithm to extract machinable 

volumes that need to be removed from a stock. This algorithm can handle both 

  Fig. 6.2    A boundary representation (B-rep)       
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prismatic and cylindrical components by using the B-rep model. The machinable 

volumes can be used to automate process planning and NC  tool path generation. 

The algorithm identified the cavity volumes in the part with respect to the outer-

most faces in the part and filled them with the appropriate primitive volume to 

obtain the stock from which the part can be realized. 

 Kayacan and Celik [ 19 ] developed a feature recognition system for process 

planning for prismatic parts. This system was achieved with the B-rep modeling 

method to give vectorial direction knowledge and adjacent relationships of surface 

using the Standard for the Exchange of Product Model Data (STEP)   standard 

interface program.  

   6.3.2 Feature Representation by constructive solid geometry  

 Requicha and Chan [ 37 ] developed a scheme for representing surface features in a 

solid modeler based on CSG and for associating tolerances and other attributes with 

such features. Their approach treats tolerances as attributes of object features which 

are part of the object’s surface or topological boundary. They developed a graph 

structure called the variation graph to represent these features and attributes. 

 Shah and Roger [ 42 ] developed an integrated system for form features, precision 

features, and material features. The solid representation of the form features is 

stored as a feature producing volume (CSG tree) and Boolean operators. An object-

oriented programming approach is used to represent the feature descriptions. The 

feature relationship graph is created at the top level of the model, where both the 

adjacency and the parent–child dependency of the form features are stored.  

   6.3.3 Feature Recognition Techniques  

 There are two approaches for building the CAD/CAM interface. They are design 

by features and feature recognition [ 14 ,  22 ]. Both approaches focus on the concept 

of “features.” Design by features or the so-called feature-based design is a way of 

using design features to accomplish the construction of parts’ CAD models. At first 

scene, this may seem to obviate the need for subsequent feature recognition. 

However, such features, being primarily design-oriented, have to be converted into 

manufacturing features to build the interface between feature-based design and 

CAM applications [ 41 ]. On the contrary, feature recognition is one of the major 

research issues in the area of automated CAD/CAM interface. 

 Various approaches and algorithms are proposed by many researchers. These are 

 syntactic pattern recognition  [ 45 ],  volume decomposition  [ 21 ],  expert system and 
logic  [ 33 ], the  CSG-based approach  [ 35 ],  the graph-based approach  [ 16 ], and  the 
neural-network-based approach  [ 11 ]. Most suggested methods for feature recogni-

tion used the internal representation of features that was created by the CAD system 

which had its own feature structure. On the contrary, there are few researches which 
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had used the standard format of product data. Some of them will be briefly 

 discussed below. 

 Meeran and Pratt [ 30 ] used 2-D entities in a DXF file with no specific order and 

no relationship in their connectivity. The process of searching and sorting the enti-

ties is divided into three groups according to each of three orthographic views. The 

main objective of the approach was to recognize the machining features of pris-

matic parts that have planar or cylinder faces in terms of 2-D shapes which are 

located in the three orthographic views of the drawing. The first step of the 

approach is recognizing the isolated feature, then providing the library of patterns. 

The recognition is fundamentally based on the pattern matching approach. It cannot 

recognize prismatic parts and it has the drawback of using 2-D drawing. 

 Sheu [ 44 ] developed a CIM system for rotational parts. The parametric design 

and feature-based solid model were used to specify the manufacturing information 

required to the proposed system. In this system, the boundary of a solid model 

could be transferred directly into the line and arc profiles. The part model was cre-

ated by using the cylinder, the cone, the convex arc, and the concave arc as primi-

tives. This system had the ability to convert the wireframe part model into CSG 

representation by the feature recognition approach. Prismatic components and their 

interactions were not considered. 

 Ahmad and Haque [ 3 ] developed a feature recognition system for rotational 

components using DXF file. In this approach, the work geometric information of 

rotational parts is translated into manufacturing information through a DXF file. 

A feature recognition algorithm was used to recognize different features of the part 

from its DXF file, where geometric information of the part was stored after respec-

tive DXF codes. Finally, using the data extracted from DXF file, each feature of the 

part was recognized. The parts are symmetrical and were represented by two 

dimensions. 

 Mansour [ 28 ] developed simple software to link CAD packages and CNC 

machine tools. The main feature of this software was its ability to automatically 

generate part programs for machining sculptured surfaces. To achieve this objective, 

IGES files of simple or free-form surfaces were exploited. The data extracted 

from IGES files were used to graphically simulate the tool path due to the center and 

tip of a ball nose tool and a filleted cutter as well as the tip of a flat-end mill cutter. 

AUTOCAD and AUTOCAD development system (ADS) were used to convert 

trimmed surfaces to parametric spline surfaces. The package was not developed to 

handle other IGES entities which provide a wide range of free-form surfaces. 

 From the literature review, significant efforts have been focused on the develop-

ment of fully automatic manufacturing feature recognition systems in the last two 

decades. No matter which approach is adopted, the geometric information always 

needs to be constructed early in order to advance the feature recognition. Table  6.1  

summarizes the literature review according to the feature recognition method, repre-

sentation type, standard type, dimension type, and feature type. From the system 

implementation point of view, the best system should be independent of the format, 

that is, any kind of data format can be used for the input information and the  internal 

geometric feature representation can be constructed on the basis of the input data. 
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B-rep is the most independent representation because other data formats have 

 several limitations and disadvantages. Therefore, this chapter will adopt the solid 

modeling representation. On the contrary, the CSG technique will be used as a tool 

to construct the designed parts, so hybrid CSG/B-rep will be used in this research.   

  6.4 The Proposed Methodology 

  In this section, the part design is introduced through CAD software and is repre-

sented as a solid model by using the CSG technique as a design tool. The solid 

model of the part design consists of small and different solid primitives combined 

together to form the required part design. The CAD software generates and  provides 

the geometrical information of the part design in the form of an ASCII file (IGES) 

[ 4 ] that is used as standard format which provides the proposed methodology the 

ability to communicate with the various CAD/CAM systems. 

 The boundary (B-rep) geometrical information of the part design is analyzed by 

a feature recognition program that is created specifically to extract the features from 

Table 6.1 Summary of literature review

Researcher

Feature 

recognition 

method

Represen–

tation type Standard type

Dimension 

type

Feature 

type

CSG B-rep DXF IGES STEP 2-D 2.5-D 3-D R D

Liu 25 Heuristic * * * *

FU 12 Heuristic * * * * *

Bhandarkar 6 Heuristic * * * *

Roy 40 AI * * *

Chang 9 Syntactic * * *

Munns 33 Logic * * *

Liu 24 Graph * * *

Joshi 16 Graph * * *

Ciurana 10 Vol. Dec. * * * *

Liu 25 Heuristic * * *

Madurai 26 Expert * *

Sharma 43 AI * * *

Linardkis 23 Expert * * * *

Stalely 46 Syntactic * * *

Vankataraman 
48

Graph * * *

Zhao 51 Heuristic * *

Chang 8 AI * *

Kayacan 19 Expert * * * *

Abouel Nasr 2 Heuristic * * * * *

Hwang 15 Expert * * *

Kao 18 Graph * * *

Zhang 50] Logic * * * *

R = rotational P = Prismatic vol.Dec = Volume decomposition AI = artificial Intelligent
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the geometrical information on the basis of the geometric reasoning object-oriented 

approaches. The feature recognition program is able to recognize these features: 

slots (through, blind, and round corners), pockets (through, blind, and round cor-

ners), inclined surfaces, holes (blind and through), and steps (through, blind, and 

round corners). These features that are mapped to process planning as an applica-

tion for CAM are called manufacturing information. Figure  6.3  shows the structure 

of the proposed methodology.  

 The proposed methodology presented in this chapter consists of three main 

phases: (1) a data file converter, (2) an object form feature classifier, and (3) a 

manufacturing features classifier as shown in Fig.  6.4 . The first phase converts a 

CAD data in IGES/B-rep format into a proposed object-oriented data structure. The 

second phase classifies different part geometric features obtained from the data file 

converter into different feature groups. The third phase maps the extracted features 

to process planning point of view.  
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  Fig. 6.3    Structure of the proposed methodology       
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   6.4.1  Conversion of Computer-Aided Design Data Files 
to Object-Oriented Data Structure  

 IGES is a standard format that can be used to define the data of the object drawing in 

solid modeling CAD systems in B-rep structure (IGES 5.3, 1996). Object’s geometric 

and topological information in IGES format can be represented by the entry fields 

that constitute the IGES file [ 17 ]. The geometric information are in low-level entities, 

such as lines, planes, circles, and other geometric entities for a given object, and the 

topological information that defines the relationships between the object’s geometric 

parts are represented, for example, by the loops (external loop and internal loop). An 

external loop provides the location of main geometric profiles and an internal loop 

represents a protrusion or a depression (through/blind holes) on an external loop.  

   6.4.2  The Overall Object-Oriented Data Structure 
of the Proposed Methodology  

 In order to have a good generic representation of the designed object for CAM 

applications, for example, process planning, the overall designed object description 

and its features need to be represented in a suitable structured database [ 25 ]. An 

object-oriented representation will be used in this chapter. The first step toward 

automatic feature extraction will be achieved by extracting the geometric and 

 topological information from the (IGES/B-rep) CAD file and redefining it as a new 

object-oriented data structure as demonstrated in Fig.  6.5 .  

Convert
IGES/Brep format to

an object oriented data
structure

Classify
Features

Convert
IGES/Brep format to
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Features
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  Fig. 6.4    Flowchart of extraction and classification of features       
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 In this hierarchy, the highest level data class is the designed object (shell). 

An object consists of manufacturing features that can be classified into form features 

which decomposed of either simple or compound features. A simple feature is the 

result of two intersecting general geometric surfaces while compound feature is 

one that results from the interaction of two or more simple features (slot and 

pocket). Features are further classified into concave or convex as attributes in the 

generic feature class. Concave features consist of two or more concave faces, and 

convex features are decomposed of either one or more convex faces or the interaction 

between other features in the object. Moreover, faces of any designed part may be 

  Fig. 6.5    Hierarchy of classes and attributes of the designed object       
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any type of surfaces such as plane surface, ruled surface, and p-spline surface. Also, 

the edge of any designed part can be any type of edges such as line, circular arc, 

and conic arc. 

 Because of the attributes of the geometric and topological entities of form fea-

tures (FF), form features can be classified into two categories [ 12 ], which are inte-

rior form feature (FF 
interior

 ) and exterior form feature (FF 
exterior

 ). FF 
interior

  can be 

defined as the features which are located inside the basic face. On the contrary, 

FF 
exterior

  can be defined as the features which are formed by the entire basic surface 

with its adjacent faces. The basic face can be defined as the face in which there are 

features located in that face. Moreover, the interior form features (FF 
interior

 ) can 

be further classified into two low-level categories, convex interior form feature 

(FF 
interior_convex

 ) and concave interior form feature (FF 
interior_concave

 ). FF 
interior_convex

  is the 

convex section in a basic face, whereas FF interior_concave  is the concave geometric 

section in the face. 

 The basic idea to define concave features is to identify concave faces which are 

defined by a concave edge that connects two adjacent faces. A concave edge is 

determined by the concavity test that was adapted and modified from Liu et al. [ 25 ] 

and Hwang [ 15 ]. Basically, the edge is defined by two vertices (start vertex and 

terminate vertex) expressed in 3-D solid model in terms of coordinates ( X ,  Y ,  Z ). 

On the contrary, convex features can be defined and classified as inclined, interac-

tion, or surface. Inclined convex features are defined by a group of convex faces 

which are not parallel or perpendicular to the smallest surrounded envelope of the 

designed object. The other type of convex feature, interaction features, results from 

the interaction of two or more features. Surface convex features are features that 

locate on the exterior enclosing envelop. 

  6.4.2.1 Classification of Edges 

 Edges forms the wireframe of any 3-D solid model and any two adjacent faces can 

be connected by one edge. Edges can be classified as concave, convex, or tangent 

edges, as shown in Fig.  6.6 . This classification of edges will facilitate the imple-

mentation of the proposed methodology as proposed in Fig.  6.5 . To represent edge 

types, the normal vectors of the two faces connected to that edge and the edge 

direction are determined. Then by applying the connectivity test, the edge classifi-

cation can be achieved. Also, the angle between the two faces (Ω) is determined by 

the following equation: 

      

(6.1)

   

where  X  
1
 ,  Y  

1
 , and  Z  

1
  are the components of the normal vector N 

1
  of the first face 

and  X  
2
 ,  Y  

2
 , and  Z  

2
  are the components of the normal vector N 

2
  of the second face.   
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  6.4.2.2 Classification of Loops 

 A loop can be defined as the boundary of a face. Moreover, it can be the intersection 

border of the face with its adjacent faces. In this research, a loop is used as a basic 

indication to recognize the interior and exterior form features. The loop can be 

 classified as proposed in this research into two categories, external loops and inter-

nal loops [ 12 ,  49 ]. External Loop is the exterior border of a basic face of which the 

loop is examined, while internal loops are located within the basic face. By examin-

ing the basic face, an external loop can be identified by the maximum margin of the 

basic face and the internal loop can be recognized by the interior interface boundary 

of the basic face with its interior features.   

   6.4.3  Definition of the Data Fields 
of the Proposed Data Structure  

 Generally, faces are the basic entities that constitute the features, which are further 

defined by edges that are represented in terms of vertices, which are defined in terms 

c  Tangent Edge 

Tangent Edge 

b  Concave Edge 

Ω

Ω

a  Convex Edge

  Fig. 6.6    Classifications of edges       
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of coordinates in CAD file. Therefore, the hierarchy of the designed object that was 

described in the previous section (Fig.  6.4 ) represents multilevel of different 

classes. All classes, except for the superclass representing an object as a whole, are 

objects of classes that are higher up in the data structure. For example, each edge 

object is represented in terms of vertex objects. Table  6.2  displays the data attributes 

required for each class in the object-oriented data structure that is defined before.       

(continued)

 Table 6.2    Definitions of classes and attributes  

 Class name  Attribute  Type 

 Point  X_ Coordinates  (Real) 

 Y_ Coordinates  (Real) 

 Z_ Coordinates  (Real) 

 Vertex  Inherits Point  Point 

 Vertex _ID  (Integer) 

 Vertex_ List  Vertex_ Count  (Integer) 

 Vertex_ List  (Vector of Vertex pointers) 

 Edge  Edge_ ID  (Integer) 

 Edge_ Type  (Enumerated Constants) 

 Start_ Vertex  (Vertex Pointer) 

 Terminate_ Vertex  (Vertex Pointer) 

 Concavity  (Enumerated Constants) 

 Face_ Pointers [ 2 ]  (Array of Face Pointers) 

 Loop_ Pointers [ 2 ]  (Array of Loop Pointers) 

 Dimension  (real) 

 Edge_ List  Edge_ Count  (Integer) 

 Edge_ List  (Vector of Edge Pointer) 

 Loop  Loop_ ID  (Integer) 

 Loop_ Concavity  (Enumerated Constants) 

 Loop_ Type (External or Internal)  (Enumerated Constants) 

 Edge_ List  (An edge list of loop edges) 

 Face_ Pointers  (Pointer to face class) 

 Surface  Surface_ Type  (Enumerated Constants) 

 Face  Face_ ID  Number 

 Surface_ Pointer  (Pointer to the Surface) 

 External_ Loop  (Loop Pointer) 

 Internal_ Loop_ Count  Number 

 Internal_ Loop_ List  (Vector of Loop Pointers) 

 Shell  Vertex_ List  (Object of Vertex_ List class) 

 Edge_ List  (Object of Edge_ List class) 

 Loop_ List  (Vector of Loop Pointers) 

 Surface_ List  (Vector of Surface Pointers) 

 Face_ List  (Vector of Face Pointers 

 Name  (String) 

 IGES_ File  (Object of IGES_ File Class) 

 Feature  Feature_ ID  (Number) 

 Feature_ Type  (Enumerated constants) 

 Feature_ Origin  (Vertex Pointer) 

 Length  (Real) 

 Width  (Real) 
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   6.4.4  Algorithms for Extracting Geometric Entities 
from CAD File  

 The IGES file is sequentially read (on a line basis) and parsed into appropriate entry 

classes known as  DEntry  and  PEntry  as the most important and useful sections of 

the IGES are the directory section and the parameter section.  DEntry  represents an 

entry in the directory section, while  PEntry  represents an entry in the parameter 

section. The collection of directory entry classes is contained in a container class 

called  DSection.  
 Similarly, the parameter entry classes are contained in the  PSection  class. 

A  Parser class  object is created using these classes to parse the information present 

in the entries and classify the information into different classes that are used to rep-

resent different entities of the diagram described by the IGES file. Two algorithms 

for extraction of data from the IGES file into a proper set of data structures were 

developed. The first algorithm is developed for extracting entries from directory 

and parameter sections of the IGES file and it will be addressed later in this chapter. 

On the contrary, the second algorithm is developed for extracting the basic entities 

of the designed part [ 1 ]. 

  6.4.4.1  Algorithm for Extracting Entries from Directory 
and Parameter Sections 

 // Algorithm to extract the directory entries 

 // and the parameter section entries from the iges file. 

 // This process takes place during the construction of an object of IGESFile class. 

 // Each such object represents one IGES file.

   1.    Create a file descriptor IgesFile.   

  2.    Create an empty dSection1 class (container to store dEntry objects).   

  3.    Create an empty pSection1 class (container to store pEntry objects).   

  4.     Open the Iges file for reading using IgesFile file descriptor // Read the file to 

scan and extract the directory and parameter sections.   

  5.    While ReadLine line1 from the Igesfile

 Class name  Attribute  Type 

 Height  (Real) 

 Radius  (Real) 

 Face_ List  (Vector of Face Pointers) 

 Direction  (An object of Point Class) 

 Compound Feature  Feature_ ID  (Number) 

 Feature_ Type  (Enumerated constants) 

 Feature_ List  (Vector of Feature Pointers) 

 Merging_ Feature  (Integer) 

 Table 6.2    (continued)  
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   5.1    If line1 belongs to Directory section

   5.1.1    If line1 is the first line of Dsection

   5.1.1.1    Set dIndex to 1       

  5.1.2    ReadLine line2 from the Igesfile   

  5.1.3    Create an object dEntry1 of class DEntry   

  5.1.4    Set dEntry1 index using dIndex   

  5.1.5    Initialize dEntry1 using string Line1 + Line2   

  5.1.6    Add dEntry1 to dSection1 class   

  5.1.7    Set dIndex = dIndex + 1   

      5.2    If line1 belongs to Parameter Section

   5.2.1    If line1 is the first line of PSection

   5.2.1.1    Set pIndex to 1   

      5.2.2    Create an empty string Line2   

  5.2.3    while pEntry data incomplete

   5.2.3.1    ReadLine Line3 from the Igesfile   

  5.2.3.2    Append Line3 to Line2   

      5.2.4    Create an object pEntry1 of class PEntry   

  5.2.5    Set pEntry1 index equal to pIndex   

  5.2.6    Initialize pEntry1 using string Line1 + Line2   

  5.2.7    Add pEntry1 to pSection1 class   

  5.2.8    Set pIndex = pIndex + 1   

      5.3    If line1 belongs to Terminate Section   

  5.4    exit while loop   

      6.    End of while loop       

   6.4.5  Extracting Form Features from 
Computer-Aided Design Files  

 The edge direction and the face direction are the basic entities information 

that is used to extract both simple and compound form features from the 

object data structure. The edge directions in object models can be defined 

such that when one walks along an edge, its face is all the time on the left-hand 

side. When an edge is located in the external loop of a face, its direction will 

be in anticlockwise direction relative to the surrounding face. On the contrary, 

when an edge is located in the internal loop of a face, its direction will be 

clockwise [ 15 ]. 

 The concave edge test used in research is based on the cross product of the nor-

mal vectors of the two faces joined by a given edge. This is done by applying vector 

geometry to the face and edge direction vectors. Figure  6.7  shows the symbols used 

in this test where the  i th face is designated as F  
i
  , its corresponding normal direction 

vector is defined as N  
i
   in the upward direction with respect to the given face, and 

the  k th edge is designated as E
 
 
k
  . For each edge of the designed part, the edge (E  

k  
) 

is shared by two faces (F  
i
   and F  

j
  ) where the order is right to left from the left side 
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of the edge view perspective. The direction vectors of the faces are as described 

above (N
 
 
i
   and N  

j 
 ). Finally, the edge’s directional vector is given with respect to the 

face F  i   using the loop L
  i
   that contains the edge (E  

k
  ). The following is the methodology 

for the concavity test:

   1.    The cross (vector) product (V) of the directional vectors of the faces is deter-

mined as follows:

  V=N
i
 ́   N

j
     

  2.    The direction of the edge E  
k
   with respect to the face F

  i
   is determined. The normal 

vector N  i   of face F  i   must be the first component in the cross product of step 1.   

  3.    If the direction vector of the edge E  
k
   from step 2 is in the same direction of cross 

product V, then the edge E  
k
   is a convex edge that concludes F  

i
   and F

  j
   are convex 

faces, otherwise, it will be a concave edge and F  
i
   and F  

j
   are concave faces. Also, 

if the cross product vector V is a zero vector that means that the edge is of 

tangent category.      

 This procedure will be done on all the edges of the object to define the concave, 

tangent, or convex faces. Moreover, concave features will be identified by the 

premise that concave faces include at least one concave edge with adjacent concave faces 

forming a concave face set. Each concave face set defines a concave feature. 

Similarly, adjacent convex faces form a convex face set. Two algorithms are  developed 

to determine the concavity of both edges and loops. The concavity edge algorithm 

will be discussed later in this chapter while the concavity loop algorithm can be 

found in Abouel Nasr and Kamrani [ 2 ]. 

F1 

F2 

N2
N1 

E1 

x

y

z

  Fig. 6.7    A concave edge example       



6 Intelligent Design and Manufacturing 119

  6.4.5.1 Algorithm for Determination the Concavity of the Edge 

 The following algorithm is used to find the concavity of a line entity. This algorithm 

is used by the Line class to find the entities.

   1.           

  2.    concavity = UNKNOWN   

  3.    If face1 surface type = = PLANE and face2 surface type = = PLANE

         3.1.    Assign crossDir = cross product of face1 normal vector and face2 normal 

vector   

        3.2.    If crossDir = = 0

   3.2.1    concavity = TANGENT   

      3.3    Else

   3.3.1     Calculate the direction vector edgeDir for the line with respect to the 

loop

   3.3.1.1    If crossDir is in the same direction as edgeDir

   3.3.1.1.1    concavity = CONVEX   

      3.3.1.2    Else

   3.3.1.2.1    concavity = CONCAVE   

                  4.    If face1 surface type = = RCCSURFACE and face2 surface type = = PLANE

   4.1    Find dir1 (direction) that is orthogonal to the plane containing the edge and 

the axis of face1   

  4.2    If dir1 and normal of face2 are orthogonal to each other

   4.2.1    concavity = TANGENT              

  6.4.5.2 Algorithms for Feature Extraction (Production Rules) 

 The proposed methodology is able to extract many manufacturing features. Each 

feature has its own algorithm (production rule). The following are the two algo-

rithms used for extraction of both step through and step through with round 

corners: 

 Feature:  STEP THROUGH  (Fig.  6.8 )

   1.    For every concave edge of type Line in the edge list.   

  2.    If the two common faces (face1 and face2) of the edge (e 1 ) are  plane  and 

 orthogonal  to each other

   2.1.    if outer loop concave edge count equals 1 in both the faces

   2.1.1.    STEP THROUGH found   

  2.1.2.    Create a new StepT object and add to feature list           

  3.    End For      

 Feature  STEP THROUGH ROUND CORNER  (Fig.  6.9 )

   1.    For every 3 tangent edges of type Line in the edge list (e 
1
 , e 

2
 , e 

3 
)   

  2.    If the common face of the 2 edges is quarter cylindrical surface (F 
2
 , F 

3
 ).

   2.1    The other two faces (F 
1
,  F 

4
 ) connected to edges are perpendicular to each 

other.

   2.1.1.    If concave edge count of the outer loops of the four faces equals 0 each.
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   2.1.1.1.    STEP THROUGH ROUND CORNER found    

   2.1.1.2.    Create a new StepT_RC object and add to feature list.   

              3.    End For         

  6.5 Illustrative Example 

  The proposed methodology is used for the component illustrated in Fig.  6.10 . 

Mechanical Desktop 6 Power Pack is the CAD system used that supports B-rep and 

IGES translator. However, other similar CAD systems that support IGES translator 

can be used. The proposed methodology is developed by using Microsoft Visual 

C++ 6 windows based on PC environment. The designed object consists of eight 

different features and prismatic raw material.  

 Mechanical Desktop CAD system is one of the recent CAD softwares that can 

be used for design applications. This CAD system supports both B-rep and IGES 

translator (version 5.3). In Mechanical Desktop, the designed part can be repre-

sented by 2-D or 3-D drawings. In this chapter, the part designs are represented by 

3-D solid models using the CSG technique as a design tool. After creating the 3-D 

solid model of the designed part, the CAD user has to export the 3-D solid model 

F2

F1

e1

  Fig. 6.8    Step through       

F1

F2 

F3 

F4 

e1 

e2 

e3 

  Fig. 6.9    Step through round corner       
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file into the IGES format provided that B-rep option version 5.3 should be high-

lighted. Then the user has to save the IGES file in order to be used as an input for 

the developed program. This file is designated as geometrical attributes file. By 

applying the proposed methodology, the final results are shown in Table  6.3 .      

  6.6 Conclusion 

  In this chapter, a new methodology for extraction manufacturing features from 

IGES file format was introduced. The proposed methodology was developed for 

3-D prismatic parts that were created by using solid modeling package by using the 

CSG technique as a drawing tool. The system takes a neutral file in IGES format as 

input and translates the information in the file to manufacturing information. The boundary 

(B-rep) geometrical information of the part design is analyzed by a feature recognition 

program that was created specifically to extract the features from the geometrical 

information on the basis of the geometric reasoning and object-oriented structure 

approaches. 

 The methodology discussed has several advantages over other methods sug-

gested in the literature. First, by using the object-oriented approach, the proposed 

methodology has the ability to provide a good and generic representation of the 

simple and compound product data in which the feature, geometry, topology, and 

manufacturing data are associated. Second, the proposed methodology is flexible to 

the variations of the IGES file format from different vendors that offer different 

CAD systems. Third, the proposed methodology separated the extraction module 

of the IGES entities of the designed part from the subsequent modules of the pro-

gram. This makes the proposed methodology easily adaptable to any other standard 

format such as STEP or DXF. Fourth, the proposed methodology is using the IGES 

format as a standard input. Most feature recognition approaches found in the 

  Fig. 6.10    An illustrative example       
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 literature have been developed by the internal data structure of the CAD system. 

Therefore, these approaches are specific domain for these CAD systems. The pro-

posed methodology can also extract simple curved features like round corners. 

Most researchers who extracted curved features tried to approximate the curvature 

of the surfaces which result in inaccurate representations or extraction of the manu-

facturing features. Finally, the proposed methodology operates in 3-D solid mode-

ling environment which gives it a powerful ability to be used by the current 

manufacturing technology .   

    References  

   1.   Abouel Nasr, E., & Kamrani, A., A Feature Interaction Approach for CAM Applications, 37th 

International Conference on Computers and Industrial Engineering, Alexandria, Egypt 

(2007).  

   2.   Abouel Nasr, E., & Kamrani, A., A New Methodology for Extracting Manufacturing Features 

from CAD System, International Journal of Computers and Industrial Engineering, 15(1), 

389–415 (2006).  

   3.   Ahmad, N., & Haque, A., Manufacturing Feature Recognition of Parts Using DXF Files, 

Fourth International Conference on Mechanical Engineering, Dhaka, Bangladesh (1), 111–

115 (2001).  

   4.   ANS US PRO/IPO-100, Initial Graphics Exchange Specifications: IGES 5.3 (1996).  

   5.   Aslan, E., Seker, U., & Alpdemir, N., Data Extraction from CAD Model for Rotational Parts 

to be Machined at Turning Centers, Turkish Journal of Engineering and Environmental 

Science, 23(5), 339–347 (1999).  

   6.   Bhandarkar, M.P., Downie, B., Hardwick, M., & Nagi, R., Migrating from IGES to STEP: 

One to One Translation of IGES Drawing to STEP Drafting Data, Computers in Industry, 

41(3), 261–277 (2000).  

   7.   Chang, T.C., Expert Process Planning for Manufacturing, Addison-Wesley Publishing 

Company, Reading, MA (1990).  

   8.   Chang, H.C., Lu, W.F., & Liu, F.X., Machining Process Planning of Prismatic Parts Using 

Case-Based Reasoning and Past Process Knowledge, Applied Artificial Intelligence, 16(4), 

303–331 (2002).  

   9.   Chang, P., & Chang, C., An Integrated Artificial Intelligent Computer Aided Process Planning 

System, International Journal of Computer Integrated Manufacturing, 13(6), 483–497 

(2000).  

  10.   Ciurana, J., Romeu, M.L.G., & Castro, R., Optimizing Process Planning using Groups of 

Precedence Between Operations Based on Machined Volume, Engineering Computations, 

20(1/2), 67–81 (2003).  

  11.   Devireddy, C.R., & Ghosh, K., Feature-Based Modeling and Neural Networks-Based CAPP 

for Integrated Manufacturing, International Journal of Computer Integrated Manufacturing, 

12(1), 61–74 (1999).  

  12.   Fu, M.W., Lu, W.F., Ong, S.K., Lee, I.B.H., & Nee, A.Y.C., An Approach to Identify Design 

and Manufacturing Features from a Data Exchanged Part Model, Computer Aided Design, 

35(11), 979–993 (2003).  

  13.   Groover, M.P., Automation, Production Systems, and Computer-Integrated Manufacturing, 

Prentice-Hall, Inc., New Jersey (2001).  

  14.   Harun, W.A., & Case, K., Feature-Based Representation for Manufacturing Planning, 

International Journal of Production Research, 38(17), 4285–4300 (2000).  

  15.   Hwang, J., Rule-Based Feature Recognition: Concepts, Primitives and implementation. MS 

Thesis, Arizona State University (1988).  



124 E.S.A. Nasr, A.K. Kamrani

  16.   Joshi, S., & Chang, T.C., Graph-Based Heuristics for Recognition of Machined Features from 

3D Solid Model, Computer Aided Design, 20(2), 58–66 (1988).  

  17.   Kahrs, M., The Heart of IGES, Software-Practice and Experience, 25(8), 935–946 (1995).  

  18.   Kao, C.-Y., Kumara, S.R.T., & Kasturi, R., Extraction of 3D Object Features from CAD 

Boundary Representation using Super Relation Graph Method, IEEE Transaction on Pattern 

Analysis and Machine Intelligence, 17(12), 1228–1233 (1995).  

  19.   Kayacan, M.C., & Celik, S.A., Process Planning System for Prismatic Parts, Integrated 

Manufacturing Systems, 14(2), 75–86 (2003).  

  20.   Lee, K., Principles of CAD/Cam/CAE Systems, Addison-Wesley Publishing Co., Inc., 

Boston, MA (1999).  

  21.   Lin, A.C., & Lin, S.-Y., Volume Decomposition Approach to Process Planning for Prismatic 

Parts with Depression and Protrusion Design Features, International Journal of Computer 

Integrated Manufacturing, 11(6), 548–563 (1998).  

  22.   Lin, A.C., Lin, S.-Y., & Cheng, S.-B., Extraction of Manufacturing Features from a Feature-

Based Design Model, International Journal of Production Research, 35(12), 3249–3288 

(1997).  

  23   Linardakis, S., & Mileham, A.R., Manufacturing Feature Identification for Prismatic 

Components from CAD DXF Files, Advances in Manufacturing Technology VII, Proceedings 

of 9th National Conference on Manufacturing Research, 37–41 (1993).  

  24.   Liu, C.-H., Perng, D.-B., & Chen, Z., Automatic Form Feature Recognition and 3D Part 

Recognition from 2D CAD Data, Computer and Industrial Engineering, 26(4), 689–707 

(1994).  

  25.   Liu, S., Gonzalez, M., & Chen, J., Development of an Automatic Part Feature Extraction and 

Classification System Taking CAD Data as Input, Computers in Industry, 29(3), 137–150 (1996).  

  26.   Madurai, S.S., & Lin, L., Rule-Based Automatic Part Feature Extraction and Recognition 

from CAD Data, Computers and Industrial Engineering, 22(1), 49–62 (1992).  

  27.   Ma, X., Zhang, G., Liu, S., & Wang, X., Measuring Information Integration Model for CAD/

CMM, Chinese Journal of Mechanical Engineering, 16(1), 59–61 (2003).  

  28.   Mansour, S., Automatic Generation of Part Programs for Milling Sculptured Surfaces, Journal 

of Materials Processing Technology, 127(1), 31–39 (2002).  

  29.   Marri, A., & Kobu, B., Implementation of Computer-Integrated Manufacturing in Small and 

Medium Enterprises, Industrial and Commercial Training, 35(4), 151–157 (2003).  

  30.   Meeran, S., & Pratt, M.J., Automatic Feature Recognition from 2D Drawings, Computer 

Aided Design, 25(1), 7–17 (1993).  

  31.   Meeran, S., Taib, J.M., & Afzal, M.T., Recognizing Features from Engineering Drawings 

Without Using Hidden Lines: A Framework to Link Feature Recognition and Inspection 

Systems, International Journal of Production Research, 41(3), 465–495 (2003).   

  32.   Miao, H.K., Sridharan, N., & Shah, J., CAD/CAM Integration Using Machining Features, 

International Journal of Computer Integrated Manufacturing, 15(4), 296–318 (2002).  

  33.   Munns, A., Li, Y., & Wang, X.C., A Rule-Based Feature Extraction from CSG Representations 

and an Application in Construction, Proceedings of SPIE—The International Society of 

Optical Engineering, 2620(1), 269–276 (1995).  

  34.   Nagaraj, H.S., & Gurumoorthy, B., Machinable Volume Extraction for Automatic Process 

Planning, IIE Transactions, 34(4), 393–410 (2002).  

  35.   Natekar, D., Zhang, X., & Subbarayan, G., Constructive Solid Analysis: A Hierarchal, 

Geometry-Based Meshless Analysis Procedure for Integrated Design and Analysis, Computer 

Aided Design, 36(5), 473–486 (2004).  

  36.   Reiter, W.F., Collaborative Engineering in the Digital Enterprise, International Journal of 

Computer Integrated Manufacturing, 16(7–8), 586–589 (2003).  

  37.   Requicha, A.A.G., & Chan, S.C., Representation of Geometric Features, Tolerances, and 

Attributes in Solid Modelers Based on Constructive Geometry, IEEE Journal of Robotics and 

Automation, RA-2(3), 156–166 (1986).  

  38.   Rouibah, K., & Casekey, K.R., Change Management in Concurrent Engineering from a 

Parameter Perspective, Computers in Industry, 50(1), 15–34 (2003).  



6 Intelligent Design and Manufacturing 125

  39.   Roucoules, L., Salomons, O., & Paris, H., Process Planning as an Integration of Knowledge 

in the Detailed Design Phase, International Journal of Computer Integrated Manufacturing, 

16(1), 25–37 (2003).  

  40.   Roy, U., & Liu, C.R., Feature-Based Representational Scheme of a Solid Modeler for 

Providing Dimension and Tolerancing Information, Robotics & Computer-Integrated 

Manufacturing, 4(3/4), 335–345 (1998).  

  41.   Rozenfeld, H., & Kerry, H.T., Automated Process Planning for Parametric Parts, International 

Journal of Production Research, 37(17), 3981–3993 (1999).  

  42.   Shah, J.J. & Roger, M.T., Expert Form Feature Modeling Shell, Computer Aided Design, 

20(9), 515–524 (1988).  

  43.   Sharma, R., & Gao, J.X., Implementation of STEP Application Protocol 224 in an Automated 

Manufacturing Planning System, Proceedings of the Institution of Mechanical Engineers, Part 

B: Journal of Engineering Manufacture, 216(1), 1277–1289 (2002).  

  44.   Sheu, J.J., A Computer Integrated Manufacturing System for Rotational Parts, International 

Journal of Computer Integrated Manufacturing, 11(6), 538–547 (1998).  

  45   Sreevalsan, P.C., & Shah, J.J., Unification of Form Feature Definition Methods, Proceedings 

of the IFIP WG 5.2 Working Conference on Intelligent Computer Aided Design, 83–106 

(1992).  

  46.   Staley, S.M., Henderson, M.R., & Anderson, D.C., Using Syntactic Pattern Recognition to 

Extract Feature Information from a Solid Geometric Database, Computers in Mechanical 

Engineering, 2(2), 61–66 (1983).  

  47.   Tseng, Y.J., & Joshi, S.B., Recognizing of Interacting Rotational and Prismatic Machining 

Features from 3D Mill-Turn Parts, International Journal of Production Research, 36(11), 

3147–3165 (1998).  

  48.   Venkataraman, S., Sohoni, M., & Kulkarni, V., A Graph-Based Framework for Feature 

Recognition, Appearing in ACM Symposium on Solid Modeling and Applications, Ann 

Arbor, MI, 194–205 (2001).  

  49.   Zeid, I., Mastering CAD/CAM. McGraw-Hill Higher Education (2004).  

  50.   Zhang, G.X., Liu, S.G., Ma, X.H., & Wang, Y.Q., Toward the Intelligent CMM, CIRP 

Annuals, Manufacturing Technology, 51(1), 437–442 (2002).  

  51.   Zhao, Z., Ghosh, S.K., & Link, D., Recognition of Machined Surfaces for Manufacturing 

Based on Wireframe Models, Journal of Materials Processing Technology, 24(1), 137–145 

(1990).              



        Chapter 7 
  Rapid Manufacturing 

        Bahram   Asiabanpour    1 ,  Alireza   Mokhtar2     , and  Mahmoud   Houshmand2      

   Abstract    This chapter defines rapid manufacturing (RM) as a technique for 
manufacturing solid objects by the sequential delivery of energy and/or  material 
to specified points in space. Current practice is to control the manufactur-
ing process by using a computer-generated mathematical model. This chapter 
compares the large speed and cost advantages of RM to alternative polymer or 
metal manufacturing techniques such as powder metallurgy manufacturing or 
die  casting. Moreover, the RM as an application of solid freeform fabrication for 
direct manufacturing of goods is addressed. Unlike methods such as computer 
numerical control (CNC) milling, these techniques allow the fabricated parts to 
be of high geometric complexity.   

   7.1 Rapid Manufacturing 

  Rapid manufacturing (RM), also known as direct manufacturing/direct fabrication/
digital manufacturing, has been defined in various ways. One widely accepted defi-
nition is “the use of an additive manufacturing process to construct parts that are 
used directly as finished products or components” [ 1 ]. If this process occurs in the 
R&D stage, it is called  rapid prototyping  (RP) [ 2 ]. In the USA, the term “Solid 
Freeform Fabrication” is preferred to rapid prototyping or RM [ 3 ]. According to 
Plesseria et al., starting with a 3-D CAD part model, this technique converts the 
model to a series of layers using software; these layers are transferred to the building 
machine in which they are “printed” from the material by different processes. After 
printing one layer, a new layer of material is deposited and so on. Postprocessing 
treatment may be supplemented [ 4 ]. In other words, RM is the fabrication of parts 
or components using additive manufacturing technologies. The part is shaped layer-
by-layer and could be used as a functional product. In this technique, the removal 
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cutting tools are not required to produce the physical products and the parts with 
complicated geometry may be fabricated [ 5 ]. RM is sometimes considered one of 
the RP applications. However, there is no clear distinction among definitions. RM’s 
outputs are often usable products. Stereolithography (SLA), laser sintering (LS), 
and fused deposition modeling (FDM) are some of the typical RM machines. As 
shown in Fig.  7.1 , RM can also be expressed as a branch of additive fabrication, 
which refers to the technologies employed to create physical models, prototypes, 
tools, or finished parts using 3-D scanning systems.  

   7.1.1 Applications of Rapid Manufacturing  

 RM is widely used for both large- and small-scale products and components for a 
variety of applications in many different fields. The main applications of the RM 
can be categorized as follows [ 7 ]. 

  7.1.1.1 Tooling and Industrial Applications 

 Fabrication of metal casting and injection mold has been one of the main applica-
tions of RM in recent years, and has been addressed in the literature [ 8 – 11 ].  

  7.1.1.2 Aerospace 

 RM products have found efficient applications in spacecraft structures (mirrors, 
structural panels, optical benches, etc.). They are made up of different titanium and 

Manufacturing
Processes

Forming
Fabrication

Subtractive
Fabrication

Additive
Fabrication

Design and
Modeling

Fit and Function
Prototyping 

Rapid
Manufacturing

  Fig. 7.1    Manufacturing processes tree and rapid manufacturing (RM) position [ 6 ]       
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aluminum alloys (with granulated powder) and other materials such as silicon carbide, 
metal ceramic composites (SiC/Alu, ferrous materials with SiC), and carbon fiber 
reinforced polymer (CFRP) [ 12 ].  

  7.1.1.3 Architecture and Construction 

 In today’s construction, CAD/CAM technology, industrial robots, and machines 
which use direct numerical control and RM open up the architectural possibili-
ties. The Buswell’s research into the use of mega-scale RM for construction [ 13 ], 
Pegna’s investigation of solid freeform construction [ 14 ], and Khoshnevis’s 
development of a new layer-by-layer fabrication technique called contour crafting 
[ 15 ] are some of the attempts to apply RM in architecture and construction 
industry.  

  7.1.1.4 Military 

 The production costs of military complex airframe structures were notably reduced 
where direct metal deposition, an RM technique, was applied to build limited 
number of  metallic parts  [ 16 ].  

  7.1.1.5 Medical Applications 

 Medical application of RM is mainly due to its capability to build uniquely 
shaped products having complex geometry. Medical products like implants, 
dentures, and skull and facial bones are the components that often vary from one 
person to another. Some examples are (1) custom-made orthodontic appliances 
production using proprietary thermoplastic ink jetting technology and (2) ear 
prostheses and burn masks for patients by using thermo-jet printing and FDM 
[ 17 ,  18 ]. Other applications have been reported to manufacture patient-specific 
models (lead masks) as well as protective shields in cancer treatment by using 
3-D photography and metal spraying technology [ 19 ]. Forming a prosthetic glove 
of nontoxic materials to cover a patient’s damaged hand is another medical 
application [ 20 ,  21 ].  

  7.1.1.6 Electronics and Photonics 

 A new RM methodology based on a direct-write technique using a scanning laser 
system to pattern a single layered SU-8 for fabrication of embedded microchannels 
has been reported by Yu et al. [ 22 ]. Nijmeijer et al. explain how microlaminates, 
which are widely used in ceramic capacitors of electronic devices, are being made 
by an RM process: centrifugal injection casting (CIC) [ 23 ].   
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   7.1.2 Rapid Manufacturing’s Advantages and Disadvantages  

 RM conducted in parallel batch production has a large advantage in speed, cost, and 
quality over alternative manufacturing techniques such as laser ablation or die cast-
ing. RM changes the cost models in conventional supply chains and has a key role 
in producing and supplying cost-effective customized products [ 24 ]. Consequently, 
RM’s popularity is growing on a daily basis. According to a Wohlers Associates 
survey, RM’s applications in additive processes grew from 3.9% in 2003 to 6.6% in 
2004 and 8.2% in 2005 [ 25 ]. 

  7.1.2.1 Advantages 

 RM’s advantages can be studied from several design-related perspectives.

  •   Design complexity:  One major benefit of the additive manufacturing proc-
esses is that it is possible to make parts of virtually any geometrical complexity 
at no extra cost while in every conventional manufacturing technique there is 
a direct link between the complexity of a design and its production cost. 
Therefore, for a given volume of component, it is possible to get the geometry 
(or complexity) for “free,” as the costs incurred for any given additive manu-
facturing technique are usually determined by the time needed to build a certain 
volume of part, which, in turn, is determined by the orientation that the com-
ponent is built in [ 26 ].  

 •   Design freedom:  The advent of RM will have profound implications for the 
way in which designers work. Generally, designers have been taught to design 
objects that can be made easily with current technologies—this being mainly 
due to the geometry limitations of the available manufacturing processes. For 
molded parts, draft angles, constant wall thickness, location of split line, etc. 
have to be factored into the design. Because of the advancements in RM, geom-
etry will no longer be a limiting factor in design [ 26 ].  

 •   New design paradigm:  RM has simplified the interaction between mechanical 
and aesthetic issues. With current RM capabilities, industrial designers can 
design and fabricate the parts without the need to consider issues such as draft 
angle and constant wall thickness that are needed for processes such as injec-
tion molding. Similarly, mechanical designers are able to manufacture any 
complexity of product they require with minimum education in the aesthetic 
design field [ 26 ].     

  7.1.2.2 Disadvantages 

 Like any other immature technology, RM has drawbacks and limitations which 
preclude its widespread commercial application. Some main disadvantages are as 
follows:
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  •   Material cost:  Today, the cost of most materials for additive systems is about 
100–200 times greater than that of those used for injection molding [ 27 ].  

 •   Material properties:  Thermoplastics from LS have performed the best for RM 
applications. However, a limited choice of materials is available. Actually, 
materials for additive processes have not been fully characterized. Also, the 
properties (e.g., tensile property, tensile strength, yield strength, and fatigue) of 
the parts produced by the RP processes are not currently competitive with those 
of the parts produced by conventional manufacturing processes. Ogando reports 
that the properties of a part produced by the FDM process with acrylonitrile 
butadiene styrene (ABS)   material are about 70–80% of a molded part. In con-
trast, in some cases, results are more promising for the RP processes. For exam-
ple, the properties of the metallic parts produced by the direct metal laser 
sintering (DMLS) process are “very similar to wrought properties and better 
than casting in many cases.” Also, in terms of surface quality, even the best RM 
processes need secondary machining and polishing to reach acceptable toler-
ance and surface finish [ 28 ].  

 •   Support material removal:  When production volumes are small, the removal 
of support material is usually not a big issue. When the volumes are much 
higher, it becomes an important consideration. Support material that is physi-
cally attached is of most concern.  

 •   Process cost:  At present, conventional manufacturing processes are much faster 
than additive processes such as RM. Based on a comparison study by the 
Loughborough University, the SLA of a plastic part for a lawn mower will 
become economical at the production rate of 5,500 parts. For FDM, the break-
even point is about 6,500 parts. Nevertheless, injection molding is found to be 
more economical when larger quantities must be produced [ 29 ].       

  7.2 Rapid Manufacturing Errors 

  One of the main challenges in RP and RM is deviation from the CAD part model. 
The accuracy will be obviously enhanced by increasing the number of layers 
(decreasing the layer thickness) but the manufactured part is never identical to its 
CAD file because of the essence of layer-by-layer fabrication. Three major RM 
errors are as follows. 

   7.2.1 Preprocess Error  

 While converting a CAD to standard tessellation language (STL)  format (as machine 
input), the outer surface of the part is estimated to some triangles and this estimation 
causes this type of error, especially around the points with higher curvature (lower 
radius). Meshing with smaller triangles may diminish this error. However, it requires 
more time to process the file and a more complicated trajectory for laser (Fig.  7.2 ).   
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   7.2.2 Process Error  

 As shown in Fig.  7.3 , slicing the part causes a new type of error (chordal error) 
while building the part layer-by-layer. This error depends on the layer thickness 
and the average slope angel of the part [ 30 ].  

 To minimize bc cos  θ , the thickness of layer, bc, in the curved area should be 
decreased and it leads to lower step-stair effect and a more accurate product. Poor 
laser scanning mechanism may prompt another error during the process. The accu-
racy of laser beam emission and its angle with the part surface affect product qual-
ity so to make it smaller, the equipments and tools should be carefully inspected.  

  Fig. 7.2    More triangles result in more edges in each layer [ 30 ]       

  Fig. 7.3    This error can be estimated as bc cos  q  [ 30 ]       
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   7.2.3 Postprocess Error  

 Two other types of errors that arise after the process are  shrinkage  and  warpage  
errors. The product usually shrinks while cooling and this makes a deviation from 
its original design. Overestimation of CAD file at the design stage regarding the 
material properties and heating factors can reduce such an error. Warpage error is 
due to disparate distribution of heat in the part. Thermodynamic and binding force 
models are usually required to estimate and obviate this error [ 30 ].   

  7.3 Computer-Aided Rapid Manufacturing 

  Computer technology has served RM in many different aspects. In this section, tool 
path generation for RM by different CAD formats and computer-aided process 
selection are explained. The majority of the RP and RM processes use STL CAD 
format to extract the geometrical data of the model. The tool path generation from 
the STL file is explained in detail. Drawing exchange format (DXF) CAD file for-
mat is very complex and is mainly used either for data exchange between CAD 
software or tool path generation for the computer numerical control (CNC) machin-
ing process. However, the tool path generation method that is explained in this section 
can be an alternative approach for RM processes. Information about the standard 
for the exchange of product model data (STEP), an increasingly popular CAD 
format, is provided in this section. 

   7.3.1 Path Generation by Use of Drawing Exchange Format File  

   •   What is a DXF file : The DXF is a CAD data file format developed by Autodesk 
to transfer data between AutoCAD and other programs. Each of the eight sec-
tions of a DXF file contains certain information about the drawing: HEADER 
section (for general information about the drawing), CLASSES  section (for 
application-defined classes whose instances appear in the other sections), 
TABLES section (for definitions of named items), BLOCKS section (for 
describing the entities comprising each block in the drawing), ENTITIES 
 section (for the drawing entities, including any block references), OBJECTS 
section (for the data that apply to nongraphical objects, used by AutoLISP and 
ObjectARX applications), and THUMBNAILIMAGE section (for the preview 
image for the DXF file) [ 31 ].  

 •   DXF for tool path generation:  Because of the complexity of the DXF files, 
generating a tool path from these files for any automated machining or fabricat-
ing process is very difficult. In such a tool path generation mechanism, geomet-
rical data need to be identified and extracted from many other data available in 
a DXF file that are not useful for a tool path. Data can be extracted from models 
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that are designed as two-dimensional (2-D or wireframe) or two and half dimen-
sional (2.5-D or surface) objects. Extracting data from DXF files containing 
2.5-D objects is more complex than doing so from DXF files containing 2-D 
objects because for 2-D objects, the geometrical data are stored in the form of 
the object end points (e.g., start and end points of a line) while for 2.5-D objects, 
the geometrical data of a model (e.g., the surface of a sphere) are stored in the 
form of many small rectangles. In such case, for each rectangle  x ,  y , and  z  coor-
dination of all four corners are stored (Figt.  7.4 ).   

 •   DXF file generation:  Figure  7.5  illustrates the general steps to create a DXF file 
in the AutoCAD environment. As shown in this figure, after drawing the bound-
ary of the object in wireframe format, a surface is generated to cover the entire 
outer boundary of the object. Then, after separating each face from the object, 
the entire data are stored in a DXF file. AutoCAD provides users with the 
flexibility to set a desirable number of meshes of the surface modeling in 
both horizontal and vertical directions.   

 •   Generating tool path from DXF files : In automated controlling of the tool in 
any machine that uses the tool path, regardless of the process or the machine type, 
geometrical data need to be extracted from the CAD file. Then, the tool path is 
calculated and generated on the basis of the geometry of the model as well as 
process and tool specification. A tool in here can be a milling machine tool, a 
laser cutter head, a welding machine gun head, or an extruder nozzle. Figure  7.6  
shows the general steps of generating tool path from a DXF file [ 32 ].  

 As shown in Fig.  7.6 , in addition to geometrical data, the desired quality of the final 
part affects the tool path output. Figure  7.7  illustrates two different tool path con-
figurations for the same CAD data.   

 •   Tool radius compensation:  If the tool radius is considered for the tool path 
generation, which is a must for almost all path-based processes, then the com-
plexity of the tool path generation process becomes more complicated. In the 
tool radius compensation, the tool path is calculated for the center of the tool 
(not for the touching point of the tool and the part). Therefore, in the tool path 
generation process, both the curvature of the object at the tool and object touch-
ing point and the tool specification (size and shape) are affecting the center of 
the tool coordination. The curvature of the object at any point is shown by the 
normal vector. A normal vector is a vector (often unit) that is perpendicular to a 
surface (Fig.  7.8 ).  

P2 (X2, Y2, Z2) P1 (X1, Y1, Z1) 

P3 (X3, Y3, Z3) P4 (X4, Y4, Z4) 

  Fig. 7.4    DXF file data storage format for a 2.5-D object       
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4-   DXF file  
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P1
P2 P4
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  Fig. 7.5    DXF file generation procedure for a 2.5-D object in Auto-CAD environment       

  Fig. 7.6    Tool path generation from DXF file       
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 Specifications of the tools may cover a variety of shapes and sizes. Three of the 
most common geometries of the tools are shown in Fig.  7.9 . Most of the tools for 
machining and fabricating processes such as milling, extruding, welding, and laser 
beam are similar to one of these three geometries.   

 •   Flat end tool : To calculate the position of the tool center for the tool path, the 
geometrical data of four corners of each rectangular 3-D face is used. In this 
process, the unit normal vector of the 3-D face is calculated, Eqs.  7.1 – 7.3 , and 

  Fig. 7.7    Two different tool path configurations for the same CAD data       
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then it is used to determine the tool center position, Eqs.  7.4 – 7.6 ). In the flat 
end tools, the tool center is located at the same height ( z  level) as the tool and 
object touching point. This fact simplifies the calculation for the  z  level of the 
tool position. (Fig.  7.10 ).
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 •  Tool center:
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  Fig. 7.10    Flat end tool       

  Fig. 7.9    Three common geometries for tools: 1 – flat end, 2 – ball end, and 3 – tip radius       
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 •   Ball end tool:  The calculation of tool center position for ball end tools is very 
similar to that for flat end tools. The only difference is the  z  level of the tool 
center that, similar to  x  and  y  coordination, needs to be determined by the unit 
normal vector of the 3-D faces (Fig.  7.11 ).
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 •   Tip radius tool : The geometry of this type of tool is the combination of the last 
two tools (Fig.  7.12 ). The center part of this tool is a flat end tool while the edge 
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  Fig. 7.11    Ball end tool       
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of the tool has a fillet. Therefore, the position of the tool center is determined on 
the basis of the above two tools’ calculations.

   P P R N R Na = + +1 1 1 2 2    (7.12)     

 •  Tool center:
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 Figure  7.13  illustrates a meshed CAD object (a) and the position of the object 
and tool path. At the end, it is necessary to mention that because of the complexity 
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  Fig. 7.12    Geometry of the tip radius tool       
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  Fig. 7.13     a  A meshed CAD object and  b  the position of the object and tool path       
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and limitations of the DXF files, it is very uncommon to use DXF to produce a tool 
path for RP, RM, or even 3-D and 2.5-D CNC machine code. Its application in 
CAM is usually limited to 2-D applications such as drilling.   

   7.3.2 Path Generation by Use of STL File  

 Every RM and RP system has its own specifications. The part boundary form, part 
filling method, and part separation from the surrounding material determine the 
tool path pattern for every layer. This tool path pattern could be a robotic movement 
in  XY  plane for FDM or contour crafting machines, a laser pattern for material 
solidification in SLA and selective laser sintering (SLS) machines, or a laser cutter 
pattern for a Laminated Object Manufacturing (LOM)  machine. These processes 
require different tool path pattern generation strategies. 

 Therefore, unlike CNC standard tool path files (e.g. APT and G-Code), there is 
no standard tool path file for RP systems. Therefore, most of the new RM and RP 
require a new tool path generator or modification to the previous systems. 

 In this section, a tool path generation for the selective inhibition of sintering 
(SIS) process is presented. The software that is developed for this can be modified 
and adjusted for many other RP and RM processes. This system uses STL files with 
the ASCII format as input and works in two steps (Fig.  7.14 ).  

  7.3.2.1 Step 1—Slicing Algorithm 

 In Step 1, the STL file is read as input. Slice files are then generated by executing 
the slicing algorithm. Only the intersection of those facets that intersect current 
 Z = z  is calculated and saved. In this step, one facet is read at a time from the STL 
file. Then the intersection lines of this facet with all  XY  planes for   Z

min
 ≤ z ≤ 

Min{ Z
max

, Max{ z
A
, z

B
, z

C
}}   are calculated. The intersection lines are stored in the 

specified file for the associated  z  increment. This results in one intersection line on 
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  Fig. 7.14    The two steps of slicing and tool path generation       
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each  XY  plane. By repeating this process for all facets, a set of slices is generated. 
This algorithm saves the data of only one facet in the computer memory; therefore 
only a small amount of computer memory is needed, and there is no practical limi-
tation on the model size. In this step, each slice is saved in a separate file on the 
disk. This guarantees that Step 2 is run much faster than when all slices are saved 
in a single file. The example shown in Fig.  7.15  illustrates the slicing algorithm and 
Fig.  7.16  shows the flowchart of the slicing algorithm.    

  Fig. 7.15    Slicing algorithm steps       

  Fig. 7.16    The slicing algorithm       
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  7.3.2.2 Step 2—Tool Path Generation 

 After the completion of the slicing process, a set of vectors becomes available in 
each  z  increment. These vectors are not connected and are not in sequence. In the 
tool path generation process, the software starts from one vector and tries to find 
the next connected vector to this vector. Then it does the same for the newly found 
vector until it reaches the start point of the first vector (in the closed loop cases) or 
finds a vector with no leading attachment (in faulty STL files containing disconnec-
tions). To sort the vectors, the algorithm reads one vector at a time from a slice file 
and writes it to another file. This file is either a path file, when one vector is con-
nected to the previous vector, or a temp file, when the vector is not connected to 
the previous vector. Therefore, the sorting process does not need a large amount of 
memory to sort the data, and there is no limitation on the number of vectors in a 
slice and on input file size. In addition, unlike many other slicing algorithms that 
cannot handle disconnections caused by faulty facets [ 33 ], this algorithm can gen-
erate a tool path even with disconnection errors in the STL file. At disconnection 
instances the system sends a message to a log file and turns the printer off and starts from 
a new vector. In either case, the printer is turned off and the system starts printing 
from another start point. Also for each selected vector, the possibility of hatch 
intersection points is investigated. 

 At the end of the path generation process for one slice, the hatch intersection 
points are sorted and written into a tool path file. After the arrangement of all vec-
tors in one slice ( z  increment), the process starts arranging the vectors of the next 
slice. This process continues until all vectors in all slices are sorted. The diagram 
in Fig.  7.17  and the flowchart in Fig.  7.18  represent the tool path generation 
algorithm.    

  7.3.2.3 Implementation 

 Slicing and tool path generation algorithms have been implemented in the C 
programming language. The software has been successfully tested for several 
medium and large STL files up to 200 MB on different PCs and laptops. Figures 
 7.19  and  7.20  show the algorithm implementation as presented by the path simula-
tion module of the system [ 34 ,  35 ].     

  Fig. 7.17    Tool path generation steps       
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   7.3.3 Path Generation by Use of STEP File  

 STEP, introduced by PDES, Inc., is a neural format for exchanging product data 
among all the people or organizations who contribute to marketing, design, 
manufacturing, and other activities in the product life cycle. STEP (identified as 
ISO 10303) makes an independent platform to access, share, and manipulate the 
product information of its life cycle. 

 There are other types of product data exchange (PDE) models like IGES, DXF, 
DWG, VHDL, and STL which are used by many industries all over the world but 
STEP is known as a superior standard and is becoming highly popular over the 
other formats such as IGES [ 36 ]. 

  7.3.3.1 Application Protocols 

 STEP is developed by a specific language of EXPRESS and includes a number of 
manageable and functional sections referred to as application protocol (AP). Each 

  Fig. 7.18    The tool path generation algorithm       
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AP is in charge of an application of STEP. For example, AP224 or ISO 10303–224 
are mechanical product definitions for process planning using machining features; 
AP203 is configuration-controlled 3-D designs of mechanical parts and assemblies. 
For the time being, only 22 APs have been approved as International Standards; 
however, it is expected that there will be hundreds of APs in the future. 

 STEP file contains all the required information for design, process planning, and 
other downstream activities; the implementation of STEP tools depends on the 
requirements and problem area in the organization. For process planning, a 
mechanical part based on its machining features, AP224, will be applicable as it 
classifies the features and can store and manage the data needed for each feature 
[ 37 ,  38 ].  

  7.3.3.2 Boundary Representation Model 

 Some APs contain boundary representation (B-rep) models for mechanical parts. 
For every 3-D part, B-rep expresses the surface boundary, which consists of the 
part’s geometrical and topological information. Vertices, edges, and faces informa-
tion is also represented by a B-rep model [ 39 ] (Fig.  7.21 ).   

  7.3.3.3 Using STEP for Tool Path Generation 

 No direct usage of STEP file to generate the tool path in RM has been reported. But 
as indicated, some of the application protocol contains B-rep information for the 
products. This information model can be extracted and used for tool path genera-
tion. Consider a part meshed with triangles and sliced in STL file format is replaced 
with a part having information of all the edges, faces, and vertices. Laser trajectory 
will be obtained by introducing the points of outer surfaces. This may not be appli-
cable only for free-form parts with complex geometry as their B-rep information is 
not complete on the surfaces (Fig.  7.22 ).  

  Fig. 7.21    B-rep model of a simple cube: faces, edges, and vertices depicted in the model       
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 Even with a B-rep model, slicing is required to determine the exact intersection 
points and feed the control system of laser scanning. A sample CAD model and its 
STEP file are shown in Figs.  7.23  and  7.24 , respectively.   

 AP240, numerical control process plans for machined parts (ISO 10303–
240:2005), is a part of ISO 10303 that specifies information requirements for the 
exchange, archival, and sharing of computer-interpretable numerical control (NC) 
process plan information and associated product definition data but it does not 

  Fig. 7.22    Boundary representation (B-rep) of a simple part [ 40 ]       

  Fig. 7.23    A typical part to be rapid-manufactured       
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include specific machine tool controller codes. AP204, AP207, AP210, AP214, 
AP224, AP227, and AP240 are the applications which have boundary information 
of the corresponding parts and may be used for tool path generation.    [41] 

   7.3.4 Rapid Manufacturing Process Selection and Simulation  

 Because of the inherent strengths and weaknesses of all RM processes, choosing 
the method best fitted to economical and technical objectives is a serious problem. 
This process selection is a multi-criteria decision making. Along with satisfying 
customer requirements, the functional product is expected to be manufactured to an 
adequate quality and at most reasonable cost in the shortest possible time. Other 
criteria such as product recyclability or serviceability may be considered. 

 One of the approaches for making such simulation in RP and RM uses computer 
software in order to create a virtual prototype. It is due to high material cost and 
prototyping of the real prototypes. Simulators help engineers to evaluate the 
performance of the process and minimize the number of repetitions to reach an 
appropriate prototype [ 42 ]. One successful attempt to introduce such simulators 
was made by Choi and Samavedam [ 43 ]. They developed a simulation software 
program to show the RM process layer-by-layer with SLS process. It shows also 
the relation between process parameters and time and accuracy of the product. The 
main advantages of running simulation in RP and RM are listed below:

  Fig. 7.24    A piece of a STEP file          

ISO-10303-21; 
HEADER; 
FILE_DESCRIPTION(('This is a test file’),'1'); 
FILE_NAME(‘test’,'2007-8-18’,('Authors'),('Authors'),'NA',’OK’); 
FILE_SCHEMA(‘ARM224’); 
ENDSEC; 
DATA; 
#1 = CARTESIAN_POINT((0.176777,0.176777,0.5)); 
#2 = VERTEX_POINT(#1); 
#3 = CARTESIAN_POINT((0.,0.,0.5)); 
#4 = DIRECTION((0.,0.,−1.)); 
#5 = DIRECTION((0.176777,0.176777,0.)); 
#6 = AXIS2_PLACEMENT_3D(#3,#4,#5); 
#7 = CIRCLE(#6,0.25); 
#8 = EDGE_CURVE(#2,#2,#7,.T.); 
#9 = ORIENTED_EDGE(*,*,#8,.F.); 
#10 = EDGE_LOOP((#9)); 
#11 = FACE_BOUND(#10,.T.); 
#12 = CARTESIAN_POINT((0.176777,0.176777,−0.5)); 
#13 = VERTEX_POINT(#12); 
#14 = CARTESIAN_POINT((0.,0.,−0.5)); 
#15 = DIRECTION((0.,0.,1.)); 
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  •  The cost of materials especially for some processes such as SLS is notable.  
 •  The process of making the product is usually time-consuming.  
 •  The energy consumption and equipment depreciation are high.  
 •  The quantitative parameters of the prototype will be easily extracted.  
 •  The product information may be shared with other persons or research 

centers [ 44 ].    

 VIRAPS (Virtual Rapid Prototyping System) is a simulation software program 
developed by Visual Basic and simulates some of the most common processes of 
RP and RM, like FDM, SLS, SLA, and LOM. Here we describe how VIRAPS 
works and the outcomes. 

 There are many criteria to consider in choosing the right RM process. Since it is 
a multi-criteria decision, an analytic hierarchy process (AHP) methodology could 
be applied to rank the most appropriate process according to the customer’s criteria. 
Using software, RM processes are compared to each other on the basis of some 
common characteristics such as average time, cost, and quality of the finished 
products. The priority of these criteria is also determined by customer and the high-
est ranked RM process and machine is selected accordingly [ 45 ]. 

 As a case study, SLS is considered for simulation. Suppose that a conic-shaped 
product is manufactured by SLS. The important inputs for this process are as 
follows:

  •  Part information (maximum dimensions, average slope, and layer thickness)  
 •  Laser specification (laser type, laser power, beam diameter, and scan speed)  
 •  Powder selection (here is steel-bronze)  
 •  Setup time for each layer (the time required between creating each layer for 

setup)  
 •  Cost parameters (direct cost, operation cost, and material cost)    

 The software also indicates the maximum and minimum allowed for some 
parameters such as scan speed or beam diameter and product weight according to 
the machine capabilities. Moreover, some parameters, such as type of laser, are 
automatically selected by the software [ 46 ] ( Figs. 7.25  and  7.26 ).   

 The outputs are shown in Fig.  7.27 . This product will be made in 6.5 h and with 
the accuracy ratio of 73 and efficiency of 47%. The total estimated cost is $344 and 
the number of layers according to the best orientation of the part is 500. These 
results are calculated on the basis of input information. For instance, the time in 
SLS is formulated below [ 30 ]:

   

Velocity( )
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1 1
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(7.16)   

where velocity ( v ) = velocity of laser (mm/s),  P  
1
  = power of laser emission (watt), 

 R  = reflection ratio of laser reflector mirror,  ρ  = material density (g/mm 3 ), 
 d  

b
  = beam diameter (mm),  l  

m
  = layer thickness (mm),  C  

p
  = specific heat capacity 

(J/K),  T  
m
  = material melting point (K), and  T  

b
  = laser scanning time (s). 
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  Fig. 7.25    The SLS analytical simulation interface       

  Fig. 7.26    Software interface for process cost items       
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 On the one hand, the time required for building the whole part is the time taken 
for making all the layers and the time of setup for each layer. On the other hand, 

the time of scanning each layer,  T  
l
 , is   

Ld

vL
   in which  L  

d
  is the laser scanning distance 

and  L  
v
  is the laser scanning speed.

   Buildtime(total) = +
=
∑T T N
i

N

1i s 1
1

   (7.17)  

where build time (total) = total time for building layers,  T  
li
  = scanning time for layer  i , 

 T  
s
  = setup time for each layer, and  N  

l
  = number of layers. 

 Setup time is separately obtained by the following relations:

   Setuptime(Ts) = + + +T T T Twd d wr h    (7.18)   

where  T  
wd 

 = time required for moving the part bed downward (s),  T  
d
  = time 

required for pouring a layer of material (s),  T  
wr

  = time required for moving the part 
bed upward (s), and  T  

h
  = time required for preheating the material (s). 

 Therefore, assuming each layer has thickness of  l  and the distance scanning of 
laser for layer  i  is  d  

si
 , for a part with height of  h , we have
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  Fig. 7.27    Process simulation outcomes       
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  7.4 Rapid Manufacturing Prospects 

  Today, RM is widely used in some companies. However, because of the material 
and process limitations of the current RM processes because of the lack of familiarity 
with these machines, RM is not as popular as it should be. It is estimated that in the 
next 10–20 years, engineers will recognize the benefits of RM processes [ 28 ].   
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        Chapter 8  
 Simulation-Based Optimization: A Case Study 
for Airline’s Cargo Service Call Center 

        Tiravat   Assavapokee1    and    Ibrahim   Mourtada2       

  Abstract   In this chapter, we introduce the basic concept of the simulation-based 
optimization and illustrate its usefulness and applicability for generating the man-
power planning of airline’s cargo service call center. Because of the continuous 
increase in oil prices, and combined with many other factors, the airline industry is 
currently facing new challenges to keep its customers satisfied. One of the most 
important drivers of the customer satisfaction is the customer service. The excel-
lent customer service can give an airline company the edge over its competitors. 
Airline companies need to insure the appropriate level of staffing at their service 
call centers in order to maintain a high level of customer satisfaction with the appro-
priate level of the overall cost. With the high level of uncertainty in the customer 
demand and a number of complicated factors in the problem, it becomes necessary 
to apply the simulation-based optimization technique to help managers generate the 
efficient staffing policy for the airline’s cargo service call center. In this work, the 
technique called reinforcement learning and Markov decision process are used to 
build and solve the mathematical model to determine the appropriate staffing policy 
at the airline’s cargo service call center on the monthly basis. Simulation and 
optimization models are incorporated together so as to solve the overall problem. 
The results of the case study are thoroughly analyzed, discussed, and compared 
with the current staffing policies. All results illustrate the impressive performance 
of the recommended staffing policies over the current staffing policies.   

   8.1 Introduction 

  Simulation and optimization are clearly two of the most widely implemented oper-
ation research and management science techniques in practice. There have been 
several obstacles that limit acceptance and usefulness of simulation and optimiza-
tion techniques in the past. For example, developing simulation and optimization 
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models for the large-scale real-world systems tends to be a very complex task. In 
addition, writing the computer code to execute and solve these models can also be 
another difficult and time-consuming process. Because of the recent advance in 
computer technology and recent development of modern simulation and optimization 
software, these obstacles have been significantly reduced (if not eliminated). 
Complex simulation and optimization models can now be developed much easier 
in recent years by utilizing the modern software packages that conveniently provide 
many of the features required to develop these models. In addition, one can now run 
the simulation and optimization models of complex systems much faster as com-
puters become much more powerful. 

 Simulation refers to the broad concepts of operation research methodologies and 
techniques that imitate the behavior of the real-world system. Simulation is usually 
used to study and to improve the performance of the existing system or to design a 
new system under uncertainty without actually experimenting with the actual phys-
ical system. This feature makes simulation a very powerful operation research 
technique in practice because it is often too difficult and costly to perform physical 
studies on the actual system. Simulation is often used as evaluation tools to answer 
many important “what if” questions that decision makers may have about the 
system. For example, decision makers can use simulation to answer the question 
such as: “what would happen to the performance of the factory if the layout is 
changed?” Even though, simulation can be used to efficiently evaluate the system 
performance for a given solution, it is not capable of recommending the best solu-
tion for the complex decision-making problems by itself. 

 Optimization refers to the broad concepts of operation research methodologies 
and techniques that model the complex decision-making problems and recommend 
the best solution to these problems. Optimization is certainly one of the most pow-
erful operation research techniques and it pervades the fields of engineering, sci-
ence, and business. To apply optimization techniques, decision makers have to first 
formulate the mathematical models that capture the decision-making problems. The 
appropriate optimization techniques are then applied to find the solutions to these 
models. The general goal of optimization is to find the solution that yields the best 
value of the performance criterion under some restrictions in the decision-making 
problems. In many cases, the real-world decision-making problems cannot be fully 
represented by the mathematical models. Decision makers are often required to 
make a number of assumptions in order to construct the appropriate mathematical 
models for these problems. As a consequence of making these assumptions, the 
solution obtained by solving these mathematical models may not be fully applica-
ble for some real-world decision-making problems. 

 Because of the usefulness and applicability of these two powerful operation 
research techniques, researchers and practitioners have always been trying to com-
bine simulation and optimization techniques into an even more powerful decision-
making tool. In fact, simulation-based optimization is not a new topic in operation 
research and management science literature. Since the time that the computer sys-
tems was invented and started making an impact on practical decision-making 
processes and scientific researches, researchers and practitioners have always 
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wanted to optimize their decision-making systems by utilizing simulation models. 
However, it is only recently that remarkable success in realizing this objective has 
been seen in practice due to the dramatic increase in the power of computer systems 
over the years. Simulation-based optimization now has so much potential in almost 
every area of decision-making processes under uncertainty. 

 In Sect.  8.2 , we briefly review the literature in the areas of simulation-based 
optimization and service call center staff planning. In Sect.  8.3 , we discuss the basic 
reinforcement learning (RL) methodology. In Sect.  8.4 , the case study from the real 
airline industry is discussed and the results from the case study are thoroughly ana-
lyzed and illustrated. We then conclude the chapter and give the summary of the 
overall work in Sect.  8.5 .  

  8.2 Literature Review 

  In this section, we summarize a number of literatures related to simulation-based 
optimization techniques and service call center staff planning. 

   8.2.1  Literature Review for Simulation-Based 
Optimization and RL  

 As discussed earlier, simulation is a very powerful decision-making tool to perform 
“what if” analysis of the complex systems. Recent research discovery illustrates that 
simulation can be coupled with powerful optimization algorithms to solve complex 
real-world problems . The effectiveness of this approach depends on the quality of the 
simulation model that represents the real-world system. A high degree of understand-
ing of the system being studied is often required. The book written by Gosavi [ 1 ] 
gives a good introduction to the topics of simulation-based optimization and RL 
techniques. Kleinman et al. [ 2 ] show that reductions in the cost of the airline delay 
can be obtained by using a simulation optimization procedure to process delay cost 
measurements. They discuss how the optimization procedure called simultaneous 
perturbation stochastic approximation (SPSA) can be used to process delay cost 
measurements from air traffic simulation packages and produce an optimal gate hold-
ing strategy. Rosenberger et al. [ 3 ] developed a stochastic model for airline operations 
by using a simulation package called SIMAIR. The developed model is not modular 
and does not allow other recovery procedures to be integrated. Lee et al. [ 4 ] used their 
model to propose a modular method of approaching the problem that can deal with 
different recovery procedures from different airlines. 

 Even though there are dramatic advances in the field of operation research and 
computer science over the past decade, there are still lots of work to be done to come 
up with the efficient methodologies and software to solve the complicated real-life 
problems. Many of these problems are currently unsolvable, not because current 
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computer systems are too slow or have too little memory, but simply because it is too 
difficult to determine what the computer program should do to solve these compli-
cated problems. If the computer program could learn to solve the problems by itself, 
this would result in a great contribution in the field of operation research and compu-
ter science. RL is one such approach that makes the computer program to learn while 
trying to solve the complex decision-making problems. RL dates back to the early 
days of cybernetics and work in statistics, psychology, neuroscience, and computer 
science. In the last decade, it has rapidly attracted increasing interest in the machine 
learning and artificial intelligence communities. RL has significant potential in 
advancing parameters and policy optimization techniques. Sutton and Barto [ 5 ] and 
Bertsekas and Tsitsiklis [ 6 ] provide an excellent background reading for this field. 
Comprehensive literature surveys of pre-1996 research have been published by 
Kaelbling et al. [ 7 ] and Mahadevan [ 8 ]. Creighton and Nahavandi [ 9 ] developed a 
MATLAB toolbox to allow an RL agent to be rapidly tuned to optimize a multipart 
serial line. Aydin and Oztemel [ 10 ] successfully applied RL agents to dynamic job-
shop scheduling problems. Other agent-based work in the job scheduling field has 
also been completed by Jeong [ 11 ], Zhang and Dietterich [ 12 ], Reidmiller and 
Reidmiller [ 13 ], and Schneider et al. [ 14 ]. Several research groups have recently 
focused on RL agent applications in manufacturing. Paternina-Arboleda and Das [ 15 ] 
used a SMART algorithm on a serial production line to optimize the preventative 
maintenance in a production inventory system. Mahadevan et al. [ 16 ] used this same 
algorithm and touched upon the integration of intelligent agents using RL algorithms 
with commercial DES packages. Mahadevan and Theocharous [ 17 ] also examined a 
manufacturing application using RL technique.  

   8.2.2 Literature Review for Service Call Center Staff Planning  

 Service call centers are the common way for many companies to communicate with 
their customers. In the customer point of view, the quality of service at the service call 
center usually reflects the operational efficiency of the company. Thus, the perform-
ance of the service call center is very essential for the survival of the company within 
our highly competitive service-driven economy. One important issue that many com-
panies have to face is staff planning at their customer service call centers. At a service 
call center, hundreds of agents may have to answer to several thousands of telephone 
calls per hour. In addition, the number of calls is usually uncertain and is quite hard to 
predict from one time period to the next. The design of such an operation has to be 
based on solid scientific principles. Sze [ 18 ] discusses a queuing model of telephone 
operators at the Bell Communication Research Company, Inc. The queuing model is 
used to approximate the effects of several features such as general service times, aban-
donment, reattempts, etc. The results have proved to be quite useful in planning and 
managing the operator staffing for the service call center. Andrews and Parsons [ 19 ] 
have developed an economic-optimization model for telephone agent staffing at L. L. 
Bean. The model provides half an hour target staffing levels to an automated scheduler, 
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which generates the specific on duty tours for each individual telemarketing operator. 
Chen and Henderson [ 20 ] discuss difficulties in using historical arrival rates to deter-
mine the staffing levels for a call center with priority customers. Fukunaga et al. [ 21 ] 
describe a staff scheduling system for contact centers called Blue Pumpkin Director. 
Borst et al. [ 22 ] use an  M / M / N  queuing model to build a model for staffing large serv-
ice call centers with a large number of agents ( N ). Atlason et al. [ 23 ] use simulation 
and an iterative cutting plane method to find the staffing plan that minimizes the over-
all cost of a service system subject to a certain service level over multiple time periods. 
Atlason et al. [ 24 ] use simulation and analytic center cutting plane method to find the 
staffing plan that minimizes the overall staffing cost in an inbound call center subject 
to a certain service level. Deslauriers et al. [ 25 ] consider a blend call center with both 
inbound and outbound calls. They present a continuous time Markov chain models to 
solve the problem. Mourtada [ 26 ] considers the staffing problem at the Continental 
airline service call center and uses the RL technique to solve the problem.   

  8.3 Simulation-Based Optimization: Rl Technique 

  In our everyday life, we have to make many decisions. For each decision that we 
make, we can observe the immediate impact of that decision. It may not be a smart 
idea to use the immediate consequence of the decision as the only measurement for 
the quality of that decision. In fact, many decisions that we make have both the imme-
diate consequence and the long-term consequences. By not properly accounting for 
the relationship between immediate and long-term consequences when making the 
important decisions, the resulting decisions may not have the good overall perform-
ance. For example, in a marathon racing, a racer who runs with the full speed at the 
beginning may be the leader in the initial phase of the race (good immediate conse-
quence). Unfortunately, this may result in depleting the reserved energy very quickly 
and finally may result in a very poor finish (poor overall performance). 

 In this section, we first discuss the theoretical concepts and the general mathematical 
notations, formulations, and solution methodology of the sequential decision-making 
problems under uncertainty such that both immediate and long-term consequences 
have to be considered when making the decision. We will also discuss the difficul-
ties in formulating and solving these models for the real-world decision-making 
problems. We then introduce the general concepts of RL, which properly combines 
simulation and optimization techniques to solve these complex decision-making 
problems under uncertainty. 

   8.3.1  Sequential Decision-Making System and Markov 
Decision Process  

 Figure  8.1  illustrates the general framework of the sequential decision-making system. 
At a particular point in time before making the decision, hereafter called  decision 
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stage , the decision maker has to carefully observe the information about the 
surrounding environment. This information will be hereafter called  system state . 
Based on the system state information, the decision maker selects a possible deci-
sion, hereafter called  action . After the appropriate action is chosen, decision maker 
receives the immediate consequence, hereafter called  immediate reward , and the 
system stochastically evolves with some probability distributions, hereafter called 
 transition probability , to a new system state at the next decision stage. At this 
decision stage, the decision maker again faces a similar decision-making problem.  

 Let us now define the general mathematical notations for the sequential deci-
sion-making problems. Let  T  denote the set of all possible decision stages. Let  S  
denote the set of all possible system states. If at a particular decision stage, the 
decision maker observes that the system is in the state   s ∈ S  , he or she may select 
an action  a  from the set of all possible actions in the system state  s ,  A   

s
  . Let   A = 

È sÎsA
s
   denote the set of all possible actions. As the result of selecting an action 

  a Î A
s
   in the system state   s ∈ S   at the decision stage   t ∈ T  , the decision maker 

receives an immediate reward of   r
t
 (s,a)   and the system state at the next decision 

stage is determined by the transition probability   p
t
(·|s,a)  . In this section, we assume 

that the set  S  and  A   
s
   and the values of   r

t
(s,a)   and   p

t
 (·|s,a)   do not vary with different 

decision stages. Because of these assumptions, we will use the notations   r(s,a)   and 
  p(·\s,a)   instead of   r

t
 (s,a)   and   p

t
 (·|s,a)   respectively for the rest of this chapter. We 

also assume that sets  S  and  A   
s
   are finite and the reward   r(s,a)   is bounded for all 

system states and actions. The collection of objects   [T,S,A
s
, p(·|s,a), r(s,a)]   is 

referred to as a  Markov decision process  (MDP). To formulate the mathematical 
models for sequential decision-making problems under uncertainty, decision mak-
ers have to properly define this collection of objects. The book written by Puterman 
[ 27 ] summarizes the detailed methodologies and theoretical concepts about MDP. 

 The solutions of the sequential decision-making problems under uncertainty are 
represented as  policies . A  policy  normally refers to the set of selected actions for 

CURRENT
STATE

FUTURE
STATE

IMMEDIATE
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IMMEDIATE
REWARD

CURRENT STAGE FUTURE STAGE

ACTION ACTION

  Fig. 8.1    General framework of sequential decision-making systems       
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each state of the system. Without loss of generality, we assume that the decision 
makers are searching for the policy that maximizes the expected value of the 
overall reward of the system. Let   v(s)   denote the maximum expected value of the overall 
reward of the system when the system is initially in the system state  s . Based on 
these notations, we can solve for the optimal policy for a given sequential decision-
making problem by solving the following set of equations, hereafter called  opti-
mality equations :
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where   l Œ (0,1)   represents the discounting factor per each decision stage for the 
future rewards. If the optimality equations can be solved, the optimal policy for 
each system state  s  is 
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 Once all elements of MDP are identified and the optimality equations are con-
structed, we can apply the following algorithm called value iteration algorithm to 
find an   e   -optimal policy and the approximated value of   v(s)∀sŒS  . 

  8.3.1.1 Value Iteration Algorithm 

     Step 1:  Select arbitrary real values for   v0(s)∀sŒS  , specify   e   > 0, and set  n  = 0.  
   Step 2:  For each   sŒS  , compute   vn + 1(s)   by 

  v (n

a
j
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   Step 3:  If   ||Vn+1 –Vn ||<e (1–l)/2l  , go to step 4. Otherwise increase the value of  n  
by 1 and return to step 2. Note that   Vn    is a vector of size ⏐ S ½ containing   vn (s)∀s∈S   
as its elements.  

   Step 4:  For each   s∈S  , choose
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and stop.    
 After the algorithm terminates, the resulting values of   vn + 1 (s) and a* (s) ∀s∈S   

represent the optimal expected values of the overall reward and the   e   -optimal 
policy of the considered problem, respectively. 

 Unfortunately, formulating and solving the real-world decision-making 
problems as a MDP is not an easy task. In many cases, obtaining the complete 



160 T. Assavapokee, I. Mourtada

information on   r(s,a)   and   p(·⏐s,a)   is a very difficult and time-consuming process. 
This process may involve a number of complex mathematical terms consisting of 
the joint probability distribution of many random variables. Furthermore, many 
unrealistic assumptions may have to be made in the process of obtaining this infor-
mation. This phenomenon is hereafter called the  curse of modeling  of the MDP. If 
we can solve the sequential decision-making problems with the efficient methodol-
ogy that does not require the exact close-form formulation of   r(s,a)   and   p(·⏐s,a)  , 
this methodology would be really attractive and would really be applicable to solve 
many complex real-world problems. In fact, RL is one of the methodologies that 
have the promising potential to perform this task. In the following subsection, 
we will discuss the RL technique and how to apply the technique to solve the 
complex sequential decision-making problems under uncertainty.   

   8.3.2 RL Technique  

 Because MDP is seriously cursed by the curse of modeling for some real-world 
decision-making problems, the methodology such as RL, which does not require 
the close-form formulations of rewards and transition probabilities, is of our interest 
in this subsection. It is worth noting that unlike the solution obtained from MDP, 
which is guaranteed to be optimal, the resulting solution obtained from the RL may 
only be just suboptimal. RL nicely combines the simulation technique with the 
solution methodology of MDP and normally produces a high quality solution to 
the problem. 

 The key idea of RL is to approximately solve the optimality equations, which 
may not be represented in the close-form formulations by utilizing the simulation 
models. Let us introduce the notation   Q(s,a)∀s∈ S, ∀a∈ A

s
   such that 
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where   r(s,a,j)   represents the immediate reward by making the action  a  in the system 
state  s  and the next system state is  j . By using this notation of   Q(s,a)  , the optimality 
equations can be rewritten as

 n
A

( ) argmax (s Q s S
a

= { }∀
∈

∈
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 These equations imply that if we can calculate the value of   Q(s,a) ∀s∈ S, ∀a∈ 
A

s
  , we can easily obtain the value of   v(s) and a* (s) ∀s∈ S  , which are the decided 

solutions of the problem. We will now concentrate on the methodology for 
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approximating the value of   Q(s,a) ∀s∈ S, ∀a∈ A
s
   . By using the definition of 

  Q(s,a)  , we can obtain the following equations:

 Q s a p j Q j b s S a
j S

b
( , ) ( max , ) ,= { }

⎛

⎝
⎜

⎞

⎠
⎟ ∀ ∈ ∀ ∈

∈
∑ ⏐

∈
s,a r s,a, j

As

) ( )+ (l AA

E Q j b s S a A

s

s= { }⎛
⎝⎜

⎞
⎠⎟ ∀ ∈ ∀ ∈r s,a, j

b A j

( )+l max ( , ) ,
∈

   

(8.8)

     

 As this equation indicates, calculating the value of   Q(s,a) ∀s∈ S, ∀a∈ A
s
   

involves the expectation operation, which can be obtained by using the simulation 
model and the result from the following Robbins-Monro algorithm. The Robbins-
Monro algorithm is the algorithm developed in 1951 by Robbins and Monro [ 28 ] 
for estimating the population mean of a random variable from the sample. Let  X  
denote the considered random variable and let  x   i   denote the value of the  i th inde-
pendent sample of  X . Let   Xn   denote the value of the sample average of  x   

i
   from  i  = 1 

to  n . From the strong law of large number, we can obtain the following relationship 
between   E(X)  ,  X   n  , and  x   

i
  :
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 The Robbins-Monro algorithm utilizes the relationship between   Xn   and   Xn + 1   and 
suggests the iterative procedure for calculating the value of   E(X)   . The relationship 
between   Xn   and   Xn + 1   can easily be derived as follows where   a n = 1/n  :
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 By using this relationship, we can iteratively calculate the value of  X  1 ,  X  2 , …,  X   N   
after obtaining the sample information about the random variable  X  and can use the 
value of  X   N   as the approximation to  E ( X ) if  N  is a significantly large number. It is 
worth mentioning that the sample information of the random variable can be gener-
ated by using the simulation model and this is exactly the idea of RL. RL uses the 
basic idea of Robbins-Monro algorithm in calculating the expected value of the 
random variable to iteratively calculate the value of   Q(s,a) ∀s∈ S, ∀a∈ A

s
   and 

finally obtain the values of   v(s) and a* (s) ∀s∈ S   . The algorithm iteratively 



162 T. Assavapokee, I. Mourtada

calculates the value of   Q(s,a) ∀s∈ S, ∀a∈ A
s
   by generating a series of numbers   Q1 

(s,a),Q2 (s,a),...,QN (s,a)   by utilizing the following relationship:
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 This calculation will be executed each time the action  a  is made in the system 
state  s  and the system evolves into the system state  j . This relationship allows us to 
calculate the value of   Q(s,a) ∀s∈ S, ∀a∈ A

s
   without knowing the close-form 

formulation of rewards and transition probabilities because the value of   r(s,a,j)   can 
be obtained from the simulation model. By utilizing this idea, the basic procedure 
of RL can be summarized as follows. 

  8.3.2.1 Basic RL Procedure for Discounted MDP 

     Step 1:  Initialize the values of   Q(s,a) = 0 and N(s,a) = 0 ∀s∈ S, ∀a∈ A
s
   . 

Set  i  = 0 and  N  = maximum number of iterations (large integer number).  
   Step 2:  Let  s  denote the current state of the system (from the simulation 
model). Randomly select an action from set  A   

s
  , each with equal probability. 

Let  a  denote the selected action.  
   Step 3:  By selecting this action  a  in the system state  s , the simulation model 
will be used to determine the next state of the system in the following deci-
sion stage. Let  j  denote this next system state. In addition, the simulation 
model will also be used to determine the value of   r(s,a,j)      

 Set

  N(s,a) ← N(s,a) + 1, i ← i + 1, and a = 1/N(s,a)  . 

     Step 4:  Update the value of   Q(s,a)   by using the following relationship.
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   Step 5:  If  i  <N , update the current system state  s  =  j  and return back to step 
2. Otherwise proceed to step 6.  
   Step 6:  Calculate and return the following values of   v(s) and a* (s) ∀s∈ S   :

  v s Q s a s S and a s Q s a s S
a A a As s

( ) max ( , ) ( ) arg max ( , )*= { } ∀ ∈ = { } ∀ ∈
∈ ∈

      

 Figure  8.2  illustrates the general framework of this RL algorithm.  
 Note that more sophisticated methods of selecting the action can be imple-

mented to improve the overall performance of the algorithm. In this subsection, we 
only present the basic idea of the algorithm that randomly selects an action for each 
iteration. In the following section, we apply the RL technique to the staff planning 
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problem of the airline’s service call center. All results illustrate the very promising 
potential of the algorithm to solve this complex real-world problem.    

  8.4 Case Study on Airline’s Cargo Service Call Center Planning 

  In today’s business, many companies are aggressively racing to improve their 
customer service to increase their customer satisfaction in order to survive in the 
current highly competitive business environment. The Airline industry is no excep-
tion. Airline companies are constantly looking for new and innovative ways to keep 
their customers satisfied and to stay in the market. To do so, airline companies must 
ensure a high level of customer service 24 h a day, 7 days a week. This requires 
hard work and dedication from their employees at every level. Although employees 
do not lack any dedication, it is the correct staffing policy that poses a challenge for 
the managers at the airline’s service call center. Efficient staff planning could make 
all the difference between success and failure in managing the customer service call 
center. Staffing managers are facing the challenge of deciding on the number 
of customer service agents required for each month to properly answer incoming 
customer calls in order to meet the certain service level with the minimum overall 
cost possible. 

 In this section, we apply the RL technique to the staff planning problems by 
using the real data obtained from one of the largest airline companies in USA. One 
of this airline’s service centers is the Cargo Service Center (CSC). The CSC pro-
vides cargo booking and tracking services. The CSC handles 10 different types of 
customer calls that are divided as follows: (1) international (general service calls); 
(2) animal; (3) elite; (4) mortuary; (5) globalink; (6) SAS; (7) service recovery; (8) 
JFK; (9) Spanish; and (10) AMS. 

 In this chapter, we will concentrate our attention only on four major types of 
calls at the CSC, namely international, animal, elite, and mortuary, which comprise 
over 90% of the overall number of calls. The objective of this work is to decide 
on the number of agents required for each month at each of the four different types 
of customer calls. It is necessary to mention that both international and animal calls 
at CSC are currently handled by the same group of agents. This means that the data for 
both international and animal calls can be consolidated to create one set of data 
for this study. The airline company would like to set the service level for these four 
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Next system
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The selected action
a in the current state s

  Fig. 8.2    General framework of the reinforcement learning algorithm       
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different types of customer calls as follows. For animal and international calls, 80% 
of all calls should be answered within 20 s of their arrival. For elite calls, 80% of 
all calls should be answered within 20 s of their arrivals. For mortuary calls, 70% 
of all calls should be answered within 20 s of their arrivals. To meet these service-
level requirements, the number of agents on duty must be carefully decided and 
allocated. To gain better understanding of the system, multiple observational visits 
are made to the CSC. Observations included listening to the four different types of 
calls and observing their processes. The managers of the CSC are also of great help 
for us to understand the overall system. After acquiring enough information about 
the overall system and its processes, the system is then translated into a high-level 
flowchart, which is eventually transformed into the detailed simulation model. As 
a call enters the system, it will be classified as animal, international (GS), elite, or 
mortuary call. The call will then be answered immediately if there is at least one 
available agent at the time of its arrival, or else it will wait in the split specific 
queue. Each call split has its own queue and its own 1–800 number. The airline 
company has a policy that if a call arrives in its specific queue and there are seven 
calls already waiting in that queue, then the call will be rolled over to a different 
available queue. This is to keep customers’ wait times at minimum and ensure that 
all agents are properly utilized, since some call splits have lower volumes than the 
others. The call will then wait in the next queue, given that it has less than seven 
calls waiting in it already, until the next agent becomes available and the call will 
be answered. Finally, once the call has been answered, it exits the system. If all 
queues are full, the incoming calls will not be answered. Figure  8.3  illustrates the 

  Fig. 8.3    Flowchart of customer calls routing at the CSC       
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flowchart of the customer call routing at the CSC where the notation NQ denotes 
the number of calls waiting in the queue.  

   8.4.1  Data Collection and Analysis for Constructing 
the Simulation Model  

 Accurate data analysis is the key fundamental in developing any simulation model. 
The performance of the simulation model can only be as good as the accuracy of 
the input data. With that in mind, the data collection and analysis is one of the most 
important tasks of this research. For this work, real data for an entire year are used 
to construct the simulation model of the service call center. The data in this study 
are obtained by using the historical information from the airline company. The air-
line company records these data for the different call splits and stores them in the 
company database. Note that the data used for this research are the year 2005 data. 
The data used in constructing the simulation model include (1) the interarrival time 
for each type of calls on each day of each month for the entire year and (2) the 
service time of each type of calls on each day of each month for the entire year. 

 Once the data had been collected and analyzed, appropriate probability distribu-
tions of these parameters are determined by utilizing the ARENA 10.0 input ana-
lyzer [ 29 ]. Input analyzer is a statistical analysis program included in the simulation 
software package called ARENA. This program takes a set of raw data as its input 
and generates a list of probability distributions that best fits the data. Figure  8.4  
illustrates an example output of ARENA input analyzer. Once all required probabil-
ity distributions of the model parameters are obtained, the detailed simulation 
model of the entire system is then developed by utilizing the simulation software 
package ARENA 10.0.   

  Fig. 8.4    An example output of ARENA input analyzer       
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   8.4.2 RL Model for the Service Call Center Problems  

 After the simulation model of the service call center has been developed, some 
components of MDP have to be determined in order to implement the RL tech-
nique. These components are (1) the state space ( S ); (2) the action space for each 
possible system state  s  ( A   

s
  ); (3) the reward structure; and (4) the decision stage ( T ). 

In this problem, the state information consists of the number of calls from the previ-
ous month and the current calendar month. For example, in the month of May, one 
of the possible states is  s  = (12,000 calls, May) if the number of calls in April was 
12,000. After the system state information is observed, the possible action is basi-
cally the number of agents available to work in the current month. The reward 
structure of this problem is the numerical quantity that indicates how well a certain 
policy performs under certain circumstances. Deciding on the structure of the 
reward is somewhat challenging when modeling a service call center. The reward 
has to be measured in terms of the number of answered calls, the number of 
dropped calls, the number of calls with long queue waiting time, the hiring and fir-
ing costs, and the number of agents working at the service call center. In this model, 
the following formulation is used to calculate the reward value of making a certain 
action in a particular state.  

  Reward  =  [(profit per call) × (number of answered calls)] - [(monthly salary 
per agents) × (number of agents)]  -  [(penalty) × (number of calls that do 

not meet the required service level)]  -  [(Hiring cost per agent) × (the number 
of new agents)]  -  [(Firing cost per agent × the number of agents fired)]   

 This reward value can easily be obtained from the simulation model. Finally, the 
decision stage is the time period between each pair of the decision-making 
processes. In this work, the decision stage is the beginning of each month when the 
decision maker is required to decide on the number of working agents for each type 
of calls. Once all these components are identified, the RL technique is then applied 
to solve the considered decision problem. The simulation and decision-making 
models of the RL are executed on a Windows XP-based Pentium(R) 4 CPU 3.60 
GHz personal computer with 4.00 GB RAM using Arena 10.0 and Visual Basic for 
Application (VBA) programming language. MS-Excel is used for the case study 
input and output database. Table  8.1  summarizes the recommended staffing policy 
for international or animal type of calls.     

 Table 8.1    Recommended staffing policy for the international or animal call split  

 Month (s)  No. of last month calls  No. of agents 

 February  Any value  31 agents 
 January, March, April, June, September  Any value  33 agents 
 May, July, August  Any value  35 agents 
 October, November, December  Any value  37 agents 
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 Tables  8.2  and  8.3  illustrate the recommended staffing policies for the elite call 
split and the mortuary call split, respectively.         

 The current staffing policy at the CSC is to use 34.5, 7, and 8 full-time equivalents 
(FTEs) working on answering the international or animal, elite, and mortuary types 
of calls, respectively. An FTE consists of either a full-time employee or two part 
time employees. In the following subsection, we will compare the performance 
of these recommended solutions with the performance of the current policy used by 
the airline company. All results illustrate the improvements in the system perform-
ances resulting form the recommended solutions over the current policy.  

   8.4.3 Case Study Result and Performance Comparison  

 In this subsection, our goal is to statistically compare the performances of the policies 
recommended by the RL model and the performances of the current policy utilized 
by the airline company (original). To do so, another simulation model is developed 
to read a specific staffing policy as the input. This simulation model will then evaluate 
the input policy and will calculate a number of important performance measures of 

 Table 8.2    Recommended staffing policy for the elite call split  

 Month (s)  No. of last month calls  No. of agents 

 February, March, April, June, October, 
November, December 

 Any value  7 agents 

 January, August  Any value  8 agents 
 May, September  <4,700 calls  7 agents 
 May, September  ³4,700 calls  8 agents 
 July  <5,100 calls  8 agents 
 July  ³5,100 calls  9 agents 

 Table 8.3    Recommended staffing policy for the mortuary call split  

 Month (s)  No. of last month calls  No. of agents 

 April, May  All value  4 agents 
 June, August, September, October  All value  5 agents 
 January  <2,700  4 agents 
 January  ³2,700  5 agents 
 February  <2,400  4 agents 
 February  ³2,400  5 agents 
 March  <1,900  4 agents 
 March  ³1,900  5 agents 
 July  <2,250  4 agents 
 July  ³2,250  5 agents 
 November  <2,200  5 agents 
 November  ³2,200  6 agents 
 December  <2,450  5 agents 
 December  ³2,450  6 agents 
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the system as the output. These results of each policy are analyzed and statistically 
compared. In this research, the following characteristics are used to measure the 
performance of the service call center: (1) the average number of calls that do not 
meet the required service level; (2) the average number of calls that are dropped; 
(3) the average utilization of agents; (4) the average waiting time in queue of each 
call; and (5) the overall cost per month of the system. 

 Based on the results obtained from 100 simulation years run, the values of these 
characteristics are calculated and recorded for each policy. After obtaining the values 
of these characteristics, statistical hypothesis testing procedures are performed in 
order to analyze and compare the performances of these two policies. These statisti-
cal hypotheses are summarized in the Tables  8.4  and  8.5 . The mean values of these 
characteristics generated by the simulation model are compared between these two 
policies by utilizing the standard  t -test. Note that the  t -test is very robust for testing 
these hypotheses even if the data are not normally distributed when the sample sizes 
are large, which is the case for the examined data sets in this research.         

 If the null hypothesis contained in Table  8.4  is rejected for a specific perform-
ance measure, then we can conclude that the RL solution performs better in that 
characteristic. If the null hypothesis contained in Table  8.5  is rejected for a specific 
performance measure, we can conclude that the solution generated by the current 
plan performs better in that characteristic. If we fail to reject the hypotheses in both 
Tables 8.4 and 8.5 for a specific performance measure, we can conclude that there is 
no statistical difference between the two policies in that characteristic. Before 
applying the  t -test to test these hypotheses,  F -test is first used to check for the equality 
of variances between the two data sets: The null hypothesis (HO) of the F-test states 
that the variances of these two data sets are equal, while the alternative hypothesis 
(Ha) of the F-test states that the variances of these two data sets are different . The 
results from the  F -test will determine the type of  t -test to be used. The detailed 
information about statistical hypothesis testing with the  t -test and the  F -test can 
be studied in the book written by Johnson [ 30 ]. 

 Table 8.4    The first set of statistical hypotheses for performance comparison  

 Characteristic   H  0    H  a  

 Mean number of bad calls  Means are equal  Original > RL 
 Mean number of dropped calls  Means are equal  Original > RL 
 Mean utilization of agents  Means are equal  RL > Original 
 Mean queue time  Means are equal  Original > RL 
 Mean monthly cost  Means are equal  Original > RL 

 Table 8.5    The second set of statistical hypotheses for performance comparison  

 Characteristic   H  0    H  a  

 Mean number of bad calls  Means are equal  Original < RL 
 Mean number of dropped calls  Means are equal  Original < RL 
 Mean utilization of agents  Means are equal  RL < Original 
 Mean queue time  Means are equal  Original < RL 
 Mean monthly cost  Means are equal  Original < RL 
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 After performing the hypothesis testing procedures with the value of the type I 
error probability of 0.05, the results are obtained and summarized for each call type 
(animal or GS, elite, and mortuary). Tables  8.6 – 8.8  contain the summary informa-
tion on the test results for animal or GS, elite, and mortuary call types, respectively, 
for each month and for the overall year. The following notations are used in these 
tables for ease in interpreting these results. 

 X: This notation indicates that the mean of the RL model was statistically sig-
nificantly worse than the mean of the original model. 

 O: This notation indicates that the mean of the RL model was statistically sig-
nificantly better than the mean of the original model.             

 Table 8.6    Summary of the performance comparison for animal or GS call type  

 Animal or GS type calls 

    No. of 
bad calls 

 Average 
queue time 

 No. of 
dropped calls 

 Average 
utilization 

 Average 
monthly cost 

 January  D  D  D  D  O 
 February  X  X  D  O  O 
 March  D  D  D  O  O 
 April  D  D   D  O  O 
 May  D  D   O  X   D 
 June  D  D  D  O  O 
 July  D  D  O  X   D 
 August  D  D  O  X   D 
 September  D   D  D  D  O 
 October  O  O  O  X   D 
 November  O  O  O  X   D 
 December  O  O  O  X  O 
 Overall  D  D   O  D  O 

 Table 8.7    Summary of the performance comparison for elite call type  

 Elite type calls 

    No. of 
bad calls 

 Average 
queue time 

 No. of 
dropped calls 

 Average 
utilization 

 Average 
monthly cost 

 January  O  O  O  X  O 
 February  D  D  D   D   D  
 March  D  D  D   D   D  
 April  D  D  D   D   D  
 May  D  D  D   X  D  
 June  D  D  D   D   D  
 July  O  O  O  X  O 
 August  O  O  O  X  O 
 September  D  D   D   D   D  
 October  D  D   D   D   D  
 November  D  D   D   D   D  
 December  D  D   D   D   D  
 Overall  O  O  D   D   D  
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   D   : This notation indicates that there is no statistically significant difference 
between the mean of the RL model and the mean of the original model. 

 Keeping in mind the results from the overall performance comparisons, we can 
come to the following conclusions. For the animal or GS call type, the staffing pol-
icy generated by the RL technique statistically outperforms the current staffing 
policy in the average number of dropped calls and the average monthly cost criteria. 
There are no statistically significant differences between the performances of these 
two policies for other criteria. For the elite call type, the staffing policy generated 
by the RL technique statistically outperforms the current staffing policy in the aver-
age number of bad calls and the average waiting time in queue criteria. There are 
no statistically significant differences between the performances of these two poli-
cies for other criteria. For the mortuary call type, the staffing policy generated by 
the RL technique statistically outperforms the current staffing policy in the average 
number of bad calls, the average waiting time in queue, and the average agent utili-
zation criteria. There are no statistically significant differences between the per-
formances of these two policies for other criteria.   

  8.5 Summary 

  Simulation and optimization are clearly two of the most powerful fields in the study 
of operation research and management science. Combining these two techniques 
together is definitely a promising concept for solving the real-world complex decision-
making problems. In this chapter, the basic concepts of the simulation-based opti-
mization technique, namely the RL, are explained and discussed in detail. We then 
apply the RL technique to determine the staffing policy for the airline service call 

 Table 8.8    Summary of the performance comparison for mortuary call type  

 Mortuary type calls 

    No. of 
bad calls 

 Average 
queue time 

 No. of 
dropped calls 

 Average 
utilization 

 Average 
monthly cost 

 January  O  D   X  O  D  
 February  D   D   D   O  D  
 March  O  D   D   O  D  
 April  D   D   D   O  D  
 May  O  D   D   O  D  
 June  D   D   D   D   D  
 July  O  D   X  O  D  
 August  D   D   D   D   D  
 September  D   D   D   D   D  
 October  D   D   D   D   D  
 November  O  O  O  X  D  
 December  O  O  O  X  D  
 Overall  O  O  D   O  D  
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center. Statistical hypothesis testing procedures are used to perform the per-
formance comparisons between the recommended policy and the current policy. All 
results illustrate that the policy generated by the RL is superior to the current policy 
in a number of performance measures. This illustrates the promising potential of 
the simulation-based optimization techniques in generating the high quality solu-
tion for the complex decision-making problems in practice.   
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        Chapter 9  
 Robotics and Autonomous Robots 

        Henry   I.   Ibekwe    1  and    Ali   K.   Kamrani 2      

  Abstract   Autonomous robots are rapidly changing manufacturing processes 
and industrial production systems. It is now an integral component essential for 
improved productivity and efficiency in industrial mechanized plants. In most 
modern large scale production facilities, tasks such as welding, forming, drilling, 
milling, and locating are completely performed by robots and the degree of 
autonomy will vary by industry. The emerging trend is to improve the robots’ 
perceptual ability and  cognition, thereby making them less reliant on an external 
controller and human intervention. This process is called autonomy, hence the 
name autonomous robots. 

 In this chapter, we shall discuss robot kinematics, basic task planning, and robot 
vision. Emphasis will be on the robot components that inherently improve robot 
autonomy. Arguably, the most important yet relatively underdeveloped robotic 
components are robot vision systems. The ability for a robot to “see” is an extremely 
difficult task because of the complex nature of visual perception. Comparable to 
human vision, an enormous amount of information is required to be processed and 
translated to the robot controllers. Humans perform visual tasks effortlessly without 
really understanding the tremendous processing ability of the brain. Till date, there 
are still major breakthroughs to be made in understanding vision and vision system 
as its application in robotics will significantly improve the autonomy of robots.   

   9.1 Introduction To Robotics 

  Robotics as defined by the  American Heritage Dictionary  is the science or study of 
the technology associated with the design, fabrication, theory, and application of 
robots. Robot, on the contrary, is a mechanical device that sometimes resembles a 
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human and is capable of performing a variety of often complex human tasks on 
 command or by being programmed in advance. According to Fu et al. [ 13 ], the Robot 
Institute of America defines industrial robots as “… a reprogrammable multifunc-
tional manipulator designed to move materials, parts, tools, or specialized devices, 
through variable programmed motions for the performance of a variety of tasks.” 

 The study of robotics over the years has seen an immense growth in both tech-
nological application and otherwise. The recent advances in the manufacturing 
processes have necessitated the need to enable robots to be more autonomous. 
Autonomy simply means the ability of the robot to be independent, that is, intelli-
gent. It should be understood that the mimicking of human intelligence and neural 
function is a relatively nascent research area and has significant strides to overcome 
in order to achieve this. 

   9.1.1 Application of Robots  

 There are numerous applications of robots today. They are applied anywhere from 
a highly sophisticated space robotic arm used by NASA’s space exploration 
program to Lego ®  gadgets used for entertainment. Robots can also be found in vari-
ous manufacturing industries, military applications, space exploration, and remote/
hazardous environment. The application in industries has significantly increased in 
recent years because of improved productivity, reliability, and quality of end-prod-
ucts. This led to many manufacturing industries reformatting and remodeling plant 
layout to accommodate these changes. 

  9.1.1.1 Manufacturing Applications 

 The application of robots in the manufacturing industry includes operations such as 
drilling, cutting, deburring, parts installation, welding, painting, and inspecting. These 
tasks are just a few that can be performed at a high level of accuracy by the utilization 
of robots. Fewer system failures will occur because of improper machining and manu-
facturing than would otherwise have been performed by humans. An example of this 
occurs when uneven welds are created by machinists during the welding process. This 
can lead to failure of high-stress component within critical systems such as airplanes, 
bridges, and space shuttles. An example of a welding robot is shown in Fig.  9.1   

 Robots are vastly utilized in the electronics manufacturing because of the need 
for extreme accuracy, usually in the range of nanometers. Such levels of accuracy 
are nearly, if not, impossible to be performed by the average personnel. A pristine 
environment is also an added advantage. Tasks performed by the robots will mini-
mize the possibility of debris and dust accumulation within the facility. 

 Painting and finishing are other common applications in the manufacturing 
environment. Automobile production lines utilize large number of robot manipula-
tors for these operations. Uniformity and high accuracy is necessary during the 
paint and finishing phases.  
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  9.1.1.2 Assembly and Packaging Applications 

 Assembly operations have been quite cumbersome for application of robots; 
however, evolving techniques are reducing the level of difficulty required while 
maintaining quality standards. An example of this is a situation whereby difficulty 
arises when parts must be located and identified, carried in a particular order with 
many obstacles around the setup, fitted together, and then assembled [ 20 ]. Highly 
automated packaging companies solely apply robots for these purposes. The end 
result is often significant direct and indirect savings from reduced personnel cost 
to minimized product damage.  

  9.1.1.3 Remote and Hazardous Operations 

 Some tasks may involve high risk of fatality for humans. Robots that execute these 
tasks are often uniquely designed for very specific “workspace” conditions. Citing 

  Fig. 9.1    Fanuc Arc-Mate 120-i Robot Welding Cell ( Courtesy - Burns Machines )       
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the NASA Mars rover as an example, it was designed to collect vital research data 
about the inhabitable and rugged terrain of the planet Mars. Although there were 
minor glitches during the mission, the design of the autonomous rover (Fig.  9.2 ) has 
proven highly successful.  

 Remote-operated/autonomous robots have also found extensive use in underwa-
ter operations. Extremely high pressure at deep sea levels is an attribute to the dan-
gers of deep sea exploration. Only recently could sunken naval, merchant, or cruise 
ships be explored. These robots can also be used for trans-Atlantic cable laying, 
deep sea dredging, and underwater pipeline inspection with the aid of vision 
systems.  

  9.1.1.4 Healthcare Applications 

 Imagine robots helping doctors perform complex operations like heart surgery or 
surgery for cancer using only a few tiny incisions. At first thought, it may come 
across as science fiction, but such tasks have been reliably performed tens of thou-
sands of times already. This field of medicine is called  robotic-assisted minimally 
invasive surgery . The design and production of a surgical robot is a formidable task 
since humans (a complex system) are now the “workpiece.” Numerous variables 
have to be considered and a high level of redundancy must be implemented in the 
design of the robotic surgical system. 

 Minimal invasive surgery (MIS) is performed using narrow, long-shafted surgical 
instruments and cameras, which are inserted through small incisions (Figs.  9.3  and 
 9.4 ) that serve as ports of entry to the body (e.g., abdominal wall) to reach the  surgical 

  Fig. 9.2    Mars rover ( Courtesy - NASA )       



site [ 12 ]. For many patients, the potential advantages of having an operation with a 
robotic surgical system include significantly less pain, less blood loss and need for 
transfusions, less risk of infection, a shorter hospital stay, quicker recovery time, and 
better outcomes, in many cases. Shorter hospital stay and simplified postoperative 
care may also lower hospital overhead and improve overall operational efficiencies. 
Potential surgeon benefits may include improved visualization, which is provided by 
a 3-D high-definition camera; improved precision, dexterity, and control provided 
by miniaturized, wristed instrumentation, tremor filtration, and motion scaling; and 
an intuitive interface that provides optimized hand-eye alignment.   

 The most complex subsystem of a surgical robot is the end effector (the instru-
ment tip). The end-effector design must mimic the dexterity (skill in using the 
hands) of a human hand and wrist. The desire to perform surgery through the 
smallest incisions possible limits the available surgical maneuvers possible, as 
well as the “degrees of freedom”-or the angles and direction in which the “wrist” 
can move [ 12 ].   
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  Fig. 9.3    The  da Vinci  ®  surgical system patient cart ( Courtesy of Intuitive Surgical, Inc. )       
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   9.1.2 Classes of Robots  

 Robots are classified according to their coordinate frames. These coordinate frames 
define the motion capabilities of the robot and are important in the robot kinematics 
analysis. They are Cartesian coordinate, cylindrical coordinate, spherical coordi-
nate, articulated coordinate, and the selective compliance assembly robot arm 
(SCARA) robots. A brief discussion of these coordinate systems will follow. Figure 
 9.5  identifies these robot classes.  

  9.1.2.1 Cartesian Coordinate Robots 

 Robots that fall under this class are often called rectangular or gantry robots and 
consist of three linear joints or axes. An example of a Cartesian coordinate robot is 
the IBM manufactured RS-1 robot. It has three prismatic joints and is modeled 
using the Cartesian coordinate system ( X ,  Y ,  Z ) → ( X = a ,  Y = b ,  Z = c ). Within a 
workspace, it travels linearly along any of the axis. During initialization it is impor-
tant to note that starting axis and configuration settings are either pre-determined or 
dependent on various variables such as job type, work piece, and total repositioning 
time. Another similar robot is the  gantry robot  which operates on the same princi-
ple as the Cartesian coordinate robot. In this case, the robot is mounted on an over-
head gantry.  

  Fig. 9.4    Robotic-assisted surgery setup ( Courtesy of Intuitive Surgical, Inc. )       
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  9.1.2.2 Cylindrical Coordinate Robots 

 The cylindrical coordinate robots have two prismatic joints or linear axes and one 
revolute joint or rotary axis. The workspace for this class of robot resembles a cyl-
inder as the name implies. The equivalent Cartesian coordinates can be found by 
the following equations 

   X = acosa   (9.1)  

   Y = asina   (9.2)  

   Z = c   (9.3)    

  9.1.2.3 Spherical Coordinate Robots 

 The spherical coordinate robots have one prismatic or linear axis and two revolute 
joints or rotary axes. They have significant application in the manufacturing industry 
such as welding, cutting, and material handling. The corresponding  X ,  Y ,  Z  coordi-
nates are 

   X = acosacosb   (9.4)  

   Y = asinacosb   (9.5)  

   Z = csinb   (9.6)    

  Fig. 9.5    Classes of robots ( Courtesy -Niku [ 20 ])       
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  9.1.2.4 Articulated Coordinate Robots 

 The articulated coordinate robots are sometimes referred to as revolute or anthro-
pomorphic robots. In this robot class, all joints are revolute or rotary and are 
comparable to the human arm. They are also highly utilized in industries and 
provide improved flexibility from the rectangular, cylindrical, or spherical coordi-
nate robots. These axes connect three rigid links and the base. The corresponding 
 X ,  Y ,  Z  locations are 

   X = [l
1
 cos b + l

2
 cos (b + g)]cos a   (9.7)  

   Y = [l
1
 cos b + l

2
 cos (b + g)]sin a   (9.8)  

   Z = l
1
 cos b + l

2
 cos (b + g)   (9.9)    

  9.1.2.5 SCARA Robots 

 This is the fifth class of robots. SCARA is the acronym for Selective Compliance 
Assembly Robot Arm. SCARA robots have two parallel rotary or revolute joints and 
a linear or prismatic joint. The two rotary joints enable the robot to relocate with the 
horizontal plane, while the linear joint enables it to relocate or move within the 
vertical plane. They have relatively better flexibility along the  x -axis and the  y -axis 
in comparison to that along the  z -axis and hence are employed in assembly tasks.   

   9.1.3 Components of Robots  

 The robotic manipulator is composed of several main subsystems. They are the 
main frame or manipulator, actuators, sensors, controllers, end effector, and com-
puter processor/operating systems. These subsystems interact in unison to produce 
the desired task to be performed by the robot. 

  9.1.3.1 Body/Main Frame 

 The main frame of a robotic manipulator is the rigid structure of the robot. They 
are serially connected to various joint configurations as discussed in Sect.  9.3 . The 
frame can sometimes be called the manipulator. Care must be taken in using the 
term manipulator as the manipulator alone does not constitute a robot.  

  9.1.3.2 Actuators 

 Actuators are essentially the “driver” of a robot. They provide the necessary forces 
and moment to translate the robot from one spatial coordinate to another. There are 
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numerous actuators that can be used in the design of a robotic system. The more 
commonly used are pneumatic cylinder systems, hydraulic cylinder systems, servo-
motors, etc. Obviously, the actuators will require some level of control. This process 
is performed via the use of a controller.  

  9.1.3.3 Sensors 

 Robot sensors enable the robots to have some level of intelligence. The sophistica-
tion and complexity of the sensors provide increased autonomy for the robot. They 
are linked with robot controllers, discussed in subsequent sections, that provide a 
feedback system where information gathered can be analyzed and processed. Real-
time information of the robot’s internal state is collected through these sensors and 
allows the robot to interact with its environment with relative flexibility. The types 
of sensors commonly used are tactile sensors, vision sensors, speech sensors, etc.  

  9.1.3.4 Controllers 

 The controller moderates the movement and motions of the links of the robot. It 
verifies each link and the proper spatial coordinates in order to perform a task; 
therefore, it acquires data from the main computer process and transfers the infor-
mation to the actuators.  

  9.1.3.5 End Effector 

 The end effector is the last element in the linkage of the robot arm. It may be 
referred to as the most important part of the robot. Specific design tasks will dictate 
the type of end effector on a robot manipulator. While design tasks of a robot vary, 
the main body of the robot can be consistent and require little alteration. For exam-
ple, if a robot that primarily performs a pick-and-place task need to be redesigned 
to perform welding operations, the end effector will simply have to be modified and 
very little change made to the main body.  

  9.1.3.6 Computer Processor/Operating Systems 

 The computer processor is the “brain” of the robot manipulator. It controls the deci-
sion making and receives input signals from the sensors. The computer processor 
transmits the output signals to the robot controller. These signals are fed to actuators, 
which, in turn, provide the necessary forces to drive the robot. 

 Operating system is the software component of the computer processing system 
that enables the programmer to write computer algorithms and codes meant to run 
the robot manipulator.  
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  9.1.3.7 Robot Workspace 

 The robot workspace is the space within which the robot can manipulate to perform 
specified tasks. It is determined by the physical configuration of the robot, the size 
of the body, and the limits of the joint movements and therefore restricted to its 
work envelope (Fig.  9.6 )  

 The definition of the workspace is extremely critical in the kinematics analysis, 
plant design, plant layout, and production planning of robots. To analyze forward 
kinematics, a set of equations that are related to a specific configuration of the robot 
will have to be developed. This is done by substituting the joint and link variables 
in these equations developed. Consequently, we may calculate the position and 
orientation of the robot. These equations will then be used to derive the inverse 
kinematics.    

  9.2 Robot Kinematics 

  A robot manipulator generally consists of a frame, a wrist, and an end effector. The 
frame is composed of the arm, shoulder, and elbow and all are connected by rigid 
links. They are designed to operate within a design workspace and are typically 

  Fig. 9.6    Robot workspace ( Courtesy - US Dept of Labor )       
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implemented in industries. An industrial robot is a general-purpose, computer-
controlled manipulator consisting of several rigid links connected in series by 
revolute or prismatic joints [ 13 ]. It can be modeled as an open-loop articulated 
chain consisting of the aforementioned rigid links typically connected in series 
prismatic or revolute joints. These joints are powered by actuators which are devices 
that produce forces to drive the systems to specified positions and orientations. 

 Robot manipulator kinematics involves the mathematical analysis of the geome-
try of motion of a robot manipulator taking into consideration a fixed reference 
coordinate system. The forces, moments that generate these motions, will not be 
considered during analysis but rather reflects on the special displacement of the 
robot as a function of time. A strong background in elementary vector analysis will 
be a definite requisite force for the study and understanding of robot kinematics. 

 Kinematics pertaining to robots is divided into two groups, forward kinematics 
and reverse kinematics. If all positional/joint variables of all joints and links of the 
robot are known, then the robot end-effector (hand) position can be determined by 
forward kinematics. Conversely, if the positional/joint variables of the end effector 
are known, then all the positional and joint variables of the joints and links can be 
determined by inverse or reverse kinematics. 

 Arguably the most important component of a robot manipulator is the end effec-
tor since it will primarily perform the required task. Therefore, it is a necessity to 
identify the position of each joint variable space with respect to the position of the 
end effector. The flexibility of the end effector is also important in analysis as this 
will determine its possible orientation. 

   9.2.1 Representation of Translating Bodies  

 In order to adequately derive and describe robot kinematics models, we shall revise 
the matrix representation of a point and a vector in 3-D space. This will give better 
insight in understanding the translation of body-attached coordinate. The basic 
knowledge of matrix algebra and vector analysis is also a necessity. 

  9.2.1.1 Representation of a Point and a Vector in 3-D Space 

 Consider a point  p   
xyz

   in space (Fig.  9.7 ). We can represent this point by its three 
coordinates with respect to the reference coordinate frame. 1   That is, 

   p
xyz 

= p
x
i + p

y
j +p

z
k   (9.10)  

 1 The reference coordinate frame is based on the  right-handed  Cartesian coordinate system and is 
called  orthonormal . 
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where  p   
x
  ,  p   

y
  , and  p   

z   are the components of  p   xyz   along the  x -axis,  y -axis, and  z-
 axis, respectively, and  i ,  j ,  k  are unit vectors along the  x -axis,  y -axis,  z -axis, respec-
tively. If there is a vector that originates from the origin (0, 0, 0) of the reference 
coordinate axis, then the vector from origin  O  to point  p   xyz   can be represented as 
 p  such that 

   p
xyz 

= p
x
i + p

y
j +p

z
 k   (9.11)     

 Equation  9.11  shall subsequently be used to develop matrix transformation 
equations.  

  9.2.1.2 Rotation Matrices 

 Rotations matrices of the robot links having dimensions of a square matrix,  m  ×  m  
where  m  = 3, can be defined as a transformation matrix which functions on a 
position vector in a 3-D space. There are two coordinate systems, the reference 
coordinate system  OXYZ  and the body-attached coordinate system  OUVW  (Fig. 
 9.7 ). The components of the reference coordinate system,  OXYZ , are  OX ,  OY , and 
 OZ,  while the components of the body-attached coordinate system,  OUVW , are  OU , 
 OV , and  OW . The body-attached coordinate systems are fixed onto links of a robot 
and can translate or rotate. 

 Let  i   
x
  ,  j   

y
  , and  k   

z
   be the unit vectors along the coordinate axes of  OXYZ  and let 

 i   
u
  ,  j   

v
  , and  k   

w
   be the unit vectors along the coordinate axes of  OUVW.  Then a point 

 p  at rest and fixed with respect to the  OUVW  coordinate frame in space can be 
represented by its coordinates with respect to  OXYZ  and  OUVW.  Therefore 

  Fig. 9.7    Reference and the body-attached coordinate system       
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   p
xyz 

= (p
x 
, p

y 
, p

z
)T   (9.12)  

   p
uvw 

= p
u 
, p

v 
, p

w
   (9.13)  

where  p   
xyz

   =  p   
uvw

   meaning that they are at the same point in space but are based 
on different coordinate systems and are represented by a 3 × 1 matrix. If the coor-
dinate reference frame  OUVW  is rotated, the problem is to develop a 3 × 3 trans-
formation matrix  R  that will transform the coordinates of  p   

uvw
   to the coordinates 

expressed with respect to the reference coordinate frame  OXYZ . In other words 

   P
xyz

=R p
uvw

   (9.14)   

 This transformation will result in an  orthogonal  transformation. Rewriting  p   uvw   
and  p   xyz   in terms of their components we have 

   p
uvw

 = p
u
i
u
 + p

v  
j

v
 + p

w
k

w
   (9.15)  

   p
xyz

 = p
x
i
x
 + p

y  
j

y
 + p

z
k

z
   (9.16)  

where  p   
u
  ,  p   

v
  , and  p   

w
   represent the components of  p  along  OU ,  OV , and  OW  and 

 p   
x
  ,  p   

y
  , and  p

   z
   represent the components of  p  along  OX ,  OY , and  OZ.  Expressing  p  in 

terms of the components  p   
x
  ,  p   

y
  , and  p

   z
  , we have 

   p
x
=i

x
●p=i

x
●i

u
  p

u
+i

x
●j

v
  p

v
+i

x
●k

w
  p

w
   (9.17)  

   p
y
=j

y
●p=j

y
●i

u
  p

u
+j

y
●j

v
p

v
+j

y
●k

w
  p

w
   (9.18)  

   p
z
=k

z
●p=k

z
●i

u
  p

u
+k

z
●j

v
p

v
+k

z
●k

w
  p

w
   (9.19)   

 Rewriting in matrix form, we have  

   
p

p

p

x

y

z

x u x v x w

y u y v y w

z u z v

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
i i i j i k

j i j j j k

k i k j k

i i i

i i i

i i zz w

u

v

w

p

p

pik

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

   (9.20)   

 Let   R =

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

p

p

p

x

y

z

  , then: 

   R=

j

i i i j i k

j i j j j k

k i k k k

x u x v x w

y u y v y w

z u z v z w

i i i

i i i

i i i

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

   (9.21)   

 We can also develop a matrix  Q  that will transform the coordinates of  p   
xyz

   to the 
coordinates expressed with respect to the reference coordinate frame  OUVW.  That is 
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   p
UVW

=Qp
xyz

   (9.22)   

 Expressing  p  in terms of the components  p   
u
  ,  p   

v
  , and  p   

w
  , we have 

   p
u
=i

u
•p=i

u
•i

x 
p

x
+i

u
•j

y
p

x
+i

u
•k

z
p

x
   (9.23)  

   p
v
=j

v
•p=j

v
•i

x 
p

y
+j

v
•j

y
p

y
+j

v
•k

z
p

y
   (9.24)  

   p
w
=k

w
•p=k

w
•i

x
p

z
+k

w
•j

y
p

z
+k

w
•k

z
p

z
   (9.25)   

 Rewriting in matrix form, we have,:  

   

p

p

p

u

v

w

u x  u  y  u  z

v x  v  y  v  z

w x  w y

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=

i i  i j  i k

j i  j j  j k

k i  k  k

i i i

i i i

i i j ww z

x

y

z

p

p

pik

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

   (9.26)   

 Let  Q=    

p

p

p

u

v

w

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
  , then 

   Q

pu x  u  y  u  z

v x  v  y  v  z

w x  w y  w  z

=

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

i i  i j  i k

j i  j j  j k

k i  k  k k

i i i

i i i

i i ij

xx

y

z

p

p

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
   (9.27)   

 Since  p   
xyz

   =  R p   
uvw

   and  p   
uvw

   =  Q p   
xyz

  , we have 

   Q=RT=R-1   (9.28)    

   \QR=RTR=R−1R=I
3
   (9.29)  

where  I  
3
  is a 3 × 3 identity matrix, that is,    I3 =

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1 0 0

0 1 0

0 0 1

   and since the vectors 

in the dot product are all unit vectors, it is also called  orthonormal  transformation. 
The problem now is to find the rotation matrix  R  such that if the  OUVW  coordinate 
system is rotated about any axis, it can be represented with respect to the  OXYZ . 
We shall consider the three cases that will arise. 

 •  Rotation of the  OUVW  system about the  OX -axis by an angle  α   
 •  Rotation of the  OUVW  system about the  OY -axis by an angle  ø   
 •  Rotation of the  OUVW  system about the  OZ- axis by an angle  θ      

  9.2.1.3 Rotation About the  OX -Axis 

 For  case 1  (Rotation of the  OUVW  system about the  OX -axis by an angle  α ) (Fig. 
 9.8 ), the rotation matrix  R   

x,α   can be derived as follows 
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   p
xyz

= R
x,a p

uvw
   (9.30)  

  R

j

,x a =

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
i i  i j  i k

j i  j j  j k

k i  k  k k

x u  x  v  x  w

y u  y  v  y  w

z u  z v  z  w

i i i
i i i

i i i
⎥⎥
⎥

=
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
⎡

⎣

⎢
⎢
⎢

⎤

⎦

1 0  0

0

0

0

0

cosa a
a a

a - a
a a

-sin

sin cos

1 0  0

C S

S C

⎥⎥
⎥
⎥
  

where  i   
x
     i   

u
   and by the definition, the dot product of two vectors  a  and  b  will result 

in a scalar   a • b = |a||b|cosq  . Also to simplify matrix element notation we can write 
cos α  as C α  and similarly sinα as S α . This notation will be frequently used in further 
discussion.   

  9.2.1.4 Rotation About the  OY -Axis 

 For  case 2  (Rotation of the  OUVW  system about the  OY -axis by an angle  φ ) (Fig. 
 9.9 ), the rotation matrix  R   y,φ   can be derived as follows 

   p
xyz

 = R
y,f puvw

   (9.31)  

  R

j

,y f =

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
i i  i j  i k

j i  j j  j k

k i  k  k k

x u  x  v  x  w

y u  y  v  y  w

z u  z v  z  w

i i i
i i i

i i i
⎥⎥
⎥

=
−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

cos sin

sin

f f

f f

f f

f f

0

0 1 0

0

0 1 0

0cos

C 0 S

S C

⎥⎥
⎥
⎥

     

  9.2.1.5 Rotation About the  OZ -Axis 

 For  case 3  (Rotation of the  OUVW  system about the  OZ- axis by an angle  θ ) 
(Fig.  9.10 ), the rotation  R   

z,θ   can be derived as follows 

   p
xyz

 = R
z,q puvw

   (9.32)  

  Fig. 9.8    Rotation of the  OUVW  system about the  OX -axis       
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  R

j

,z,y q =

⎡

⎣

⎢
⎢
⎢

⎤i i i j i k

j i j j j k

k i k k i

x u x v x w

y u y v y w

z u z v z w

i i i
i i i

i i i ⎦⎦

⎥
⎥
⎥

=
−⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
−⎡

⎣

⎢
⎢
⎢

cos sin

sin

q q
q q

q q
q q

0

0

0 0 1

0

0

0 0 1

cos

C S

S C

⎤⎤

⎦

⎥
⎥
⎥

    

  Example 9.1  

 With respect to the  OUVW  coordinate system, a point  q  in 3-D space is given to 
be  q

   uvw
   = (3, 6, 4) T . Find the equivalent points with respect to the  OXYZ  coordinate 

  Fig. 9.9    Rotation of the  OUVW  system about the  OY -axis       

  Fig. 9.10    Rotation of the  OUVW  system about the  OZ -axis       
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system, if there has been (1) a 30° rotation about the  OX -axis, (2) a 120° rotation 
about the  OY -axis, and (3) a 45° rotation about the  OZ -axis ( hint: there will be three 
different rotation matrices ). 
  Solution:

    (1)    With a 30° rotation about the  OX -axis, the equivalent point is   q
xyz

 = R
x,30°

 q
uvw

   
and using the matrix form of Eq.  9.30 , where  α  = 30°, 

  R

j
,30x ° =

⎡

⎣

⎢
⎢
⎢

⎤i i i j i k

j i j j j k

k i k k i

X U X V X W

Y u Y v Y W

Z u Z v Z w

i i i
i i i
i i i ⎦⎦

⎥
⎥
⎥

= −
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1 0 0

0

0

cos30 30

30 30

° °
° °

sin

sin cos

  

  

R ,30x ° = −
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1 0 0

0 0 8660 0 5

0 0 5 0 8660

. .

. .
  

  

∴q xyz = −
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
1 0 0

0 0 8660 0 5

0 0 5 0 8660

3

6

4

3

3 1. .

. .

. 9962

6 4641.

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

     

  (2)    With a 120° rotation about the  OY -axis, the equivalent point is   q
xyz

= R
y,120°

q
uvw

   
and using the matrix form of  Eq. 9.31 , where   f = 120°, 

  

R

j
,120y ° =

⎡

⎣

⎢
⎢
⎢

i i i j i k

j i j j j k

k i k k k

X U X V X W

Y U Y V Y W

Z U Z V Z W

i i i
i i i
i i i

⎤⎤

⎦

⎥
⎥
⎥

=
−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

cos sin

sin cos

120 120

120 120

° °

° °

0

0 1 0

0
  

  

R ,120y ° =
−

− −

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

0 5 0 0 8660

0 1 0
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. .

. .
  

  
∴q xyz =

−

− −

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

=
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3

6

4
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. .
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6

4 5981−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥.

     

  (c)   With a 45° rotation about the  OZ -axis, the equivalent point is   q
xyz

 = R
z,45o quvw

   and 
using the matrix form of  Eq. 9.32 , where  θ  = 45°, 

  R

j
,45Z ° =

⎡

⎣

⎢
⎢
⎢

⎤i i i j i k

j i j j j k

k i k k k

X U X V X W

Y U Y V Y W

Z U Z V Z W

i i i
i i i
i i i ⎦⎦

⎥
⎥
⎥

=
−⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

cos45 45

45 cos45

° °
° °

sin

sin

0

0

0 0 1
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  R 45z,

. .

. .° =
−⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

0 7071 0 7071 0

0 7071 0 7071 0

0 0 1

  

  ∴ =
−⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥q xyz
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0 0 1

3

6

4

. .

. .

⎥⎥
=

−⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

2 1213
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  9.2.1.6 Combination of the Rotation Matrices 

 The rotation matrices formulated in the previous sections are based on rotation 
about a single axis. A rotation matrix can be developed to include all rotations of 
the  OUVW  body-attached frame about the  OX -axis,  OY -axis, and  OZ- axis, simulta-
neously. The  order  or  sequence  of rotation about each axis is of critical importance. 
In other words, a rotation of 30° about the  OX -axis then 60° about the  OY -axis and 
45° about the  OZ -axis is  not  equivalent to a rotation of 60° about the  OY -axis then 
a 30° about the  OX -axis and a 45° about the  OZ -axis. It is also possible for the 
body-attached reference frame  OUVW  to rotate about its own axis. It is then neces-
sary to understand that since both coordinate systems are coincident initially, the 
resulting rotation matrix is a 3 × 3 identity matrix. Second, if the  OUVW  system is 
rotated about one of the principal axes of the  OXYZ  system, then  premultiply  the 
resultant rotation matrix with a corresponding rotation matrix. Likewise, if the 
 OUVW  system is rotated about any of its principal axes, postmultiply the resultant 
matrix with a corresponding rotation matrix. 

 Consider the following rotation sequences: 
 α° about  OX -axis → ø° about  OY -axis → θ° about  OZ -axis. 
 We may generate the rotation matrix for each case as follows: 

  R

C S

S C

C S

S C

=
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⎢
⎢
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⎥
⎥
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⎢
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R R Rz y x, , ,q f a

q - q
q q

f f

- f f
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a a
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  R =
C C S S C C S C S C +S S

C S C C +S S S C S S +S C

S S

f q a f q - a q a f q a q
f q a q a f q a f q a q

- f aa f a fS C C

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

   

  Example 9.2  

 Once again referring to  Example 9.1 , formulate the rotation matrix if the given 
rotations of the  OUVW  system were in sequence, that is, a 30° rotation about the 
 OX -axis, then a 120° rotation about the  OY -axis, and finally a 45° rotation about the 
OZ-axis. What is the resulting location of the point  q   

uvw
   = (3, 6, 4) T  with respect to 
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the  OXYZ -axis after the sequence of rotation ( hint: there is only one rotation 
matrix computed ). 

  Solution: 

  R
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C
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 Since  α  = 30°,  ø  = 120°, and  θ  = 45°, we have 

  R
uvw

 = R
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 Therefore, the point  q   
uvw

   with respect to the  OXYZ -axis after the sequence of 
rotation can be found by Eq.  9.14 , where 

  q R qxyz uvw uvw= =
− −
−
−
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( Note that multiplying the rotation matrix result in Example 1.1 (3), (2), and (1), 
respectively, will result in the rotation matrix above.)     

  9.3 Homogenous Representation 

  The representation of an  n -component position vector by an ( n  + 1)-component 
vector is called homogeneous coordinate representation [ 13 ]. The transformation of 
an  n -dimensional vector is executed in the ( n  + 1)-dimensional space and the physical 
 n -dimensional is thus obtained by dividing the homogeneous coordinates by the 
( n  + 1)th coordinate,  u . Given a position vector  p  = ( p   

x
  ,  p   

y
  ,  p

   z
  ) T  in 3-D space, the 

homogenous coordinate representation can be depicted by an augmented vector
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 p  = ( up   
x
  ,  up   

y
  ,  up   

z
  ,  u ) T . The fourth component of the homogenous matrix can then be 

considered a scaling factor or multiplier. When  u  = 1, 

   p = (p
x
/u, p

y
/u, p

z
/u, 1)T = (p

x
, p

y
, p

z
, u)T   (9.33)   

 The transformed homogenous coordinates of a position vector are the same as 
the physical coordinates of the vector. It is most useful in practice to let  u  = 1 
where the homogeneous representation can be used equivalently as the physical 
coordinates vector. This will aid in fully defining all the possible transformations 
that can occur to a position vector. The homogeneous transformation matrix,  T  
(also known as the T-matrix), can be expressed as a composition of four 
submatrices 

   T
Rotation      Positional

Perspective
(3 3)         (3 1) 

(1

= × ×

×× ×

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥3) (1 1)      Scaling

   (9.34)   

 The composition of these four submatrices can be expressed as a 4 × 4 matrix. 
The following are the 4 × 4 representation of the submatrices: 

 •  Basic Homogeneous Rotational Matrices:  
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,TR q

0 0

   

(9.35)

   

 ( Note: C  = cos θ  and  S  = sin θ. ) 

 •  Basic Homogeneous Translation Matrix:  

   Ttrans

1

0 0 1

0 0 0

=

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

1 0 0

0 0

∆
∆
∆
1

X

Y

Z
   (9.36)   

 Another transformation will be necessary to define scaling. Scaling of a coordi-
nates system is the proportion that the transformed coordinate system has to the 
original coordinate system (reference coordinate system). Scaling is performed at 
each axis. If we define the scaling factor along each axis as  s   

x  
,  s 

  y
  , and  s   

z
  , then the 

transformation matrix is 
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   p' = sTp = [s
x
s

y
s

z
] p   (9.37)  

where  s  is the scaling vector for the  x ,  y ,  z  components of the original coordinate 
system. The 4 × 4 matrix representation of the scaling factor known as the basic 
homogenous scaling matrix is 

   Ts
0 0

0 0 0

=

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

S

S

S

x

y

z

0 0 0

0 0 0

0

1

   (9.38)   

 Therefore, the appropriate combination of any of the 4 × 4 homogenous trans-
formation matrices maps a vector denoted in the homogenous coordinates in rela-
tion to the  OUVW  coordinate system (body-attached frame) to the reference 
coordinate system  OXYZ  and can be given by 

   T =

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

n s a p

n s a p

n s a p

x x x x

y y y y

z z z z

0 0 0 1

   (9.39)    

  9.4 Forward or Direct Kinematics 

  Assuming that the length of the robot links and the joint angles are all known, then 
the position of the end effector with respect to the reference coordinate system can 
be computed using forward kinematics analysis. Vector and matrix algebra are uti-
lized to develop a systematic and generalized approach to describe and represent 
the location of the link of a robot arm with respect to a fixed reference frame. Since 
the links of a robot arm are allowed to rotate and/or translate with respect to a refer-
ence coordinate frame, a body-attached coordinate frame will be established along 
the joint axis for each link. This will significantly simplify computation. 

 To analyze forward kinematics, vector analysis and transformation must be 
discussed. The end effector can be displaced within its workspace through rota-
tions and translations of the links with respect to the reference coordinate frame. 
We shall also significantly minimize computations of link transformations by 
utilizing matrix algebra. In 1955, the duo of Denavit and Hartenberg 2   proposed a 
method by using matrix algebra to describe and represent the spatial geometry 
of the links of a robot arm with respect to a fixed reference frame. 

 2 The Denavit and Hartenberg research and proposals were published in the 1955 edition of the 
American Society of Mechanical Engineers (ASME)  Journal of Applied Mechanics . The famous 
technique is widely used in robotics and referred to as the D-H model. 
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 The direct kinematics problem is reduced to finding a transformation matrix that 
relates the body-attached coordinate frame, that is, the  OUVW  coordinate system, 
to the reference coordinate frame, in this case the  OXYZ  coordinate system. A 3 × 3 
rotation matrix is used to describe the rotational operations of the body-attached 
frame with respect to the reference frame. The homogenous coordinates are used to 
represent position vectors in a 3-D space, and the rotation matrices are expanded to 
4 × 4 homogenous transformation matrices to include the translational operations 
of the body-attached coordinate frame in order to position and orient the rigid body 
in space. 

 If we consider an orthonormal coordinate system composed of unit vectors ( x   i  , 
 y   i  ,  z   i  ), then we can use this system to denote the base coordinate frame, all links, 
and its corresponding joint axis, where  i  = 1, 2, …  n  and  n  represents the number 
of degrees of freedom. When the joint  i  is set in motion via an actuator, link  i  is 
displaced in accordance to the motions of link  i  −1. Given that the  i th coordinate 
system is fixed in link  i , it is displaced along with the link  i . Note that a rotary joint 
has one degree of freedom and every ( x   i  ,  y   i  ,  z   i  ) coordinate frame of a robot arm 
corresponds to joint  i  +1 and is stationary in relation to link  i . Also the  n th coordi-
nate frame will be displaced along with the  n th link, which incidentally is the end 
effector. We have previously labeled the 0th link as the base link and hence the 0th 
coordinate frame is then the base coordinate frame denoted as ( x

  0
 ,  y  

0
 ,  z  

0 
). 

 According to the three rules given by Fu et al. [ 13 ], every coordinate frame is 
determined and established on the basis of the following:

   1.    The  z   
i−1

   axis lies along the axis of motion of the  i th joint.   
  2.    The  x   

i
   axis is normal to the  z   

i−1
   axis, and pointing away from it.   

  3.    The  y   
i
   axis completes the right-handed coordinate system as required.     

 From these rules, the location of the base coordinate frame 0 can be placed at any 
region within the base so far  z  

0
  axis lies along the axis of motion of the first joint 

(see Fig.  9.11 ).  
 The D-H representation of a rigid link depends on four geometric parameters 

associated with each link. These four parameters completely describe any revolute 
or prismatic joint [ 13 ]. They are defined as follows: 

  θ  
i
   =  the joint angle from  x   

i −1
  axis to the x

  i
   axis about the  z

   i −1
  axis (using the right-

hand rule)  
   d   

i
   =  the distance from the origin of the  (i −  1 ) th coordinate frame to the intersection 

of the  z
   i −1

  axis with the  x   
i
   axis along the  z   

i −1
  axis  

   a
   i
   =  the offset distance from the intersection of the  z

   i −1
  axis with the  x   

i
   axis to the 

origin of the  i th frame along the x
  i
   axis (or the shortest distance between the 

 z   
i −1

  and  z
   i
   axes)  

  α  
i
   =  the offset angle from the  z   

i −1
  axis to the  z

   i
   axis about the  x   

i
   axis (using the right-

hand rule) 
 •  In the case of a rotary joint,  d   

i
  ,  a

   i
  , and α  

i
   are the joint parameters which will be 

constant for a robot while θ
  i
   is the joint variable that changes when link  i  is dis-

placed or rotated in relation to the link  i −  1.  
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 •  In the case of a prismatic joint, θ  
i
  ,  a

   i
  , and α  

i
   are the joint parameters and remain 

constant for a robot, while  d   
i
   is the joint variable.       

 Upon determining the D-H coordinate system for each link, a homogenous 
transformation matrix can easily be developed relating the  i th coordinate frame to 
the ( i −  1)th coordinate frame. Consequently, the point  r   

i
   denoted in the  i th coordi-

nate system can be denoted in the ( i −  1)th coordinate system as  r   
i −1

 . This can be 
achieved by the following (refer to Fig.  9.12 ): 

 •  Rotate about the  z   
i −1

  axis an angle of  θ  to align the  x   
i −1

  axis with the  x   
i
   axis. The 

 x
   i −1

  axis is parallel to  x
   i
   and directed to the same direction.  

 •  Translate along  z   
i −1

  axis a distance of  d   
i
   to bring the  x

   i −1
  and x

  i
   axes into 

coincidence.  
 •  Translate along the  x   

i
   axis a distance of  a   

i
   to bring the two origins as well as the 

 x- axis into coincidence.  
 •  Rotate about the  x   

i
   axis an angle of α  

i
   to bring the two coordinate systems into 

coincidence.     

 We can thus represent each of these four processes by a basic homogenous rota-
tion-translation matrix. Multiplying these matrices will result in a composite 
homogenous transformation matrix,   i −1  A

   i
  , known as the D-H transformation matrix 

for adjacent coordinate frames,  i  and  i  − 1. We then have 

  Fig. 9.11    Link coordinate system and its parameters ( Courtesy - Fu et al.  [ 13 ])       
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(9.41)

   

 If we consider a revolute joint where α  
i
  ,  a   

i
  , and  d   

i
   are constant and q  

i
   is the joint 

variable for a revolute joint, then the inverse of the above transformation matrix can 
be found to be 

  Fig. 9.12    A PUMA robot arm with joints and links ( Courtesy - Fu et al.  [ 13 ])       



9 Robotics and Autonomous Robots 197

   

i
i

i
i

ia

− −

−⎡⎣ ⎤⎦ = =

−
−1 1

1

0

A A

cos sin

cos sin cos sin

q q
a q a q a

i i

i i i i isin −−
− −

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

d

d
i

i

sin

sin cos cos cos

a
a q a q a a

i

i i i i i isin sin

0 0 0 1
⎥⎥

   

(9.42)

   

 Likewise for a prismatic joint, the joint variable is  d
   i
  , while α  

i
  ,  a   

i
  , and q  

i
   are the 

constants. 
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 The inverse matrix for the prismatic joint is 
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 From the   [i−1A
i
]−1  matrix we can relate a point  p   i   at rest in link  i , and expressed 

in homogeneous coordinates with respect to the coordinate system  i , to the coordi-
nate system  i  − 1 established at link  i  − 1 by 

   p
i−1

 = i−1 A
i
p

i
   (9.45)  

where  p   
i −1

  = ( x
   i −1

 ,  y   
i −1

 ,  z
   i −1

 , 1) T  and  p
   i
   = ( x   

i  
,  y

   i  
,  z   

i  
, 1) T   

  9.5 Reverse of Indirect Kinematics 

  In inverse kinematics analysis, if the position of the end effector with respect to the 
reference coordinate system is known, then the robot link parameters, variables, 
and joint angles can be calculated. It is the inverse of direct kinematics and can be 
solved using proven methods, namely, inverse transform, decoupling technique, 
inverse transform technique, screw algebra, dual matrices, dual quanterion , and a 
host of other techniques. We shall concentrate on the  Inverse Transform Technique,  
which was developed by Peiper in 1968. 

 If we have the transformation matrix  0  A  
6
  indicating the global position and the 

orientation of the end effector of a six degree of freedom robot in the base frame 0, 

[AU1][AU1]
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then we can proceed to determining the joint variables and links positions. Assume 
that the geometry and individual transformation matrices  0  A  

1 
( q   

1
  ),  1  A  

2
 ( q

   2
  ),  2  A  

3
 ( q

   3
  ), 

 3  A  
4
 ( q   

4
  ), 4  A  

5
 ( q   

5
  ), and 5  A  

6
 ( q

   6
  ) are given as the joint variables. Note that the inverse 

kinematics is attempting to determine the elements of vector  q  when a transforma-
tion is given as a function of the joint variables  q   

1
  ,  q   

2
  ,  q   

3
  , …  q

   n
  , then we have,  0  T

   n
   

=  0  A  
1
 ( q   

1  
)  1  A

  2
 ( q   

2
  )  2  A  

3 
( q   

3
  )  3  A  

4
 ( q   

4  
) …  n −1  A   

n
  ( q

   n
  ). Therefore, the problem is to find 

what the required values of joint variables are to reach a desired point in a desired 
orientation. The articulated arm transformation matrix derived from forward kine-
matics for a six degree of freedom robot is given as [ 15 ] 
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 (9.46)   

 The inverse kinematics problem is given as the following: 
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   (9.47)    

  9.6 Robot Vision 

  Robot vision may be defined as the process of extracting, characterizing, and 
interpreting information from images of a 3-D world. This process is also known 
as computer or machine vision and subdivided into six principal areas: (1) sensing, 
(2) preprocessing, (3) segmentation, (4) description, (5) recognition, and (6) inter-
pretation. The use of machine vision is motivated by the continuing need to 
increase the flexibility and scope of applications of robotic systems [ 6 ]. Generally, 
there are three tasks involved in robot vision, namely,  image transformation  or 
 image processing ,  image analysis , and  image interpretation . Image analysis is the 
collection of processes in which a captured image that is prepared by image 
processing is analyzed in order to extract information about the image and to 
identify objects or facts [ 20 ]. Niku further defines  image processing  as the collec-
tion of routines and techniques that improve, simplify, enhance, or, otherwise, 
alter an image. 
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   9.6.1 Image Transformation/Image Processing  

 Image transformation involves the conversion of light energy in digital data for 
processing. Images are converted using equipment such as cameras, photodiodes 
array, charge-injection device (CID) array, and charged-coupled device (CCD) array. 
A 3-D image processing involves operations that require motion detection, depth 
measurement, remote sensing, relative positioning, and navigation.  Spatial digitiza-
tion  is a process in which intensities of light at each pixel location are read while 
s ampling  is a technique whereby the more pixels that are present and  individually 
read, the better the resolution of the camera and the image. These two processes are 
important in image recognition and edge detection. 

  9.6.1.1 Histogram 

 A histogram is a representation of the total number of pixels of an image at each 
gray level. Histograms are applied in a variety of processes which can be used 
to determine the cutoff point when an image should be transformed to binary 
levels such as thresholding. These are also used for noise reduction by deter-
mining what the noisy gray level is in order to attempt to remove or neutralize 
the noise.  

  9.6.1.2 Thresholding 

 Thresholding is the process of dividing an image into different portions by select-
ing a certain grayness level as a threshold, comparing each pixel value with the 
threshold, and then assigning the pixel to the different portions or levels, depend-
ing on whether the pixel’s grayness level is below threshold(off) or above the 
threshold(on) [ 20 ].  

  9.6.1.3 Connectivity 

 Connectivity is used to determine whether adjacent pixels are related to one 
another. It does so by ascertaining the properties of each pixel. These properties 
include but are not limited to pixel region, texture, and object of interest. To 
 establish connectivity of neighboring pixels, a connectivity path must be deter-
mined (Fig.  9.13 ).  

 The 3-D connectivity between voxels (volume cells) can range from 6 to 26 
while the three basic connectivity paths for 2-D image processing and analysis are 
 ± 4 - connectivity or  × 4 - connectivity ,  H6 or V6 connectivity , and  8-connectivity . 
Refer to Fig.  9.13  for the following definitions: 
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  +4-connectivity:   When a pixel is analyzed only with respect to the four pixels 
immediately above, below, to the left, and to the right of  p  ( b ,  g ,  d ,  e ), it is a + 4 -
 connectivity . For a pixel  p ( x , y ), the relevant pixels are 

   (x + 1,y),(x - 1,y),(x,y - 1),(x,y - 1);   (9.48)    

  ×4-connectivity:   A pixel’s  p ’s relationship is analyzed only with respect to the 
four pixels immediately across from it diagonally on four sides  p ( a ,  c ,  f ,  h ). For a 
pixel  p ( x , y ), the relevant pixels are 

   (x + 1,y + 1),(x + 1,y - 1),(x - 1,y + 1),(x - 1,y - 1);   (9.49)    

  H6-connectivity:   A pixel’s  p ’s relationship is analyzed only with respect to the 
six neighboring pixels on the two rows immediately above and below  p  ( a ,  b ,  c ,  f , 
 g ,  h ). For a pixel  p ( x , y ), the relevant pixels are 

   (x - 1,y + 1),(x,y - 1),(x + 1,y + 1),(x - 1,y - 1),(x,y - 1),(x + 1,y - 1);   (9.50)    

  V6-connectivity:   A pixel’s  p ’s relationship is analyzed only with respect to the 
six neighboring pixels on the two columns immediately to the right and to the left 
of  p ( a ,  d ,  f ,  c ,  e ,  h ). For a pixel  p ( x , y ), the relevant pixels are 

   (x - 1,y + 1),(x - 1,y),(x - 1,y - 1),(x + 1,y + 1),(x + 1,y),(x + 1,y - 1);   (9.51)    

  8-connectivity:   A pixel’s p’s relationship is analyzed with respect to all eight pixels 
surrounding it  (a ,  b ,  c ,  d ,  e ,  f ,  g ,  h ). For a pixel  p ( x , y ), the relevant pixels are 

   (x - 1,y - 1),(x,y - 1),(x + 1,y - 1),(x - 1,y),(x + 1,y),(x - 1,y + 1),(x,y + 1),(x + 1,y + 1);   (9.52)     

  9.6.1.4 Noise Reduction 

 In any vision system, noise (unwanted visual distortions) is always a major obsta-
cle to overcome. Many noise reduction algorithms have been written but no matter 

  Fig. 9.13    Neighborhood connectivity       
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how effective and efficient they are, 100% efficiency is almost unattainable. 
Noise in images is generated by inaccurate data processing from electronic com-
ponents, lens scratches, dust deposits, faulty memory storage devices, illumina-
tion, and a host of others. Noise reduction and filtering techniques are generally 
divided into two categories- frequency-related  and  spatial-domain  [ 20 ].  Frequency-
related  techniques operate a Fourier transform of the signal, while the  spatial-domain  
techniques operate on the image at the pixel level, either locally or globally. Some 
techniques in noise reduction are image averaging, edge detection, neighborhood 
averaging, etc.  

  9.6.1.5 Image Averaging 

 Image averaging employs a technique whereby a number of images of the same 
scene are averaged together. Consider a case where an image acquisition is referred 
to as  A(x,y)  . The image can be divided into two distinct groups, the first being   I(x,y)  , 
which represents the desired image, and  N(x,y)  , which represents the random noise. 
The desired image can be found by the following equation: 

   A(x,y) = I(x,y) + N(x,y)   (9.53)  
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  9.6.1.6 Edge Detection 

 A step edge in an image is an image intensity contour across which the brightness 
of the image changes abruptly. These are frequently associated with the projection 
of actual object boundaries in the scene [ 11 ]. Edges provide a compact representa-
tion of the image and can further provide an expressive representation of the salient 
image feature as well. Edge detection is also necessary in subsequent processes 
such as segmentation and object recognition. Without the techniques of edge detec-
tion to improve image quality, it is extremely difficult, if not impossible, to find 
overlapping parts.  
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  9.6.1.7 Neighborhood Averaging 

 This technique of noise reduction has a significant disadvantage because it reduces 
the sharpness of the image. To partially eliminate this, other averaging filters such 
as the Gaussian averaging filter, also called the mild isotropic low-pass filter, can 
be employed. This filter improve the image quality but to a limited extent.  

  9.6.1.8 Hough Transform 

 The Hough transform is a technique used to determine the geometric relationship 
between different pixels on a line, including the slope of a line (Niku et al .). Consider 
a problem of detecting straight lines in an image from a collection of edge l (edge 
elements) measurements   (x

i
 ,y

i
 )  . If the edge is represented as   y = mx + b  , the 

measurement   (x
i 
,y

i
 )   provides support for the set of lines that pass through   (x

i
 ,y

i 
)  , or 

equivalently, for the set of values ( m , b ) that satisfy   y
i
 = mx

i
 + b  . The Hough 

 transform provides a voting scheme to combine individual   (x
i
 ,y

i
 )   measurements to 

obtain ( m , b ) [ 11 ]. The Hough-transformation expressed as an integral transforma-
tion is [ 25 ] 

   
H f x y g x y x y

D
( ) ( , ) ( ( , , ))p = ∫∫ d p d d

  
 (9.56)   

 This maps all the information of an edge-filtered image  F   (x,y)   to the parameter 
space of the search pattern. The elements of  F   (x,y)   are the gradient magnitude   f(x,y)   
and the gradient direction   j(x,y)  . The adaptation is performed through the descrip-
tion   g(x,y,p)  , where  p  is a parameter vector that is to be determined by the feature 
extraction process and  H ( p ) is the Hough accumulator which points to correspond-
ing features in the image.   

   9.6.2 Vision and Image Processing for Autonomous Robots  

 Vision systems for autonomous mobile robots must unify the requirements and 
demands of the very challenging disciplines, namely [ 24 ] 

  1.    computer vision and image processing and   
  2.    robotics and embedded systems.     

  9.6.2.1 Timeliness Constraint 

 Since autonomous robots in a relatively complex environment perform “simple” 
tasks similar to obstacle detection and object tracking, they must have image-
processing software capable of calculating and processing the data at a high 
 frequency such as 30 Hz or more . Whenever possible, image-processing operations 
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should be executed in parallel in order to fully exploit the available resources such 
as dual-CPU boards and hyperthreading and multicore processor technologies.  

  9.6.2.2 Fixed Frame Rate Image Streams 

 In most cases, images are acquired at a fixed frame rate. If there is a fluctuation in 
data acquire in a dynamic environment, trigger devices should be built to evaluate 
and compensate for these changes.  

  9.6.2.3 Development Model 

 Developing a model for autonomous robots poses its own challenges. Since the 
robot vision is performed on live image streams, which are recorded by a moving 
robot platform, the development starts on sets of test images and recorded test 
image streams. If the application domain implies nondeterminism, or if the robot’s 
actions affect the quality of sensor data by inducing effects like motion blur, the 
vision system needs to be tested rigorously in a realistic environment.  

  9.6.2.4 Depth Measurement with Vision Systems 

 There are two methods of depth measurement in a vision system. 

  1.    The first method uses the range finders in unison with a vision system and 
image-processing technique. In this combination, the scenes acquired are ana-
lyzed with respect to the data received by the range finders about the distances 
of different portions of an environment or the location of particular objects in 
that environment.   

  2.    The second method makes use of binocular or stereo vision. In this method, there 
are two cameras simultaneously capturing a scene which, when processing analyzed, 
provides a perspective view of the environment in order to ascertain the depth.       

   9.6.3 Position Visual Servoing (Robot Visual Control)  

 Visual feedback to control a robot is commonly termed  visual servoing . In terms of 
manipulation, one of the main motivations for incorporating vision in the control 
loop was the demand for increased flexibility of robotic systems [ 16 ]. In  open-loop  
robot control, initialization represents the extraction of features and characteristics 
that are used to directly generate the control sequence. In this case, there is no online 
interaction between the robot and the environment. Conversely, in the close-loop, 
control of a robot system vision is used as the integral sensory component consisting 
of tracking and control. The visual servoing system  consists of   initialization , 
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  tracking , and  control .  Initialization  occurs when the visual servoing sequence is 
 initialized.  Tracking , as the name implies, continuously updates the location of fea-
tures and characteristics used for robot control while  robot controls  are based on the 
sensory input and the controls sequence of generated signals. Figure  9.14  depicts a 
typical position-based servoing scheme for an industrial robot.  

 This algorithm requires the estimation of the  pose  (position) of the target object 
with respect to a reference frame by using the vision system. The estimated pose is 
then fed back to a pose controller which performs two main operations, namely,  pose 
control  and  pose estimation  [ 19 ]. The main obstacle of the position-based algorithms 
is the real-time estimation of the pose of target objects from visual measurements. 

  9.6.3.1 Pose Control 

 Pose control is performed through an inner–outer control loop. The inner loop 
implements motion control, which is an independent joint control or any kind of 
joint space or task space control. The  dynamic trajectory planner  block (outer loop) 
calculates the trajectory for the end effector on the basis of the current object pose 
and task desired.  

  9.6.3.2 Pose Estimation 

 Pose estimation algorithm provides the measurement of the target object pose. The 
use of a multi-camera system requires the adoption of intelligent and computationally 
efficient strategies for the management of highly redundant information whereby a 
large number of objects image features from multiple points of view  estimation  [ 19 ]. 

  Fig. 9.14    Block scheme of a position-based visual servoing algorithm [ 19 ]       
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Real-time constraints must be placed on these tasks and therefore all available visual 
information cannot be extracted and interpreted.    

  9.7 Conclusion 

  As discussed, there are numerous applications of autonomous robots primarily in the 
manufacturing and production industries. Other industries, such as the military, 
healthcare, and space, are gradually noticing the economic and innovative potential 
of applications and development of autonomous robots. Its utilization considerably 
improves the versatility and perceptual ability in tasks, thus expanding its relevance. 

 This chapter briefly highlighted the overview of autonomous robots and also 
illustrated some fundamental theories in robotics. Future research is geared toward 
improving robot autonomy by increasing its decision-making ability through the 
development of various innovative techniques in vision, control and sensing, and 
computing. Exceptional advances in robotics have been witnessed in the area of 
 advanced medical robotics . Operations research methodologies are also imple-
mented harmoniously with autonomous robots to improve efficiency and  productivity 
in  flexible manufacturing systems .   
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        Chapter 10 
  Modular Design 

        Sa’Ed   M.   Salhieh   1    and    Ali   K.   Kamrani   2      

  Abstract    Modular design aims to subdivide a complex product into smaller parts 
(modules) that are easily used interchangeably. Examples of modularly designed 
items are vehicles, computers, and high-rise buildings. Modular design is an attempt 
at getting both the gains of standardization (high volume normally equals low 
manufacturing costs) and the gains of customization. The concept of modularity 
can provide the necessary foundation for organizations to design products that can 
respond rapidly to market needs and allow the changes in product design to happen 
in a cost-effective manner. Modularity can be applied to the design  processes to 
build modular products and modular manufacturing processes.   

   10.1 Modularity 

  Modularity aims to identify the independent, standardized, or interchangeable units 
to satisfy a variety of functions. Modularity can be applied in the areas of product 
design, design problems, production systems, or all three. It is preferable to use 
modular design in all three types at the same time; this can be done by using 
a modular design process to design modular products and to produce them using a 
modular production system or modular manufacturing processes. 

   10.1.1 Modularity in Products  

 Modular products are products that fulfill various overall functions through the 
combination of distinct building blocks or modules, in the sense that the overall 
function performed by the product can be divided into subfunctions implemented 

A.K. Kamrani, E.S. Abouel Nasr (eds.) Collaborative Engineering: Theory and Practice, 207
doi: 10.2007/ 978-0-387-47321-5, © Springer Science + Business Media, LLC 2008

 1   Assistant Professor, Department of Industrial Engineering,   University of Jordan,  
 Amman,   11942 ,  Jordan  

 2   Associate Professor, Department of Industrial Engineering,   University of Houston  
 Houston ,  Texas   77004 ,  USA  



by different modules or components [ 13 ]. Product modularity has been analyzed as 
a form of product architecture that allows a one-to-one correspondence between 
physical structures and functional structures, as opposed to integral architectures 
where the functional elements map to a single or very small number of physical 
elements [ 15 ]. Hand tools are considered a good example of integral products, 
where several functions are mapped to a single physical structure, that is, the tool 
itself. A personal computer exemplifies a modular product in which a wide range 
of functions are fulfilled by utilizing a wide range of interchangeable physical 
structures such as hard drives, CD-ROMs, and motherboards. 

 The term modularity in products is used to describe the use of common units to 
create product variants. That is, modularity in products is based on the idea that a 
complex product could be decomposed into a set of independent components. This 
decomposition allows the standardization of components and the creation of product 
variants. Components used to create modular products have functional, spatial, and 
other interface characteristics that fall within the range of variations allowed by the 
specified standardized interfaces of a modular product. Mixing and matching different 
modular components creates a large number of modular products, where each product 
would have a distinct combination of the modular components,  resulting in the  creation 
of products with distinctive functionalities, features, and performance levels.  

   10.1.2 Modularity in Design Problems  

 Most design problems can be broken down into a set of easy-to-manage simpler 
subproblems. Sometimes complex problems are reduced into easier subproblems, 
where a small change in the solution of one subproblem can lead to a change in 
other subproblems’ solutions. This means that the decomposition has resulted in 
functionally dependent subproblems. Modularity focuses on decomposing the over-
all problem into functionally independent subproblems, in which interaction or 
interdependence between subproblems is minimized. Thus, a change in the solution 
of one problem may lead to a minor modification in other problems, or it may have 
no effect on other subproblems.  

   10.1.3 Modularity in Production Systems  

 Modularity in production systems aims at building production systems from stand-
ardized modular machines. The fact that a wide diversity of production require-
ments exists has led to the introduction of a variety of production machinery and a 
lack of agreement on what the building blocks should be. This means that there are 
no standards for modular machinery. In order to build a modular production system, 
production machinery must be classified into functional groups from which a 
 selection of a modular production system can be made to respond to different 

208 S.M. Salhieh, A.K. Kamrani



10 Modular Design 209

production requirements. Rogers [ 11 ] classifies production machinery into four 
basic groups of “primitive” production elements. These are process machine primi-
tives, motion units, modular fixtures, and configurable control units. It is argued 
that if a selection is made from these four categories, it will be possible to build a 
diverse range of efficient, automated, and integrated production systems.   

  10.2 Modular Systems Characteristics 

    10.2.1 Modules Types  

 Modular systems are built from independent units or modules. Two major catego-
ries of modules are identified, namely,  function modules  and  production modules  
[ 12 ]. Function modules are designed to accomplish technical functions independ-
ently or in combination with other modules. Production modules are designed on 
the basis of production considerations alone and are independent of their function. 
Function modules can be classified on the basis of various types of functions reoc-
curring in a modular system that can be combined as subfunctions to implement the 
different overall function (Fig.  10.1 ). These functions are basic, auxiliary, special, 
adaptive, and customer specific [ 9 ]. 

  •   Basic Functions.  These are functions that can fulfill the overall function simply 
or in combination with other functions. Basic functions are not variable in prin-
ciple and they are implemented in  basic modules .  

Overall Functions
Variants

Basic
Functions

Auxiliary
Functions

Special
Functions

Adaptive
Functions

Customer-
Specific

Functions

Basic
Module

Auxiliary
Module

Special
Module

Adaptive
Module

No-Module

Implementation
Variants

  Fig. 10.1    Function and module types       
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 •   Auxiliary Functions.  These are implemented using auxiliary modules in 
 accordance with basic modules.  

 •   Special Functions.  These are task-specific subfunctions that may not appear in 
all overall function variants and are implemented by  special modules .  

 •   Adaptive Functions.  These are the functions that permit the adaptation of a part 
or a system to other products or systems. They are implemented by  adaptive 
modules  that allow for unpredictable circumstances.  

 •   Customer-Specific Functions.  These are functions that are not provided by the 
modular system, and they are implemented by  non-modules  which must be 
designed individually. If they are used, the result is a mixed system that  combines 
modules and non-modules.     

   10.2.2 Modularity Types  

 Product modularity depends on the similarity between the physical and the 
 functional architecture of a design, and on the minimization  of the incidental 
 interactions between the physical components that comprise the modules. The 
nature of the interactions between the modules has been used to categorize product 
modularity into two major categories of modularity [ 6 ,  15 ,  16 ]:

  •  Function-based modularity is used to partition the functionalities of a product 
and describe how these functions are distributed.  

 •  Manufacturing-based modularity relates to the manufacturing processes and the 
assembly operations associated with a product.    

  10.2.2.1 Function-Based Modularity 

 Four classifications of function-based modularity are defined as follows.

   1 .     Component-Swapping Modularity:  Different product variants belonging to the 
same product family are created by combining two or more alternative types of 
components with the same basic component or product. Figure  10.2  illustrates the 
swapping modularity in which two alternative components (the small rectangular 
block and the triangular) are combined with the same basic component (the big 
block), forming product variants belonging to the same product family.  

 An example of component-swapping modularity in the computer industry is 
illustrated by matching different types of CD-ROMs, monitors, and keyboards 
with the same motherboard. This allows for different models of computers to be 
implemented.   

  2.     Component-Sharing Modularity : In this category, different product variants 
belonging to different product families are created by combining different 
 modules sharing the same basic component. Component-sharing is considered 
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the complementary case to component-swapping. Component-sharing and 
component-swapping modularity are identical except that swapping involves the 
same basic product using different components and sharing involves different 
basic products using the same component. The difference between them lies in 
how the basic product and components are defined in a particular situation. 
Figure  10.3  shows two different basic components (the block and the triangular) 
sharing the same component (the circle). Component-sharing modularity in the 
computer industry is represented by the use of the same power cord, monitor, or 
microprocessor in different product (computer) families.    

  3 .     Fabricate-to-Fit Modularity:  One or more standard components are used with 
one or more infinitely variable additional components. Variation is usually asso-
ciated with physical dimensions that can be modified. Figure  10.4  illustrates a 
component with variable length (the block) that can be combined with two 
standard components (the triangular) forming product variants. A common 
example of this kind of modularity is cable assemblies in which two standard 
connectors can be used with an arbitrary length of cable.    

  4 .     Bus Modularity:  This type of modularity occurs when a module can be matched 
with any number of basic components. Bus modularity allows the number and 
location of basic components in a product to vary. Bus modularity is illustrated 
in Fig.  10.5 . An example of bus modularity is a computer where different input 
and output units, in addition to different types of mice, RAMs, and hard drives, 
can exist and vary in both their location and their number.       

  10.2.2.2 Manufacturing-Based Modularity 

 Four manufacturing-based modularity classes can be defined as follows.

   1.    OEM (Original Equipment Manufacturer) modules are group of components that 
are grouped together because a supplier can provide them at a less expense than if 
they were to be developed in-house. For example, tires in cars are OEM modules.   

  2.    Assembly modules are groups of components that are grouped together because 
they solve related functions and are bundled together to ease assembly. For 

  Fig. 10.2    Component-swapping modularity       



  Fig. 10.4    Fabricate-to-fit modularity       

  Fig. 10.3    Component-sharing modularity       
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example, the dial buttons and the associated electronic circuit in a telephone are 
all bundled together as a subassembly when making telephones.   

  3.    Sizable modules are components that are exactly the same except for their physi-
cal scale. Sizable modules are manufactured using the same exact operations and 
machine. Lawn mower blades are an example of sizeable modules.   

  4.    Conceptual modules are modules that deliver the same functions but have different 
physical embodiments. Conceptual modules can lead to a significant change in the 
manufacturing operations without affecting the functionality of the product. For 
example, designers may use a gearbox to reduce the speed delivered from a motor 
to a pump, or they could use a chain-sprocket system to deliver the same function.        

  10.3 Modular Systems Development 

  In general, modular systems can be developed by decomposing a system into its 
basic functional elements, mapping these elements into basic physical components, 
then integrating the basic components into a modular system capable of achieving 
the intended functions. This approach faces two important challenges [ 10 ]: (1) 
Decomposition: Finding the most suitable set of subproblems may be difficult. (2) 
Integration: Combining the separate subsystems into an overall solution may also 
be difficult. To fully comprehend the underlying foundations of modular systems 
development, decomposition categories are further discussed. 

   10.3.1 Decomposition Categories  

 System decomposition is expected to result in two benefits [ 10 ]: (1) Simplification: 
Decomposing large systems into smaller ones will lead to a reduction in the size of 

  Fig. 10.5    Bus modularity       
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the problem that needs to be solved, which will make it easier to manage. (2) Speed: 
Solving smaller problems concurrently (parallel solutions) will reduce the time 
needed to solve the overall problem. Decomposition methods can be categorized 
according to the area into which they are being applied, namely, product decompo-
sition, problem decomposition, and process decomposition [ 8 ]. 

  10.3.1.1 Product Decomposition 

 Product decomposition can be performed at various stages of the design process and 
can be defined as the process of breaking the product down into physical  elements 
from which a complete description of the product can be obtained. Two approaches are 
used in product decomposition,  product modularity  and  structural decomposition .

   1 .     Product Modularity  

 Product modularity is the identification of independent physical components that 
can be designed concurrently or replaced by predesigned components that have 
similar functional and physical characteristics. Product modularity relies on the 
lack of dependency between the physical components. The computer industry 
provides an excellent example of modular products, where the major compo-
nents of the computer are manufactured by many different suppliers allowing the 
manufacturers of microprocessors to choose from a wide library of products.   

  2 .     Structural Decomposition  

 The system is decomposed into subsystems, and those are further decomposed 
into components leading to products, assemblies, subassemblies, and parts at the 
detailed design stage. The decomposition is represented in a hierarchy structure 
that captures the dependencies between subsystems.      

  10.3.1.2 Problem Decomposition 

 For centuries, complex design problems were handled by breaking them into sim-
pler, easy-to-handle subproblems. Problem decomposition should continue until 
basic independent products or units are reached. The interaction between the basic 
products should be identified and introduced as constraints imposed by higher 
subproblems. Problem decomposition is divided into  requirements decomposition , 
 constraint–parameter decomposition , and  decomposition-based design optimization .

   1 .     Requirements Decomposition  

 Requirements represent an abstraction of the design problem, starting with the 
overall requirement (general demand) and ending with the specific requirements 
(specific demands). The ability to meet a requirement is given by a design function. 
The requirements decompositions and their relationships to the corresponding 
functions are represented in a tree diagram (Fig.  10.6 ), where specific requirements 
are mapped into specific functions.    
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  2 .     Constraint–Parameter Decomposition  

 The parameters describe the features (quantitative or qualitative data) of the 
product, while the constraints define the ranges of values assigned to parameters 
that are defined by product requirements. The problem structure is represented 
in an  incidence matrix [ 8 ]. The incidence matrix is decomposed by grouping all 
nonempty elements in blocks at the diagonal. It is preferable that the blocks be 
 mutually separable (independent). In some cases, overlapping between variables 
or  constraints may occur. 

 The design of a ball bearing is used to illustrate the decomposition [ 8 ]. 
The parameters are listed in Table  10.1  and the constraints are shown in Table 
 10.2 . The constraint–parameter incidence matrix is shown in Fig.  10.7 . The decom-
posed matrix is shown in Fig.  10.8 .             

  3 .     Decomposition-Based Design Optimization  

 The decomposition of a large complex design problem into smaller independent 
subproblems facilitates the use of mathematical programming techniques to solve 
and optimize the subproblems [ 3 ,  4 ]. The solutions are integrated to provide an 
overall solution. The objective is to decompose a complex system into multilevel 
subsystems in a hierarchical form (Fig.  10.9 ), in which a higher-level subsystem 
controls or coordinates the subsystems at the lower level. The subsystems are solved 
independently at the lower level. The objective at the higher level is to coordinate 
the action of the first level to ensure that the overall solution is obtained.       

  10.3.1.3 Process Decomposition 

 Process decomposition is the decomposition of the entire design process, starting with 
the need recognition and ending with the detail design. The activities in the design 
process are modeled in a generic manner independent of the specific product being 

Req. 1

Req. 2 Req. 3 Req. 4

Req. 9Req. 8Req. 5 Req. 6 Req. 7

Req. 13Req. 12Req. 11Req. 10

Function Function

Function

Function

Function FunctionFunction Function

  Fig. 10.6    Requirements decomposition       
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  Fig. 10.7    Ball bearing design constraint–parameter incidence matrix       

 Parameter  Description  Parameter  Description 

  d  
e
   Pitch diameter   b  

I
   Free contact angle 

  d  
o
   Outer-race diameter   r  

o
   Outer-race curvature 

  d  
i
   Inner-race diameter   r  

i
   Inner-race curvature 

  P  
d
   Diametral clearance   P  

e
   Free endplay 

  d   Rolling-element diameter   s   Shoulder height 
  I   Race conformity ratio   q   Shoulder angle height 
  r   Race curvature radius   R   Curvature sum 
  B   Total conformity   R   

x
     x  direction effective radius 

  I  
o
   Outer-race conformity   R   

y
     y  direction effective radius 

  I  
i
   Inner-race conformity   G   Curvature difference 

  D   Race curvature distance    b  Contact angle 

 Table 10.1    Ball bearing design parameters  

 Table 10.2    Ball bearing design constraints  
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designed. Three perspectives of process decomposition were recognized. These are 
 product flow perspective ,  information flow perspective , and  resource perspective .
   1.     Product Flow Perspective  

 Design activities required to translate customer requirements into a detailed 
design of products are the focus of this perspective. The design activities are 
modeled as blocks with identified inputs and outputs (the output of one activity 
becomes the input of another activity). The decomposition tries to eliminate 
redundant activities and reorganize other activities to be performed concurrently, 
which will eventually reduce the product development time.   

  2.     Information Flow Perspective  

 Analysis of the precedence constraints between the design activities is the main 
concern of this perspective. Precedence constraints are utilized to generate the 
required information needed to build supporting databases and communication 
networks and to schedule design activities, all concurrently.   

  3.     Resource Perspective  

 The resources provide activities with a mechanism for transforming inputs to out-
puts. In this perspective two types of constraints are considered:

| r s θ de do di
β Pd ro ri

|
o

|
i Ry R Γ D Pe d β| Rx B

C3 * * *

C8 * * *

C1 * * *

C11 * * * *

C2 * * * *

C6 * * * * * *

C4 * * *

C12 ***

C9 ***

C10 ****

C5 * * *

C7 * * *

  Fig. 10.8    Decomposed constraint–parameter incidence matrix       
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. . . . . .
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etc.

  Fig. 10.9    Hierarchical decomposition of a complex system       
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  •   External resource constraints , in which the resource used by the activity is 
generated by an activity or resource that is external to the design process.  

 •   Internal resource precedence constraints , in which the resource is developed in 
the design process and used by other activities.          

   10.3.2 Component Grouping into Modules  

 After decomposing the system into its basic components or elements, a modular 
system should be constructed by integrating the basic similar elements based on a 
criteria set by the product design team. A modular system can be thought of as an 
integration of several functional elements that, when combined, perform a different 
function than their individual one. The similarity between the physical and func-
tional architecture of the design must be used as a criteria for developing modular 
systems. Another criterion that must be used is the minimization of the degree of 
interaction between physical components. The degree of interaction between physi-
cal elements is an important aspect of modularity, which must be identified, mini-
mized, or eliminated. The strength of a modular system design can be measured by 
the weakness of the interactions or the interfaces between its components. 

 Grouping objects (i.e., components, parts, or systems) into groups based on the 
object features has been done using Group Technology (GT) approaches. GT is 
defined as the realization that many problems are similar, and that by grouping 
similar problems, a single solution can be found to a set of problems, thus saving 
time and effort [ 1 ,  5 ,  7 ]. Similar components can be grouped into design families 
and new designs can be created by modifying an existing component design from 
the same family. Objects grouping or cluster analysis in GT is concerned with 
grouping parts into part families and machines into machine cells [ 2 ]. A number 
of algorithms and methods are available for clustering parts and machines such as 
the following [ 14 ]:

  •  The rank order clustering algorithm  
 •  The modified rank order  clustering algorithm  
 •  The bond energy algorithm  
 •  The cluster identification algorithm  
 •  The extended cluster identification algorithm  
 •  Similarity coefficient-based clustering  
 •  Mathematical programming-based clustering      

  10.4 Modular Product Design 

  Modular product design is an important form of strategic flexibility, that is, flexible 
product designs that allow a company to respond to changing markets and technologies 
by rapidly and inexpensively creating product variants derived from different 
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 combinations of existing or new modular components. Kamrani and Salhieh (2002) 
[ 6 ] developed a four-step methodology for the development of modular products 
as follows. 

   10.4.1 Needs Analysis  

 This step includes gathering the market information required to identify customer 
needs, and arranging the identified needs into groups and finally prioritizing the 
needs according to their importance.  

   10.4.2 Product Requirements Analysis  

 Product requirements are identified on the basis of the results of needs analysis. 
The product requirements are classified into three classes as follows.

  •   Functional objectives  needed to meet the customer’s primary needs.  
 •   Operational functional  requirements that impose both functional and physical 

constraints on the design.  
 •   General functional requirements  ( GFRs ) that satisfy customers’ secondary 

needs, which could form a critical factor for the customer when comparing dif-
ferent competitive products that accomplish the same function. GFRs should be 
weighted with respect to their importance.     

   10.4.3  Product/Concept Analysis  

 Product/concept analysis is the decomposition of the product into its basic func-
tional and physical elements. These elements must be capable of achieving the 
product’s functions. Functional elements are defined as the individual operations 
and transformations that contribute to the overall performance of the product. 
Physical elements are defined as the parts, components, and subassemblies that 
ultimately implement the product’s function. Product concept analysis consists 
of product physical decomposition and product functional decomposition. In 
product physical decomposition, the product is decomposed into its basic physi-
cal components which, when assembled together, will accomplish the product 
function. Physical decomposition should result in the identification of basic 
components that must be designed or selected to perform the product function. 
Product functional decomposition describes the product’s overall functions and 
identifies components’ functions. Also, the interfaces between functional com-
ponents are identified.
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  •   Product Physical Decomposition.  The product is decomposed into subsystems 
and/or subassemblies capable of achieving the product function. The decompo-
sition process should continue until basic physical components are reached.  

 •   Product Functional Decomposition.  Functional decomposition should aim at 
representing the intended behavior (the functions) of a product and its parts. 
A function could be implemented by a single physical element (component) or 
by a combination of elements arranged in a specific manner. Functional compo-
nents are arranged according to several logical considerations that will ensure the 
accomplishment of their intended combined function. The logical arrangement is 
called a working principle which defines the mode of action that the product/system 
will perform on the inputs to reach the output state. To analyze the product func-
tion, the overall function of the product should be conceptualized into an action 
statement (verb–noun form). Then, the overall function is broken into subfunctions, 
and those are further decomposed into lower-level functions. This  functional 
breakdown is continued until a set of functions that could be achieved by available 
components is reached. At this point, functions are mapped into components, 
and components are arranged forming subassemblies leading to an overall assembly 
that will ultimately accomplish the overall function.     

   10.4.4 Product Concept Integration  

 Basic components resulting from the decomposition process are arranged in mod-
ules and integrated into a functional system. The manner by which components are 
arranged in modules will affect the product design. The resulting modules can be 
used to structure the development teams needed. Following are the steps associated 
with product integration. 

  10.4.4.1 Identify System-Level Specifications 

 System-level specifications (SLS) are the one-to-one relationship between compo-
nents with respect to their functional and physical characteristics. Functional char-
acteristics are a result of the operations and transformations that components 
perform in order to contribute to the overall performance of the product. Physical 
characteristics are a result of the components’ arrangements, assemblies, and 
geometry that implement the product function. A general guideline for identifying 
the relationships can be presented as follows:
   1.      Functional characteristics 

   (a)    Identify the main function(s), based on the functional decomposition.   
  (b)    Identify the required operations and transformations that must be performed 

in order to achieve the function based on the function flow diagram.   
  (c)    Document the operations and transformations.   
  (d)    Categorize operations and transformations into a hierarchy structure.   
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      2 .     Physical characteristics 

   (a)    Identify any physical constraints imposed on the product based on the 
requirement analysis.   

  (b)    Identify possible arrangements and/or assemblies of the components, based 
on previous experiences, previous designs, engineering knowledge, or inno-
vative designs/concepts.   

  (c)    Document possible arrangements and/or assemblies.   
  (d)    Categorize arrangements and assemblies into a hierarchy structure.         

 Physical and functional characteristics, forming the SLS, are arranged into a hierar-
chy of descriptions that begins by the component at the top level and ends with the 
detailed descriptions at the bottom level. Bottom-level descriptions (detailed descrip-
tions) are used to determine the relationships between components, 1 if the relation-
ship exists and 0 otherwise. This binary relationship between components is arranged 
in a vector form, “System-Level Specifications Vector” (SLSV). Figure  10.10  illus-
trates the hierarchical structure of the physical and functional characteristics.   

  10.4.4.2  Identify the Impact of the System-Level Specifications 
on the General Functional Requirements 

 SLS identified in the previous step affect the GFRs in the sense that some specifica-
tions may help satisfy some GFRs, while other specifications might prevent the 
implementation of some desired GFRs. The impact of the SLS on GFRs should be 
clearly identified. This will help in developing products that will meet, up to a sat-
isfactory degree, the GFRs stated earlier. The impact will be determined on the 
basis of the following:

 -1  :  Negative impact 

 0  :  None 

 +1  :  Positive impact 

Component Level

Characteristics

Description of
Characteristics

1,0 1,0 1,0 1,01,0 1,0

1,0

Description 1,1 Description 1,2

Description 1

Description n,1 Description n,n

Description n

Characteristic (A)
eg. Physical

Description 1,1 Description 1,n

Descerption 1 Desceription n

Characteristic (n)
eg. Functional

Component

  Fig. 10.10    System-level specification decomposition hierarchy       
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 A negative impact represents an undesired effect on the GFRs such as limiting 
the degree to which the product will meet the general requirement, or preventing 
the product from implementing the general requirement. While a positive impact 
represents a desired effect that the SLS will have on the general requirements, such 
SLS will ensure that the product will satisfy the requirements and result in customer 
satisfaction. An SLS is said to have no impact if it neither prevents the implementa-
tion of the GFR nor helps satisfying the GFR. An example of the SLS impact on 
the GFRs is shown in Table  10.3 . 

 For example, the SLS (1) have a negative impact on the FR (1), positive impact 
on the FR (2), and no impact on the FR ( m ).      

  10.4.4.3 Calculate Similarity Index 

 The degree of association between components should be measured and used in 
grouping components into modules. This can be done by incorporating the GFR 
weights, in addition to the SLSVs and their impacts on the GFRs to provide a simi-
larity index between components. The general form of the similarity index is as 
follows: 

 The similarity indexes associated with components are arranged in a component 
versus component matrix as shown below:

 C 1   C 2   C 3   –  C  n   

 C 1   X  S 1×2
   S 1×3   –  S 1× n   

 C 2   X  S 2×3   –  S 2× n   
 C 3   X  –  S 3× n   
 –  X  – 
 C  n    X 

 Table 10.3    GFR versus SLS  

 System-level 
specifications 

 General functional 
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( ) ( . . )

. . .

.

S a

b

b

n n

m

n

1 1 11 0

1

× ×= ×
SLSV (C &C )

1,

,1

1 2

0 . . . .

. . . . .

. . . . .

.. .

.

.

.

,b cn m n m m

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

×

⎛

⎝

⎜
⎜
⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟
⎟

× ×

SLS& FRs

1

0 9

1

⎟⎟⎟
×m 1

Weights for FR

   



10 Modular Design 223

  10.4.4.4 Group Components into Modules 

 Components with high degree of association should be grouped together in design 
modules. This can be accomplished by using an optimization model that maximizes 
the sum of the similarities. The optimization model will identify independent 
modules that can be designed simultaneously. The model is Np-Hard. 

 Heuristic algorithms have been used as an alternative technique for solving Np-Hard 
problems. Modularity decomposition problem could benefit from these algorithms for 
finding solution in less time. This proposed method for decomposing similarity matri-
ces in modularity is based on Network Flows and Optimization. The main reason for 
the application of network optimization as base structure is its ability in coupling deep 
intellectual contents with a remarkable range of applicability. Many combinatorial 
problems which are innately hard can be solved by transforming to network concepts. 

 This specification makes us to define our problem as a graph acceptable in 
Network Flows rules to have the opportunity to solve this decomposition by 
Network algorithms. After calculation of similarity measure, nodes and edges are 
defined as follows:

  •   Node : Each component represents a node in our proposed graph.  
 •   Edge : Relationship between any two components represents an edge such that if 

component  i  has similarity index more than 0 with component  j , there exists an 
edge between them.  

 •   Flow of each edge : The similarity index between each two components is the 
flow of the edge between them (see Fig  10.11 ).     

 The objective function associated with this network is to find modules such that 
each module has the maximum amount of collective similarity indexes. It means 
that it is necessary to find modules created by group of components which are con-
nected with each other by the largest similarity indexes. Each component can be 
assigned to just one module and each module must contain most similar compo-
nents to each other. Based on this objective, Max Flow algorithms are used for 
solving this problem. In a capacitated network, it is required to send as much flow 
between start and end node. This concept has been applied in other engineering 
applications such as matrix rounding problem and feasible flow problems. 

1

2

3

i

j

…

Other Nodes

Supposed 
End node 

Flow i, j

  Fig. 10.11    Graph for a decomposed product       
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 In this problem, the maximum flow for the main graph is determined. This 
establishes the solution for the first module that contains components (nodes) in 
maximum flow. Components which are assigned to the first module will be 
removed and a new graph will be created and this graph for maximum flow is 
solved to find the second module. The algorithm will continue until all possible 
modules are assigned. For the max flow algorithm, augmenting path algorithm or 
preflow-push algorithm will be used on the basis of network specifications. 

 The preflow-push algorithm is one of the most powerful and flexible algorithms 
for max flow problems. The preflow-push algorithms maintain a preflow at each 
intermediate stage. Active nodes in this algorithm are nodes that have positive 
excess. Because this algorithm attempts to achieve feasibility and in a preflow-push 
algorithm, the presence of active nodes indicates that the solution is infeasible, the 
basic operation of this algorithm is to select an active node and try to remove its 
excess by pushing flow to its excess. 

 A maximum preflow is defined as a preflow with the maximum possible flow 
into the sink. This algorithm is a polynomial algorithm. The sample of the 
pseudocodes for the solution methodology is as follows:    

      Network Set Begin  

  x = 1  
  n = number of components  
  While   each component has assigned to a module  
  Design graph of components.  
  Use preflow-push algorithm to find the maximum flow from each node to node t.  
  Assign components in the maximum flow with similarity more than 1 to a module 
named module x.  
  Similarity of module = Sum (similarity of components)  
  x = x + 1.  
  End while . 
  Use selecting Procedure  
  End   Procedure.  
  Selecting Procedure Begin  
  y = 1  
  While   n < > 0  
  Choose the module with biggest Similarity  
  Eliminate components in that module from total components.  
  n = n – Eliminated components  
  y = y + 1  
  End while  
  y  = number of modules  
  Write the selected modules as final modules.  
  End   Procedure.  
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 Matlab ®  software is used for the implementation of the preflow-push max flow 
algorithm. Using this algorithm and Matlab Code for preflow-push max flow algo-
rithm with a four-gear speed reducer with 17 components, the solution is as follows:

  •  Module 1: Gear 1, Shaft 1, Bearing 1, Bearing 2, Key 1, and Gear 2.  
 •  Module 2: Gear 2, Gear 3, Shaft 2, Bearing 3, Bearing 4, Key 2, and Key 3.  
 •  Module 3: Gear 4, Shaft 3, Bearing 5, Bearing 6, and Key 4.     

  10.5 The Benefits of Product Modularity 

  One of the most important benefits of promoting modularity is the need to allow a 
large variety of products to be built from a smaller set of different modules and 
components. The result is that any combination of modules and components, as 
well as the assembly equipment, can be standardized. The benefits of product mod-
ularity also include the following:

   1.     Reduction in Product Development Time  

 Modularity relies on dividing a product into components with clear definition of the 
interfaces. These interfaces permit the design tasks to be decoupled. This decoupling 
results in a reduction in the design complexity and enables design tasks to be per-
formed concurrently, which will eventually reduce the product development time.   

  2.     Customization and Upgrades  

 Modular products accomplish customer requirements by integrating several 
functional components interacting in a specific manner. This integration allows 
products to be improved and upgraded by using more efficient components that 
can perform the required functions effectively. In addition, components can be 
replaced by custom-made ones to fulfill different functions.   

  3.     Cost Efficiencies Due to Amortization  

 Modular components are used in several product lines, which infer that their 
production volumes are higher. This will allow the amortization of the development 
expenses over a large number of products.   

  4.     Quality  

 Modularity allows production tasks to be performed simultaneously. Thus, inde-
pendent components can be produced and tested separately before they are integrated 
into a modular product. This will help build quality into the product.   

  5.     Design Standardization  

 Modular design facilitates design standardization by identifying the component 
functions clearly and minimizing the incidental interactions between a compo-
nent and the rest of the product.   

  6.     Reduction in Order Lead Time  

 Modular products can be made by combining standardized and customized 
components. This allows standard components to be inventoried, and then 
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customization can be focused on the differentiating components. Also, modular 
products can be a combination of standard components, that is, the same stand-
ard components  (usually kept in inventory) are integrated in different ways to 
form a variety of products that can respond to customer requirements.       
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        Chapter 11 
  Manufacturing Complexity Analysis: 
A Simulation-Based Methodology 

       Ali   K.   Kamrani  1    and    Arun   Adat  2   

  Abstract   Variability  in products is driven by the customer and pushes the manu-
facturer to offer product variants by mass customization. Companies that offer 
product variety while maintaining competitive cost and quality will gain a competitive 
edge over other companies in today’s market. As the automobile industry adapts 
to the mass customization strategy, it would require the ability to conduct early 
design, development, and manufacturing trade-offs among competing objectives. 
An analytical approach is then required to manage the complexity and the risk associ-
ated with this environment. This chapter will present a set of simulation-based 
methodologies for measuring complexity. The developed methodologies will assist 
designers in analyzing and mitigating the risks associated with product variety and 
its impact on manufacturing complexity.   

   11.1 Introduction 

  Agility in manufacturing is one of the many profound qualities companies must possess 
to succeed in a turbulent business environment. Businesses worldwide are constantly 
faced with the challenge of offering the ideal product variety in their supply chain 
because of the conflicting interests between manufacturing and marketing. Manufacturing 
prefers a single product in large volumes (mass production) for benefiting on the econo-
mies of scale, while marketing prefers numerous product variants (mass customization) 
to target a wide spectrum of the market. Although mass customization is ideally desirable 
from a customer service perspective, it is often accompanied by engineering and 
manufacturing hurdles arising because of product proliferation. 

 There has been a gradual paradigm shift in the manufacturing strategy in the 
later part of the nineteenth century. Companies no longer subscribe to the surmise 
followed by Henry Ford, capturing market share by producing large volumes of a 
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standardized product. Businesses have realized that responding to the market 
quickly with specific product targeting to niche markets will be the crucial factor 
that will give them a cutting edge over their competitors. In the automobile industry, 
this has resulted in a large number of car models that are being offered worldwide. 
In the USA, the world’s largest automotive market, this trend has been particularly 
dramatic—from 84 models in 1973 to 142 models in 1989, an increase of almost 
70%. The volume of production per model sold in the USA has also dropped 
significantly. During the same period, the average annual sales per model over the 
lifetime of the product have dropped by 34% from 169,000 units to 112,000 units 
per model [ 22 ]. 

 One of the critical aspects of modern manufacturing is its ability to handle product 
variety. Production volume is the crucial factor that dictates the extent of product variety 
because product variety and production quantity are inversely correlated. Thus, job 
shop production is the most flexible and mass production is the least flexible to 
handle product variety, the reason being that offering high product variety in mass 
production increases internal variety costs related to inventory, setup, utilization of 
equipment, material overhead, floor space, configuration, and customization. 
Hence at a larger scale of production, modern manufacturing is constantly challenged 
by its ability to handle high product variety.  

  11.2 Product Variety 

  Product variety in a manufacturing setup is the different product designs or product 
types that are produced in a plant. This is further classified into hard  variety and 
soft variety. Hard product variety occurs when products differ substantially in 
appearance. In an assembled part, hard variety is characterized by a low proportion 
of common parts. An example for hard variety would be a car and a truck. Soft 
product variety occurs when there is a high proportion of common parts and there 
are only small differences between products. An example for soft variety will be 
the different car models. 

 Product variety can be broadly classified into external variety and internal variety 
[ 3 ]. External variety is product variety seen by the customer and internal variety is 
the product variety experienced inside manufacturing and distribution operations. 
External variety is further classified into useful variety and useless variety. Useful 
variety is appreciated by the customer, and useless variety is transparent, is unimportant, 
or confuses the customer. Internal variety usually takes the form of excessive and unnec-
essary variety of parts, features, tools, fixtures, raw materials, and processes. 

 An alternative classification of product variety is fundamental variety, part 
variety, and peripheral variety [ 23 ]. The difference between models and body styles 
is defined as the fundamental variety. Parts variety includes the combinations of the 
subsystems such as engine/transmission combinations and the n    umber of inte-
rior/exterior color combinations. The peripheral variety deals with all the different 
options available per model. 
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 American and Japanese automobile (hereafter referred to as “auto”) manufacturers 
have different production strategies to tackle product variety. American car manu-
facturers believed in the philosophy of mass production, producing high volumes 
and achieving economies of scale. They always chose to offer minimum fundamental 
variety to keep the production costs low and offered very high peripheral variety 
[ 22 ]. Japanese auto manufacturers offered more distinct models to choose from and 
less option combinations, thus increasing the fundamental variety. For instance, in 
1982 option combination for Ford Thunderbird was 69,120 models, whereas Honda 
Accord had only 32 different models [ 20 ]. One of the operational reasons for this 
fundamental difference in product variety was their adversative production strategies. 
American manufacturers followed the push production system and the Japanese 
manufacturers followed the pull production system. 

 In the push production system, batches of materials are forced through different 
stages of production. The flow of materials is planned and controlled by a series of 
production schedules. The push system is also called the make-to-stock system. 
The ability to handle product variety in the push system is governed by the setup 
time. In most cases, because of the high setup times the resulting batch sizes are 
large, rendering the push system the least flexible to handle product variety. 

 In the pull production system, there is an emphasis on reducing inventory at 
every stage of production. The successive station triggers production at the preceding 
station which ensures production only if there is downstream demand. The pull 
system is commonly known as just-in-time (JIT) manufacturing because the product 
and the corresponding subassemblies are produced as and when required. The JIT 
philosophy (often coupled with low setup times) facilitates lower work in process 
(WIP) and is popularly known as the lean manufacturing methodology. The agile 
nature of the pull manufacturing system offers higher flexibility in manufacturing 
to accommodate higher product variety. Three big plants in North America and new 
entrant plants have lower levels of product variety  [ 12 ].  

  11.3 Manufacturing Complexity 

  The extent of product variety handled by any manufacturing firm depends on its 
volume of production. Low-quantity production usually known as the job shop 
production or craft production makes small quantities of specialized and custom-
ized products using general purpose equipments and flexible layouts. The agility 
embedded in job shop makes it the most conducive production system to handle 
high product variety. Medium-quantity production handles hard product variety 
by batch production, in which batches of materials are pushed through different 
stages of production and assembly. There is a fixed time for change over from one 
batch to the other known as the setup change time or the change-over time. Soft 
product variety in medium production is handled by cellular manufacturing, 
where every cell specializes in the production of a given set of similar parts or 
products, according to the principles of group technology. The layout is often 
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known as cellular layout because each cell is designed to produce a limited 
variety of part configurations. 

 Manufacturing complexity is defined as a systematic characteristic which 
integrates several key dimensions of the manufacturing environment, which include 
size, variety, information, uncertainty, control, cost, and value. Manufacturing 
complexity is classified into structural (static) complexity and operational (dynamic) 
complexity [ 17 ]. Structural or static complexity is defined as the expected amount 
of information necessary to describe the state of a system [ 8 ,  9 ,  16 ]. Production 
schedule provides the data to calculate the static complexity of the manufacturing 
system. Static complexity is measured using the entropy equation 
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where  m  is the number of resources,  s  is the number of scheduled states, and  p   ij   
is the probability of resource  i  being in scheduled state  j . 

 Operational or dynamic complexity is defined as the expected amount of infor-
mation necessary to describe the state of the system deviating from schedule due to 
uncertainty. The calculation involves the measurement of the difference between 
actual performance of the system and the expected figures in schedule. Dynamic 
complexity is given by 
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where  P  is the probability of the system being in control, (1  - P ) is the probability 
of the system being out of control,  m  is the number of resources,  n  

s
  is the 

number of non-scheduled states, and  p   
ij
   is the probability of resource  i  being in 

non-scheduled state  j . 
 A fair estimate of the cost of increased product variety is often difficult to 

estimate because variety incurs many indirect costs which are not clearly understood 
and are not easy to capture. Costs that are difficult to determine include raw material 
inventory, WIP inventory, finished goods inventory, post-sales service inventory, 
reduction in capacity due to frequent setups, and cost of increased logistics due to 
added variety [ 19 ] 

 Setup time or the batch size primarily determines the cost of variety in a manu-
facturing setup. Because of large volumes, mass production has specific machinery 
that is relatively inflexible for handling product variants. Furthermore, mass 
production is often characterized by dies that have large setups which encourage 
higher lot sizes. This forces mass production to have large batch sizes in order to 
minimize the downtime per product. Consequently, this results in larger WIP, larger 
floor space, lower quality costs, and lower machinery utilization. WIP inventory 
costs have a direct relation with respect to the lot size in any manufacturing setup. 
With higher WIP, the production system drifts toward the push system of production. 
This is often accompanied by an increase in floor space utilization and an increase 
in internal transportation costs. Large lot sizes increase the quality costs due to 
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repeating errors, the primary reason being the increase in vulnerability to the unknowingly 
occurring manufacturing defects. Smaller lot sizes favor lesser part rejection and 
result in lower quality costs (cost of rejection). Machine utilization increases when 
the lot size increases because of the economy of scale. Thus, when there is a drift 
toward increase in product variety in mass production, machine utilization suffers. 
In traditional mass production, frequent setups to accommodate wide product range 
also increase the setup cost, labor costs, and downtime. In summary, mass production 
is least flexible in handling product variety because of operational inefficiencies 
and cost increases due to product proliferation. 

 This chapter will present a new methodology for analyzing manufacturing 
complexity due to increased product variety. A cost model is proposed that captures 
the increase in inventory and storage cost of the subassemblies due to an increase in 
product variants. This is accomplished by capturing the product variety and generating 
a mixed-model assembly sequence that aims to minimize the variation of subassembly 
inventories of the production span. The mixed-model assembly line is simulated in 
WITNESS ®  simulation software to track the inventory levels of the individual 
subassemblies. The output of the simulation model is used in the cost model to give 
the daily cost of inventory holding and storage of the different subassemblies.  

  11.4 Mixed-Model Assembly 

  The inventory level in a mixed-model assembly line is primarily determined by the 
sequence of the vehicle models that are assembled on the line. Monden in Toyota 
Production Systems argues that if products with longer processing times are 
successively fed into the assembly lines, a delay in model completion will eventually 
occur [ 28, 32 ]. To prevent this from occurring, the processing time at each station must 
be managed by sequencing models so that, in general, a model with relatively short 
processing time at a station follows soon after a model with relatively long processing 
time. Furthermore, the quantity of each part used per unit time must be as near 
constant as possible because it is crucial for the processes preceding the assembly 
line supplying components to have a uniform demand [ 2 ,  4 ,  11 ]. The uniform 
demand allows the JIT “pull” system to minimize WIP inventories. Other researchers 
compare the goal-chasing method and the goal-chasing method II developed at 
Toyota, Miltenburg’s algorithm, and time spread methods of sequencing for the 
assembly line efficiency factors such as work not completed, worker idleness, 
worker station time, and a measure of variability in uniform component usage [ 33 ]. 
Their study showed that time spread and Miltenburg’s algorithms were the most 
effective overall sequencing procedures. Time spread was preferable if assembly 
line efficiency was considered, whereas Miltenburg’s algorithm performed better if 
part usage was given primary importance. Aigbedo and Monden experimentally 
investigated the effect on subassembly usage smoothening when the product usage 
smoothening is considered together with the subassembly usage smoothening goal 
for determining the assembly line product sequence [ 1 ]. The impetus for their study 
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was Miltenberg’s remark that Toyota neglected the product usage smoothening and 
considered only the part usage smoothening while determining the assembly line 
product sequence. The results of their study showed that two-level scheduling was 
computationally faster but in general performed poorer than single-level smoothening. 
Drexl and Kimms formulated the JIT mixed-model assembly line sequencing 
problem as an integer program considering both part usage constraints and station 
load constraints [ 15 ]. Their results showed that solving the LP relaxation of the 
problem by column generation provides tight lower bounds for the optimal objective 
function value. Garcia and Sabater claimed that mixed-model assembly sequencing 
considering leveled component consumption, option appearance, and smoothened 
workload is dynamic in nature because of the availability of the different products 
to be sequenced [ 18 ]. They also propose and test an efficient parametric procedure 
that adapts to the varying conditions. 

 Mane et al. tested Toyota’s goal-chasing algorithm I and user-defined algorithm 
on an Australian automotive company [ 24 ]. They concluded that the goal-chasing 
algorithm generated sequences better than the user-defined algorithm although the 
latter was flexible in accommodating user-defined priorities. 

 Simulation has been conventionally used to model assembly lines due to stochastic 
nature of assembly operations. Muralidhar, Swenseth, and Wilson described 
process times in a JIT environment using truncated normal, gamma, and log-normal 
distributions and concluded that gamma distribution was the best suited for describing 
processing times [ 28 ]. Mejabi and Wasserman suggested that during JIT implementation 
some subsystems will continue to retain their push characteristics [ 26 ]. They 
proposed a control paradigm based on the concept of kanban satisfaction that 
provides a control structure which permits the pulling of material to take place in a 
JIT environment. They also claimed that of the high-level languages only WITNESS ®  
possessed any real JIT capabilities. Carlson and Yao compared the push and the 
pull production systems in handling mixed-model assembly operation [ 10 ]. Their 
results showed that the pull production system performed better than the push 
production system if the assembly line rejects were low. Higher reject rates in JIT 
assembly lowered the line performance immensely because of the absence of 
queues between the stations. They also showed that push systems perform significantly 
better than pull systems if the defect rates were high. Chu and Shih emphasized the 
use of simulation in analyzing JIT production systems [ 11 ]. They proposed simulation 
as a successful tool in evaluating factors such as measure of company’s JIT 
performance, acceptable inventory level, and use of two-card or single-card kanban. 
They claimed that many simulations-related statistics were ignored in previous 
studies and conclusions drawn from previous studies need to be reconfirmed. They 
also felt that most researchers had a common perception that some experimental 
factors were more important than the others and the overall behavior of these factors 
has not been well explained yet. Wang and Xu tested the performance of a hybrid 
push/pull production using strategy simulation software for flow shop manufacturing 
[ 34 ]. The model simulated the material flow for different production strategies and 
the simulation results demonstrated that the recommended push/pull strategy was 
the best for the general mass product manufacturing systems. Baykoc and Erol 
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modeled a multi-item, multistage JIT system in SLAM II, a FORTRAN-based 
simulation language, and analyzed the effects of increase in the number of kanbans 
on production performance [ 5 ]. Their results showed that the output rate and utilization 
increase as the number of kanbans increase, but no improvement is observed after 
two kanbans. Also, increasing the number of kanbans result in a striking increase 
in waiting times and WIP lengths. Hence, they concluded that the ideal number of 
kanbans was two for the system considered in their study. Their results also showed 
that better performance on a mixed-model JIT system depends on reducing or 
eliminating (if possible) variations related to assembly time, demand arrivals, and 
balance between stations. Savsar simulated an assembly of printed circuit board and 
analyzed push and pull production systems [ 30 ]. His study shows that the simulation 
modeling approach can be utilized to determine the minimum kanbans needed to 
circulate in the system and the WIP buffer levels needed to meet a specified percentage 
of demand on time in a real assembly line setting. Bukchin studied the throughput 
of a mixed-model assembly line using six performance measures through simulation 
[ 7 ]. The performance measures include smoothed station, minimum idle-time, 
station’s coefficient of variation, bottleneck, and model variability. Bottleneck 
measure was the best measure in almost all simulation results followed by model 
variability and smoothed station. Spedding and Sun used discrete event simulation 
to evaluate activity-based costs (ABCs) of a manufacturing system [ 31 ]. WITNESS ®  
simulation software was used to model a semiautomated printed circuit board 
assembly line. Under similar conditions, the simulation model gave same estimates 
as those derived from the IDEF modeling approach. However, simulation models 
had the advantage of being able to provide greater detail and take into account the 
intrinsic variation of a dynamic manufacturing system. Akturk and Erhun classified 
techniques to determine both the design parameters and the kanban sequences for 
JIT manufacturing [ 2 ]. They observed that JIT is based on repetitive manufacturing. 
Therefore, factors that adversely affect the repetitive nature of the system such as 
increasing the product variety and decreasing the product standardization reduce the 
performance of kanban systems. It was also observed that perfectly balanced lines 
outperform the imbalanced ones even when we vary the number of kanbans at each 
stage. Taylor compared the potential benefits of three WIP inventory systems: push, 
pull, and a hybrid push–pull system using SIMFACTORY simulation software [ 33 ]. 
The results showed that the push system averaged the highest inventory level followed 
by pull and hybrid systems. The push system also had the least profits followed by 
pull and hybrid production systems. An interesting observation was that although 
there was a substantial difference between the average inventory levels of pull and 
hybrid systems the difference in their profits was minimal. Detty and Yingling used 
discrete event simulation to quantify the benefits of conversion to lean manufacturing 
[ 13 ]. Their results showed an average reduction in waiting time of parts, model 
change-over times, floor space, and average inventory levels in the lean system as 
compared to the existing system. A noteworthy result was that the lean system had 
an 86% reduction in average lead time compared to the traditional manufacturing 
system. Martinez and Bedia used the modular capabilities of WITNESS ®  to introduce 
a modular simulation tool [ 25 ]. They built a U-shaped line by integrating a feeder 
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double kanban line module. Their studies demonstrate the use of modular capabilities 
of WITNESS ®  in analyzing system configurations and scheduling rules before 
implementing them. Li used a simulation-based approach to compare push and pull 
production environments considering the context of JIT implementation [ 21 ]. They 
found that setup reduction effected by cellular manufacturing substantially affected 
the one-piece production and conveyance in job shop environment.  

  11.5 Impact of Product Variety on Manufacturing Costs 

  The ideal product variety to offer and the cost of added product variety have been 
approached differently by researchers in the past [ 29 ]. Malik and Sullivan used mixed 
integer programming that utilizes ABC information to determine optimal product 
mix and product cost in a multiproduct manufacturing environment [ 23 ]. They 
showed by an example that with the traditional costing approach, it was possible to 
arrive at a product mix which may not be achievable with a given capacity of indi-
rect resources. Furthermore, adopting a product mix strategy suggested by tradi-
tional costing methods might also increase the overhead costs which are not 
anticipated in the early stages of planning and costing. MacDuffie, Sethuraman, and 
Fisher examined the effect of product variety on manufacturing performance [ 22 ]. 
The performance factors include total labor productivity and consumer-perceived 
product quality. They defined three dimensions of product variety: fundamental, 
peripheral, and intermediate variety. Their study supports the hypothesis that lean 
production plants are capable of handling higher levels of product variety with less 
adverse effect on total labor productivity than are traditional mass production 
plants. Their study partly explains how the leanest Japanese plants have been able 
to achieve higher overall performance with much higher levels of parts complexity 
and option variability. Ishii and Martin introduced the concept of design for variety 
(DFV) which is a tool that enables product managers to estimate the cost of intro-
ducing variety into their product line [ 19 ]. They claimed that cost estimates used to 
determine the profitability of the companies that offered new product offerings did 
not account for all the costs associated with providing this additional variety. Their 
model attempts to capture the indirect cost of variety through the measurement of 
three indices: commonality, differentiation point, and setup cost. DFV methodol-
ogy was a basic procedure for helping managers and engineers understand the true 
costs of introducing variety into their product line. Benjaafar, Kim, and 
Vishwanadham examined the impact of product variety on inventory costs in a pro-
duction inventory system with finite capacity assuming make-to-stock production, 
setup times, finite production rate, and stochastic production times [ 6 ]. Their results 
show that inventory costs increase linearly with the number of products. They 
also show that the rate of increase is sensitive to system parameters including 
demand and process variability, demand and capacity levels, and setup times. 
Dobson and Yano formulate the problem of product variety and pricing as a nonlinear 
program [ 14 ]. They assume a manufacturer who has a single machine or production 
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line which is capable of producing a range of potential products. The effect of 
inventory costs associated with the products is captured by modeling the time 
between production runs as a decision variable. Their results show that the optimal 
product mix depends strongly on the production cycle duration. Ozbayrak, Akgun, 
and Turker estimated the manufacturing costs of an advanced manufacturing sys-
tem that runs under a material requirement planning (MRP) or JIT system by using 
activity-based costing [ 28 ]. They use simulation as a modeling tool to observe the 
manufacturing cost behavior under two separate control strategies, the push system 
and the pull system. Parts are either pushed or pulled and are sequenced according 
to the four scheduling rules, which are shortest processing time, longest processing 
time, first come first serve, and slack. They found randomness, buffer capacity, and 
lead times to be important cost drivers in terms of their effect on WIP and through-
put, and that an increase in variation and buffer capacity can result in a build up of 
WIP inventory and a slight increase in throughput volumes with the expense of 
considerable increase in manufacturing costs.  

  11.6 Problem Overview 

  The research site for the project is the axle assembly operation of a major automobile 
company that assembles a variety of vehicle models with different combinations of 
axles and spring coils. Axles and coils are delivered daily based on the scheduled 
production, and a level of safety stock is always available in the event of any out-of-
sequence production. Rear and front axles are installed onto the vehicle chassis on a 
moving platform at the first two stations and then moved through the line for other 
tasks such as brake line and spring coil assembly. The following are the different sub-
assembly variants of front/rear axles and front/rear coil springs in the assembly line:

  •  Nine front axles: 184AP, 184AQ, 187AQ, 187AR, 600AC, 600AD, 601AC, 
601A, and 601AE  

 •  Four rear axles: 426AG, 429AG, 430AF, and 433AG  
 •  Seven rear spring coils: 344, 345, 400, 404, 500, 550, and 551  
 •  Seven front spring coils: 262, 263, 264, 265, 267, 268, and 269    

 Theoretically, there are 1,764 product combinations of front/rear axles and front/
rear spring coils possible, but in reality there are only 55 vehicle models allowed 
because of the design and operational qualifiers. For instance, a heavy duty axle 
cannot match with a low stiffness spring. A pictorial representation of the possible 
axle and coil combinations is shown in Fig.  11.1 . The assembly line has an operation 
cost (inventory holding and storage) corresponding to the current inventory level. 
The problem is to determine the variation in inventory level and the corresponding 
operational costs if an additional model (product variant) is introduced into the 
manufacturing system. The study focuses only on the possible vehicle variants due to 
various axle and spring coil combinations. The impact of product variety due to the 
engines, transmission, and transfer case is not considered in this study.   
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  11.7 Simulation-Based Methodology 

  Prior to the development of the impact of additional variety on cost, it is necessary 
to identify the best possible method of part delivery and storage. Three possible 
scenarios were considered. These are push delivery, sequencing delivery, and in-house 
sequencing delivery models. Currently, axles are delivered daily based on the 
scheduled production. Safety stock is always available in case of any out-
of-sequence production event. This value is estimated by the axle supplier. Out-of-
sequence events could occur because of wrong part sequence, added schedule, and 
other situations such as breakdown and part damage. Wrong axles are transferred 
manually and placed in the pull-off bins. In this case, the bins for safety stock are 
searched until the right axle is located and assembled on the platform. Excess 
inventory is stored at various locations in the plant. The objective of this phase of 
the project is to minimize the area that is used for storing the excess inventories and 
to utilize this area for other value-adding operations. Rear and front axles are 
installed onto the moving platform at the first two stations and then moved through 
the line for other tasks such as break line and coil assembly. The approach is to 

  Fig. 11.1    Schematic view of the possible combinations of subassemblies       
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determine the most efficient method of delivery in order to reduce the required 
storage area. Figure  11.2  illustrates the area where the axles and the coils are 
assembled into the platform.  

 Figure  11.3  illustrates the scope of this stage. The implementation steps are as follows:

    1.    Data collection and verification.   
  2.    Simulation model development and verification.   
  3.    Base model complexity analysis.

  •  Part-mix complexity analysis (structural).  
 •  Manufacturing-mix analysis (dynamic).      

  4.    Delivery/inventory policy.     
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  Fig. 11.3    Scope of the proposed system       

  Fig. 11.2    Operational sequence and assembly flow       
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 The required data for implementation is collected using the available historical 
data for axle operation and daily data collection on the assembly line. Table  11.1  
lists the required data for the development of simulation models. Three different 
simulation models are developed. The first model is based on the current operation 
of the plant using the sequenced deliverer policy.     

Table 11.1 Required data for the simulation model

 Required information  Mode type 

 Production mix data  Front and rear RS spring 
 Front and rear LS spring 
 Transfer Case T-case 
 Rear and front prop  
 Rear and front axle 
 Engine type 

 Pull off data  Number of pull off 
 Type of axle 
 Frequency 
 Reason 
 Delivery schedule 
 Number of delivery per day for the axles 
 Type of axles 
 Number of Hi–Low travel moving/removing per day 
 Number of Hi–Low 
 Number of delivery per day for springs 
 Type of springs 
 Number of springs per batch 
 Number of Hi–Low travel moving/removing per day 

 Delivery information 

 Cycle and stoppages data  Cycle time at each station  
 Number of downtime at each station 
 Mean time to failure (MTTF) 
 Mean time to repair (MTR) 
 Reason for failure 
 Number of setup 
 Setup time at each station 

 Repair data  Number of repairs due to wrong axles install (done at axle loop) 
 Number of repairs due to wrong axles install 

(not done at the axle loop) 
 Repair time for each case 
 Delay time before maintenance schedule 
 Other repairs due to the process done at the axle loop 
 Repair time 
 Number of repairs due to wrong spring install 

(done at the axle loop) 
 Number of repairs due to wrong spring install 

(not done at the axle loop) 
 Repair time for each case 
 Delay time before maintenance schedule 

 Facility data  Square footage for the WIP  inventory for the springs 
 Square footage for the WIP inventory for the axles 
 Per square feet cost 
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 The simulation model is consistent with the current mode of operation. As an 
example, Fig.  11.4  is a comparison chart between the actual production and the 
simulated one. Based on the results from the statistical analysis, it was concluded 
that the model is accurate enough in order to continue with the experimentation and 
complexity analysis.  

 For this problem, only part-mix complexity (structural) and dynamic complexity 
(WIP) are measured. For all three models the value of the part-mix complexity is the 
same (7.3 » 8 bits), although the dynamic complexity significantly varies from one 
model to another. Figure  11.5  illustrates an example of the measure of dynamic 
complexity for the current mode of plant operation (sequenced model).  

 From the chart, the dynamic measure begins to stabilize at 60%. This is an indicator 
that the system is undergoing many dynamic changes. This could be the result of 
changes in production schedules that require axles to be pulled off during assembly. 
Although the dynamic measure for push and in-house sequence is significantly lower 
and it is mainly due to the production stoppages (breakdown, repair, etc .). In these 

  Fig. 11.4    Actual production and simulated production comparison        
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two cases no parts will be out of sequence. The only impact associated with these two 
policies is the required inventory. The cost of installation is based on the following:

   1.    Cost of axle delivered to the assembly plant   
  2.    Cost of storage   
  3.    Cost of Hi–Low operator   
  4.    Cost of pull-off   
  5.    Cost of resequencing   
  6.    Cost of operators   
  7.    Other costs (overtime etc.)     

 Figure  11.6  illustrates the cost comparisons between all three policies.  
 Based on the results generated by simulation models, current system layout is 

well designed to handle the combinations of the vehicle assembly, although the 
impact of complexity is evident on the cost of material handling and inventory. 
From Fig.  11.6 , it is clear that parts delivered and then sequenced in-house would 
result in a significant cost saving to the company. 
 A comprehensive cost model is required to study the impact of the added product 
variety. This is captured by a sequence-driven simulation model shown in Fig.  11.7 .  

 A three-phase solution methodology is proposed to develop the cost model to 
quantify the effects of added product variety. In the Sequence Generation phase, a 
mixed-model assembly sequence using Toyota’s goal-chasing algorithm is gener-
ated. The goal-chasing algorithm is coded in Visual C++, and it considers only single-
level subassembly smoothing. It is assumed that the monthly demands of the 
vehicle models are known. By knowing subassembly requirements corresponding 
to the vehicle models, the goal-chasing algorithm generates the mixed-model 
assembly sequence aiming to minimize the variation in consumption of the 
subassemblies. In the Assembly Line Simulation phase, the assembly line is simulated 
using WITNESS ®  simulation software. The mixed-model assembly sequence 
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  Fig. 11.6    Cost comparisons between different delivery and inventory policies       
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generated by the goal-chasing algorithm is used as input to the simulation model, 
and the subassemblies are replenished at the beginning of every shift. It is assumed 
that worker productivity of the assembly line is unaffected by the assembly sequence 
and there is no shortage of the vehicle models that are scheduled by the goal-chasing 
algorithm. The assembly sequence follows the JIT methodology, and there is no buffer 
between the assembly stations [27]. The productivity of the line is primarily governed 
by the availability of the subassemblies that fit on the vehicle models. The average 
inventory levels of the subassemblies and the assembly utilization rates are moni-
tored. These parameters from the simulation model are used in the third phase to 
compute the inventory holding and storage cost of increased product variety in the 
manufacturing system. Inventory holding cost is a function of the average inventory 
level and the annual cost of inventory holding. The storage cost is governed by the 
total number of bins required to store the axles and the spring coils. The number of 
bins determines the required storage space and the company incurs a storage cost 
of $40.00/sq ft/day. The central premise of the cost model is that added product 
variants cause a variation in the mixed-model sequence and consequently the inven-
tory level of the subassemblies. This will be successfully captured by the simulation 
model and will be reflected in the cost model.  

  11.8 Experimentations and Results 

  The cost impact of increased product variety was studied in two production models:

  •  Daily production sequence shift replenishment model.  
 •  Monthly production sequence hourly replenishment model.    

Production Database 
(Models/sub assembly 

PSG
Simulation 

Model

Cost Model (Subassembly Inventory 
level)

Material Delivery Policy

Mixed model 
assembly sequence

  Fig. 11.7    The proposed cost model for added variety analysis       
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 In the daily production sequence model, the production sequence is generated 
by averaging the monthly demand of the vehicle models and estimating daily 
demands. The daily sequence generated is repeated every day over the span of 22 
consecutive days. The replenishment of all the subassemblies is done at the begin-
ning of every shift. In the monthly production sequence model, the monthly 
demands of the vehicle models are used to determine the production sequence. 
The resulting sequence is continuous and the replenishment of most of the 
subassemblies is done on an hourly basis. Those subassemblies that have a low 
consumption rate are replenished at the beginning of every shift to reduce the WIP 
inventory, handling costs, and line stoppages. 

   11.8.1 Daily Production Sequence with Shift Replenishment  

 The average inventory levels for subassemblies plotted for four different scenarios 
are illustrated in Figs.  11.8 – 11.11 . The base scenario (0,0) has 55 product variants 
with a total production of 1,249 vehicles per day. The second scenario (0,1) has a 
new product variant (56th vehicle), which uses rear axle 429 AG, front axle 184 
AQ, rear spring coil 500, and front spring coil 263. The new production require-
ment is 1,250 vehicles per day.     

 The third scenario (1,0) introduces the 57th product variant but removes the 56th 
product variant. The 57th variant uses rear axle 429 AG, front axle 184 AP, rear axle 
500, and front axle 265 . The production rate still remains at 1,250/day. The fourth 
scenario (1,1) includes both the vehicle variants and hence the production rate is 
1,251 vehicles per day. The storage cost per day for all the subassemblies is calcu-
lated as summarized in Fig.  11.12 . The graph shows that there is a steady increase 
in the storage cost of front and rear axles, but there is only a marginal increase in the 
storage cost of rear spring coils and no increase in the storage cost of front springs.  

 The primary reason for the storage cost difference is the storage capacity of 
the bins. A storage bin can store only 10 axles or 192 spring coils. Therefore, 
when there is an increase in the average inventory level of the subassemblies, the 
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number of bins corresponding to the axles increases drastically, but the number 
of bins corresponding to the springs increases marginally. This explains the con-
siderable increase in storage cost of the axles compared to that of the springs. 
Furthermore, the consumption of subassemblies does not have a similar pattern. 
Among the subassemblies, the consumption rate of the individual models also 
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makes a difference in the ability to handle product variety. For instance, among 
the front spring coils, there are a few spring models that are consumed at a very 
high rate, but the majority of the models have a low rate of consumption. This 
enables the front spring coils to absorb the added product variety with a corre-
sponding result of no additional storage cost. A gradual increase in the inventory 
holding cost of the subassemblies is observed with the inclusion of new product 
variants (Fig.  11.13 ).    

   11.8.2  Monthly Production Sequence with Hourly 
Replenishment  

 It was observed that with hourly inventory replenishment policy the average inven-
tory level of the high consumption subassemblies was low but that the average 
inventory level of the low consumption subassemblies was high enough to prevent 
line stoppages. 

 Thus, a new delivery policy was proposed and modeled. The high consumption 
subassemblies are replenished on an hourly basis and the low consumption models 
are delivered at the beginning of every shift. Front Axle 601 AC; rear spring coils 
345, 400, 500, and 551; and front spring coils 265 and 269 are replenished at the 
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beginning of every shift and the rest of the subassemblies are replenished hourly. 
The results are plotted in Figs.  11.14 – 11.15 . The results show that average daily 
inventory holding cost and storage cost for the monthly schedule hourly replenish-
ment model is less than that for the daily sequence hourly replenishment model. 
Theoretically, this is accompanied by an increase in material handling cost, but this 
analysis is not included in the study.   

 In summary, the proposed methodology provides an insight into the behavior of 
the manufacturing system by capturing the variation of the inventory holding cost 
and the storage cost due to added product variety. Although it is expected that the 
inclusion of a new model will only increase the inventory level (and correspond-
ingly inventory holding and storage costs) of the corresponding subassembly, the 
results of the analysis show that the inclusion of the new product variant also 
impacts the inventory level of other subassemblies in the system. 

 Thus, the final inventory level on the assembly line is determined primarily by 
the sequence of vehicle assembly and the delivery policy. The simulation model 
successfully captures these parameters. Hence, the model is an analytical tool for 
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production managers to make informed decisions regarding a new product introduction. 
The model can also be used to study the inventory holding and storage costs for 
alternative replenishment policies. The result from the developed methodology 
proposes that product variety in a mixed-model assembly line can be handled 
successfully by altering the assembly sequence and the delivery policy. The cost 
model is generated by capturing the model-mix complexity in a PSG (product 
structure graph) and generating a schedule to feed the simulation model which runs 
on the JIT philosophy. The simulation model helps to reveal the impact of added 
product variety on inventory holding and storage cost. The cost model provides an 
analytical tool in manufacturing to estimate the projected increase in inventory 
holding and storage cost and also to study the impact of the manufacturing system 
on various material handling policies.   

  11.9 Conclusion 

  Auto manufacturers worldwide face the constant challenge of striking a balance 
between product variety and mass production. While increased product variety 
enables better market coverage by tailoring a product to niche markets, companies 
struggle with variety to accomplish productivity and quality attained by mass pro-
duction. Product variety complicates the part supply process. Inventory policies are 
crucial and decisive factors in improving a company’s manufacturing policies. 
There are conflicting views on holding inventory to strike a balance between the 
costs associated with holding inventory and not meeting the customer expectations. 
The reasons for holding inventory include rapid response to customer demands 
(less order lead time), ordering costs, stock-out costs, and start-up quality costs. 
The reasons for not holding inventory include inventory carrying costs, loss of system 
sensitivity, cost of frequent setup changes, and lower return on investment. The pro-
posed method uses a combination of different policies to simplify and improve 
manufacturing performance.   
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        Chapter 12 
  Designing Cellular Manufacturing 
for Next Generation Production Systems 

        Ibrahim   H.   Garbie    1 ,    Hamid   R.   Parsaei    2   , and  Herman   R.   Leep    3 

        Abstract    Designing cellular manufacturing systems is still under intensive study 
and has attained significant attention from academicians and practitioners. The 
major problem in designing cellular manufacturing systems is cell formation. Relevant 
design objectives, practical issues, and constraints should be taken into consideration. 
Although there are several cell formation techniques, more work is needed in the 
areas of the main design objectives, practical issues, and constraints. Over the last 
three decades, most of the approaches used in cell formation have been based on 
the machine–part incidence matrix alone and focus only on one or two practical 
issues sometimes including design objectives and constraints. The practical issues 
are processing time, alternative routings (process plan), part demand, production 
volume rate, machine capacity (reliability), and machine capability (flexibility). 
Hence, solving the cell formation problem is not a simple task, and it must be 
done concurrently and incrementally. Until now, there has been no practical cell 
formation approach. This void will lead to the proposal of a new cell formation 
strategy, which consists of five main phases to improve the quality of solution. In 
the first phase, a heuristic approach is used to group machines into machine cells 
based on the similarity coefficient between machines. The second phase uses 
another heuristic approach to form parts into part families while selecting the best 
process plans. Initial manufacturing cells are formed in the third phase. In the 
fourth phase, manufacturing cells are evaluated by measuring the manufacturing 
cells’ performance. Revising the initial manufacturing cells will be included in 
the fifth phase by considering trade-offs between minimizing the intercellular moves 
and capital investments, maximizing the efficiency of clustering, and maximizing 
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machine utilization to evaluate the optimal cell design. The proposed strategy was 
implemented and demonstrated through a numerical example.   

   12.1 Introduction 

  Because of an increasingly competitive global market, the need for shorter prod-
uct life cycles and time to market, and diverse customers, changes in manufacturing 
systems have been tried to improve the flexibility and productivity of production 
and manufacturing systems. There are three different types of manufacturing 
 systems: flow shop (mass production) system, batch production system, and job 
shop production system. The job shop production system is characterized by high 
flexibility and low production volume and uses general-purpose machines to 
accommodate fluctuations in part demand and production volume. The flow shop 
system has less flexibility but more production volume. 

 Because of the limitations of job shop and flow shop systems, manufacturing 
systems are often required to be reconfigured to respond to changes in product 
design, introduction of a new product, and change in product demand and volume. 
As a result, cellular manufacturing systems (CMS) using group technology (GT) 
have emerged as promising alternative manufacturing systems. 

 CMS design is an important manufacturing concept involving the application 
of GT, and it can be used to divide a manufacturing facility into several groups 
of manufacturing cells. This approach means that similar parts are grouped into 
part families and associated machines into machine cells, and that one or more part 
families can be processed within a single machine cell. The creation of manu-
facturing cells allows the decomposition of a large manufacturing system into a 
set of smaller and more manageable subsystems. There are several reasons for 
establishing CMS. These reasons include reduced work-in-process (WIP) inven-
tories, reduced lead times, reduced lot sizes, reduced interprocess handling 
costs, better overall control of operations, improved efficiency and flexibility, 
reduced space, reduced manufacturing costs, improved product design and 
 quality, and reduced setup times. The main disadvantages in cellular manufac-
turing include high capital investment (machine installation and re-layout), 
lower  utilization, and lack of flexibility in handling demand changes, product 
mix changes, and product flexibility. 

 General descriptions of GT and CMS, cell formation techniques, and an extensive 
review of the various aspects adopted for CMS are discussed carefully in the literature 
review [ 21 – 24 ,  38 ,  40 ,  41 ,  47 ,  48 ,  50 ,  62 ,  68 ,  75 ,  78 ,  84 ,  88 ,  99 ,  103 ,  106 ,  117 , 
 122 – 126 ]. 

 The remainder of this chapter is organized as follows. Section  12.2  reviews the 
research-related strategy, elements of cell formation, practical issues, and similarity 
coefficients between machines and between parts. Section  12.3  presents the 
 proposed strategy. A numerical example will be explained in Sect.  12.4 . Section 
 12.5  presents the results and discussion. The conclusions and recommendations for 
further work are given in Sect.  12.6 .  
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  12.2 Literature Review 

  This section presents a review of research work related to the cell formation 
approaches proposed in previous works and identifying the strategies which were 
used. The elements of the cell formation process, including important design 
 objectives, practical issues, and similarity coefficients, are also discussed. 

   12.2.1 Strategy  

 The objective of cell formation is to create mutually separable manufacturing cells 
so that the cells can operate independently with minimum interaction. Cell formation 
is multiobjective in nature and seeks to satisfy sometimes conflicting goals. 

  12.2.1.1 Cell Formation Strategy 

 There are three main solution strategies in cell formation. The first one is a part 
family grouping strategy; the second one is a machine cell grouping strategy; and 
the last one is a simultaneous machine–part grouping strategy (Fig.  12.1 ). The first 
and second strategies can be considered as sequential strategies, and the third strat-
egy is a simultaneous strategy. The selection of a strategy depends on the designer’s 
philosophy and size of the problem (i.e., number of machines and parts). This chap-
ter concentrates on grouping machines and parts simultaneously.   

  12.2.1.2 Cell Formation Techniques 

 In the design of CMS, most cell formation techniques can be separated into two main 
techniques: mathematical programming and heuristics approaches (Fig.  12.2 ). 

 Most cell formation techniques may be considered heuristic techniques, except 
mathematical programming.  Mathematical programming techniques  can be  classified 
into four categories based on the type of formation, Linear Programming (LP), 
Integer Programming (IP), Goal Programming (GP), and Dynamic Programming 
(DP). They are proposed by Vakharia et al. [ 118 ], Askin et al. [ 7 ], Dahel and 

  Fig. 12.1    Strategies in cell formation       
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Smith [ 25 ], Mungwattana and Shewchuk [ 71 ], Abdelmola et al. [ 2 ], Sofianopoulou 
[ 108 ], Rajamani et al. [ 79 ,  80 ], Singh et al. [ 107 ], Chen [ 18 ], Boctor [ 9 ], Lozano 
et al. [ 56 ], Akturk and Wilson [ 3 ], and Seifoddini [ 93 ].  Heuristic techniques  can 
be defined as decision procedures or rules that guide the search process toward 
solving a problem. They are based on the actions selected by the user. The heuristic 
does not guarantee an optimal solution, but it can generate a good feasible 
solution in an acceptable time [ 1 ]. This means that good  heuristic rules lead to 
good solutions, and bad ones lead to bad solutions [ 1 ]. Heuristic techniques can 
be divided into seven main types: production flow  analysis [ 12 ], graph partition 
[ 67 ,  70 ,  132 ], simulating annealing [ 8 ], genetic algorithms [ 45 ,  46 ,  63 – 65 ], 
artificial intelligence [ 61 ,  113 ,  131 ,  135 ], part classification and coding [ 47 ], 
and similarity coefficients [ 72 ,  97 ,  98 ,  121 ,  129 ,  130 ]. Hence, heuristic tech-
niques use some characteristics from other methods to form the part families and 
machine cells.  

 In designing CMS, many production and flexibility issues should be included. 
These issues are operating time, machine capacity (reliability), annual demand per 
part, production volume, alternative routing (routing flexibility), and machine flexibility. 
A few cell formation techniques have been developed to incorporate a few of the 
production and flexibility issues in designing CMS. In this chapter, the proposed 
heuristic approach based on the two similarity coefficients between machines and 
between parts will be used in forming part families and grouping machines into 
machine cells while identifying the best process plan. Improving or revising the 
manufacturing cells will be considered to achieve a high degree of independence 
(i.e., minimize the intercellular moves) and to maximize the machine utilization.   

   12.2.2 Elements of Cell Formation  

 Cell formation is not a simple task. Vakharia [ 117 ] stated that “cell formation 
should not only be based on one objective; rather it should be a decision based on 
several objectives which are usually conflicting and thus need to be prioritized.” 

  Fig. 12.2    Cell formation techniques       
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The cell formation process should take into consideration design objectives, 
 relevant production and flexibility issues, and design constraints (Fig.   12.3 ).  

  12.2.2.1 Design Objectives 

 There are many design objectives that must be achieved in cell formation. These 
objectives are minimization of throughput times, minimization of setup times, 
minimization of inventories, minimization of intracell and intercell movements of 
parts (minimization of material handling costs), minimization of machine reloca-
tion costs, minimization of machine load variation, minimization of operating 
costs, minimization of capital investment, maximization of resource (machine and 
labor) utilization, and maximization of output. Some of these objectives can be 
conflicting. These objectives, with regard to a cell formation, can be considered 
individually or combinatorially [ 38 ,  47 ,  88 ,  99 , 106 ].  

  12.2.2.2 Design Constraints 

 There are also some constraints that should be considered while forming a cell such 
as the following: minimum and/or maximum cell size, minimum and/or maximum 
number of cells, and maximum number of each machine type.  

  12.2.2.3 Practical Issues 

 Several relevant production issues can be incorporated in the process of cell 
 formation such as the following: machine setup time and cost, materials handling 
costs, production volume and annual demand, machine capacity and machine 
 availability, number of operations per part, operations sequence, processing time 
per part, machine requirement, alternative routings, and cell layout [ 21 – 23 ,  38 ,  47 , 
 48 ,  75 ,  88 ,  99 ,  103 ,  106 ,  122 ,  124 ]. 

  Production Issues 

 Several production issues should be incorporated in the design of CMS, such as 
operating (processing) times, machine capacity, and demand of the part. 

   •   Operating (Processing) Time  

  Processing time is the time required by a machine to perform an operation on 
a part type. Normally, setup time and run times are included in processing time. 

  Fig. 12.3    Design cell formation process       
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The processing time should be provided for every part on corresponding 
machines in the operation sequence. Processing time is important because it is 
used to determine resource (machine) capacity requirements. Hence, ignoring 
the processing times may violate the capacity constraints and thus lead to an 
infeasible solution [ 137 ]. Examples of processing time can be found in several 
papers [ 7 ,  36 ,  59 ,  69 ,  71 ,  86 ,  111 ,  114 ].  

 •   Machine Capacity (Reliability)  

  Machine capacity is the amount of time a machine of each type is available for 
production in each period. When dealing with the maximum possible demand, 
we need to consider whether the resource capacity is violated or not. In the 
design of CMS, available capacities of machines need to be sufficient to satisfy 
the production volume required by parts. Heragu [ 38 ] said that machine capac-
ity is more important than the other production factors, and it should be ensured 
that adequate capacity (in machine hours) is available to process all the parts. 
Examples of machine capacity are found in papers by Yin and Yasuda [ 134 ] 
and Mungwattana and Shewchuk [ 71 ].  

 •   Demand  

  Demand is the quantity of each part type in the product mix to be produced in each 
period. The product demand of each part type is expected to vary across the planning 
horizon. Examples of demand can be found in several papers [ 4 ,  7 ,  71 ,  86 ,  119 ].     

  Flexibility Issues 

 In CMS, flexibility can be defined as the ability of the system to adjust its 
resources to any changes in relevant factors such as product, process, loads, and 
machine failures [ 7 ,  118 ]. Flexibility could refer to the ability to respond to external 
disturbances such as volume, mix, and product flexibility, and internal distur-
bances such as part design and machine flexibility [ 7 ,  118 ]. Although there are at 
least 50 different terms for various types of manufacturing flexibilities, it is hard 
to capture the concept [ 100 ]. There is confusion about the concept of flexibility 
because of overlapping definitions of different types in different taxonomies in the 
literature based on the contexts of researchers [ 33 ,  54 ,  116 ] regarding manufacturing 
 flexibility in general and in CMS to be specific [ 7 ,  118 ]. In discussing flexibility 
as a  management objective, Shewchuk [ 104 ], Kumar [ 32 ,  35 ,  51 ] , Gupta et al. 
[ 10 ], Chen and Chung [ 17 ], Vakharia et al. [ 118 ], and Askin et al. [ 7 ] concluded 
that there was no single measure of flexibility due to its multidimensional definitions 
and applications. But in practical terms, flexibility has been viewed as a trade-off 
between efficiency in production and dependability in the marketplace. There 
exists no rigorous method for identifying the domain of manufacturing flexibility 
in  cellular manufacturing [ 7 ,  118 ]. 

 Flexibility of CMS is currently under intensive study, and the major drawback 
of most cell formation procedures is the lack of flexibility in designing CMS. Most 
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products (parts) have varying demand and production volume from one period to 
another, or one or more new products are released to cells every period. The problem 
gets more complicated when some cells are overutilized, while others are underutilized 
[ 111 ]. This major difficulty occurs when cells stem from unstable machine utilizations 
due to dynamic and random variations in part demand and/or production volume. 
The flexibility in a CMS depends on how a machine or group of machines can 
absorb changes in a given manufacturing environment, changes in demand for 
products, changes in production volume, changes in costs of operation, changes 
with the introduction of new parts or products, changes in tooling, and changes 
in the capacity of machines. Most researchers have dealt with flexibility in general 
or qualitative terms. Others have attempted to quantify flexibility specifically for 
manufacturing systems. 

 Until now, there has been no comprehensive study about flexibility issues in 
designing CMS. Several types of flexibility issues have been defined by different 
researchers [ 87 ,  100 ]. 

   •   Machine Flexibility  

  Machine flexibility refers to the capability of machines to perform varying 
 operations without incurring excessive cost from one operation to another. The 
machine level is fundamental to a manufacturing system, and machine flexibil-
ity is a prerequisite for most other flexibilities. Sethi and Sethi [ 100 ], Vakharia 
et al. [ 118 ], Askin et al. [ 7 ], and Choi and Kim [ 19 ] used machine flexibility in 
cell formation.  

 •   Routing Flexibility  

  Routing flexibility is the ability of a manufacturing system to produce a product or 
a part by alternative routes or dynamic assignment of parts to machines with 
 different processing plans. This flexibility will depend on the characteristics of 
both the product and the equipment. This property is very desirable in situations of 
equipment breakdown and where uncertainty is prevalent. It has been shown that 
the flexibility provided by alternative routing creates a very large number of possi-
ble routes for each part and is important to consider in forming a configuration of 
 independent cells. Abdelmola [ 1 ], Sethi and Sethi [ 100 ], Vakharia et al. [ 118 ], 
Askin et al. [ 7 ], Albino and Garavelli [ 6 ], Dahel and Smith [ 25 ,  32 ,  35 ], Gupta 
et al., [ 71 ], Seifoddini and Djassemi [ 95 ], Sundaram and Doshi [ 112 ], Chan [ 13 ], 
Sarker and Xu [ 89 ], Wen et al. [ 127 ], Ho and Moodie [ 39 ], Kannan [ 49 ], Albino 
and Garavelli [ 5 ], Drolet et al. [ 26 ,  27 ], Jeon et al. [43–45], Sofianopoulou [ 108 ], 
and Won and Kim [ 130 ] proposed routing flexibility in cell formation.  

 •   Volume Flexibility  

  Volume flexibility of a manufacturing system is its ability to be operated at 
 different overall output levels. This feature will allow the system to deal with 
 volume changes in the current product mix. If the part volume changes, there 
could be an increase or a decrease in the total number of batches processed in the 
system. Abdelmola [ 1 ], Sethi and Sethi [ 100 ], Vakharia et al. [ 118 ], Askin et al. 
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[ 7 ], and Shewchuk and Moodie [ 105 ] suggested volume flexibility in cell formation. 
Because of the predominance of routing, machine, and volume flexibilities in the 
literature review, and because they are the basic components of manufacturing 
systems, including these characteristics in the design of CMS is very important 
with the other production issues (operating times, machine capacity, and part 
demand). In this chapter, the main objectives in the design of CMS is to minimize 
intercellular movements (minimizing the material handling costs), minimize the 
number of duplicate machine types, and maximize the machine utilization by 
incorporating production and flexibility issues, which were explained previously.       

   12.2.3 Similarity Coefficients  

 Over the last three decades, many similarity coefficients have been proposed, but a better 
similarity coefficient between machines and/or parts is still required. Because similarity 
coefficients can incorporate manufacturing data other than just the binary machine–part 
incidence matrix, a variety of similarity measures have been defined. The basic idea of 
CMS design is to take advantage of the similarities in the machines and/or parts. Most 
clustering algorithms for cell formation rely on the concept of similarity coefficients. This 
concept is used to quantify the similarity in processing requirements between machines 
and/or parts, which is then used as the basis for cell formation heuristic methods. The 
similarity coefficient approaches are a well-known methodology in helping in the design 
of CMS because they are the most efficient method to group machines and/or parts. 

 After reviewing 70 articles involving similarity coefficients between machines 
and between parts [ 11 ,  20 ,  28 ,  29 ,  30 ,  31 ,  32 ,  34 – 37 ,  39 ,  42 – 45 ,  53 ,  55 ,  57 ,  66 ,  69 , 
 72 ,  74 ,  76 ,  77 ,  82 ,  83 ,  85 ,  89 ,  92 – 94 ,  98 ,  101 ,  102 ,  109 ,  110 ,  115 ,  121 ,  129 ,  130 , 
 133 ,  134 ,  136 ], one can notice that most similarity coefficients available in the 
literature on cell formation focus on a single factor and that there are limitations 
in incorporating various types of production data. 

 One can also notice that most similarity coefficients, which were used between 
machines and/or parts, concentrated on data from the machine–part matrix, and 
few of them took into consideration production data such as production volume, 
part demand, or processing time. Although a few approaches have been developed 
to incorporate different factors, there is no comprehensive similarity coefficient 
between machines and/or parts. The similarity coefficient is flexible in incorpo-
rating various types of relevant manufacturing data into the manufacturing cell 
formation process such as production volume, product demand, process sequence, 
and machine capacity. It lends itself more easily to computer applications. 

 Similarity coefficients between parts and/or machines are not absolute, and they 
still need more attention from researchers. In this chapter, we propose new similarity 
coefficients between machines and/or parts involving alternative processing routings, 
processing times, production volumes, annual part demands, machine capacity 
(reliability), machine flexibility (number of operations done on machine), and 
maximum number of different operations that can be done on a particular machine.   
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  12.3 The Proposed Cell Formation Strategy 

  The proposed cell formation strategy will be introduced in five phases. The  objective 
of the first phase is to group machines into machine cells based on the new similar-
ity coefficient between machines. The second phase is used to form parts into part 
families also based on the new similarity coefficient between parts by identifying 
the best process plan for each part. The initial formation of manufacturing cells, 
including machine cells with part families, will be introduced in the third phase. 
In the fourth phase, the manufacturing cells will be evaluated. In the fifth phase, the 
initial formation of manufacturing cells will be revised. 

  Notation 

  C  = number of manufacturing cells. 
   C

i
   = capacity of machine  i . 

   C
j  
 = capacity of machine  j . 

   D
k
   = part demand of part type  k  per period. 

   D
p
   = part demand of part type  p  per period. 

   D
q
   = part demand of part type  q  per period. 

 GCI  =  grouping capability index. 
  K =  subscript of parts ( k  = 1, …,  n ). 
   l   = subscript of machines ( l  = 1, …m  ). 
  m  = number of machines in the machine–part incidence matrix. 
   m

c
   = total number of machines in the  c th cell. 

 MU = machine utilization. 
   m

max
   = maximum number of machines into machine cell. 

   m
Xprqul

   = number of machines that both part  p  and part  q  visit. 
  n  = number of parts in the machine-part incidence matrix. 
  N1  = total number of 1s in the diagonal blocks of the machine–part incidence matrix. 
  N2  = total number of 1s in the off-diagonal blocks of the machine–part incidence matrix. 
  N3  = total number of 1s in the machine–part incidence matrix. 
  N4  = total number of 0s in the diagonal blocks of the machine–part incidence matrix. 
   NMC   = desired number of machine cells. 
   NPF   = desired number of part families. 
   n

c
   = total number of parts in the  c th cell. 

   n
min

   = minimum number of parts in a part family. 
   n

oi
   = number of operations done on machine  i . 

   n
oj
   = number of operations done on machine  j . 

   N
oimax

   = maximum number of operations available on machine  i . 
   N

ojmax
   = maximum number of operations available on machine  j . 

   n
Xijkr

   = number of parts that can visit both machine  i  and machine  j  with  R  process routings. 
   q   =  weighting factor (  0 £ q £ 1  ) that fixes the relative importance between voids 

and intercell movements. 
 r = subscript of alternative routings (r = 1, …,  R ). 
   R   = number of part routings that can process parts on both machine  i  and machine  j . 
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   R\   = number of part routings that can process parts on either machine  i  or machine  j . 
   S

ij
   = similarity coefficient between machine  i  and machine  j .

  S
prqu

   =  similarity coefficient between part type  p  with process plan r and part type 
 q  with process plan u. 

   t
kir

   = processing time part  k  takes on machine  i  including setup time with process plan r. 
   t
kjr

   = processing time part  k  takes on machine  j  including setup time with process plan r. 
   t
lpr

   = processing time part  p  takes on machine  l  with process plan r. 
   t
lqu

   = processing time part  q  takes on machine  l  with process plan u. 
   Γ   = grouping efficacy. 
   V

k  
 = production volume rate of part type  k  per period. 

   V
p
   = production volume rate of part type  p  per period. 

   V
q
   = production volume rate of part type  q  per period. 

   X
ijkr

   = 1, if part type  k  visits both machine  i  and machine  j  with process plan r. 
   X

ijkr
   = 0, otherwise. 

   Y
ijkr

   = 1, if part type  k  visits either machine  i  or machine  j  with process plan r. 
   Y

ijkr
   = 0, otherwise. 

   X
prqul

   =  1, if part type  p  with process plan r and part type  q  with process plan u 
visit machine  l . 

   X
prqul  

 = 0, otherwise. 
   Y

prqul
   =  1, if part type  p  with process plan r or part type  q  with process plan r visits 

machine  l . 
   Y

prqul
   = 0, otherwise. 

   h   = grouping efficiency.  

   12.3.1 Phase 1: Grouping Machines into Machine Cells  

 Machine cells involve the assignment of machines into machine cells based on the 
new similarity coefficient between two machines, which was described in Section 
 12.2.3 . The procedure to group machines into machine cells will be explained in the 
following steps:

    Step 1:   Check the Machine Work Load (MWL) of each machine type capacity 
(  C_

i
 ,...,C_

m
  ) to produce all parts (  V_

1
 ,...,V_

n
  ) by these machines in the 

machine–part incidence matrix. The MWL of machine  i  is based on the 
production volume rates and processing times of all parts assigned to 
machine  i . The equation for computing the MWL for machine  i  is shown 
as follows:

   
MWL max

r ,r ,r1 2 r

r

h r2 r
r

i
ki

k

ki k ki k ki k

ir

t V t V t V= + + +⎛
⎝⎜

⎞
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⎛

⎝
⎜

⎞
∑

∈

�
⎠⎠

∑
k

n

=1

  
 
(12.1)

    

   Step 2:   Compute the similarity coefficient matrix between all machines according 
to the following equation:
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   Step 3:   Determine the desired number of machines cells (NMC) by the following 
equation:

   
NMC

max

≥
m

m    
(12.3)

  

 m  = number of machines in machine–part incidence matrix. 
   m

max
   = maximum number of machines in the machine cell (at least two machines 

per cell).  
    Step 4:   Select the largest similarity coefficient between machine  i  and machine ( j , 

…m   ) from the similarity coefficient matrix in each row directly.  
    Step 5:   Sort the similarity coefficients from the highest to the lowest value and 

record the values of   S
h
   and the corresponding sets of   m

h
{i,j}  , where  h  rep-

resents the level of the similarity value.  
    Step 6:   Start forming the first machine cell   MC

1
   by selecting the highest similarity 

coefficient value  S
1
  . Then, this pair of machines   m

1
{i,j}  will be clustered 

into the first machine cell.  
    Step 7:    Check the minimum machine cell size constraint (at least two machines per cell).  
    Step 8:  Increase the value of  h  ( h  = 2, …,  H ).  
    Step 9:   If   m

h
�MC

1
¹0  , then, modify   MC

1
   by the new   MC

1
 = MC

1
�m

h
  . Otherwise, 

form a new machine cell   MC
n
 (n = 2,...,NMC )   

   Step 10:   If any set   m
h
   intersects two cells   MC

I
   and   MC

J
  , then discard the corre-

sponding  S
h  
 and go back to Step 8.  

   Step 11:   Check for the maximum number of machines in a machine cell. If the 
number of machines in this machine cell does not exceed the desired number 
of machines, then add to this cell. Otherwise, stop adding to this cell and 
go back to Step 8.  

   Step 12:   If all the machines have not been assigned to machine cells, go back to 
Step 8. Otherwise, go to Step 13.  

   Step 13:   If the numbe of machine cells formed exceeds the desired number of 
machine cells  NMC  , join two machine cells into one machine cell.     

   12.3.2 Phase 2: Assigning Parts to Part Families  

 Parts are assigned to part families based on the similarity coefficient between two 
parts, which was described in Sect.  12.3.1 . The procedure to group parts into part 



260 I.H. Garbie et al.

families by selecting the best alternative routings (process plan) will be explained 
in the following steps:

    Step 1:   Compute the similarity coefficient matrix between all parts according to the 
following equation:
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   Step 2:   Determine the desired number of part families (  NPF  ) by the following 
equation:

   NPF
min

≤ n
n    (12.5)  

 n  = number of parts in machine–part incidence matrix. 
   n

min   
= minimum number of parts in the part family (at least one part per family).  

   Step 3:   Select the largest similarity coefficient between part  p  and part ( q , …,  n ) 
from the similarity coefficient matrix with each row identifying the associ-
ated process plan.  

   Step 4:   Sort similarity coefficients from the highest to the lowest values, record 
the values of   P

h
  , and record the corresponding sets of   P

h
{p,q}  , where  h  

represents the level of the similarity coefficient value including the proc-
ess plan for each part individually.  

   Step 5:   Start grouping the first part family   PF1   by selecting the highest similarity 
coefficient value  P1  . Then, the pair of parts  P1{p,q}  will be grouped into 
the first part family and the associated process plans will also be deter-
mined at the same time.  

   Step 6:  Check for the minimum part family size (at least one part per family).  
   Step 7:  Increase the value of  h  ( h  = 2, …,  H ).  
   Step 8:   If   P

h
�PF1≠f   with the same process plan for any part, then modify   PF1   by  PF1 

= PF1�P
h
  . Otherwise, form a new part family   PF

n
 (n = 2,...,NPF)  .  

   Step 9:   If any set   P
h
   intersects two part families   PF

P
   and   PF

Q
  , then discard the cor-

responding  P
k
   and go to Step 7.  

   Step 10:   Check to determine if some parts have not been assigned to part families, 
and if so, go to Step 7. Otherwise, stop.     

   12.3.3 Phase 3: Initial Formation of Manufacturing Cells  

 Manufacturing cells are formed by assigning part families to machine cells based on the 
results obtained from grouping machines into machine cells (Phase 1), and parts into part 
families (Phase 2), and by rearranging the rows and columns of the incidence matrix.  
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   12.3.4 Phase 4: Performance Evaluation  

 In this phase, the exceptional parts and exceptional machines will be determined. 
Machine utilization (MU) and efficiency of clustering [grouping efficiency (  h  ), 
grouping efficacy (  Γ  ), and grouping capability index (GCI)] will also be determined 
by the following equations: 

 Machine Utilization (MU) [ 58 ]:

  

 MU = 
1

1

N

m nc c
c

c

=
∑

  

 

(12.6)   

 Grouping Efficiency (  h  ) [ 14 – 16 ,  52, 73, 90, 91 ]:
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 Grouping Efficacy (  Γ  ) [ 52, 90 ]:

   
Γ =

−
+

1 2 3

1 4 3

N /

/

N

N N    
(12.8)   

 Grouping Capability Index (GCI) [ 96 ]:

   GCI = −( )1 2 3N N/    (12.9)    

   12.3.5  Phase 5: Revise or Improve the Initial Manufacturing 
Cell Formation  

 Because the varying nature of production activities and the presence of exceptional 
elements can cause intercellular movements, the extent of cellularization may 
be less than 100% [ 125 ] and around 60% [ 60 ]. The ultimate goal of designing 
a CMS is to convert the entire manufacturing system into independent manufac-
turing cells. The most common objectives in cell formation are to minimize 
intercellular movements and maximize machine utilization. Venkataramanaiah 
and Krishnaiah [ 120 ] said that the entire manufacturing system cannot be con-
verted into manufacturing cells, and typically 40–50% of the total production 
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system may need to be separated as an auxiliary cell in order to accommodate 
exceptional elements. 

 On the contrary, forcing exceptional elements to go to manufacturing cells 
reduces the utilization of machines. Three main objectives must be taken into con-
sideration: minimizing the total intercellular movements (minimizing the material 
handling costs), maximizing the machine utilization and efficiency of clustering, 
and minimizing the capital investment costs. Therefore, a trade-off between the 
conflicting objectives is the major problem of interest in the design of manufactur-
ing cells. 

 Based on these situations, the revised approach takes into consideration the 
 following steps to obtain the best cell formation: 

   Step 1:  Allocate unassigned machines and parts to manufacturing cells.  
   Step 2:   Evaluate intercellular movements for each part, machine utilization, 

 efficiency of clustering, and machine investment individually.  
   Step 3:  Assign identical machines to the manufacturing cells if necessary.  
   Step 4:  Merge two part families or two machine cells if necessary.    

 Figure  12.4  shows the entire proposed approach to cell formation.    

  12.4 A Numerical Example 

  In order to demonstrate the proposed approach, the following numerical example 
will illustrate the procedure by including the similarity coefficients and the initial 
formation of manufacturing cells. Machines will be assigned to machine cells and 
parts will be grouped into part families. The example is composed of ten types of 
machines and seven types of parts with different process plans. Table  12.1  presents 
the incidence matrix between machines and parts. Table  12.2  presents the part 
information including processing sequences and processing times with each process 
plan, production volume, and product demand. Information about machines available, 
including the capacity of the machines, number of operations that can be done on 
each machine, and maximum number of operations available on each machine, is 
shown in Table  12.3 .             

   12.4.1 Phase 1: Grouping Machines into Machine Cells  

    Step 1:  Check the capacity of each machine type (availability of time per machine) 
to produce all parts. For machine one, M1, the capacity = 2400 h. The total 
consumed time taken from M1 will be calculated as follows: 
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 The slack time on machine M1 is 2400 – 396 = 2004 h. So, M1 is okay. 
 The slack time on machine M2 is 2000 – 412 = 1588 h. So, M2 is okay. 
 The slack time on machine M3 is 2300 – 439 = 1861 h. So, M3 is okay. 
 The slack time on machine M4 is 3000 – 509 = 2491 h. So, M4 is okay. 
 The slack time on machine M5 is 1800 – 144 = 1656 h. So, M5 is okay. 
 The slack time on machine M6 is 1900 – 453 = 1447 h. So, M6 is okay. 
 The slack time on machine M7 is 2700 – 229 = 2471 h. So, M7 is okay. 

  Fig. 12.4    Flow chart of proposed heuristic approach to cell formation       
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 Table 12.1    Incidence matrix between machines and parts  

 Parts 

 P1  P2  P3  P4  P5  P6  P7 

 r11  r12  r21  r22  r23  r31  r32  r41  r51  r52  r61  r62  r71  r72 

 Machines 

  M1   1  0  1  1  0  1  0  0  0  1  0  1  0  0 
  M2   0  1  1  0  1  0  0  1  0  1  1  0  0  1 
  M3   0  1  0  1  1  0  1  0  1  0  0  0  1  0 
  M4   1  0  1  1  0  1  0  1  0  0  1  0  0  1 
  M5   1  0  1  0  1  0  1  0  0  0  0  0  0  0 
  M6   0  1  1  1  0  0  0  1  1  0  0  0  0  1 
  M7   1  0  0  0  1  1  0  0  1  1  1  0  0  0 
  M8   0  1  0  0  1  1  1  0  1  0  0  1  1  0 
  M9   0  1  0  1  0  1  1  1  0  1  0  1  0  1 
  M10   1  0  1  0  1  0  1  0  1  0  1  0  1  0 

 Table 12.2    Parts information  

 Part type 
 Operation 
sequence 

 Processing time 
(minutes) 

 Production 
volume 

 Number 
of 

operations 
per part 

 Part 
demand 

 P1  r11  M1-M4-M5-M7-M10  2.0-3.2-0.9-2.5-0.6  2000  5  1800 
 r12  M2-M3-M6-M8-M9  2.7-3.0-4.0-1.35-0.71  5 

 P2 
 r21  M1-M2-M4-M5-M6-M10  3.0-2.5-0.8-1.1-1.7-2.35  2100  6  2000 

  r22  M1-M3-M4-M6-M9  2.5-1.8-2.2-3.1-2.11  5 
 r23  M3-M5-M8-M9-M10  2.0-1.2-3.0-1.3-4.4-1.8  6 

 P3 
 r31  M1-M4-M7-M8-M9  1.1-1.8-2.6-1.5-1.35   900  5  650 
 r32  M2-M3-M5-M7-M8-M10  3.6-0.6-2.6-0.11-1.93  5 

 P4  r41  M2-M4-M6-M9  3.0-3.65-0.5-1.95  2400  4  2000 

 P5 
 r51  M3-M6-M7-M8-M10  4.4-2.83-1.1-2.32-2.0  1800  5  1700 
 r52  M1-M2-M7-M9  4.83-0.9-0.7-2.28  4 

 P6 
 r61  M2-M4-M7-M10  1.6-2.1-0.9-1.8  1900  4  1700 
 r62  M1-M8-M9   2.0-2.3-0.7  3 

 P7 
 r71  M3-M8-M10  2.0-3.1-3.0  2700  3  2100 
 r72  M2-M4-M6-M9  0.8-1.9-2.5-4.2  4 

 Table 12.3    Machines information  

  Machine type  
  Capacity of machine 

(hours)  

  Number of 
operations done on 

machine (  n   o  ) 

  Maximum number 
of operations available 

on machine (  N   max  ) 

  1  2400  6   6 
  2  2000  7   7 
  3  2300  6   6 
  4  3000  7  10 
  5  1800  4   4 
  6  1900  6   9 
  7  2700  6   8 
  8  1300  7  10 
  9  2500  8   9 
 10  2100  7  10 
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 The slack time on machine M8 is 1300 – 440 = 860 h. So, M8 is okay. 
 The slack time on machine M9 is 2500 – 475 = 2025 h. So, M9 is okay. 
 The slack time on machine M10 is 2100 – 383 = 1716 h. So, M10 is okay. 
 The capacities of all machines are satisfactory at all production volumes for all parts.  

   Step 2:   Compute the similarity coefficient matrix between all machines according 
to the similarity coefficient equation. The similarity coefficient between 
machines has been coded in the C programming language and executed on 
a Pentium IV processor. For example, the similarity coefficient between 
machine 1 and machine 2 will be explained as the following and the result 
for similarity coefficients between machines is illustrated in Table  12.4 . 
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   Step 3:   Determine the desired number of machine cells, NMC. The maximum 
number of machines assigned to cells ranged from 3 to 7 machines [ 128 ] 
and from 5 to 10 machines [ 81 ]. Four machines per cell are recommended 
for easy management and control. 

   NMC
10

4
≤ ≥ 2 5.  . Therefore, the number of machine cells can start with three cells. 

Three machine cells will be chosen.  
   Step 4:   Select the largest similarity coefficient between machine  i  and machine 

( j , …, m  ) from Table  12.4   as follows:

   m
1 
– m

7
    0.5072 

   m
2
 – m

9
    0.5466 

   m
3
 – m

8
    0.7618 

   m
4
 – m

7
    0.5097 

   m
5
 – m

10
    0.6015 

   m
6
 – m

9
    0.6068 

   m
7
 – m

10
    0.4381 

   m
8
 – m

10
    0.6110 

   m
9
 – m

10
    0.0821 

  

 Table 12.4    Similarity coefficients between machines  

  M1    M2    M3    M4    M5    M6    M7    M8    M9    M10  

  M1   0.0000   0.1856   0.0739  0.4613  0.2422  0.2219  0.5072  0.1501  0.4751  0.1996 
  M2   0.0000  0.1816  0.4218  0.3305  0.5031  0.2510  0.2560  0.5466  0.3057 
  M3   0.0000  0.0698  0.3928  0.4293  0.2458  0.7618  0.3653  0.6190 
  M4   0.0000  0.2308  0.3287  0.5097  0.0779  0.3326  0.3339 
  M5   0.0000  0.0751  0.4640  0.3568  0.0511  0.6015 
  M6   0.0000  0.1312  0.1909  0.6068  0.1942 
  M7   0.0000  0.3954  0.2516  0.4381 
  M8   0.0000  0.3363  0.6110 
  M9   0.0000  0.0821 
  M10   0.0000 
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   Step 5:   Sort the similarity coefficients from the highest to the lowest value and 
record the values of   S

h
   and the corresponding sets of m

h
   { i,j}  

  H     m
h
 { i,j\}      S

h
   

 1    m
3
 – m

8
    0.7618 

 2    m
8
 – m

10
    0.6110 

 3    m
6
 – m

9
    0.6068 

 4    m
5
 – m_

10
    0.6015 

 5    m
2
 – m

9
    0.5466 

 6    m
4
 – m

7
    0.5097 

 7    m
1
 – m

7
    0.5072 

 8    m
7
 – m

10
    0.4381 

    Step 6:   For   S
1
   = 0.7618 (between Machine 3 and Machine 8). Then,   {MC

1
   = 

 {3, 8} .  
    Step 7:   Check the minimum machine cell size constraint (at least two machines 

per cell).  
    Step 8:    S

2
   = 0.6110 (between Machine 8 and Machine 10),  m

2
   = {8, 10}.  

    Step 9:   There is an intersection between Machine 8 and   MC
1
  . The new 

machine cell is   MC
1
 

2 
m

2
  . Then, the revised machine cell   MC

1
   =  {3, 

8, 10} .   S
3
   = 0.6068 (between Machine 6 and Machine 9),   m

3
   = {6, 9}, 

and   MC
1
∩

3
m

3
   = 0.   S

3
   does not intersect with   MC

1
  . Then, form a new 

machine cell   MC
2
   =  {6, 9} .   S

4
   = 0.6015 (between Machine 5 and 

Machine10),   m
4
   = {5, 10}. 

 There is an intersection between Machine 10 and   MC
1
  , but there is no intersection 

with   MC
2
  . The new machine cell is   MC

1
Um

4
  . Then, the revised machine cell 

  MC
1
   =  {3, 5, 8, 10} .  

   Step 10:   Check for the maximum number of machines in a machine cell. 
Machine cell 1 contains four machines. Therefore, no more machines 
are added to   {MC

1
  .   S

5
   = 0.5466 (between Machine 2 and Machine 9), 

  m
5
   = {2, 9}.There is an intersection between Machine 9 and   MC

2
  , but 

there is no intersection with   MC
1
  . The new machine cell is   {MC

2 
Um

5
  . 

Then, the revised machine cell   MC
2
   =  {2, 6, 9} ,   S

6
   = 0.5092 (between 

Machine 4 and Machine 7),   m
6
   = {4, 7},   MC

1
∩m6

   = 0, and   MC
2
 ∩m6

   = 0. 
There is no intersection between Machine 4 and Machine 7 with either 
  MC1   or  MC

2
  . Then, form a new machine cell   MC

3
   =  {4, 7} ,   S

7
   = 0.5072 

(between Machine 1 and Machine 7)   m
7
   = {1, 7}. There is an intersec-

tion between Machine 7 and   MC
3
  , but there is no intersection with 

  {MC
1
   or   MC

2
  . The new machine cell is   MC

3
 

m7
  . Then, the revised 

machine cell   MC
3
   =  {1, 4, 7} .  

   Step 11:  All the machines have been assigned to machine cells. Stop.    
 Machine Cells are as follows:
      MC

1
   =  {3, 5, 8, and 10}   

     MC
2
   =  {2, 6, and 9}   

     {MC
3
   =  {1, 4, and 7}      
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  12.4.2 Phase 2: Grouping Parts into Part Families  

    Step 1:  Compute the similarity coefficients matrix between all parts with all dif-
ferent process plans. The results of all similarity coefficients between 
parts are illustrated in Table  12.5     .  

   Step 2:  Determine the desired number of part families.

  NPF £  £ 7  

Then, the number of part families may range from 7 to 1 (7, 6, 5, 4, 3, 2, 
and 1). Three part families will be chosen.  

   Step 3:   Select the largest similarity coefficients between part  p  and part ( q , …, 
 n ) from Table  12.3 , including the possible process plans in each level 
(row) as follows:

 P1-P3 (r11-u31)  0.6255 

 P1-P7 (r12-u72)  0.6383 

 P2-P4 (r21-u41)  0.5172 

 P2-P7 (r22-u72)  0.6642 

 P2-P3 (r23-u32)  0.8100 

 P3-P5 (r31-u52)  0.6683 

 P3-P7 (r32-u71)  0.9288 

 P4-P7 (r41-u72)  1.0000 

 P5-P6 (r52-u62)  0.6383 

 P5-P7 (r51-u71)  0.7502 

 P6-P7 (r61-u72)  0.2667 

 P6-P7 (r62-u71)  0.3559 

  
   Step 4:  Sort the similarity coefficients from the highest to the lowest value and 

record the values of   P
h
   and the corresponding set   P

h
 {P

r
, q

u
}   

  H     Ph (p,q)   Ph

  1  P4-P7 (r41-u72)  1.0000 
  2  P3-P7 (r32-u71)  0.9288 
  3  P2-P3 (r23-u32)  0.8100 
  4  P5-P7 (r51-u71)  0.7502 
  5  P3-P5 (r31-u52)  0.6683 
  6  P2-P7 (r22-u72)  0.6642 
  7  P1-P7 (r12-u72)  0.6383 
  8  P5-P6 (r52-u62)  0.6383 
  9  P1-P3 (r11-u31)  0.6255 
 10  P2-P4 (r21-u41)  0.5172 

 11  P6-P7 (r62-u71)  0.3559 
 12  P6-P7 (r61-u72)  0.2667 
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   Step 5:     P
1
   = 1.000 (between part 4 and part 7 with r41 and u72). Then, group the 

first part family   PF1    = {4, 7} , with process plan 1 for part 4 and process plan 
2 for part 7.  

   Step 6:   Check the number of parts in the first part family after grouping the first 
part family.  

   Step 7:     P
2
   = 0.9288 (between part 3 and part 7 with r32 and u71). Then,   P

2
 (3,7) 

= { 3,7}  .  
   Step 8:   Part 7 was already assigned to   PF1   with process plan 2, and   P

2
ÇPF1 = 0   So, 

it is difficult to group part 3 with   PF1  .  

   Step 9:  There is no intersection with   PF1  . So, we discard    P
2
  , and go back to Step 7.  

  P
3
   = 0.8100 (between part 2 and part 3 with r23 and u32),   P

3
 (2,3)   = {2, 3}. 

There is no intersection between   PF1ÇP
3
  . Then, form a new part family  

  PF2   =  {2, 3 } with process plan 3 for part 2 and process plan 2 for part 3.  

   Step 10:  Check if all parts have been assigned to part families. If not, go back to 
Step 7.   P

4
   = 0.7502 (between part 5 and part 7 with r51 and u71).   P

4
 (5,7) 

= { 5,7}   Part 7 was assigned to   {PF1}}   with process plan 2, and there is 
no intersection with   {PF1}}   and   {PF2}}  . So, we discard   P_4  , and go back 
to Step 7.   P_5   = 0.6683 (between part 3 and part 5 with r31 and u52).   P

5
 

(3,5) = {3,5}   Part 3 was assigned to   {PF2}}   with process plan 2, and there 
is no intersection with   PF2  . So, we discard   P

5
  .   P

6
   = 0.6642 (between part 

2 and part 7 with r22 and u72).   P
6
 (2,7) = {2,7}   Part 2 and part 7 were 

assigned to   PF2   and   PF1  , respectively, with different process plans. There 
is no intersection with   PF1   and   PF2  . So, we discard   P

6
  .   P

7
   = 0.6383 

(between part 1 and part 7 with r12 and u72).   P
7
 (1,7) = {1,7}   Part 7 was 

assigned to  PF1   with process plan 2, and   P
7
 �PF1 ¹ 0.   Then, the new PF1 

=  {1, 4, 7} , with process plan 2 for part 1. Check if all parts have been 
assigned to part families. If not, go back to Step 7.   P

8
   = 0.6383 (between 

part 5 and part 6 with r52 and u62).   P
8
 (5,6)   = {5, 6} There is no intersection 

between   PF1�P
8
   and   PF2�P

8
  . Then, form a new part family   PF3   =  {5, 6 }, 

with process plan 2 for parts 5 and 6. Check if all parts have been assigned 
to part families. If so, stop.    

 The best process plans are as follows: 

Part Number Process Plan

1 2

   12.4.3 Phase 3: Initial Formation of Manufacturing Cells  

 Forming manufacturing cells by assigning part families to machine cells is based 
on the results obtained from grouping machines into machine cells and parts into 
part families (PF). This grouping will be done by rearranging the rows and the 
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columns of the incidence matrix. First, arrange the part families, and then, rearrange 
the machine cells. Figures  12.5  and  12.6  show these formations. 

 The manufacturing cells are as follows: 
 Manufacturing Cell 1 consists of    PF1   = {1, 4, 7) and   MC1   = {2, 6, 9} 
 Manufacturing Cell 2 consists of   PF2   = {2, 3) and   MC2   = {3, 5, 8, 10} 
 Manufacturing Cell 3 consists of   PF3   = {5, 6) and   MC3   = {1, 4, 7}  
 Notice in Fig.  12.6  that there are exceptional elements (parts) and bottleneck 

machines. Some parts need to be processed in other machine cells in addition to 
their machine cells. For example, part 1 needs to go to machine cell 2; parts 4 and 
7 need to go to machine cell 3; and parts 3 and 5 need to go to machine cell 1. Also, 
part 2 needs to go to machine cell 1 and machine cell 3, and part 6 needs to go to 
machine cell 1 and machine cell 2 to complete their operations.   

  Fig. 12.5    Part families’ arrangement       

  Fig. 12.6    Initial formation of manufacturing cells       
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   12.4.4 Phase 4: Performance Evaluation  

 The values of machine utilization (MU) and efficiency of clustering [grouping 
efficiency (  h  ), grouping efficacy (  G  ), and grouping capability index (GCI)] are as 
follows: 

 MU = 87.00%,  h  = 81.78%,   G  = 62.50%, and GCI = 64.52%. 
 Although there are seven exceptional parts and six bottleneck machines, the 

machine utilization is equal to 87.00% and grouping efficiency is equal to 81.78%. 
These results indicate that the system needs some duplicate machine types to minimize 
or eliminate intercellular movements.  

   12.4.5  Phase 5: Revise or Improve the Initial Manufacturing 
Cell Formation  

 In order to improve the system and solve these problems, there are many proce-
dures that can be taken into consideration:

    Step 1:   Allocate unassigned machines and/or parts to a manufacturing cell. Machine 
4 is assigned to manufacturing cell 3, but there are no parts in part family 3 
(PF3) that needs to go to machine 4. Therefore, machine 4 can be assigned to 
manufacturing cell 1 which has to process parts 4 and 7. Then, the new manu-
facturing cells without any additional machines will be shown in Fig.  12.7  .  

   Step 2:   Evaluate intercellular moves for each part, machine utilization, and machine 
investment individually. From Fig.  12.7 , the machine utilization is equal to 
91.66%, and grouping efficiency is equal to 86.45% with five exceptional 
parts (parts 1, 2, 3, 5, and 6) and five bottleneck machines (machines 7, 3, 
8, 2, and 9). The machine investment is still equal to the total sum of 
machines (machines 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10).  

  Fig. 12.7    Revised formation of manufacturing cells       
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   Step 3:   Add duplicate machines to the manufacturing cells if necessary. Add a 
duplicate of machine 9 to manufacturing cell 3 to reduce the intercellular 
moves of parts 5 and 6 to manufacturing cell 1 (Fig.  12.8 ). The machine 
utilization is 92.30%, but the number of exceptional parts and bottleneck 
machines is still the same. The investment in machines is increased by one 
machine (machine 9). Then, the machine investment is equal to the total 
sum of machines (machines 1, 2, 3, 4, 5, 6, 7, 8, 9(2), and 10). Steps 2 and 
3 are repeated until all the exceptional parts and bottleneck machines are 
removed from the matrix and are calculated every time with identifying the 
machine utilization, efficiency of clustering, and machine investments  
(Fig.  12.9 – Fig.   12.11 ). All these results are shown in  Table 12.6 .               

  Fig. 12.8    Addition of a duplicate machine 9 to manufacturing cell 3       

  Fig. 12.9    Addition of a duplicate machine 7 to manufacturing cell 2       
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  12.5 Results And Discussion 

  It should be noted in  Table 12.6  for the sixth level that machines 3 and 7 are 
duplicated twice; machines 2, 8, and 9 are duplicated three times; and no excep-
tional parts and bottleneck machines exist in the cell formation. It can also be 
noted for the sixth level that the number of duplicated machines increased to 
eight machines; machine utilization and grouping efficacy decreased to 73.80%; 

  Fig. 12.10    Addition of a duplicate machine 2 to manufacturing cell 2       

  Fig. 12.11    Addition of five more duplicate machines        
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grouping efficiency and grouping capability index (GCI) are 86.90% and 
100.00%, respectively. From the third level to the sixth level, machine utilization 
decreased as the number of duplicate machine increased because the same total 
load was divided over a larger number of machines. Although machine utilization 
may be preferred in selecting the initial formation, it is likely that the cell formation 
with the lower machine utilization will lead to increases in production volume 
and demand for parts. Cell formation Levels 3 and 4 give good results in terms 
of machine utilization, group efficiency, and number of duplicated machines 
(capital investment), but the number of exceptional parts is five. These results 
show that there are process and routing flexibilities. Selecting one of the cell 
formation levels is not an easy task and depends on the management philosophy. 
 Table 12.7  gives more analyses about manufacturing cell performance measures 
for Level 6 (evaluation).     

 The design process is terminated after finding a solution which satisfies the 
objectives (machine utilization, efficiency of clustering, number of exceptional 
parts and bottleneck machines, and machine investment) and constraints (cell size, 
number of cells, and number of machine types).  

  12.6 Conclusions 

  Research in the design of CMS still needs more extensive study in the areas of 
production and flexibility issues and cell formation techniques. There are few pub-
lications that address manufacturing flexibility and real-life production factors in 
cell formation when designing CMS. The need for production and flexibility 

 Table 12.6    Trade-off between exceptional parts, machine utilization, efficiency of clustering, 
number of duplicated machines, and capital investments  

 CF 
 Number 
of EP 

 Number 
of BM 

 MU 
(%) 

 Number 
of DM 

 Efficiency of clustering 

 Capital investments 
h
 (%) 

G
 (%) 

 GCI 
(%) 

 1  7  5  87.00  0  81.78  62.50  64.52  1+2+3+4+5+6+7+
8+9+10 

 2  5  5  91.66  0  86.45  66.70  70.97  1+2+3+4+5+6+7+8+9+10 
 3  5  5  92.30  1  88.20  72.72  77.42  1+2+3+4+5+6+7+8+9(2)

+10 
 4  5  4  89.25  2  88.69  76.47  83.87  1+2+3+4+5+6+7(2)+8+9

(2)+10 
 5  4  4  86.66  3  87.03  74.29  83.87  1+2(2)+3+4+5+6+7(2)+8+

9(2)+10 
 6  0  0  73.80  8  86.90  73.80  100.00  1+2(3)+3(2)+4+5+6+7(2)

+8(3)+9(3)+10 

  CF  cell formation level,  EP  exceptional parts,  BM  bottleneck machines,  MU  machine utilization, 
 DM  Duplicate machines 
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factors in designing CMS is forcing traditional manufacturing systems to be agile 
manufacturing systems and to cope with a changing environment. In this work, 
production and flexibility factors were incorporated as factors to minimize the 
intercellular moves and maximize the machine utilization as design objectives were 
restricted by several constraints to enhance the quality of the solution. 

 This research suggested a new heuristic cell formation approach which consisted 
of five main phases. In the first phase, clustering machines into machine cells was 
suggested through several steps based on the new comprehensive similarity coefficient 
between machines. The new similarity coefficient between machines was created 
by considering alternative routings (process plans), processing times, machine 
capacity (reliability), machine capability (flexibility), production volume rate, and 
part demand. The second phase was used to group parts into part families following 
many sequential steps based also on the new similarity coefficient between parts 
with corresponding part process plans. A new similarity coefficient between parts 
was also created by considering alternative routings, production volume rate, part 
demand, and processing times for each part. 

 The initial formation of the manufacturing cells was presented in the third phase 
after assigning part families to machine cells. In the fourth phase, performance 
evaluation of initial cell formation according to machine utilization and efficiency 
clustering was tested. A revised cell design was introduced in the fifth phase 
through a new strategy to eliminate exceptional parts and bottleneck machines.   
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