
INTRODUCTION

In this chapter, I discuss methods of obtaining optical section data
using methods other than standard confocal microscopy. These
techniques have the potential of being more light efficient, faster,
and of providing better resolution than standard, unprocessed con-
focal microscopy.

Confocal microscopy depends on an uneven distribution of the
illumination on the sample, and this is accomplished by directing
the beam to a single focus that is then scanned. The resulting signal
is detected pointwise (voxel-by-voxel). In other systems, the focus
is multiplexed and many points are scanned by a spinning disk
(Petrán̆ et al., 1968; Bewersdorf et al., 1998; Andresen et al., 2001;
Majoul et al., 2002) or by the two-dimensional regular movement
of a rectangular mask (Verveer et al., 1998; Egner et al., 2002).

Multiplexing takes advantage of the fact that many photode-
tectors operate in parallel to increase data throughput. In addition,
by spreading the illumination over many pixels, parallel readout
avoids problems, such as singlet-state fluorescence saturation, that
can limit the data rate from single-beam confocal microscopes.

Multiplexed confocal systems operating with single photon
excitation (Ichihara et al., 1996; Verveer et al., 1998) employ a
structured mask (e.g., a pattern of linear or circular holes in a
opaque plane or a pattern of microlenses on a rotating disk) for
generating structured illumination as well as spatially filtering the
fluorescent or scattered light emitted by the sample before it
reaches the detector. The confocal signal is usually obtained by
integrating this spatially filtered signal on the charge-coupled
device (CCD) camera.

In contrast, the structured-illumination methods discussed here
are based on the acquisition of a set1 of individual images at a given
focus plane, each made with a different position of an illumination
mask, but made with no mask in the detection beam path, that
is, widefield detection (Fig. 13.1). The detection pinholes can then
be defined computationally in order to produce a confocal-like
image from this set of images (as performed in Fig. 13.4). Other
ways of processing the data to yield optically sectioned images are
also presented below.

Some advantages and disadvantages of this strategy are:

1. Because a full image2 is recorded for each position of the
illumination mask, a much larger amount of data needs to be
acquired per reconstructed slice. In this sense, patterned illumina-
tion with widefield detection also constitutes a “scanning” system

and sample movement must be avoided during the acquisition
time. Taking multiple images can be a disadvantage in speed, but
as modern CCD cameras employ fast readout systems with negli-
gible readout noise (e.g., with electron-multiplier amplification),
this does not pose a major problem.

2. This large amount of data offers more flexibility for the
treatment of the data. In contrast to standard confocal microscopy,
it is unnecessary to choose a pinhole diameter during data acqui-
sition with all the advantages and disadvantages of this choice.
Once you have chosen the illumination pattern, the trade-off
between sectioning strength (small hole) and better signal-to-noise
ratio (large hole) can be dealt with after data acquisition (see Fig.
13.4) or be avoided entirely during data processing.

3. In most structured-illumination systems, the multi-spot
approach distributes the power of the illumination light across mul-
tiple positions. In a single-spot confocal system, fluorescence sat-
uration fundamentally limits the amount of collectable fluorescent
light one can excite per unit/time and thus defines a minimum time
required for the acquisition of an adequate fluorescence image.
Given illumination sources of sufficient brightness, the simultane-
ous utilization of one thousand spots can potentially shorten the
acquisition time substantially.3

4. An advantage of standard confocal scanning systems is that
the scan is relatively localized. Thus, sample movement only
causes major image distortion if the feature actually being scanned
moves by an amount that is large compared to the beam size. In
contrast, patterned illumination systems with widefield detection
require that each part of the object be stable within the limits of
the achievable resolution throughout the acquisition of an entire
set of raw data images.

EXPERIMENTAL CONSIDERATIONS

For the sake of simplicity, an identical schematic setup (Fig. 13.1)
will be assumed throughout this chapter. In this setup, the sample
is illuminated through an illumination mask [e.g., Fig. 13.2(A–C)],
which can be shifted by well-defined displacement to produce a set
of regularly spaced light patterns. At each position of the illu-
mination mask, an image of the sample is detected with a CCD
camera at a conjugate image plane, usually maintaining a fixed, in-
plane position with respect to the sample. The common features of
all structured-illumination arrangements are that the sample is illu-
minated with structured light, and fluorescence or the scattered

13

Structured Illumination Methods

Rainer Heintzmann

265Handbook of Biological Confocal Microscopy, Third Edition, edited by James B. Pawley, Springer Science+Business Media, LLC, New York, 2006.

Rainer Heintzmann • King’s College London, London, United Kingdom

1 A set is a series of images made at one focus plane but with different illumi-
nation conditions.

2 Or at least a substantial amount of signal originating from near the positions
of the illumination spots.

3 The amount by which the total acquisition time is shortened depends on how
many images must be obtained at each plane, a factor that varies with the
sparcity of the mask used.



light is detected in a widefield–type arrangement without the 
use of any detection mask. The various structured-illumination
methods differ greatly in how the pattern of light is generated (e.g.,
by interference patterns or even using a single-spot laser illumina-
tion) and also in the detection system [e.g., either widefield or de-
scanning with detection of a small area near the illumination spot
(Bertero et al., 1984; Bertero et al., 1989; Sheppard and Cogswell,
1990; Pawley et al., 1996)]. Below, I describe different pattern gen-
eration techniques along with possible sources of errors.

Pattern Generation
Patterns of illumination can be generated by placing the illumina-
tion mask at the plane of the field stop in the illumination path of
the microscope (Fig. 13.1). The mask can be a diffraction grating,
or a spatial light modulator (SLM) such as a programmable liquid
crystal, a digital mirror, or a liquid-crystal-on-silicon (LCOS)
device, and can be illuminated either by incoherent light (Neil et
al., 1997; Heintzmann and Cremer, 1999a) or by a coherent laser
(e.g., as in Lanni et al., 1993 or Gustafsson, 2000).

For the optimal signal-to-noise ratio at the highest in-plane res-
olution, it is advantageous to produce the highest possible contrast
(degree of modulation) of the light pattern in the sample plane. The
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FIGURE 13.1. Possible experimental setup for acquiring structured-
illumination data in the widefield fluorescence detection mode. The illumina-
tion mask is projected by the microscope optics onto the specimen in the sample
plane, thereby defining the illumination pattern. The fluorescence light from
the sample is, however, directly imaged onto the CCD camera without any
mask in the detection path.
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D E F

G H I FIGURE 13.2. Different pattern masks (top row) along
with the illumination patterns (rows below) generated in the
plane of focus. (A) Regular spaced dots; (B) illumination
dots placed on a hexagonal unit cell such as often used in
spinning disk systems; (C) Line-grid. The unit-cell length 
D is indicated. (D–F) show the illumination pattern as gen-
erated by incoherent imaging of (A–C) at the sample plane.
(G–I) correspond to coherent imaging with suppression of
the zero-order in the diffraction pattern. Note the improved
degree of modulation, yielding a darker background.



light diffracted from a coherently illuminated grid can be focused
to well-defined diffraction orders. To achieve the maximum degree
of modulation, it can be advantageous to block the zero diffraction
order (stemming from non-diffracted light) with the help of a
central beam stop at an appropriate position in the illumination
path. It is also possible to generate illumination patterns by inter-
fering beams of coherent light that have been separated by beam-
splitters (Lanni et al., 1986; Lanni et al., 1993; Frohn et al., 2000).
However, in this case mechanical stability becomes a major
concern because the relative length of the two beam paths formed
by the splitter must remain stable to subwavelength precision
during the time needed to record an entire set of images.

When working with microscopes that possess high aperture
angles in the sample plane, it is important to keep the vector nature
of light in mind (Fig. 13.3). Beams converging onto the focus plane
at an angle of 90° with respect to each other do not generate an
intensity interference pattern in p-polarization (meaning the polar-
ization vector is in the plane defined by the two interfering beams),
whereas the interference of s-polarized beams (polarization vector
perpendicular to the plane that contains the two interfering beams)
results in optimum mask contrast.4 At a high numerical aperture,
this consideration makes line-grid diffraction masks [e.g., Fig.
13.2(C)] with s-polarized illumination (polarization vector 
parallel to the lines) preferable to two-dimensionally structured
masks.

The ideal source of this light is less clear. Because laser light
is both polarized and very bright, it may seem an obvious choice.
If a grating or SLM is used to generate an array of lines, the zero-
order, undiffracted beam can be easily discriminated and removed
to achieve the maximum possible modulation at the focus plane.
Furthermore, laser light can be coupled into the microscope very
efficiently even at high diffraction angles and, in combination with
holographic techniques, it can be used to generate sparse patterns
without a severe loss in total power. However, at present, laser light
is only available at certain wavelengths and these do not always
match the absorption spectra of the dyes of choice. In addition, the
high lateral coherence of laser light can cause strong interference
effects between the main beams generating the structure and light
reflected by various optical surfaces, particularly the water–glass

surfaces of the coverslip and the front surface of any non-
immersion objective. Although lateral coherence can be scrambled
in a number of ways (as discussed in Chapter 6, this volume),
implementing these strategies adds so much complexity and cost
that they have so far been used only in homemade systems.

Arc sources usually are less expensive, less coherent, and
much less bright than laser sources (see Chapter 6, this volume).
However, they emit over a very wide range of wavelengths and,
particularly at the peaks of the Hg emission lines, they are bright
enough for many studies. Because arcs can be considered as lon-
gitudinally and transversally incoherent, stray interference fringes
are seldom a factor.

Their problem is insufficient brightness. If the illumination
system is adjusted so that it only uses the light emerging from a
small area of the source, the blocking of the zero order would still
be possible. However, doing so reduces the intensity so much that
long exposures are needed to maintain a decent signal-to-noise
ratio in each image in the data set. To make matters worse, sparse
illumination patterns can obstruct more than 90% of the incident
light striking the pattern mask. Finally, as sheet polarizers trans-
mit only about one third of the incident light, it is a matter of some
interest as to whether or not, given a fixed exposure time, the
increased contrast of the pattern is offset by the lower signal level
caused by the use of the polarizer. As a rule of thumb, unless it is
essential to collect data very rapidly, the 3¥ lower illumination
intensity that occurs when you use a sheet polarizer is recom-
mended for aqueous specimens whenever the objective numerical
aperture (NA) is >0.4, using high spatial frequency gratings for 
in-plane resolution enhancement, or >0.8, when using lower spatial
frequency gratings for optical-sectioning applications.

On the other hand, if one uses an arc source to project a pattern
large enough so that its image is only marginally affected by dif-
fraction, one can use an illumination system that utilizes light from
a larger area of the source and the photon flux becomes sufficient
for rapid optical sectioning using patterned illumination. Indeed,
the Zeiss ApoTome is such a device. In the future, it may be pos-
sible to use an array of high-power, light-emitting diodes (LEDs)
as a bright, incoherent source of patterned illumination.

The choice of the illumination pattern density very much
depends on the type of sample as well as on the intended method
of data processing. A comparably thick sample and/or a sample
with volume-like staining is more difficult to process when using
densely patterned illumination because the large amount of out-of-
focus fluorescence will dominate the small amount of modulated
fluorescence stemming from the focal plane (see Appendix, this
chapter). Although using a sparse pattern reduces this signal-to-
noise problem, it always requires the acquisition of more raw data
images to produce a single set. This implies a longer image acqui-
sition time. An elegant way to achieve sufficient flexibility and to
optimize this trade-off between relatively noise-free sectioning and
acquisition speed is to generate the pattern using a programmable
array (Verveer et al., 1998; Hanley et al., 1999; Heintzmann et al.,
2001; Fukano and Miyawaki, 2003).

Out-of-focus-light can be reduced by closing the field
diaphragm (Hiraoka et al., 1990) and this technique may be very
valuable. However, when using non-local reconstruction methods
(e.g., the Fourier-space based approaches) the illumination pattern
is assumed to be periodic at all out-of-focus positions. A small field
diaphragm violates this assumption and may lead to problems
during Fourier-based reconstruction.

The illumination pattern can be displaced relative to the
sample by either translating the mask by a well-defined distance
(Neil et al., 1997; Gustafsson, 2000, 2005), by reprogramming the
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4 Whereas p-polarized rays that converge at a relative angle of 40° are still
capable of interfering well enough to produce 90% of full contrast.
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FIGURE 13.3. Influence of the vector nature (polarization/electric field) of
light at high numerical aperture. The interfering electric field vectors (bold
arrows) perpendicular to the light rays (thin arrows) can even be perpendicu-
lar to each other at p-polarization, and an aperture half-angle of 45°, as dis-
played here, leads to no intensity modulation in the sample plane. In contrast,
s-polarization with the electric field vector pointing towards the reader would
yield two parallel vectors and thus 100% contrast in the intensity pattern gen-
erated by constructive and destructive interference. 



pattern of a programmable diffraction (amplitude or phase) mask
(Verveer et al., 1998; Hanley et al., 1999; Heintzmann et al., 2001;
Fukano and Miyawaki, 2003), by altering the relative phases of
interfering beams (e.g., by splitting the beam and repositioning a
piezo-actuated mirror in one of the beam paths) (Lanni et al., 1993;
Frohn et al., 2000; Failla et al., 2002), or by translating the sample
past a fixed pattern, followed by a computational correction to
account for this sample movement (Heintzmann and Cremer,
1999a). In the latter case appropriate interpolation kernels or
Fourier-space based resampling approaches (leading to a sinc
kernel) must be used to reduce interpolation-induced artifacts
(Yaroslavsky, 2003) that occur as features on the object move
across the pixels of the CCD.

Promising attempts to replace the confocal pinhole by a mul-
tiple element detector (Bertero et al., 1984; Barth and Stelzer,
1994) with fast readout (Sheppard and Cogswell, 1990; Pawley et
al., 1996) also belong to the same category of structured illumi-
nation with somewhat widefield–like detection.5 The data can thus
be treated with methods similar to the descriptions given below, as
long as the descanning is accounted for.

COMPUTING OPTICAL SECTIONS FROM
STRUCTURED-ILLUMINATION DATA

The data acquired with a setup similar to the one shown in Figure
13.1 consists of a z-series of sets of images. Each set is taken at
one focus position and each member of a set is taken at a differ-
ent position of the illumination light pattern. The data from each
set is first processed to yield an optically sectioned image using
one of the methods described below.

Most methods for deriving an optical section from a set of
structured-illumination images try to estimate the degree of 
modulation at each pixel. For simplicity, in the case of a one-
dimensional grid [e.g., Fig. 13.2(C), top row in Fig. 13.7, p. 272,
Fig. 13.11, p. 278] it is assumed that N images are acquired, each
with the pattern shifted by 1/N with respect to the replicative unit
cell.6 In the top row of Figure 13.7, the interleaved positions of the
three illumination patterns are indicated on the left side of each
image for N = 3. As displayed in Figure 13.11, those parts of the
sample that are out of focus are more homogeneously illuminated.
Light emitted from these parts will undergo an additional blurring
when imaged onto a detector conjugate to the in-focus plane. Thus,
in contrast to the in-focus light, light from out-of-focus areas will
exhibit very little modulation upon variation of the x-positions of
the excitation pattern. Computing the degree of modulation over
the multiple images, in a pixel-by-pixel fashion, will permit the
discrimination of the non-modulated, out-of-focus from the 
modulated, in-focus information.

The degree of modulation can be calculated locally, consider-
ing only the modulation at a single pixel position over time, by
various approaches:

1. Dodt (Dodt, 1990; Dodt and Becker, 2003) suggests emu-
lating “synthetic pinholes” by summing up the thresholded images

of a series of data acquired by transmission imaging with struc-
tured illumination. This technique has been successfully applied to
the transmission infrared (IR) imaging of onion skin (Dodt and
Becker, 2003) and 300mm unstained, freshly prepared thick rat
hippocampal slices in which single spines on dendrites could be
resolved throughout the sample (40¥, NA 0.8 objective at 780nm,
Dodt et al., 2001). The advantage of this approach is that, while
the optical aberrations induced by such samples render the opera-
tion of a standard confocal microscope in transmission close to
impossible, the data processing strategy employed is very adaptive
to optical aberrations and thus is able to yield a useful image con-
taining information mainly from the focal slice.

2. Benedetti and co-workers (Benedetti et al., 1996) deter-
mined the reconstructed slice Irec by calculating the difference
between maximum and minimum measured intensity Ii in each
pixel i: [Eq. 1, see also Fig. 13.7(B)]. This approach7 is robust with
respect to various artifacts that often arise in imaging such as
readout noise and especially fixed-pattern noise from the CCD.
This noise, which usually does not vary systematically over time
but rather randomly from pixel to pixel, is efficiently eliminated,
as is scattered light from out-of-focus planes and from anywhere
in the optical path. It is observed that this approach generates spu-
rious patterns if the number of scanning steps is too low for the
size of the illumination pattern as is seen by the residual horizon-
tal stripes visible in Figure 13.7(B). However, it should be noted
that the selected width for this pattern was extraordinarily wide
and only three steps were chosen. For a denser pattern or an
increased number of scanning steps, the visible performance of this
method is similar to approach 3 [Fig. 13.7(C)], which is discussed
below.

If the illumination pattern is sufficiently sparse [i.e., the spot-
to-spot or line-to-line distance D in Figure 13.2(C) is large enough
or, more generally, if the ratio of open to opaque area, the so-called
mark/space ratio, is low], simply computing the maximum (Eq. 2)
yields fairly good optical sections (Bendedetti et al., 1996), albeit
without the background suppression advantages of Eq. 1. These
approaches have been applied to epi-fluorescence microscopy
(Benedetti et al., 1996) and transmission IR imaging (Dodt and
Becker, 2003). By Eq. 3 (termed super-confocal), a further increase
in optical sectioning quality is obtained. However, Eqs. 2 and 
3 yield satisfying results only for data acquired using sparse 
illumination.

3. Other ways of determining the degree of modulation (Eqs.
4, 5) are described by Neil (Neil et al., 1997). Equation 4 is based
on square-law detection [Fig. 13.7(C)] and Eq. 5 emulates a homo-
dyne detection scheme. Another possible approach is the 
computation of the absolute magnitude of the pixel-by-pixel
Fourier-transform over each set of images (Ben-Levy and Peleg,
1995). For the case of three such images, this method is identical
to Eq. 5. It should be noted that both of these methods would not
be able to reconstruct the high xy-spatial frequency given in the
moiré example discussed later [Fig. 13.5(A)], in which the Fourier-
transform of the illumination grid has its peaks just outside the
range of detectable spatial frequencies. This is the case when the
highest possible fluorescent excitation spatial frequency is passed
through the objective. Such light will consist of two beams passing
through the edges of the back-focal plane. Because of the Stokes
shift of the excited fluorescence light, this spatial frequency will
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5 For speed reasons, the suggested detector arrays are usually relatively small
(e.g., 5 ¥ 5 elements), yielding a confocal operation “bias” for thick specimens.

6 The unit cell is defined as the smallest (vectorial) translation that can be
applied to the pattern to reproduce its structure (e.g., the distance D indicated
in C, Fig. 13.2).

7 A system (ViCo) based on this and related concepts is marketed by 
Biomedica Mangoni s.n.c., Pisa, Italy.



not be imaged by the objective on the return trip. A similar situa-
tion occurs when employing grazing incidence illumination as in
Frohn and colleagues (2000). Most strategies assume equally dis-
tributed phases between the images, but this is not a strict require-
ment. Fukano and Miyawaki (Fukano and Miyawaki, 2003) use a
three-phase scheme with a relative phase of 2p/4 between the three
images, and a modified Eq. 4 for sectioning. With unequal phase
approaches, care has to be taken (e.g., by shifting the 0-phase
between series of images) to avoid bleaching illumination struc-
ture into the sample over time.

4. Scaled subtraction of the background is yet another way to
process the raw images. Assuming that the nominal position and
width of the illumination pattern is known, a pixel at the plane 
of focus is either illuminated or not in each of the images. First 

the value of each pixel is averaged over multiple images, each
recorded at one of the positions of the illumination structure, that
illuminates the in-focus parts of the sample in this pixel (ON). A
second average is taken of all the pixel values where the pixel is
nominally not irradiated (OFF) and subtracted from the first ON
average. This technique estimates and removes the pinhole-to-
pinhole background fluorescence, assuming that in-focus parts of
the object do not yield fluorescence when not irradiated and out-
of-focus parts fluoresce with equal brightness independent of the
position of the illumination structure. It is termed “scaled subtrac-
tion” because only a scaled fraction of the sum of the pixel inten-
sities in the non-illuminating frames has to be subtracted from the
sum in the illuminating frames. Such a technique is commonly
used for data where only these sums are acquired (conjugate and
non-conjugate light) as in the programmable array microscope
(Hanley et al., 1999; Heintzmann et al., 2001). The method and
the scaling factor g that is applied to the non-illuminated sum is
covered by Eq. 6. Theoretically, such a scaled subtraction may
yield negative results even in the totally noise-free limit, but these
are so small that they can be neglected in practice. Note that even
though MaskON and MaskOFF in Eq. 6 were initially thought of as
being binary masks, this technique of scaled subtraction can also
be used with smooth masks [see Eq. 6(b)], in which case the binary
mask is replaced by the spatially varying excitation probability in
the computation. Equation 6(b) has been constructed in such a way
that small spatial variations in mask intensity (e.g., due to moiré
effects) are accounted for. If this is not an issue, b can be set to 1.
The effect of Eq. 6(b) with b fixed to 1, is shown in Figure 13.4(C).
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FIGURE 13.4. Confocal slices computed from structured-illumination data.
(A) Virtual pinhole diameter chosen to be half the spot-to-spot distance. (B)
Virtual pinhole selected as 0.15 of the spot-to-spot distance. (C) Scaled sub-
traction method with fixed b = 1 (see Eq. 6 in boxed list of equations) and illu-
mination spot of Gaussian shape with width as in (B). [The experimental data
for this figure was kindly provided by Pier Alberto Benedetti (pollen grain
taken at 1.3 NA, ~450nm excitation, ~550nm emission, 6 ¥ 6 = 36 patterned
images acquired for this single slice, 200nm pixel pitch in sample, spot-to-spot
distance, 2.1 mm in sample).]
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Note that, in contrast to filtering approaches, which consider infor-
mation in neighboring pixels, this processing considers the multi-
frame data pixel by pixel. The optical sectioning visible in Figure
13.4 can thus not be explained as being the effect of a high-pass
filter applied to the image data. It is a genuine method of optical
sectioning obtained by processing images made at multiple illu-
mination positions.

The scaled subtraction approach has also been used in a slightly
different context of aperture correlation microscopy (Wilson et al.,
1996). In the first image, a mask with holes at random positions
in it is scanned over the object and the image though the same
mask is acquired. The second image consists of a, usually shorter,
exposure with widefield illumination. Scaled subtraction of the two
images serves to remove the remaining widefield information,
which is present in the image acquired with illumination and detec-
tion through the random mask. A similar, yet more signal-to-noise
effective approach, obviating the need for a separate widefield
image, is to image the light rejected at the mask onto a separate
detector (Hanley et al., 1999; Heintzmann et al., 2002) and also
process the data by scaled subtraction.

All of the above techniques process the data locally by con-
sidering only a single pixel position in all the members of an image
set for its own reconstruction and ignoring the intensities of neigh-
boring pixels. Some of the above methods (Eqs. 1–5) are non-
linear in the sense that, during reconstruction, they employ at least
one nonlinear operation such as thresholding, squaring, computing
the absolute magnitude, or the maximum. In the absence of noise,
they do remain linear with respect to the emitted light intensity. As
long as the signal-to-noise ratio is high, the deviations from a linear
treatment remains negligible and the resulting images can be used
for quantification. However, in low-signal situations (e.g., high
out-of-focus background) the deviation of the output from the true
intensities in the sample will be severe. The nonlinear steps
(absolute value, square root, maximum, minimum) statistically
bias the result due to the influence of the noise, for example, when
the true degree of modulation in a pixel should be zero but a high
background is present in each of the images, methods based on
taking the absolute value (Eqs. 4, 5) will yield a positive result just
from the noise. They will not yield zero on average, whereas a
linear method would be expected to do so.

The above evaluation techniques have the advantage of being
fast and easy to compute. They do not require any knowledge of
the absolute pattern position nor do they need to estimate this infor-
mation from the measured data. Furthermore, they often show an
inherent robustness to inexact pattern positioning. However, the
results they produce are generally inferior to those achievable by
approaches for the linear processing of structured-illumination
data as outlined below.

RESOLUTION IMPROVEMENT BY 
STRUCTURED ILLUMINATION

In addition to achieving optical sectioning (Frohn et al., 2001),
structured illumination can also yield improved lateral resolution.
The reason is that there is a moiré effect between the structured
illumination pattern and the structure of the object, such that pre-
viously inaccessible spatial frequencies of the sample become
detectable (Fig. 13.5). However, to yield a useful reconstruction,
the illumination pattern must first be disentangled from the
detected moiré fringes. This method was first conceived by Lucosz
for the case of a rather dense line-grid illumination [Fig. 13.2(C)]
and detection masks (Lucosz and Marchand, 1963) (the unit-cell
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FIGURE 13.5. Moiré effect. A microscope can only detect information up to
a maximal spatial frequency. In other words, a minimum distance between the
maxima of a grid-like feature in the sample is required. The left column shows
real-space features, whereas the right column shows the corresponding situa-
tion in Fourier-space. The circle indicates the limiting frequency (pass-band of
the transfer function) up to which the microscope can detect information. In
(A), a grid feature of the sample is shown that cannot be resolved with evenly
distributed illumination, yielding equal fluorescence everywhere in the detected
image. By illumination with another dense spatial grid (B), an aliased grid (C)
is generated (moiré effect) that can then be partially detected (D). However,
this detected grid (D) has “incorrect” spacing. Detailed knowledge about the
moiré effect generated by the illumination pattern (B) can be used to reassign
the detected spatial frequency to the correct place, thereby reconstructing (A).

distance in the sample coordinate system was on the order of the
size of the point spread function) and also for two-dimensional grid
[Fig. 13.2(A)] patterns (Lucosz, 1967). These arguments are based
heavily on Fourier-space considerations and form the basis for all
the computational unmixing systems used for data from widefield
detectors recording images excited by structured illumination (as
in Fig. 13.1).



Imaging can be treated elegantly in Fourier-space (see box
“Fourier-Space — An Introduction”) because a microscope essen-
tially acts as a Fourier-filter. The periodic pattern introduced in the
illumination path of the microscope yields a modification of 
the incident and thus of the emitted light. For fluorescence or
reflection-type microscopy, the emitted light can be described as a
multiplication of the sample structure times the illumination inten-

sity or amplitude structure, respectively. This multiplication in
real-space translates into a convolution in Fourier-space. Due to
the periodicity of the illumination distribution, its Fourier-
transform is a number of (delta) peaks at the reciprocal grid 
positions. The pattern of emitted light is a multiplication (in real
space) of the illumination intensity distribution with the Fourier-
transformed object, thus its Fourier-transformation is a sum of
multiple Fourier-transformed objects (termed object components).
These object components have their zero-frequency displaced to
align with the reciprocal grating of the illumination distribution
[Fig. 13.6(A), Fig. 13.8(C)]. The position and shape of the illumi-
nation structure in real space determines the individual position,
strength, and phase of the multiple overlapping object components
in Fourier-space.

The imaging of this emission intensity distribution is then
described in Fourier-space by a multiplication with the optical
transfer function. It is possible to computationally unmix the sum
of the displaced copies of the object [Fig. 13.8(D)] by inversion
(or pseudo-inverse) of the mixing matrix M, which mathematically
describes the linear superposition of displaced object components
and their relative phases [Eq. 7(b); see also Gustafsson, 2000;
Heintzmann, 2003] and to shift the displaced position of their zero
object frequency back to the real zero frequency. This shifting
makes it obvious that, in comparison to flat-illuminated widefield
microscopy, the pass-band of the microscope has then been
increased by this moiré effect [Figs. 13.6(B), 13.8(E)]. Note that
as opposed to the previously described methods (paragraphs 1–4),
such resolution increase is even possible when the spatial modu-
lation frequency falls outside the pass-band and is thus not imaged.

Acquiring a set of images (similar to the top row in Fig. 13.7),
makes it possible to unmix the overlapping displaced object com-
ponents [Fig. 13.8(C)]. An equation system for this unmixing can
be constructed [Eq. 7(b)] by using the unique dependence of 
the complex phase of each object component on the position of the
illumination structure. In a last step of image reconstruction, the
individual unmixed object components [e.g., Fig. 13.8(D)] are
shifted to their proper positions in Fourier-space, and multiple
components that are present at the same frequency are averaged
with frequency dependent weights (e.g., with the inverse variances
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FOURIER-SPACE — AN INTRODUCTION
Fourier-space is extremely useful in discussing optical imaging because the
process of imaging can be modeled by simply multiplying the Fourier-
transform of the sample distribution by the Fourier-transform of the point
spread function of the microscope (the so-called optical transfer function);
a process that is carried out in Fourier-space. To turn this result into a sim-
ulation of the image, this product must be “inverse-Fourier transformed”
to bring it back into real space.

The concept of Fourier-space is based on the idea that any function in
one-, two-, or three-dimensional space (e.g., a fluorophore distribution) can
be represented as a sum of sinusoids varying in spatial frequency, direc-
tion, strength, and phase (position). The spatial frequency (or wave
number) of a sine wave describes the number of bright maxima per dis-
tance (e.g., with the unit of meter-1). Its component along the x-axis is indi-
cated by kx while the number of maxima counted along the y-axis is termed
ky. The right column of Figure 13.5 shows the magnitude of the Fourier-
transformation of simple structures consisting of one (A, B, D) or only a
small number of sine waves [Fig. 13.5(C)]. The displayed brightness is 
proportional to the magnitude of the transform at each location in Fourier-
space (also called reciprocal space, frequency space, or k space). Such a
plot shows only the strength of the sine wave, its direction, and spatial fre-
quency. The exact phase (defining the position of the first maximum) is not
displayed. The center in Fourier-space is located in the middle of each
image. This position of zero spatial frequency corresponds to a uniform
brightness in real space. The intensities away from the origin represent
smaller and smaller spacings the farther out that they are.

As is apparent from Figure 13.5(A,B,D), a sinusoid shifted to all-
positive values (by adding a constant), for example, the emitted sample
intensity, yields three peaks in its Fourier-transformation. The central, 
zero-frequency peak represents the added constant and the two other peaks,
taken together form the remaining sine wave in real space. Each individ-
ual peak in Fourier-space actually forms a complex-valued wave
exp(i2pkr) with the respective k vector in positive/negative directions. As
a sum these constitute the sine in real space: 2sin(2pkr).

For a preliminary understanding of Fourier-space, it is sufficient to know
that the values at two opposing positions in k space are complex conju-
gates to each other and when combined always form a sine wave in real
space. Note that the small features of a sample are represented by sums of
sine waves with high spatial frequency (small distance between successive
wave maxima), such as is indicated in Figure 13.5(A). A coarser sinusoid
[e.g., Fig. 13.5(D) as compared to Fig. 13.5(A)] has a k vector closer to
the origin of Fourier-space.

The process of imaging is represented as a modification of the Fourier-
transform of the sample distribution caused by multiplying it by the optical
transfer function in Fourier-space. This function decays smoothly and
amounts to zero everywhere beyond a certain maximum spatial frequency.
This position, beyond which no information can be transferred, is indicated
by the white circles in Figure 13.5. The decaying optical transfer function
of a widefield microscope is also indicated by the dotted line in Figure 13.6.
For a widefield microscope this in-plane cut-off frequency, when translated
into a peak-to-peak distance of a sinusoid corresponds to the equation d =
.l/(2NA), with the vacuum wavelength l and the numerical aperture NA.

To properly measure a sample feature (sinusoid) of this frequency, the
observer needs to measure at a pixels-to-pixel spacing of below half this
distance to avoid misinterpretation (aliasing) of the result. This required
maximal pixel-to-pixel distance is called the Nyquist distance dNq =
.l/(4NA). For a different introduction to Fourier space, see the Appendix to
Chapter 24, this volume.
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FIGURE 13.6. Scheme of the linear image reconstruction. (A) Fourier-
transform of the structure of the emitted light. The optical transfer function
defining the range of detectable special frequencies is indicated by the dotted
line. (B) Detection sensitivity for the various reconstructed orders with their
zero-frequency relocated to the origin.
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FIGURE 13.7. Reconstruction results obtained by different strategies. The top row shows the three individual raw data images taken at different illumination
pattern positions (as indicated by the white lines at the left side of each image) with a Zeiss ApoTome setup (Axiovert, 40 ¥ NA 1.3 objective, ~3.4mm pattern
pitch in the sample, Axiocam 6.7 mm pixel pitch). The middle row shows the results obtained by (A) The sum (B) max–min, Eq. 1, (C) quadrature method, Eq.
4. Panel (D) shows an xz-cut obtained from the ApoTome software at the approximate slicing position indicated by the dashed line in panel (A). The three-
dimensional sectioning capability discriminating between layers of cells is seen nicely in (B), (C), and (D).
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FIGURE 13.8. Various steps in the image reconstruction process. (A) An example raw data image. (B) The widefield image computed by summing over all
partial images. The region of interest (ROI) used for images (G) to (K) is indicated as a black rectangle. (C) Magnitude of the Fourier transformation of (A),
displaying the multiple overlapping components. (D) One (k = 1.0) object component separated from multiple measurements similar to (C) taken at varying illu-
mination mask positions [one such position is shown in panel (A)]. The region of support in detection is indicated by the dotted white circle. (E) All compo-
nents shifted, averaged, and apodized (border indicated by white circle). (F) Final reconstruction result in the linear case (total of 7 orders). (G) ROI extracted
from raw data shown in panel (A). (H) ROI from widefield–like image as shown in (B). (I) Image (H) contrast-enhanced. (J) Contrast-enhanced ROI from con-
focal processing as shown in Figure 13.4(B). (K) Equivalent zoom of image (F). [The raw data for this figure was kindly provided by Pier Alberto Benedetti
(for acquisition parameters see Figure 13.4).]



[Eq. 7(a); Gustafsson, 2000; Heintzmann, 2003; Fig. 13.8(E)]. 
The weights of this averaging in Fourier-space are adjusted as
inverse variances of the noise such that the best quality recon-
struction at each frequency is preferred over more noisy recon-
structions. Finally, there is an inverse Fourier transformation back
to real space [Figs. 13.8(F)]. The resolution improvement obtained
can be seen in Figure 13.8(K) compared to what is obtained by
just adding the widefield detected set of images [Fig. 13.8(H)] even
after contrast enhancement [Fig. 13.8(I)] or by processing the same
data to simulate confocal imaging [Fig. 13.8(J)]. In Figure 13.9 the
resolution improvement is even more obvious. This figure was
generated by illumination with a grating close to the highest trans-
mittable spatial frequency, which leads to more prominent high-
frequency components with less noise after their extraction (kindly
provided by M. G. L. Gustafsson). In some of the figures [espe-
cially in Fig. 13.8(I)] a residual patterning can be observed. This
can be attributed to having selected too few pattern positions (here
6 ¥ 6 = 36) in the set.

It is interesting to note that the sampling of the raw data images
need only satisfy the Nyquist limit of the widefield microscope
even though the resolution finally achieved extends beyond this
limit. During the relocation process of the object components in
the reconstruction, the discrete frequency space can be “extended,”
essentially resampling the data onto a different grid. This recon-
struction does not contradict information theory because many
images, each with different high-frequency sample information
(but downshifted into the detection pass-band) are used to con-
struct a single image containing information outside the detection
passband. Although negative intensities can in principle result

during the process of image reconstruction, this does usually not
pose a practical problem.

With this approach, the resolution of the microscope can 
theoretically be enhanced by a factor of about 2 in-plane (xy) as
well as along the optic axis (z) compared to the standard epi-
fluorescence widefield microscope. Although the fundamental
pass-band limit obtained by this method is not larger than the pass-
band of a confocal microscope, a substantial practical improve-
ment over standard confocal microscopy is achieved. The high
spatial frequencies of the object are detected much more efficiently
because the moiré effect of the illumination grid shifts them into
a region of the pass-band that is more efficiently detected.

Lucosz’s formulation (Lucosz and Marchand, 1963; Lucosz,
1967) makes it possible to understand both the confocal micro-
scope and multiple dot-scanning systems in the nomenclature of
computational reconstruction. The moving detection mask of these
systems, in combination with the integration of partial images on
the detector, permits the required unmixing to be achieved auto-
matically, the positions of the zero frequencies of the unmixed
components to be correctly adjusted and integrated (which means
essentially summed) in the detector with component-dependent
weights. Thought of in this way, the shape and size of the detec-
tion pinhole defines the relative weights of individual object 
components.

As opposed to Lucosz’ approach or scanning disk systems, in
which the decoding is achieved by a detection mask, computa-
tional reconstruction is far more flexible. Assume as a gedanken
experiment that we illuminate the specimen with an array of bright
points and then scan these points over the field of view so that
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A B

FIGURE 13.9. Demonstration of resolution extension by structured-illumination microscopy. The sample is a squash preparation of a polytene chromosome from
a salivary gland of the fruitfly Drosophila melanogaster, stained for DNA with Oligreen to show the characteristic banding pattern. Many band features that are
undetectable in the conventional microscope image (A) are clearly visible in the structured-illumination microscopy reconstruction (B). The structured illumina-
tion consisted of a one-directional pattern of parallel lines with a period of 0.20 mm, at a wavelength of 457nm. This pattern frequency, about 80% of the resolu-
tion limit, is much higher that those used in the rest of this chapter. Nine raw data images were used: three images with a relative phase shift of 2p/3, for each of
three pattern orientations spaced 120° apart. The reconstruction used a Fourier-based algorithm that includes compensation for the detection OTF, as described in
Gustafsson (2000). [These images were kindly provided by Mats Gustafsson (unpublished data) and the sample was prepared by Harry Saumweber.]



eventually it is all covered. If we record a separate widefield image
of the specimen for each location of the excitation array, we now
have a stack of data that contains all the information we need to
construct an optical section of the focus plane merely by summing
the signal collected at virtual “pinholes” near the locations of the
excitation points in each image of the stack (similar to the approach
chosen for Fig. 13.4). Assuming the same illuminating power, the
same scan time, and the same detector performance,8 this optical
section will be in every way identical to one made with a disk-
scanning confocal microscope. However, this admittedly rather
tedious approach has the added advantage that we could have used
any of the seven methods (Eqs. 1–7) for computing optical 
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FIGURE 13.10. Performance simulation of dense structured illumination for thick samples. (A) Simulated object. (B) Widefield image (1000 expected photons
in maximum). (C) Confocal image (pinhole size 0.5 Airy units, detector efficiency 20% that of panel B). (D) yz-Section computed using Eq. 1 from dense struc-
tured illumination, three phases. Further reconstructions were based on (E) Eq. 4, and (F) Eq. 6(b). (G) Widefield image with a background fluorescence added
corresponding to approximately five layers of this object when densely packed. (H) Reconstruction (Eq. 4) of a structured-illumination dataset under similar
sample conditions. (I) Reconstruction (Eq. 4) of data with the spacing between the illuminating bars increased 3-fold (total illumination dosage was kept con-
stant for all simulations). Simulation parameters as described in the text.

sections discussed above and in addition we could compute results
to reflect any detector pinhole size after the acquisition of the 
data.

Although this approaches pure confocal operation (by using
very sparse structured illumination), it would be extremely time-
consuming to take the many individual images. In addition, taking
so many high-speed individual images will increase the readout
noise with obvious consequences. Other problems would be
caused by the massive amount of data (a full image acquired for
each scan position, of which there could be a million). Thus,
despite these theoretical advantages, practical limitations still
render standard confocal microscopy more useful for imaging
thick specimens (for a detailed example, see box “Imaging of
Thick Specimens”).

Approaches such as the programmable array microscope
(Verveer et al., 1998; Hanley et al., 1999; Heintzmann et al., 2001)

8 Including pixels small enough to accurately delineate the image of each round
pinhole in the image of the disk.



that can rapidly change “pinhole patterns” using a digital mirror
device for both illumination and detection, can make use of nor-
mally rejected light by sending it to a second detector (Heintzmann
et al., 2001) and have obvious advantages in speed and reduction of
readout noise in comparison to acquiring all the individual images
of a set. However, when integrating over a set of pinhole positions,
these devices do not permit the widefield detection of each of the
images of a set of structured-illumination data (e.g., changing the
pinhole size retrospectively as in Fig. 13.4 is usually not possible).

Computational reconstruction of structured-illumination data
is in some ways related to achieving resolution improvement by
analysis of a series of intensity distributions at the pinhole plane
based on a singular functional decomposition (Bertero et al.,
1989), the major difference being that aperture-modifying filters
influence the light amplitude and not only the intensity as does
reconstruction.

The minimum number of images required is defined by the
number of object components that need to be separated [see Figs.
13.6(A) and 13.8(D)]. For a single optical slice, it ranges from
three images when using a one-dimensional diffraction grid for
improved sectioning (Neil et al., 1997), a low number of images
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IMAGING OF THICK SPECIMENS
In Figure 13.10, a sample consisting of a yz-oriented star-shaped stack
(“wagon-wheel pasta,” see also Chapter 24, this volume) and its images
were simulated [diameter of object: 4 mm, voxel size 100 ¥ 100 ¥ 100 nm,
theoretical point spread function of 1.2 NA water immersion (n = 1.33)
objective. Pattern spacing in sample: (B–H) 900 nm, (I) 2.7 mm, pattern
width 300 nm.] The total dosage delivered to the sample for the acquisi-
tion of all of the raw data necessary for panels (B) to (I) was kept constant.
This yielded a total of 1.2 ¥ 106 detected photons for the central slice 
(B, D–F), 28 ¥ 106 photons (G–I), and 36 ¥ 103 photons for the confocal
image (C).

The optical sectioning advantage of the confocal (C) over the widefield
image (B) is clear even though the signal-to-noise ratio in the confocal
image is lower due to rejection of light at the pinhole and lower detection
quantum efficiency (QE). Note that in the widefield image only ~17% of
the photons in the central slice stem from the in-focus region (3 voxels
deep). Images obtained from processing the structured-illumination data
(D–F) show only minor differences in quality and are comparable also to
the confocal image. However, when additional background is added (as in
G, H) stemming from a distant out-of-focus region in the form of five addi-
tional densely packed layers of overlying wagon-wheel pasta, the recon-
structions from dense three-phase structured-illumination data are of poor
quality (H), whereas the confocal image quality (C) would be unaffected.
For this amount of background less than 5% of the collected photons stem
from the in-focus area.

However, by adjusting the spacing between the illumination bars to yield
a more sparse illumination (I), a better sectioning is achieved and the
quality of the reconstruction becomes more acceptable. The price of this
improvement is that data acquisition takes longer (if limited by the instru-
ment) and the raw data file is larger. By going to even mores sparse illu-
mination and a two-dimensional pattern, confocal quality will be reached,
but the long acquisition times may be unacceptable. Note that each final
reconstruction (including the widefield and confocal cases) assumed that
the same total number of photons was emitted by the sample. The confo-
cal detector (photomultiplier tube assumed) was assumed to have a
quantum efficiency 20% as high as the detectors used in the widefield
detection mode (a good quality CCD assumed). Read noise of the CCD
was not accounted for because it would be of marginal influence in these
bright images. For a further discussion on the effect of imaging thick 
specimens see the Appendix of this chapter.

(typically 7–9) for in-plane resolution improvement with succes-
sive rotation of the illumination grid (Heintzmann and Cremer,
1999; Gustafsson, 2000) to many tens of images (Benedetti et al.,
1996) for use with relatively sparse two-dimensional patterns
(pinhole distance �PSF size).

However, looking at this issue from the perspective of informa-
tion theory indicates that a reduction of this number should be pos-
sible (Cox and Sheppard, 1986). The weighted averaging in the
reconstruction process also hints that much of the information has
been acquired multiple times. The key to a major reduction in the
minimum number of images required is to modify the reconstruc-
tion process so that both order separation and weighted averaging
are combined into a single processing step (Heintzmann, 2003).
When this idea is extended to three-dimensional data, another sub-
stantial reduction in the number of images per slice can be expected.
For a z-sectioning image stack using dense grids, this could reduce
the minimum to less than three images per slice on average.

When acquiring a focus series (a z-stack of image sets), the
plane of focus for the illumination pattern usually coincides with
the plane of focus of the detection path. In this situation, the theory
of the imaging process becomes slightly more complex than out-
lined above. In the description above, the patterns were assumed
as being “part of the object,” that is, as its multiplicative modifi-
cation. However, in z-direction, patterning has to be treated as
being “part of the point spread function” because the illumination
pattern usually stays aligned with the plane of best focus as it steps
though the sample, and is not fixed to the object.

The standing-wavefield microscope (Bailey et al., 1993; 
Lanni et al., 1993; Krishnamurthi et al., 1996; So et al., 2001) and
the incoherent illumination image interference imaging (I5M)
microscope (Gustafsson et al., 1995, 1999) generate patterned illu-
mination with either coherent laser light or an incoherent light
source, respectively, and illuminate with alternating bright and
dark xy-planes stacked along the optical axis. In I5M, the maximum
of the illumination pattern coincides with the plane of best focus
in detection. The illumination pattern stays in a fixed spatial rela-
tion to the detection point spread function and can thus be treated
as part of it. This simplifies the reconstruction, as no computational
unmixing is required. However, standing-wavefield microscopy
with illumination solely along both directions of the optic axis
suffers from a large region of missing intermediate z-frequencies,
essentially rendering three-dimensional reconstruction of large
features impossible. (In real space this corresponds to the ambi-
guity problem between lobes along the z-axis of the PSF.)

In I5M, the situation is much improved, such that it enables
image reconstruction (Gustafsson et al., 1999). The effect of noise
on I5M and 4Pi (which is essentially a point-scanning technique,
described in Chapter 30, this volume) were compared by Nagorni
and Hell (2001a, 2001b) indicating the superior performance of the
4Pi approach, especially along the axial direction. However, a
combination of I5M with additional patterning along the in-plane
directions can be expected to yield an additional increase in reso-
lution. This may also have the potential to overcome some of 
the signal-to-noise difficulties of I5M in comparison to 4Pi
microscopy.

All of the reconstruction techniques described above suffer to
some extent from photobleaching of the fluorophores. Because
bleaching is caused by structured illumination, patterns may be
bleached into the sample and have to be compensated for during
reconstruction. Efforts to compensate for patterned bleaching are
treated in detail by Schaefer and colleagues (2004).

Although the three-dimensional imaging techniques described
above have usually been developed for fluorescence, they have



also been applied to incoherent reflection (Neil et al., 1997) and
transmission (Dodt et al., 2003). For the coherent case, approaches
similar in spirit to the Fourier-techniques developed for synthetic
aperture radar are used (Mermelstein, 1999; Schwarz et al., 2003;
Nellist et al., 1995).

Nonlinear Structured Illumination
As described by Heintzmann and colleagues (2002), the methods
of structured illumination can be extended to the nonlinear regime
of the experiment in a straightforward way, and doing so yields
another substantial resolution improvement over linear structured
illumination. If any kind of nonlinearity exists between the illu-
mination intensity and the emission intensity finally measured,
further peaks in the Fourier-transformation of the effective excita-
tion distribution will arise. In the absence of noise, this allows for
any number of components to separate and thus, theoretically, for
infinite resolution in the reconstruction. In practice, signal-to-noise
issues and the type of nonlinearity limit the achievable resolution,
even if grid quality, positioning accuracy, and detector linearity are
perfect.

One of the nonlinear effects we have discussed (Heintzmann
et al., 2002) is fluorescence saturation (Sandison et al., 1995). In
this case, the sample is irradiated with structured illumination over
the full field of view. The intensity required to achieve saturation
is extremely high, but nevertheless possible by using pulse lasers
and illuminating only a few nanoseconds. Recently, this approach
has been practically demonstrated by Gustafsson (2005) who
claimed an in-plane resolution of ~50nm. This fluorescence satu-
ration idea is related to the saturation of the stimulated emission
employed in stimulated emission depletion (STED) microscopy
(Klar et al., 2000; see also Chapter 31, this volume).

It should be mentioned that multi-focal, two-photon
microscopy yields inherent sectioning due to the two-photon effect
and thus does not require a detection mask (see also Chapter 29,
this volume; Andresen et al., 2001). As these systems that illumi-
nate with a pattern of light could allow the detection of the image
at every pattern position, the reconstruction technique described
above should also be applicable, with its potential for flexibility
and resolution improvement. If one neglects the extra readout
noise associated with recording all those images, a reconstruction
based on such a set of structured-illumination images would
increase the signal-to-noise ratio especially for high frequencies in
comparison to just acquiring the summed images, as would be
done in the standard system. However, because the excitation
probability using the two-photon effect is proportional to the
square of the incident intensity, analyzing the data as a case of
structured illumination would contribute a factor of 2 increase in
resolution from the excitation side of the scheme. This would com-
pensate for the longer excitation wavelength used for two-photon
excitation. Thus structured illumination based on the nonlinear
two-photon effect leads to no major resolution increase compared
to single-photon structured illumination. Other nonlinear effects,
such as saturation phenomena, do have higher orders, which can
also be utilized for substantial resolution improvements (such as
in stimulated emission depletion microscopy).

As any type of nonlinearity can be used in combination with
this concept, the nonlinearities considered in Hell and Kroug
(1995) and Schönle and co-workers (1999) are also promising
approaches for the concept described by Heintzmann and Cremer
(1999b) and Heintzmann and colleagues (2002). Other extremely
promising candidates are dyes (Corrie et al., 2001; Giordano et al.,
2002) or proteins (Ando et al., 2004) that can be converted

between two (or multiple) states under wavelength selective illu-
mination. These compounds constitute multi-level systems in
which saturation characteristics can be utilized without requiring
excessive illumination intensities (Hell, 2004).

SUMMARY

• Structured illumination in combination with widefield detec-
tion typically requires the acquisition of a large amount of 
data in comparison to standard confocal or Nipkow-type disk
systems.

• One need not select a “pinhole size” during data acquisition.
The data acquired can be processed in different ways to
emphasize different contrast and resolution/noise trade-offs.
Depending on the nature of the pattern employed, a practical
resolution improvement of a factor slightly above 2 in each
direction of space can be achieved compared to standard wide-
field microscopy. Using nonlinear approaches this factor can
be made substantially bigger.

• Practical speed limits are imposed by the current camera 
and readout technology, but, more important, by the absence
of bright light sources suitable for incoherent full-field 
illumination.
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FIGURE 13.11. Background in thick samples. The sample is assumed to
resemble a “sea” of fluorescence. The image depicts the illumination bright-
ness distribution in the sample, viewed from the side. The fraction of emitted
light from a specific plane falling on the illuminated grid-pattern geometric
positions is also proportional to this distribution, which has to be integrated
over a full unit-cell (here distance D). The region very close to the illuminat-
ing bars or squares should start with a widefield–like behavior. However, to
keep the model simple the whole region from the bars to the distant region is
denoted close in which a linear decay in the background stemming from an
out-of-focus plane, detected at the nominally illuminated in-focus positions.
Note the difference for dense (A) and sparse illumination (B) corresponding to
the simulations shown in Figure 13.10.

9 The quality of this estimate is better by a factor of than the

signal, thus exhibiting only 1/3 of the noise.
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APPENDIX: IMAGING THICK SPECIMEN WITH
STRUCTURED ILLUMINATION

What illumination pattern do we choose for what specimen? If we
neglect issues of resolution, it is apparent that a very thin sample
(e.g., single molecules diffusing in a flat biomembrane) can be
imaged with full-field illumination and widefield detection,
whereas a very thick sample, containing a lot of fluorophores (e.g.,
a fish embryo expressing green fluorescent protein (GFP) through-
out all the cells) requires confocal imaging. Widefield imaging has
the advantage of being relatively fast and efficient in signal detec-
tion. Confocal imaging allows for the rejection of the “bad,” that
is, unemployable out-of-focus light that would dominate the signal
in full-field illumination.

Structured illumination with a user-defined illumination
pattern covers the entire range from full-field illumination through
dense illumination patterns to sparse illumination, approximating
single-spot confocal illumination conditions.

The crucial task is to obtain an estimate of the noise level that
we should expect in the final data with different illumination 
patterns.

If we first assume full-field illumination with the fraction of
the illumination area, the mark/area ratio MAR = 1, each horizon-
tal plane will be illuminated with the same intensity, independent
of its axial position. Depending on the structure of the sample, a
defined thickness Zeq will yield an equal amount of foreground
signal and out-of-focus haze. Structured-illumination techniques
and even widefield deconvolution aim at computationally remov-
ing this out-of-focus haze. However, although background removal
(e.g., by subtraction) can be achieved, the noise contribution of the
background to the signal will still be present. Thus, specimens con-
siderably thicker than Zeq (e.g., more than 10 times as thick) will
run into signal-to-noise problems (see discussion below).

Consider now an illumination pattern of horizontal bars of a
thickness of d = 5mm with a pitch (distance between the begin-
ning of one bar and the beginning of the next bar) of D = 50mm.

The mark/area ratio is defined as which is related

to the mark/space ratio by . If these

bars are sufficiently wider than the diffraction limit, such that dif-
fraction effects can be neglected, structured illumination allows the
acquisition of the foreground in full brightness (knowing which
parts of the in-focus slice are illuminated) while reducing the out-
of-focus haze by the mark/area ratio.

When an in-focus structure of interest is not illuminated, which
in this case happens in 90% of the images acquired in each set of
frames, the background described above is still present. However,
it can be assumed that the reconstruction algorithm can account
for this foreground region not being illuminated because it knows
the current illumination structure and uses this information merely
for a precise estimate9 of the amount of background. This estimate
is then successively removed from the “foreground” data, acquired
when the particle was illuminated (e.g., using Eqs. 6a and 6b).

MSR
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D d
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=
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=
-

1
1
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In the discussion above, it is assumed that out-of-focus light
only influences the result as if it were detected as an additional,
local uniform background (with its associated Poisson noise), and
that a uniform illumination applies even to fluorophores situated
directly behind or in front of the plane of focus. This is clearly
NOT true for the patterned illumination geometry given in Figure
13.11(B). The parameters d and D define three illumination/detec-
tion regimes depending on whether the fluorescent structure is in
focus, close, or distant from the focus plane. These regimes are
characterized as follows:

• In focus: In this refined model, diffraction effects will blur the
thin-line illumination, reducing its intensity. As a result, “back-
ground” contributions will arise from neighboring regions
where illumination was not intended. These in-plane “spill-
over” effects are approximated in an ad hoc way by the fol-
lowing in-focus contrast reduction factor of the foreground:

contrast = drel/(drel + e),

where drel = d/dmin is the width of a bar compared to the small-
est transmittable spatial wavelength of the objective at the
emission wavelength dmin = lem/(2NA).

The number, e = 1.828 was fitted from a simulation of the
image of a bar with variable width at NA = 1.4.



the pitch and width of the bars were varied synchronously. As the
width of the bars gets smaller, the foreground signal decreases. It
is interesting to note that, for samples of relatively small depth,
there is an optimal illumination pattern that provides the best
signal-to-noise ratio. For thicker samples, the initial curve shape
can be neglected as long as the width of the bars is well above the
diffraction limit. The maximal achievable thickness then scales
reciprocally with the chosen MAR as in the simplified initial 
model.

Similar simulations performed for two-dimensional patterns,
revealed that the model can safely be extended in an ad hoc way
by assuming the out-of-focus contributions to be described by a
product of the results from the appropriate line grids (even though
the problem is, strictly speaking, not separable).

Dependence of the Maximal Sample Thickness
on the Number of Collected Photons
Let us assume that a total of 1000 photons/pixel are detected from
a feature during the collection of as many images as are needed to
illuminate the entire plane. In other words, if the dark space
becomes larger, more exposures are needed to illuminate the entire
plane but exposure must now involve fewer photons. Problems
arise, if the foreground (1000 photons) cannot be distinguished
from the noise of the total signal s = fg + bg (sum of back-
ground bg and foreground fg). The noise scales with the square
root of s. To achieve a defined signal-to-noise ratio (S/N) for the
foreground-only signal ( fgrec) reconstructed by subtracting the
background (here assumed to be estimated perfectly), we obtain:

, thus , which

is the maximum acceptable background level given the specified
foreground level (in photons) and the required signal-to-noise
ratio. Assuming a signal-to-noise ratio of 10 gives reasonable
image quality, and assuming essentially noise-free background
estimation, the background level bg in the raw data can be as high
as 9000 photons/pixel (i.e., the background signal can be ~9 times
higher than the foreground). However, if only 200 photons can be
collected from the foreground object, the background cannot go
above 200 photons without dropping the S/N below 10.

Therefore, two effects determine the maximum sample thick-
ness. The structure of the illumination pattern will define the break-
even distance Zeq at which the out-of-focus haze equals the
foreground. The number of collected photons from the structure of

interest then finally determines the factor by which

the sample thickness can exceed Zeq, while still maintaining a
signal-to-noise ratio above the given limit (S/N).
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FIGURE 13.12. Comparison of rough model (from Fig. 13.11) with detailed
calculations at MAR = 1/4. (A) Shown is the relative contribution each plane
of focus makes to the signal detectable in the geometric position of the bars
used for illumination. The “model” curves are calculated according to the
approximations shown in Figure 13.11, the contribution of each plane to the
background drops linearly (close regime) to reach a relative level of MAR =
d/D at distances bigger than z1 (distant regime).

• Close [0 < z £ z1 = D/(2 tana)]: Transition occurs between in-
focus illumination and detection and dimmed-field scaling.
This simplified model assumes a linear transition between the
foreground in the in-focus slice and the background contribu-
tions in each plane of the distant region.

• Distant (z1 < z): Dimmed-field scaling. Above the distance z1

= D/(2 tana) from the plane of focus, all contributing back-
ground is assumed to be illuminated evenly as assumed in the
discussion above. In contrast to the in-focus regime, features
in this region receive illumination intensity dimmed by the
mark/area ratio (MAR).

In Figure 13.12 the relative contribution of a planar fluores-
cent sheet at a defined distance from the plane of focus to the illu-
minated in-focus pixels is shown (simulation on a 400 ¥ 400 pixel
grid, pixel size 60nm, at 520nm, NA = 1.2 and water immersion
n = 1.33). The simplified theory agrees reasonably well with the
detailed simulation (with emission wavelength 520nm, NA = 1.2,
water immersion with refractive index n = 1.33). Here the MAR
was kept constant as 1/4 (e.g., as it could be in an ApoTome) and


