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societies working in information processing, IFIP's aim is two-fold: to support 
information processing within its member countries and to encourage technology transfer 
to developing nations. As its mission statement clearly states, 

IFIP's mission is to be the leading, truly international, apolitical 
organization which encourages and assists in the development, 
exploitation and application of information technology for the benefit 
of all people. 

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It operates 
through a number of technical committees, which organize events and publications. 
IFIP's events range from an international congress to local seminars, but the most 
important are: 

• The IFIP World Computer Congress, held every second year; 
• Open conferences; 
• Working conferences. 

The flagship event is the IFIP World Computer Congress, at which both invited and 
contributed papers are presented. Contributed papers are rigorously refereed and the 
rejection rate is high. 

As with the Congress, participation in the open conferences is open to all and papers may 
be invited or submitted. Again, submitted papers are stringently refereed. 

The working conferences are structured differently. They are usually run by a working 
group and attendance is small and by invitation only. Their purpose is to create an 
atmosphere conducive to innovation and development. Refereeing is less rigorous and 
papers are subjected to extensive group discussion. 

Publications arising from IFIP events vary. The papers presented at the IFIP World 
Computer Congress and at open conferences are published as conference proceedings, 
while the results of the working conferences are often published as collections of selected 
and edited papers. 

Any national society whose primary activity is in information may apply to become a full 
member of IFIP, although full membership is restricted to one society per country. Full 
members are entitled to vote at the annual General Assembly, National societies 
preferring a less committed involvement may apply for associate or corresponding 
membership. Associate, members enjoy the same benefits as full members, but without 
voting rights. Corresponding members are not represented in IFIP bodies. Affiliated 
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Welcome Address 

Dear Colleagues, 

Welcome to the 4th IFIP International Conference on Intelligent Information 
Processing. On behalf of the organizers, we welcome all scientists and practitioners 
who are interested in Intelligent Information Processing around the world and who 
have come to participate in this event. As the world proceeds quickly into the 
Information Age, it encounters both successes and challenges, and it is well recognized 
nowadays that Intelligent Information Processing provides the key to the Information 
Age and to mastering many of these challenges. Intelligent Information Processing 
supports the most advanced productive tools that are said to be able to change human 
life and the world itself. However, the path is never a straight one and every new 
technology brings with it a spate of new research problems to be tackled by researchers; 
as a result we are not running out of topics; rather the demand is ever increasing. This 
conference provides a forum for engineers and scientists in academia, university and 
industry to present their latest research findings in all aspects of Intelligent Information 
Processing. 

As scientists, professors, engineers, entrepreneurs, or government officials all over 
the world, it is our task to understand the technology and explore effective ways to 
apply it in the Information Age. This is the motivation of IIP2006. 
Dear Colleagues, 

M. Stumptner 
M. Bramer 
T. Ishida 
Conference Chairs 



Greetings from Program Committee 

Dear colleagues and friends: 

First of all, we would like to extend to you our warmest welcome and sincere 
greetings on behalf of the Technical Program Committee of the IFIP International 
Conference on Intelligent Information Processing, IIP2006, Adelaide. 

This is the 4* IFIP International Conference on Intelligent Information Processing. 
We received over 120 papers, of which 52 papers are included in this program as 
regular papers and 14 as short papers. We are grateful for the dedicated work of both 
the authors and the referees, and we hope these proceedings will continue to bear fruit 
over the years to come. All papers submitted were reviewed by several referees. 

A conference such as this cannot succeed without help from many individuals 
who contributed their valuable time and expertise. We want to express our sincere 
gratitude to the program committee members and referees, who invested many hours 
for reviews and deliberations. They provided detailed and constructive review reports 
that will significantly improve the papers included in the program. 

We are very grateful to have the sponsorship of the following organizations: IFIP 
TC12, International Federation of Automatic Control, Chinese Association of Artificial 
Intelligence, Australian Computer Society and support by the University of South 
Australia. 

We hope all of you enjoy this diverse and interesting Pro rogram. 

Zhongzhi Shi 
K. Shimohara 
D. Feng 
Program Chairs 
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Keynote Speech 

Keynote Speaker: Colin Fyfe 

Title: Data Mining through visualization 

Biography: Professor Colin Fyfe is an active researcher in Artificial Neural 
Networks, Genetic Algorithms, Artificial Immune Systems and Artificial Life having 
written over 250 refereed papers, several book chapters and two books. 
He is a member of the Editorial Board of the International Journal of Knowledge-Based 
Intelligent Engineering Systems and an Associate Editor of International Journal of 
Neural Systems. He currently supervises 6 PhD students and has acted as Director of 
Studies for 16 PhDs (all successful) since 1998. 9 former PhD students now hold 
academic posts including one other Professor and one Senior Lecturer. He is a member 
of the Academic Advisory Board of the International Computer Science Conventions 
group and is a Committee member of the EU-funded project, EUNITE - the European 
Network of Excellence on Intelligent Technologies for Smart Adaptive Systems. He has 
been Visiting Researcher at the University of Strathclyde, 1993-94, at the Riken 
Institute, Tokyo, January 1998 and at the Chinese University of Hong Kong, 2000 and 
Visiting Professor at the University of Vigo, Spain, the University of Burgos, Spain, 
and the University of Salamanca, Spain. 



Keynote Speaker: Javaan Singh Chahl 

Title: Autonomous Systems—Biologically Inspired Subsystems 

Abstract: 
Biology is an inspiration for almost all work on autonomous systems. The earliest work 
on Artificial Intelligence considered the task to be one of functionally replicating the 
human brain. Since then it has become clear that there is a need to consider lower 
organisms, due to the extreme complexity and ethical issues surrounding work on 
humans. Indeed, working with mammals in general is questionable from a technical 
perspective. Mammals typically have billions of neurons, as opposed to the tens of 
thousands in arthropods (insects, crabs, etc.). Behavior of mammals is correspondingly 
more complex, state dependent and irreproducible. Despite the reduced complexity of 
arthropods, the autonomous capabilities of the simplest, still far outstrips that of any 
technical artifact. 

For some years we have been using the behavior and sensory systems of arthropods as 
an inspiration for new autonomous systems capability. Some of the techniques 
developed have included an alternative sun compass for NASA operations on Mars, 
means of operating small-unmanned aerial vehicles near the ground for DARPA, and 
new technology for maintaining level flight in extremely small UAVs for the US Air 
force. To demonstrate these new concepts it has been necessary to automate platforms 
carrying sensors that have never been used in a navigation avionics suite. 

The experience and outcomes (including many videos) of our research program over 
the last five years will be presented, with a detailed description of the subsystems and 
underpinning biological principles. 

Biography: Dr Javaan Chahl is a Senior Research Scientist with the Defence 
Science and Technology, and an adjunct Senior Researcher with the University of 
South Australia's KES centre. Dr Chahl completed his Engineering degree in 1991 at 
the University of Newcastle, specializing in Computer Engineering. In 1992 he 
completed a Graduate Diploma in Neuroscience at the Australian National University, 
where he studied the applications of neural networks to motion sensitive machine 
vision systems. In 1996 he completed his doctorate in Neuroscience at the Australian 
National University, in which he developed a number of different algorithms for 
controlling vehicles using optica! flow. During this time he also developed and patented 
a new class of reflective surfaces that allow low distortion panoramic imaging. In 1996 
he was appointed Post Doctoral Fellow in the Australian National University, studying 
the application of optical flow and panoramic vision systems to aircraft control. In 



1999 he joined the Defence Science and Technology Organisation as a Research 
Scientist in Weapons Systems Division. Since then he has lead a technical team 
developing control systems for aircraft based on optical flow and other sensors. In 2002 
he was promoted to Senior Research Scientist. Dr Chahl is author of over 35 full-length 
papers in the fields of computer vision, optics and insect behavior. In addition his work 
has lead to 5 international patents. He has been principle investigator on contracts with 
DARPA, NASA, and AFOSR mainly in the area of UAV technologies. In 2001 he was 
co-recipient of the "Australasian Science Prize". 



Keynote Speaker: Zhongzhi Shi 

Title: Semantic Web Services 

Abstract: Semantic Web teciiniques apply knowledge representation techniques in a 
distributed environment. In order to overcome the current deficiencies of the Web 
service technology stack Semantic Web Services are under going to research and 
develop to facilitate the higher automation of service discovery, composition, 
invocation, and monitoring in an open, unregulated, and dynamic environment. In this 
talk 1 will give a brief history of Semantic Web Services, in particular focused on 
service discovery and composition for the emerging concept of Semantic Web Services. 
Dynamic Description Lgic (DDL) proposed by the Key Laboratory of Intelligent 
Information Processing, Institute of Computing Technology, Chinese Academy of 
Sciencestheir, is adopted as a logic foundation of Semantic Web Services. Through 
DDL we implement service discovery and composition. Finally, I will point out some 
interesting areas for future research, in particular those related to the Semantic Web 
Services application area. 

Biography: Zhongzhi Shi is a Professor at the Institute of Computing Technology, the 
Chinese Academy of Sciences, leading the Research Group of Intelligent Science. His 
research interests include intelligence science, multiagent systems, semantic Web, 
machine learning and neural computing. Professor Shi has published 10 monographs, 
11 books and more than 350 research papers in journals and conferences. He has won a 
2"''-Grade National Award at Science and Technology Progress of China in 2002, two 
2"''-Grade Awards at Science and Technology Progress of the Chinese Academy of 
Sciences in 1998 and 2001, respectively. He is a senior member of IEEE, member of 
AAAI and ACM, Chair for the WG 12.2 of IFIP. He serves as Vice President for 
Chinese Association of Artificial Intelligence. 



TEAMS IN MULTI-AGENT SYSTEMS 

Bevan Jarvis, Dennis Jarvis, Lakhmi Jain 

Bevan.Jatvis(cd,poslgraclsMnisa,e(Ju.au 
Jan'is.Dennis&.gmail.com 
Lakhmi.JamdUimisa.edu.au 
KES Group, School of Electrical and Information Engineering, University of South Australia 

Abstract: Multi-agent systems involve agents interacting with each other and the 
environment and working to achieve individual and group goals. The 
achievement of group goals requires that agents work together within teams. !n 
this paper we first introduce three philosophical approaches that result from 
different answers to two key questions. Secondly we consider three theoretical 
fi'ameworks for modelling team behaviour. Next we look at two agent 
implementation models. Finally, we consider one of those implementation 
models - JACK Teams - and place it in the context of the philosophical debate 
and the theoretical frameworks. 

Key words: Intelligent agents, Teams, Multi-agent systems 

1. INTRODUCTION 

Multi-agent systems are of research interest in philosophy, artificial 
intelligence and cognitive science. There are two approaches to modelling 
MAS behaviour - by explicit specification of individual behaviours or by 
relying on emergent behaviours, hi the latter case, collective activity may not 
always be easily derivable. 

Two key issues emerge. First is the question of whether teams should be 
explicitly modelled, as constracts constraining individual behaviour. 
Koestler's description of holons [12] represents a positive answer to this 
question. Assuming an individual-oriented approach, a second issue arises of 
whether individual-oriented intention suffices to explain collective 

Please itse the foil owing format when citing this chapter: 

Jar\is, B., Jar\is, D., Jain, L., 2006, in IFIP International Federation for Information Processing, Volume 228, Intelligent 
Infonnation Processing IE, eds. Z. Shi, Shimohara K., Feng D., (Boston: Springer), pp. 1-10. 
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intentionality - as proposed by Bratman [4] ~ or, as argued by Searle [15], a 
separate type of intention is required tliat is oriented towards the group and is 
not reducible to individual-oriented intention. 

The different approaches are reflected in different theoretical frameworks 
for multi-agent teaming. Holonics [6] is an interpretation of Koestler's ideas. 
Cohen and Levesque's Joint Intention theory [5] follows Searle by defining 
joint intentions that are held by the team as a whole. In the SharedPlans 
theory of Grosz et al. [9, 10], individual-oriented and collective-oriented 
intention are respectively represented by means of the mental attitudes 
"intend to" (perform an action) and "intend that" (a proposition becomes 
true). 

Both the Joint hitention theory and the SharedPlans theory have provided 
the basis for a number of successfiil implementations. Perhaps the most 
noted of these is the team-oriented programming (TOP) framework, 
exhibited in the TEAMCORE system of Pynadath et al. [13], which 
combines elements of both theories. 

JACK Teams [2] is here represented as an agent-based implementation of 
the holonics model. The defining concept in JACK Teams may be described 
as providing an agent with the capability to delegate roles and to accept role 
obligations. An agent can thus be at once part of a greater whole (a group 
serving another agent) and a self-contained entity, capable of coordinating its 
own groups. This is essentially the definition of a holon [6]. 

It will be useful to consider the sources of an individual agent's 
intentions, which we identify as desires, obligations and norms. Desires 
belong to the agent. Obligations arise from an agent's agreement with 
another agent to perform an action or role - they are the result of delegations 
or contracts. Nonns represent the (in human terms often tacit) agreement of 
agents in a group to follow certain rules. Desires are thus individual-
oriented, obligations are oriented to one other individual, and norms are 
group-oriented. 

In sections 2 and 3 we look more closely at the philosophical viewpoints 
of Searle and Bratman and the related theoretical frameworks developed by 
Cohen and Levesque and by Grosz and her collaborators. In section 4 we 
selectively overview some implementations of team behaviour. We conclude 
by discussing JACK Teams, placing it in the context of the philosophical 
debate and the theoretical frameworks. While having been developed 
separately from the philosophical and theoretical models we discuss, JACK 
Teams still appears to find a natural place among them. 
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2. THE PHILOSOPHY OF TEAMS 

As mentioned above, two key issues in describing team behaviour are 
whether the focus of attention is on teams or individuals, and (assuming the 
latter) how to represent collective intention. At the philosophical level this 
results in three distinct approaches. The team-centric view inspired by 
Koestler is that teams can be both parts of larger (or at least not smaller) 
teams and coordinate smaller teams. From the individual-centric viewpoint, 
there are two approaches, represented here by Bratman and Searle. 
Bratman's view is that collective intention can be described by refeiTing to 
individual intention in combination with other mental attitudes. Searle's 
opposing view is that collective intention cannot be so reduced. 

2.1 Holons and the Janus Effect 

Koestler [6] coined the word 'holon' to denote an entity which is botli a 
collection of parts and a part of a greater entity. For example, a human organ 
is an organised collection of cells and is also a part of the human body. 
Holons can be part of other holons, forming hierarchies - or heterarchies -
called 'holarchies'. The 'Janus effect' denotes the two-sided nature of a holon 
within a holarchy: facing upwards it has the form of a dependent part, while 
facing downwards it appears to be a self-contained whole. 

Teams are holons in that they are made up of individuals and are also part 
of a larger organisation. Teams can also be part of other teams, and so the 
team structure of an organisation is, in the general case, a holarchy. 

Koestler in fact does not distinguish between individuals and teams. 
Rather, he seeks to capture the essence of system behaviour in terms of a 
holarchy. 

2.2 Bratman and Shared Intention 

In a series of papers (collected in [4]), Bratman develops his notion of 
shared intention. This is intention of the group, but comprises a public, 
interlocking web of intentions of individuals. The interlocking web aspect 
reflects the fact that an individual's intentions are achieved through 
hierarchies of plans and subplans that must be meshed with those of other 
cooperating individuals. The public nature of the web of intentions is 
established by invoking common knowledge. (Common knowledge is the 
knowledge by each individual in a group of an infinite set of propositions of 
the form "I know that X", "I know that you know that X", "I loiow that you 
Imow that I know that X", and so on. A detailed study is provided by Fagin, 
et al. [8]. It has a close analogue in mutual belief) 
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2.3 Searle and Collective Intentionality 

Searle contends that m addition to individual intentionality tiiere is 
collective intentionality, which latter is expressed, by each individual, as "we 
intend" [15]. Collective intentionality is, he states, "a biologically primitive 
phenomenon that cannot be reduced to or eliminated in favor of something 
else." Searle further claims that individual intention plus mutual belief, or 
any altemative to mutual belief that he has seen, does not in fact result in 
collective intention. This claim appears incompatible, however, with the 
logical requirements of the theoretical frameworks discussed below, which 
rely on cominon knowledge. 

2.4 Norms and Obligations 

We follow Dignam et al. [7] in distinguishing between norms and 
obligations. Norms are held by a group or community, and no individual is 
identified as the instigator. Obligations involve just two parties (individuals 
or groups regarded as individuals). One party instigates the obligation, which 
is held by the other. Using Bratman's terminology [3], both norms and 
obligations are pro-attitudes (similar to desires), and only in the event that 
they are accepted and the individual in some way cominits to them do they 
become conduct-controlling pro-attitudes (intentions). 

Norms are rules of behaviour - prescriptions or proscriptions - that are 
understood and enforced within a group or community. Norms include 
mores, taboos, faux pas and commonly agreed ways of doing things. Some 
nonns are codified as laws. Penalties for breaking a norni range from the 
extreme - execution or ostracism from the community or group - to minor or 
none at all - shame, or the knowledge that one has caused insult or injury. 
Punishments may even take subtle forms such as not being invited to receive 
some benefit, and it is quite possible for a person not to realise that he or she 
has been so penalised. These punishments are sanctioned by the group, 
implicitly or otherwise. 

Obligations are most readily explained by referring to delegation. 
Consider that Adam asks or requires BeUnda to act in a particular way (i.e. 
to perfomi a role or a task), and Belinda, through agreement or coercion, 
decides (commits, and therefore feels obligated) to so act. hi the case of 
delegation, the behaviour asked of Belinda is part of a plan coordinated by 
Adam. Obhgations per se allow for punishment only on a limited, individual 
level. If, for example, Belinda does not behave as agreed, Adam has the 
option not to rely on her in the future. Any further action that Adam might 
take is subject to social norms. Obligations in which one or both parties are 
groups or organisations, however, often involve contracts. 
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Contracts are one way to enable punishment for not fulfilling obligations. 
They requii-e that a third person or entity (representing the community or 
group) may be called upon to arbitrate and decide punishment if the 
agreement is broken. Contractual obligations exist in the context of a norm 
(codified in a set of laws) that prescribes that people in general should 
adhere to contracts. 

3. THEORETICAL FRAMEWORKS FOR TEAMS 

3.1 Holonics 

hi general terms, holonics is the application of Koestler's ideas to the 
design of multi-agent systems. The objective is to attain in designed systems 
the benefits that holonic organisation provides to living organisms and 
societies. These benefits are: stability in the face of disturbance; adaptabihty 
and flexibility to change; and efficient use of resources [6]. 

A noted application is Holonic Manufacturing Systems (HMS). In HMS 
it is desired that behaviour be explicitly specified: unpredicted emergent 
behaviour is generally unwelcome in a manufacturing environment. 

In the holonics model, a holon has behaviours that are coordinated from 
above and also specifies behaviours of subsidiary holons. Additionally, it 
may have behaviours as an individual entity. 

3.2 Joint Intentions 

In [5], Cohen and Levesque establish that joint intention cannot be 
defined simply as individual intention with the team regarded as an 
individual. This is because after the initial formation of an intention, team 
members may diverge in theii' beliefs and hence in their attitudes towards the 
intention, histead, Cohen and Levesque generaUse their own definition of 
intention. First they present a definition of individual persistent goal and, in 
terms of this, individual intention. Both definitions use the notion of 
individual belief Next, they define precise analogues of these concepts -
joint persistent goal and joint intention - by invoking mutual belief in place 
of individual belief The definition of joint persistent goal additionally 
requires each team member to commit to infomiing other members - to the 
extent of the team's mutual belief - if it comes to believe that the common 
goal has been achieved, becomes impossible or is no longer relevant. The 
result is that, while a team is not an individual, nevertheless joint intention is 
- at least in definition - similar to individual intention. 
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In Cohen and Levesque's theory, then, a team with a joint intention is a 
group that shares a common objective and a certain shared mental state [5]. 
In particular, joint intentions are held by the team as a whole. 

3.3 SharedPlans 

In Grosz and Sidner's SharedPlans model [10], two intentional attitudes 
are employed: "intending to" (do an action) and "intending that" (a 
proposition will hold). The former is individual-oriented intention, while the 
latter represents intention directed toward group activity. Additionally, 
shared intentions are described along with mutually known partial plans to 
achieve those intentions. Agents are said to have a SharedPlan to do a just in 
case they hold: (1) individual intentions that the group perform a; (2) mutual 
belief of a (partial) plan to do a; (3) beliefs about individual or group plans 
for the sub-acts in the plan to do a; (4) intentions that the selected agents or 
subgroups succeed in performing their designated sub-acts; and (5) 
subsidiary commitments to group decision-making aimed at completing the 
plan to do a. 

Grosz and Hunsberger [9] claim to reconcile the two approaches to teams 
that we have ascribed to Bratman and Searle (to the extent of the 
disagreement about whether or not group-oriented intention is reducible to 
individual intention). They provide the "Coordinated Cultivation of 
SharedPlans" (CCSP) model, which, while relying solely on individual 
intention, captures the essential properties argued for in accounts that require 
group-oriented intention [9]. CCSP also provides a general architecture for 
collaboration-capable agents. 

4. IMPLEMENTATIONS OF TEAMS IN MULTI-
AGENT SYSTEMS 

Two important architectures for building intelligent agents are Production 
Systems and the Belief-Desire-Intention (BDI) model [17]. 

In the Production System model, agent behaviour is coded by specifying 
rules that are invoked through variable binding and forward chaining. 

In the BDI model, individual agents are specified which each have their 
own beliefs, desii'es, intentions (desires to which the agent has committed), 
and plans to carry out their intentions. In practice, commitment to intentions 
is handled internally to the execution engine, while desires (or goals) are 
implicit in the events that the agent declares it has plans to handle. Thus, 
coding a BDI agent consists predominantly in specifying plans and initial 
beliefs. 
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In this section we consider two implementation models of team 
beliaviour. Team Oriented Programming (TOP) is an agent-based model that 
combines ideas from the Joint Intentions and SharedPlans theoretical 
frameworks described in the previous section. It is implemented in the 
Production System model. JACK Teams is also agent-based, through 
extending BDI, but represents an implementation of the Holonics 
framework. 

4.1 JACK Teams 

JACK Teams [2] is an extension of JACK [1], which is an 
implementation of the BDI model of intelligent agency. JACK itself is 
implemented as an extension of Java, giving it the power of a complete (and 
well known) computer language. 

JACK Teams extends JACK by allowing the definition of agent plans in 
terms of roles that unspecified agents may perform, and by providing a 
mechanism by which roles can be matched to agents that have plans to 
handle them. Importantly, the delegating agent does not require the details of 
those plans. By way of example, Adam may ask Belinda to buy some 
anchovies for the pizza he wants to make, but does not need to know 
whether she will buy them from the local grocer or at the supermarket. All 
he requires (in the JACK Teams model) is for Belinda to say she has a plan 
for buying anchovies. Of course, Adam is free to tighten the role 
specification. 

JACK Teams allows for belief propagation, through the notion of team 
belief connections. The connection is strictly one-to-one, between the 
coordinating agent and the agent perfonning a role. The flow of beliefs may 
be directed either upwards - synthesising the beliefs of an agent into those of 
the agent whose role it is performing - or downwards - allowing an agent 
perfoHTiing a role to inherit beliefs from the coordinating agent. 

JACK Teams also separates team stmcture (the structure needed to 
perform a plan) from organisational structure. In fact, it has nothing to say 
about the latter - although appropriate restrictions may be specified if 
desired. 

An agent in JACK Teams is best interpreted as an extension of an 
ordinary agent such that it can communicate with other (similarly enhanced) 
agents about the roles that it requires or can fulfil. JACK Teams thus 
provides a mechanism whereby an individual agent can establish a group 
that is to some extent committed to the obligations (roles) that it prescribes. 
The fact that all individuals are so enlianced establishes a powerfiil 
mechanism for describing team structiu-es. 
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A JACK Teams agent is clearly a holon. It performs plans at the behest 
of other agents, and it coordinates groups to perform its own plans. Since it 
as extension of an ordinary BDI agent, it also has its own private plans. 

4.2 Team Oriented Programming 

The Team Oriented Programming framework (TOP) is an attempt to 
simplify the process of building robust, flexible agent teams [13]. Each 
potential team member is required to have a functional interface that 
describes its capabilities, specifying the tasks it can perform, input and 
output parameters for each task, and constraints on input parameters. TOP 
has an explicit "team layer", a level of abstraction at which the progranmier 
specifies: the organisational hierarchy of agents for achieving team goals; 
the team goals; the team procedures for achieving team goals (including 
initiation and termination conditions); and coordination constraints between 
agents executing joint activities. 

The TEAMCORE [13] (and the more recent Machinetta [14]) 
implementation of TOP is implemented as wrappers or proxies for agents 
defined using the production system-based architecture Soar. TEAMCORE 
is an extension of STEAM [16]. Teamwork knowledge in STEAM consists 
of three classes of domain-independent mles; coherence preserving, monitor 
and repair, and selectivity-in-communication. In TEAMCORE, this domain-
independent knowledge is encapsulated within wrapper agents, separating it 
from the possibly heterogeneous domain-level agents. 

5. JACK TEAMS IN CONTEXT 

We now look more closely at and seek to place JACK Teams in context 
with the philosophical positions and theoretical frameworks mentioned in 
this paper. We focus on JACK Teams because it occupies a unique 
philosophical position. As an extension of JACK it is based on previous 
work done by Bratman that provided the philosophical basis for BDI. At the 
same time it presents an implementation of Koestler's notion of holon. 

JACK Teams was developed in response to a requirement to model team 
structures within organisations - specifically, military organisations. In this 
context the holonic approach, with its emphasis on explicit specification of 
behaviour, provides a mechanism for specifying standard military 
procedures. 

The contribution of JACK Teams may be summarised by saying that it 
gives an agent the capability to reason about and coordinate the delegated 
behaviour of other agents. If a normal BDI agent represents a member of the 
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species homo actor ("man the doer"), then a JACK Teams agent is homo 
delegator. From this apparently simple extension there emerges a powerful 
device for specifying heterarchies of delegation and obligation. 

JACK Teams is firmly on the side of explicit representation of MAS 
behaviour. Moreover, the engine that matches roles with agents willing to 
perform them may be said to provide a fonu of mutual belief for the group, 
making cooperation possible. This puts it on the side of Bratman. 

There is a clear distinction in JACK Teams between private intentions 
and intentions that are expressed by specifying roles to be filled. These 
respectively miiTor the formulations "intend to" and "intend that" of Grosz et 
al. Also, there is a clear recognition of the importance of plans in mutual 
activity. These considerations indicate a concordance with the SharedPlans 
framework. 

hi addition, failure by an agent in a role will be detected by the 
coordinating agent. The latter will either handle the failure or cascade it up 
the delegation hierarchy (or heterarchy). It is in this manner that JACK 
Teams implements the communication of plan outcomes to interested 
parties, analogously to the communication requirement of the Joint 
hitentions fi^amework. 

The mechanism of belief propagation, mentioned above, provides to 
JACK Teams a form of mutual belief. Although this mutuality is strictly 
between the agent performing a role and the coordinating agent, the beliefs 
could be further propagated by either party. 

In itself, JACK Teams does nothing towards implementing norms. 
However, if needed, norms could be implemented in the design of particular 
systems. One approach would be to implement norms as behefs, which could 
be propagated throughout the group. 

6. CONCLUSION AND FUTURE DIRECTIONS 

In this paper we have contextualised research into the modelling of team 
behaviour in multi-agent systems, by considering philosophical and 
theoretical issues and by briefly describing two implementations. 

We have also categorised JACK Teams, which, while closely connected 
to the holonics model, yet appears to correspond well with the work of Grosz 
et al , and includes an important feature of Cohen and Levesque's model. 

One direction for future research would be to investigate the 
implementation of norms in JACK Teams. One suggested approach [11] 
uses explicit team contracts that specify required behaviour of each member 
of a task team as well as synchronisation requirements between members. 
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Team contracts can be said to provide agents with an expression of joint 
intention. 

Also of interest is the problem of incomplete information. By way of 
example, in the operation of agent-controlled unmanned aerial vehicles 
(UAVs) there may be periods when communication is impossible or is 
deliberately not used. All the theoretical frameworks discussed assume 
perfect communication. It would thus become necessary to revisit this 
assumption. 
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Abstract: Agent coordination is the ability to manage the interdependencies of activities 
between agents while agent cooperation is the process used for an agent to 
voluntarily enter a relationship with another to achieve a system derived goal. 
We describe and show the concepts of Coordinative Cooperation and 
Cooperative Coordination using examples. These concepts demonstrate the 
ability for intelligent agents to distinguish between cooperation from 
coordination and vice-versa. Both concepts can be integrated into a process, 
using a cognitive cycle to explain the interaction between coordination and 
cooperation. Furthermore, this paper will discuss how the 
coordination/cooperation loop is initialised and can be affected by 
Coordinative and Cooperative events. We recommend suggestions on how 
these concepts can be designed and implemented in a multiagent system 
(MAS) and introduce AC 'M, which is a prototype of this cognitive loop. 

Keywords; Multi-agent, coordination and cooperation. 

1 Introduction and Motivation 

Multi-agent systems (MASs) enlist in a variety of formats and architectures that 
exploit specific behaviours and reasoning. These behaviours and reasoning can be 
compared to the study of Classical Management Theory. A pioneer in Classical 
Management Theory, Taylor (1947) describes and defines the cornerstone principles 
of management. These principles include the theory of Research and Analysis, 
training, cooperation and coordination. He considers Research and Analysis in terms 
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of time management studies and functional analysis that are generally conducted 
prior to implementing new or improved work processes [1]. Training is a conducted 
after the implementation to allow for workers to correctly utilities the new process. 
However, it is coordination and cooperation that are considered as the functions or 
set procedures that allow for smooth learning during training [1]. Therefore, it is 
these two functions that we suggest are subjects that are open to further automation. 

This paper contains four sections. The section 2 introduces the concepts of the 
personification of agents and the definitions of agent coordination and cooperation. 
Section 3 describes the concept of a cognitive loop that exists between coordination 
and cooperation. These concepts are known as Coordinative Cooperation and 
Cooperative Coordination. Section 4 describes the implementation of these concepts 
and followed by a discussion of a prototype of this cognitive loop. 

Coordination and Cooperation of Agents 

2.1 Personification of Agents 

The development of agents has seen a shift from autonomous goal-setting agents 
to MASs that are responsive to and reason with other agents. The personification of 
agents has allowed the development of intelligent agents to facilitate human-
computer interaction that emulates human behaviour. In this way, intelligent agents 
are provided with more social abilities. Personification increases trustworthiness and 
credibility of an agent. It also increases user's engagement, for example a learning 
environment [2], Personification of agents can be seen as the coherent believable, 
stable and typical cluster of traits and attitudes that are reflected in the agent's 
behaviour [3], 

Bratman (1990) considers that Practical Reasoning is an extension of the 
personification of agents. He acknowledges that the practical reasoning in agents is 
the weighting conflicts of competing options, where each is determined from an 
agent's desires, values, cares and beliefs [4]. 

Rao and Georgeff (1995) define BDl agents where the beliefs are represented as 
information that is updated by means of actions. An agent's desires are its 
motivational state, and intentions are the agent's deliberative component [5]. 
Wooldridge (2002) further extends the BDI framework by including practical 
reasoning algorithms plus the concepts of conventions, commitments and plans [6]. 

2.2 Agent Coordination 

The term coordination has been used in explaining concepts in the areas of 
psychology, sociology, biology, management, finance and information technology 
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[7], [8]. A working definition is the act of managing interdependencies between 
activities performed to achieve a goal [9], 

Agent coordination provide coherency and focus to a MAS. Coherency is 
important as it aids an agent or MAS to behave and act desirably as a unit [11]. 
Coherency ensures agents do not conflict, waste effort and squander resources while 
trying to accomplish their required objectives. The process of coordination enables 
agents to focus on the task being performed. This unified approach to task 
decomposition assists the MAS to complete the common goal [10]. 

2.3 Agent Cooperation 

A universally accepted definition of cooperation is acting together with a 
common purpose [12]. Cooperation can result from two specific influences; explicit 
and implicit influences of norms and values. The former is the influence from either 
a leader or referee. The latter is the influence is from the norms and values that are 
common between actors [13]. 

When an autonomous agent enters a relationship with another agent voluntarily, 
it is said to be cooperating. An agent will generally acquire a goal of another if there 
is some positive motivational outcome [14], [15]. 

Wooldridge and Jennings (1999) highlight two major assumptions required for 
agent cooperation to succeed. Firstly, because cooperation can fail, an adequate 
contingency plan is required and agents must initiate the social processes. Agents are 
required to start interaction processes that will instantiate and help accomplish 
cooperation [14], 

2.4 Coordinative Cooperation 

Swarts (2004) argues that coordination is based on two events: the ratification of 
a proposal and the revision and subsequent ratification of proposals [16]. Like 
contracts, any form of revision must be met with full and voluntary agreement with 
all parties. Such agreement is shown as cooperation. The quality of coordination 
depends on a group's ability to not only communicate and store their ideas, but also 
to share these ideas with others [16], The latter event can be seen as Coordinative 
Cooperation. A working definition would be; 

"... The act of managing interdependencies of actors or objects such that an 
actor/object will voluntarily enter a relationship with another actor/object and 

adopt the goal of that actor/object for the common purpose of achieving a common 
goal.. •• 
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For Coordinative Cooperation to be recognised, an event occurs wliere agents 
are coordinated into tasks. This event is known as a Coordinative Event and is 
defined as an action that has resulted from coordination. 

2.5 Coordinative Cooperation 

The assumption of the research focuses on the integration of coordination and 
cooperation in either order and postulates that the same logic is used in either 
process. Therefore a working definition of Cooperative Coordination is: 

"... When an agent voluntarily enters into a relationship with and adopts the goal 
of another agent such that the inlerdependencies between the agents' activities are 

managed to achieve the goal... " 

Using Tulken's (2001) approach to cooperation, cooperative coordination can 
therefore be pre-empted by two important cooperative characteristics (the explicit 
influence of a leader and the implicit influence of norms and values). Like 
Coordinative Cooperation, Cooperative Coordination possesses a certain event that 
must occur for coordination to be recognised. This event is known as a Cooperative 
Event. In this case, a cooperative event is defined as an action that has resulted from 
cooperation. 

The main difference between Cooperative Coordination and Coordinative 
Cooperation is hierarchy. In addition, the assumption for both concepts is the 
requirement that cooperation is voluntary. If this assumption is then broadened and 
cooperation fails, then the voluntary relationship can also fail. It is mandatory that 
cooperation must continue until it can be reached and based on this argument, the 
same approach can be applied in forming voluntary relationships. 

Implementation 

3.1 Defining a Formal Model of Coordinative Cooperation 

This research has progressed sufficiently to define a model capable of improving 
Coordinative Cooperafion and Cooperative Coordination using the same approach as 
Wooldridge and Jennings (2001) when implementing Practical Reasoning in agents. 
Consider the following: a group of agents where a Coordinative Event has occurred. 
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Table T. Algorithm of Coordinative Cooperation 

I Algorithm; Coordinative Cooperation 
2 
3 get the plan through getPian (AG+) 
4 Coordinate the first agent through A l locate (AG+, a g ( i ) , CE) 
5 
6 while not succeeded (Pl) and ge tEvent (CE) 
7 
8 i f D ( a g ( l ) , a g { n ) ) t h e n / ' S a m e Norms *7 

9 i f i ( a g { i ) , ag (n)) then/* Same Values */ 
10 ifCommittedCagd) , a g ( n ) , PI) then 
I I /* Voluntarily agreed, thus cooperation */ 
12 ag(role)= getAgentRole (ag(n) ) 

13 /* Enter agent into Cooperation element & remove 
14 from set of agents*/ 
15 ag(n)->CA 
16 ag{n) = ag(n+1) 
17 end if 
18 end If 
19 end If 
20 
21 end while 

There are six important steps to this algorithm. Firstly is the function 
getPlan () , where this function retrieves the plan specific for the leader agent. 
The second point is the function A l loca te () . This is where the coordination 
occurs and sets the Coordinative Event. Thirdly is getEvent () where this 
function flags whether the Coordinative Event is still activated. Once cooperation 
has been achieved, the Coordinative Event is then empty. 

Fourthly are the functions D () and I () . These functions determine if the 
desires and intentions of the leader and another agent are the same. Once these are 
found to be the same, the function Committed () is then called. This function will 
determine if the agent will voluntarily agree to the plan of the leader agent. If this 
function returns true, then it can be said that agent n has voluntarily agreed, thus is 
cooperating. Therefore agent n is given its role by the function getAgentRole () 
which is based on their desires and intentions and then placed into the set CA, or 
Cooperative Agents. Finally succeeded () will be set to true once all agents have 
been placed into the set CA. This indicates that cooperation has been achieved as all 
agents have voluntarily agreed to the plan of the lead agent, Ag . 

The same approach can be used with Cooperative Coordination. This algorithm 
also uses the same functions as Coordinative Cooperation, but there are differences. 
The main difference is that the function A l loca te () is used once cooperation has 
been established. This function is also used for all agents, not just for one as in the 
case of Coordinative Cooperation. However, the concept of cooperation is the same; 
all agents must have returned true on the function Committed (). 
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3.2 Using JACKTM 

To show these two algorithms working, a development environment can be used. 
The development environment JACK''"'̂  allows intelligent agents to be developed 
and implemented within a multiagent system. The difference between .lACK''̂ '̂  and 
other agent-oriented software is the ability to use events, plans and teams to model a 
MAS, but more importantly, it can use an agent's BDl in making decisions on these 
events, plans and capabilities. Therefore, Coordinative Events as well as the team's 
plan can be represented. Consider the case of Coordinative Cooperation using the 
algorithm defined: 

Figure J. Coordinative Cooperation using JACK'''" - Overview 

AC^M - Modeling Agent Cooperation and 
Coordination 

The concepts discussed have been implemented into a prototype called AC''M. 
This model uses the algorithm described and JACK''"" design architecture to the 
concepts. Figure 2 demonstrates Cooperative Coordination. Consider a meeting of 
people/agents that are needed to be formed to solve a specific goal. There is a lead 
person/agent where this leader needs each person/agent due to their specific role and 
expertise that they possess. When an agent agrees to cooperate, a line is drawn from 
the Team Leader Agent to an agent. This indicates a cooperative event has 
occurred. A line will then be drawn from the agent to their expertise, indicating that 
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they have been coordinated to that task. The same logic occurs for Coordinative 
Cooperation; however in that case, when an agent agrees to cooperate, a line will be 
extended from the agent to the task, indicating cooperation has occurred. 

Figure 2. Cooperative Coordination in AC M 

5 Conclusion and Future Works 

Coordination and cooperation are two abilities that can be used to assist each 
other, although they are commonly treated separately and allowed to compete, 
causing gridlock or system failure. The concepts of Coordinative Cooperation and 
Cooperative Coordination occur in everyday life for all forms of life. Combining 
both concepts into a single agent can help in the further development of intelligent 
agents but more importantly, in the development of systems that can emulate the 
human society. 

The concepts of Coordinative Cooperation and Cooperative Coordination can be 
broadened by merging the two concepts into one. The concept of a 
coordination/cooperation loop has been used to demonstrate these principles in the 
A C ' M prototype. This system can also be integrated into JACK''''̂  so the beliefs, 
desires and intentions of agents can be incorporated to determine when coordination 
and cooperation are satisfied. 
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Abstract: Topological theory of intelligent agent networks provides crucial information 
about the structure of agent distribution over a network. Agent network 
topologies not only take agent distribution into consideration but also consider 
agent mobility and intelligence in a network. Current research in the agent 
network topology area adopts topological theory from the distributed system 
and computing network fields without considering mobility and intelligence 
aspects. Moreover, current agent network topology theory is not systematic 
and relies on graph-based methodology, which is inefficient in describing 
large-scale agent networks, In this paper, we systematically classify the agent 
network topologies and propose a new description language called 
Topological Description Language for Agent nepivorh (TDLA), which 
incorporates the mobility and intelligence characteristics in an agent network. 
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1. INTRODUCTION 

The term Agent network topology is derived from mathematical topological 
theory and this concept overlaps with topological theory in data communication and 
distributed systems areas. 

Applications of multi-agent systems have been arising in many areas. This 
situation has led to a set of important research problems concerning how an agent 
network should be designed to perform efficiently and effectively. Thus, we have to 
consider designing an appropriate network topology before a network, such as an 
agent network, is actually constructed. Agent network topology analysis enhances 
agent communication efficiency of an agent network and provides efficient mobility 
and intelligence to the network. 

Existing topological theory in information technology field has been mainly 
applied to data communicafion and distributed systems areas for many years and the 
theory has made some extraordinary contributions. However, as an emerging 
discipline, the topological theory in multi-agent systems is still preliminary. Existing 
topological theory cannot fulfil the needs of agent network because an agent 
network has its specific characteristics, which include; /) mobility, /;) intelligence, 
and /;•() flexibility. The research direction of agent network topology needs to follow 
these three characteristics. Therefore, this paper classifies the current agent network 
topologies and analyses the mobility of each topology. We also suggest a new 
method, called Topological Description Language for Agent network (TDLA), to 
quantify agent network topologies. 

2. RELATED WORK 

Intelligent agent technology, such as multi-agent application, is often considered 
as a sub-discipline of Distributed Artificial Intelligence (DAI). Research on 
topological theory in digital network and distributed systems areas including DAI 
has been carried out (e.g. [1] [2]). 

Much work in distributed system and digital network areas can apply to 
intelligent agent areas, including topological theory. Nelson Minar [2] classifies 
distributed system topologies into three general and basic categories, including 
centralized, decentralized, and hybrid topologies. The topological theory developed 
in Minar's work is not systematic and lacks comprehensive analysis of topological 
theory. However, it provides some basic ideas about the classification of simple 
distributed networks and is helpful to the development of topological theory in 
mulfi-agent systems. 

After the proposal of Small-world theory and its application to complex 
networks [3] [4] [5], the development of topological theory soon spreads to complex 
agent networks [6] [7]. Most of the related work in the field emphasises the 
application of specific topologies, such as Small-world topology or Scale-free 
topology, to agent networks. This work does not raise the issue of classification of 
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agent networks, which limits the research in gaining comprehensive understanding 
of agent networks. Thus, this paper clarifies current agent network topological 
theory. 

In our previous research work, we have conducted a performance analysis based 
on three agent topologies in a newly proposed multi-agent-based architecture [8] 
called Agent-based Open Connectivity for Decision Support System (AOCD). 

3. AGENT NETWORK TOPOLOGIES 
CLASSIFICATION 

Agent network topology theory is a crucial area in terms of developing an 
appropriate agent network infrastructure for a specific organization. We 
systematically classify agent network topologies into two main categories, which are: 
simple agent network topology and complex agent network topology. 

3.1 Classification of Simple Agent Network Topologies 

In the real world, a network for an industry organization is complex and specific. 
However, a complex network can be divided into several simple topologies. For 
instance, Local Area Network (LAN) theory generally defines four basic topologies 
[1] [9], which include star topology, bus topology, ring topology, and tree topology. 
Many organizational LAN applications in the field are basically the combinations of 
these four basic topologies. Based on the traditional topological theory of LAN, 
Minar [2] suggests four basic simple topologies and two hybrid topologies in 
evaluating distributed systems topologies. In the multiagent area, we classify the 
simple agent network topologies into the following categories. 
> Centralized agent network topology: 

•— 

Figure 1. Centralized Topology 

Our definition of centralized agent network topology is: a topology has a central 
agent and only this central agent is connected with other agents over the network. 
There is no direct connection between any two agents except with the central agent, 
as shown in Figure 1. A star-like topology is one of the common cases of centralized 
topology. The total connections in simple centralized topology is: 

c = v - l (1) 
where c denotes the total connections and v denotes as the total number of agent 
over a network including the central agent. 

In centralized agent network topology, the central agent is vital to the network. 
However, the central agent has very inefficient mobility. Total connection of a 
topology is one of the coefficient facts of agent network mobility. We have the 
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following equation to define the connection-based coefficient of agent network 
mobility: 

2^ {TcHalconnt; clion I import) x m^ 

where m̂ .„ is the connection-degree coefficient of mobility, w, denotes the mobility 
of an individual agent, import denotes the importance of an agent that is measured 
by the number of connections to the agent. These variables will be used in the 
following topologies in this section. Therefore, the connection-based coefficient of 
centralized agent network mobility is; ,„ ^„ = ! 

^ (( V - 1 ) / « , ) X ;« , ( 2 ) 

where a. is the number of connections for an individual agent. The variables c, v, 
and a^ will also be used in the following topologies in this section. 

> Peer-to-peer agent network topology: 
There are two categories in Peer-to-peer agent network topology: one is fully 

connected peer-to-peer topology and another is partially connected peer-to-peer 
topology. -;<:-K>- -:£1L-

(a) Fully connected (b) Partially connected 
Figure 2. Peer-to-peer agent network topology 

In Peer-to-peer agent network topology, each agent has direct connection(s) with 
other node(s) over a network, as shown in Figure 2. In fully connected peer-to-peer 
topology, each agent has connections with all the other agents over a network. In 
partially connected peer-to-peer topology, each agent has at least one connection 
with another agent over a network and the maximum connections is smaller than c. 
In fully connected peer-to-peer topology, if V denotes the number of agents over a 
network, then c is given by exhausting all combinations of choosing any two agents: 

c = f"l = 2 l !z i l l < v < o o (3) 

The connection-based coefficient of fully connected peer-to-peer agent network 
mobility is : f)i, = 

2 ] ( v ( v - l ) / 2 o , ) x m, ( 4 ) 

> Broadcasting agent network topology: 
We define the broadcasting agent network topology as follows: all the agents are 

connected through a common media and there is no direct connection between any 
of the two agents, as shown in Figure 3. Bus topology is a typical broadcasting agent 
network topology. I T ! 

Figure 3. Broadcasting topology 
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In broadcasting agent network topology, every agent has same role in the 
network (unlike in centralized agent network topology, the central agent has a more 
important role than other agents) and there is no direct connection between any of 
two agents. The total connections in broadcasting topology is; 

c = v (5) 
The connection-based coefficient of broadcasting agent network mobility is; 

S (v / a , )xm, (6) 

> Closed-loop agent network topology: 
In closed-loop agent network topology, a network forms a loop and each agent 

connects exactly to two other agents. In the case of removing connections between 
any two agents, a closed-loop topology will turn into a linear topology. 

(a) Simple Ring (b) Dual Ring (c) Anomalous closed loop 
Figure 4. Closed-Loop topology 

As shown in Figure 4 (a) and (b), simple ring and dual ring topologies are the 
typical closed-loop topologies. Based on our definition. Figure 4 (c) is also a closed-
loop topology. The total connections in closed-loop topology is: 

c = v (7) 
The connection-based coefficient of closed-loop agent network mobility is: 

- , „ = - ; ' ( 8 ) 
^ (v / a , ) X m . 

> Linear agent network topology: 
In linear agent network topology, all agents are distributed in a linear form in 

sequential order and there is no loop in the network. Each agent is connected to two 
neighbour agents except the two end agents that are only connected to only one 
neighbour agent. f̂ ,̂  ^ 

(a) Simple Linear (b) Dual linear (c) Anomalous linear 
Figure 5, Linear topology 

In many cases, this topology is regarded as inefficient because the 
communication between two end agents is extremely inefficient. However, in some 
cases it appears to be efficient such as in a pipelining process. 

The total connecfions in linear topology is: 
c = V - 1 (9) 

The connection-based coefficient of linear agent network mobility is; 
'«„, = '- (10) 
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> Hierarchical agent network topology: 
In hierarchical agent network topology, an agent is the basic unit and a number 

of agents form a group, which is connected to an upper level agent. In hierarchical 
agent network topology, an agent is not connected to other agents except to its upper 
level agent. T 

" * ili 
Figure 6. Hierarchical topology 

A recursive method can be used to determine if a topology is a hierarchical 
topology by starting fl-om the end points, which has no lower level agent connected. 
We define a very important characteristic of hierarchical topology: there is no loop 
in a hierarchical topology. The total connections in hierarchical topology is: 

c = v-l (11) 
The connection-based coefficient of hierarchical agent network mobility is: 

(12) 

S ((v-l) /a , )x 

Hybrid agent network topology is an important concept in traditional topological 
theory, which combines two or more simple agent network topologies. Technically 
speaking, a hybrid agent network topology is still a simple agent network topology 
compared to complex network topologies from a large-scale point of view. 
Therefore, a hybrid agent network topology still belongs to the simple agent network 
topology category. 

A hybrid agent network cannot describe an overall complex network in a 
specific and efficient way, but it explains a complex network in a simple way and it 
is efficient to a limited scale. A hybrid agent network topology can be a combination 
of any two or more simple agent network topologies such as a closed loop topology 
and a simple centralized topology, etc. Hybrid network topology eliminates the 
difficulties of concurrent control, which mainly plagues centralised topology. Our 
study shows that hybrid topology offers superior performance in agent-based 
systems [8], Nevertheless, simple agent network topological theory (including 
hybrid topology) can only describe a limited scale of agent networks in a simple way. 
Hence, current topological theory in the multi-agent field adopts more complex 
topological theory such as Small-world topology and Scale-free topology to describe 
a large-scale complex network. 

3.2 Classification of Complex Agent Network Topologies 

Traditional topological theory is insufficient to describe a complex network such 
as a multi-agent system. This is because current complex networks emphasise the 
relationships between nodes and traditional topological theory is unable to define the 
relationships between nodes and describe an overall view of the network efficiently. 
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In these circumstances, the topological theory for a complex network is required to 
provide more abstract descriptions. Current topological theory classifies networks 
into four major categories: 
> Regular Network Topology 

Figure 7. Overview of three complex network topologies (Watt and Strogatz, 1998) 

In a regular network, nodes (agents) are distributed in order and the connections 
between nodes are based on certain constraints. For example, the wiring process is 
based on finding neighbour agents within the shortest distance. Figure 7 shows an 
overview of regular network, small-world network and random network [3]. We will 
explain the transformation process shown on this Figure in the small-world section. 

Regular network topology can describe simple networks but it is incapable of 
describing complex networks efficiently. Generally, regular network topology is 
limited to describe static networks. 

> Random Network Topology 
Random network topology is based on random graph theory, which is described 

by Paul Erdos and Alfred Renyi in 1959 [10]. In such a network, the connections 
between two nodes (agents) are generated randomly. 

Considering a graph with vertices contained in a set X, as a binary relation 
R c: X X X by defining R as: {a,b) e R if there is an edge between a and b . On 
the contrary, each symmetric relation R on XxX gives rise to a graph on X. A 
random graph is a graph R on an infinite set X satisfying the following properties 
[11]; 0 R is irreflexive. //') R is symmetric. Hi) Given any n + m elements 
a,,.,..,a„,A|,....,/)„ eX there is c e X such that c e X is related to a,,..., a„, and C 
is not related to b^ ,,.,̂  b,,, • 

Based on random graph theory, a random network topology can describe a large-
scale complex network. It is more realistic than regular network in describing the 
real-world complex networks such as multi-agent systems. However, the limitation 
of random network topology theory is the difficulty of predicting, monitoring and 
controlling a network. For most agent-based systems this is unacceptable because 
most of the implemented agent-based systems require a high degree of monitoring 
and controlling. Therefore, Small-world network topology is suggested. 

> Small-World Network Topology 
As we introduced in the previous sections, a regular network topology is easier 

to monitor and control but it is inefficient in describing a real-world complex 
network. Oppositely, random network topology has a high degree of disorder, which 
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increases the difficulties of operations over the networlt such as agent search, agent 
matching, etc. 

In the real world, the connection topology is treated as either completely regular 
or completely random. It is somewhere between these two extreme cases and it is 
defined by Watts and Strogatz as the Small-world topology [3]. As shown in Figure 
7, p denotes the probability of randomness when an agent is connecting with other 
agents. When p is 0, a network is wired completely in order. When p is 1, a network 
is wired completely randomly. For 0 </? < 1, a network is in Small-world topology 
scope. 

Small-world network theory enables the possible control or monitoring over the 
network especially in some critical areas of a network through observing and 
adjusting the probability p. 

Small-world concept is becoming important in multi-agent systems, in which 
agents are often considered as nodes. It is difficult to use simple or regular agent 
network topology to describe an overall view of a large multi-agent system. Small-
world topology could efficiently describe the conceptual view of a complex agent 
network. However, Small-world topology still lacks the ability to adapt to a dynamic 
environment. In other words. Small-world topology is not an ideal solution for the 
networks that are constantly changing. Therefore, Scale-free topology is suggested. 

> Scale-free Network Topology 
The three topologies we discussed in the previous sections are basically static 

and homogeneous, and peak at an average value and decay. Such networks are 
called exponential networks [12]. However, recent research in the field of complex 
networks indicates that a number of large-scale complex networks including the 
Internet, WWW, and metabolic networks, are scale-iree and the vertices over such a 
network are not homogeneous. 

Barabasi and Albert [13] suggest a scale-free network topology, in which a 
network is allowed to change network connections dynamically and the nodes 
(agents) on the network are inhomogeneous. The generation scheme of a scale-free 
network can be summarized into two major steps [12]: 
1) Growth: Start with a small number {m^) of nodes; at every time step, a new 
node is introduced and is connected to m < OTQ existing nodes. 

2) Preferential attachment: The probability p. that a new node will be 
connected to node / (one of the m existing nodes) depends on the degree k, of node 
i. As a result, /'• = / ^ ^k^ where degree k^ is the edges number of a node. 
Scale-free network topology is considered as the most suitable topology for multi-

agent based systems taking high-degree mobility of agent network into account. As 
we know, one of the most important characteristics of an agent network is that it 
requires high-degree mobility. To support such a high-degree mobility, a network 
topology needs the ability of adapting to the dynamic environment and that is the 
advantage of scale-free topology compared with the other three static topologies. 
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Similar to simple agent network topologies, complex agent network topologies 
are based on graph theory, which is inefficient in describing a large-scale network. 
An analysis of a network topology is often based on the provided network graph and 
sometimes lacks precise measurements on each agent. Moreover, the existing agent 
network topologies are incapable of providing much detailed information of each 
agent and its relationship with other agents on a network, which increases the 
difficulty of the operations, such as searching or matching, over a network. Thus, we 
suggest a description language for agent network topology, called Topological 
Description Language for Agent networks - TOLA. 

3.3 A Topological Description Language for Agent 
networks (TDLA) 

Topological Description Language for Agent networks consists of three major 
sections. These three sections are: i) Individual Agent Description {IAD), ii) Main 
Agent-groups Description {MAD). Hi) Overall Agent-network Description {OAD). 

In the IAD section, the description emphasises the information about each agent 
on a network. The content of IAD includes (;) degree of links (the number of links 
connected to an agent), (//) extensibility, which indicates whether an agent allows 
new connections to be attached and how many connections can be attached, {Hi) 
local address, which is essential for grouping agents by location or generating actual 
geographic map, (/v) attachment probability and (v) routing table, which stores the 
information of connected agents to the described agent. 

As shown in Figure 8, an example of an IAD expression for the circled agent is 
as follows. The attachment probability indicates the probability of the selected agent 
to be attached by other agents. The assumptions are: (a) the nominated node is 
allowed to attach a maximum of 10 agents, and {b) there are 50 vacant attachments 
are available in the overall network. 

, - - - " - - : •. ra6/e/. IAD Routing Table 

^^~G3"''^? -^ - ••->-' 
• /--W C<.™..«to • ., . , . . - • - • ' 

1̂  • large-£C4l« 

CotuiectEd Agent Address 
138;77.201,3S 
138.77,201.37 
138,77,202.1 

Figure 8. IAD for Individual Agent 

(1) Degree of links: 3 (2) Local address: 138.77.201.20 
(3) Extensibility: MC-DL = 7 {MC: Maximum Connections, DL: Degree of Links) 
(4) Attachment probability: Individual Extensibility / Yi(MC - DL) i (13) 

where n is the total number of agents and the individual extensibility is the 

current agent's extensibility. The result in this case is: 7/50 = 0.14. 
(5) Routing table: See Table 1. 

In the MAD section, the description provides network information based on a 
group of local agents, A large-scale agent network is usually divided into a number 
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of sub networks (or groups). The information provided by MAD describes the 
information of main sub networks. MAD information includes (/) total agent number 
in a group, (ii) total number of links in a group, (Hi) main group selection criteria, (;v) 
possible root(s) nomination, (v) loop detection in a group and (v/) context within an 
overall network. The criteria for grouping a number of agents are various, which are 
based on real cases. The geographic area indication is one of the common criteria for 
selecting a number of agents as the main agent group. If an agent has much more 
maximum connection capacity than other agents, this agent normally is nominated 
as root of the group. In some cases, there is no agent nom inated as root. It occurs 
when the maximum-connection capacity of each agent over a network is equal. To 
further explain the MAD, we use the previous example and suppose the circled part 
is a main group of agents as shown in Figure 9. 

c; y-r' 

Figure 9. MAD for a main agent-group Figure 10. OAD for overall agent network 

The MAD is expressed as following. 
(/) Total number of agents: 6 (2) Total number of links in the group: 6 
(3) Main group selection criteria: geography-based in Melbourne/Australia 
(4) Root nomination: 138.77.201.20. (5) Loop detection: No loop in the group 
(6) Context: main entrance of the state of Victoria. 

In the OAD section, the general information of network is provided, which 
includes (;') the diameter of the network, (ii) total agent number and (///) info of main 
agent groups. The diameter of the network is D = max(i i)d(i,j), where i and j 
represent two agents. In other words, the longest path between two agents is the 
diameter of the network. Using the previous example in Figure 10 to explain the 
OAD expressions: 
(/) Diameter of the network: 9 (2) Total agent number: 12 
(3) Main agent group info: Total group number: 2 

Group 1: (Root nomination: 138,77.201.20) 
(Group selection criteria: based in Melbourne) 

Group 2: (Root nomination: no root) 
(Group selection criteria: geography-based in Brisbane) 

Given the descriptions provided by IAD, MAD and OAD, a network generator is 
able to automatically determine the capability of the network, the preferable area to 
attach new agents, the topology category (or the combination of topologies) that the 
network most likely belongs to and the mobility of each agent. In principle, the 
agent that has a lower degree of connections is likely to have more mobility. TDLA 
offers the intelligent capability of generating an agent network by using statistical 
results provided by its three sections. 
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4. CONCLUSION AND FUTURE WORK 

Topological theory in agent networks is an important but somehow 
underdeveloped research area. In this paper, we classify agent network topologies 
based on two major categories: simple agent network and complex agent network. In 
general, we can view a complex agent network as an assemblage of several simple 
agent networks. However, the difficulties arise when we distinguish the partially 
connected peer-to-peer network with other simple agent networks. Moreover, 
existing agent network topologies are graph-based, which are unable to provide 
detailed information of each agent and its relationship with other agents on a 
network. Therefore, the Topological Description Language for Agent networks is 
paiticularly valuable. The significance of this paper is that it makes a systematic 
treatment in clarifying and organising the current topological theory in multi-agent 
field. The proposed TDLA is efficient in constructing agent networks and 
performing tasks, such as searching and inserting agents in a network. Future work 
will mainly focus on: (i) experimental design for performance analysis of agent 
network, and (ii) implementation of TDLA in newly proposed AOCD architecture. 
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Abstract: Intelligent agents are powerful tools for complex and dynamic problems. 
Belief Desire Intension (BDI) is one of the most popular agent architectures 
for reactive goal directed agents. Planning is intrinsic for intelligent behaviour. 
But planning from first principle is costly in terms of computation time and 
resources. BDI agents retain their reactive property by avoiding planning from 
real-time planning by using predefined plan library designed by agent 
designers. BDI agents look for a plan in the library to achieve their goals. If 
the agent could tlnd a plan it fails to achieve the goal. It would be useful to 
have some real-time look ahead planning capability within BDI framework. In 
this paper we have proposed an architecture that includes (re) planning in BDI 
agents. The proposed architecture describes how to integrate a real-time 
planner with replanning capability in the current BDI architecture. Replanning 
capability is important for reactive behaviour. 

Key words: BDI agent, AI planning 

1. INTRODUCTION 

Intelligent software agents are powerful tools in today's modern software 
systems. They have been deployed in complex and dynamic hostile 
environment and even in unknown environments. Research in intelligent 
agents is very active and progressive. According to Russell and Norvig [14] 
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"An agent can be anything that perceives its environment through sensors 
prior to acting upon the environment through actuators". Wooldridge defines 
an agent as "a computer system capable of autonomous action in a given 
environment in order to meet its design objectives" [1]. Jennings adds four 
main properties to these definitions which are: autonomy, reactivity, pro-
activity and social ability [2]. Another important aspect to consider is its 
environment that an agent operates [14]. The agent's characteristics and 
capabilities also depend on the environment, because agent has to interact 
with its environment. Agent's environment has been divided between Static 
and Dynamic environment, fully Observable and partially Observable 
environment, Continuous and Discrete environment, Deterministic and Non-
deterministic environment. There are mainly three common categories of 
architectures used to design intelligent agents: the Brooks subsumption 
architecture [17], Bratmans' Belief-Desires-Intension (BDI) architecture [4] 
and the layered model [18]. The BDI model was derived from the model of 
human practical reasoning system [4] based on rational agents that conduct 
actions that will help it achieve its goals. Practical reasoning is used to 
decide what to do (deliberation) and how to do it (means-end-analysis) [1]. 

Planning is intrinsic for any intelligent behaviour. Humans tend to plan 
most events they contribute to in the real world. The planning process may 
not always be visible, especially when those actions require routine skills, 
rule based tasks and procedures performed by subject matter experts. 
Humans' (re) use the rules, skills and knowledge stored in memory (plans 
that need to be embodied into agents) to achieve tasks they may have 
previously encountered [16]. We tend to plan for situations that are new, 
complex or critical. Planning is a costly process in the terms of time and 
computation. The motivation for Intelligent Agents is to personify human 
capabilities, so they can be used in place of humans and how they achieve 
the given goal by acting rationally in their environment. The main part of a 
rational act is that of practical reasoning. So the planning is the part of the 
practical reasoning as it describes a set of actions to achieve a goal [4]. 

This paper is organized in four parts. Section two describes the problems 
relating to planning in BDI architecture and the motivation of the proposed 
architecture. Next section describes the proposed architecture and section 
four contains the research methodology. Section five concludes the paper 
with the future directions. 

2. MOTIVATION 

BDI agents use a plan library or predefined set of plans, instead of 
planning from first principle [3]. When an agent commits to an intension, it 
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looks through its plan library for feasible plan, which is executed in order to 
achieve the goal. If the plan fails and a suitable alternative can't be identified 
then the agent fails to achieve the goal [3]. The main bottleneck of most BDI 
architectures is the plan library. Library agents are predominantly 
deterministic in nature, because all of its behaviour is hard coded into the 
library. The knowledge about how to achieve a specific task must be 
explicitly captured as plans in the library by the designer, prior to run-time. 
If the agent's environment is static, or partially dynamic and deterministic, 
then the above approach is efficient. In most cases the real environment is 
dynamic and non-deterministic. In this case it becomes extremely 
challenging for agent designer to write task specific plans for every possible 
situation. In this case a generic approach must be to guide the agent towards 
a possible solution. 

Bratman used practical reasoning to construct his BDI architecture [4] 
when computer hardware had primitive capabilities with limited 
computational power. Modern computers enable designers to write larger 
and more complex agents. It also allows designers to relax some of the 
original resource constraint. Ideally an intelligent rational agent should be 
able do decide what to do and how to do it in a particular situation. The 
agent is designed to do a specific task (such as monitoring the 
communication network and fault diagnosis). Artificial Intelligent agents 
only need to decide how to achieve its goals by using knowledge about the 
environment and knowledge about its capabilities and measures. Within this 
process the agent should identify any sub-tasks to be achieved given the goal 
and suitable plans to achieve them. To succeed, autonomous agents must 
have a planning component capable of synthesizing its own course of actions 
from within the environment it resides. 

There are agent architectures (such as RETSINA [19], PROPICE [20], 
CYPRESS [21], INTERRAP [22], TAIPE [23] etc.) that incorporate a 
planning component as part of the agent architecture. These systems 
implement different architecture to incorporate the planning module. Our 
proposed architecture extends the BDI agent architecture with online 
planning capabilities which will be handled within main BDI loop rather 
than accessed as an external component. 

3. A FLEXIBLE PLANNING ARCHITECTURE FOR 
BDI AGENTS 

To provide reactive behaviour to the BDI agents a new architecture has 
been proposed (Fig 2). This architecture is an extension of the BDI 
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architecture (Fig 1) as Wooldridge described in [3], Two main modifications 
have been made in this architecture compare to the previous architecture. 
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Figure I. BDI Agent Architecture 

The agent interpreter module has been extended by introducing a new 
State Change Monitor and a Sub Goal Deliberation module. The plan library 
of the previous architecture has been replaced by the Planning module. The 
purpose of these changes is to provide an agent means to react in a dynamic 
environment by reacting to the changes that occurs dynamically within that 
environment. 
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Figure 2. (Re) Planning Agent Architecture 

3.1 The Planning module 

To overcome the problems of the restricted plan library an online 
planning module has been introduced in the place of the plan library. The 
planning module consists of three sub-modules. 

3.1.1 Action Library 

It contains the actions that an agent can perform. Every action has 
preconditions and effects. These actions can be modeled as plans without 
any sub-plans. The practical implementation of the actions can be in 
different abstraction levels. This level of abstraction depends on the problem. 

3.1.2 Planner 

This can be any planner that will take the initial state, goal state and a set 
of action and synthesis a sequence of executable actions. Type of planner 
can depend on the problem domain. 
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3.1.3 Replanning Module 

It is responsible for repairing or refining a failed plan. The output of the 
replanning module can be an abstract plan or a partial plan or even a total 
plan depends on the particular replanning strategy chosen. 

3.2 The Extensions of the Agent Interpreter 

To be reactive an agent should identify the changes in the environment 
that has an effect on its behavior. Then agent should decide what it should do 
to deal with the changes and how it can still achieve its goal. To provide this 
reactive deliberation capability Sate Change Monitor and Sub-goal 
Deliberation Module has been proposed as an extension of the agent 
interpreter. 

3.2.1 Sate Change Monitor 

It monitors the state of the world. It checks that if environment changes 
in such a way that it would make the some goal state true or assumptions of 
planning (conjunction of the preconditions of the actions) false. There can be 
two types of reactions from the state change monitor. Firstly it needs to 
identify when the goal is already been achieved or goal can not be achieved, 
then it stops the planning process and notify the Sub-goal Deliberation 
Module. Secondly when it identifies that some action preconditions of the 
plan become false it invokes the replanning module. Then the replanning 
module tries to repair the current plan. Using the State Change Monitor, we 
can separate the situation where we would need a new plan and where we 
need to repair the plan. Until the goal state is achieved or goal state become 
unachievable agent should try to achieve the goal. 

3.2.2 Sub-goal Deliberation 

It defines a goal sate for the agent by considering the current environment 
and agent's desires. It would take current world state and agent's desires as 
input and produce a desired goal state for the agent. It forwards the goal state 
to the planner. The Sub-goal Deliberation module can be implemented 
differently for different domains and can contain domain knowledge. Sub-
goal Deliberation Module provides the goal state for planning. For goal state 
synthesis different approaches, such as decision theoretic approach, case-
based approach, knowledge base, hierarchical task network approach etc, 
can be incorporated. The Sub-goal Deliberation module can be designed as 
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per the type of the environment and the problem. The level of the granularity 
of the goals is proportional to the dynamic nature of the problem. 

This architecture will provide reactivity to the agent situated in a 
dynamic environment. Agent can handle the changes in the environment by 
monitoring the state of the world. This architecture is flexible and extensible. 
Different types of reactive domains (for example robot soccer, UAV, UT etc.) 
can be encoded by choosing different sub goal formulation methods in Sub-
goal Deliberation module. Next section discusses the methodologies 
involved in developing the architecture discussed above. 

4. METHODOLOGY 

In the proposed agent architecture the extension of the agent interpreter 
would provide the method of Sub-goal Deliberation and the planning module 
would provide the means-end analysis. We divide the problem in three main 
parts. The first is designing the Sate Change Monitor module. The second is 
to provide a real-time planning module with replanning capability and third 
will be the modeling the Sub-goal Deliberation process. 

For the first problem we need to design a module that will identify when 
a plan fails. There are two possibilities, the goal state has already been 
achieved by other agents or the goal state become unachievable and some 
precondition become false due to some changes in the environment. In the 
first case the State Change Monitor should send a notification to the Sub-
goal Deliberation module for new goal deliberation and for the latter case it 
invokes the replanning sub module of the planning module. To implement a 
State Change Monitor we need to implement an execution monitoring 
module that checks if the plan is still consistent with the current world after 
execution of each action. To check consistency it will check if all the 
preconditions of the actions that are still to be executed at the next step are 
true and the goal is still achievable but not achieved yet [14]. 

For the planning module we assume the environment is fully observable. 
To incorporate the planning module we need to find a common 
representation of the actions between the chosen planner and the agent 
architecture. There are similarities between the BDI architecture and HTN 
(Hierarchical Task Network) based planning [5]. A wrapper can be created 
that maps the BDI agent syntax to the HTN based planner syntax similar to 
[6]. For replanning capabilities we can implement a replanning module on 
top of the planner. There are different options exist for replanning. First 
option would be introducing replanning algorithm [8, 9] which can start 
replanning by backtracking from the point where the plan fails and choose 
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alternative path. Replanning can also be done by plan refinement technique 
where in the case of a failed plan refinement technique replaces the failed 
actions with the alternate actions [10, 11]. In the dynamic environment the 
environment changes very fast. An agent situated in this dynamic 
environment needs to react to these changes. For this highly reactive 
behaviour agent may not need to synthesis a full plan for achieving goal. 
This reactivity can be achieved by incorporating anytime algorithm based 
planner [7]. In anytime based planner a planner can be interrupted at anytime 
and planner always have some executable plan as the resuk [7, 8]. The main 
problem in this kind of planner is to guarantee the quality of the resultant 
plan. On the other hand genetic algorithm [12, 13] can also be implemented 
so at any point of time agent can have an executable plan. 

The Sub-goal Deliberation module can be compared to the plan library of 
the BDI agent architecture. It can contain the domain specific knowledge in 
the form of predefined task decomposition. Only difference would be instead 
of producing an executable plan it will produce abstract level tasks as sub 
goals. We can incorporate different strategies, such as decision theoretic 
approach, case-based approach, knowledge-based approach, for Sub-goal 
Deliberation. Sub-goal Deliberation process can be modeled as planning 
problem that will generate abstract sequence of tasks and the planning 
module can be seen as action scheduling problem for instantiating those 
tasks. 

5. CONCLUSION 

The current BDI model's main bottleneck is the plan library. If the agent 
fails to find a plan in its plan library it fails to achieve the goal. This is not 
desirable in most real world situations. The agent must adapt to the current 
situation. Since most of the real world environment is complex and highly 
dynamic it is nearly impossible for an agent designer to write predefined 
plan for every possible situations. The proposed architecture introduced 
online planning with replanning capability in BDI agent architecture. This 
architecture can use the domain knowledge for Sub-goal Deliberation and 
provide flexibility for different types of dynamic domains. This architecture 
can also be extent in the cases where the environment is not fully observable 
and changes frequently in random manner. 

The implementation phase has four main steps. The first step is to find a 
common representation of the planning problem between the planner and the 
agent architecture. We will use JACK as our BDI implementation. JACK [15] 
is a BDI based commercial strength multi-agent based software development 
framework based on JAVA. It is developed by the Agent Oriented Software. 
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JACK provides a high performance, lightweight implementation of BDI 
architecture. It is an agent oriented programming extension of JAVA. The 
second step would be interfacing a external planner with the JACK agent or 
incorporating an planning algorithm within JACK. The next step would be 
implementing a State Change Monitor in context of JACK system. Last step 
would be to extend the planner with some replanning or anytime algorithm 
for reactivity. Different replanning algorithm can implemented and 
compared based on the performance. 
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Abstract: The past five years have witnessed an explosion of interest in the use of 
cooperation logics for reasoning about multi-agent systems. Since the 
development of ATL, there are many multi-agent cooperation logics 
developed as an extension to ATL. The cooperation logic called the Normative 
Alternating-time Temporal Epistemic Logic ( NATEL ) is developed to 
extend ATL. Four key contributions have been made. Firstly, the strong and 
unrealistic assumption of the other two extended cooperation logics of ATL 
(ATEL, NATL*) that different agents are not allowed to control the same 
actions have been done away with. Secondly, functions that involved actions 
are given in more detail, so that the relations between actions and knowledge, 
actions and agents, actions and states can be researched in depth and 
separately. Thirdly, actions, knowledge and normative ability can be 
represented in the object language other than only in the underlying semantics. 
Lastly, since actions, knowledge and normative ability are taken into account 
at the same time, the expressive power and flexibility of NATEL are much 
richer than the other two extended cooperation logics of ATL. 
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1 INTRODUCTION 

The past five years have witnessed an explosion of interest in the use of 
cooperation logics for reasoning about multi-agent systems. There are three 
main cooperation logics developed: first, the Alternating-time Temporal 
Logic (ATL) [6], [7], where «G» is used as a cooperation modality 
(parameterized path quantifier), and formula «G» (p expressing that 
agents in coalition G can cooperate to ensure that^ holds, that is coalition G 
have a winning strategy for^o; second, Coalition Logic (CL) [8], [9] where 
formula [G] (p expressing that coalition G is able to achieve in one move an 
outcome wherei?' is true, and formula [G*] 9̂  asserting that coalition G can 
achieve <p at some point in the future; third, the Coalition Logic for 
Prepositional Control (CL-PC) [10], where by controlling the propositional 
atoms, an agent or any coalition he is in can determine what it will achieve. 
Among these cooperation logics developed, ATL which replaces path 
quantifiers of CTL by cooperation modalities has received particular 
attention. Over the last three years, cooperation logics like ATEL (which 
takes knowledge into account) [11], [12], [13] and NATL* (which takes 
normative ability into account) [14] have been developed to extend ATL in 
different ways. They can express properties like additional constrains on 
actions and common knowledge that ATL can not. 

There are problems unresolved in these cooperation logics. Firstly, it is a 
common approach in these extended cooperation logics but obviously too 
strong and unpractical an assumption that different agents are not allowed to 
control the same actions. That is, each agent is associated with a set of 
actions that he can execute, and it is assumed that these sets of actions are 
pairwise disjoint because they are owned by different agents. Now let us 
consider an example where the coalition of agents is a family, surely, 
members in this coalition share a common action 'turn on the TV when they 
have had supper. So, it is obvious that a coalition logic which allows 
different agents to control the same actions needs to be developed. And this 
leads to the first effort our paper makes. 

Secondly, the ability of agents to cooperate to execute actions (what 
actions an agent or a coalition of agents can perform) and how this relates to 
their ability to reach certain states of affairs (the effects of actions) are worth 
investigated separately, but neither ATL nor its extended cooperation logics 
(ATEL, NATL*) has adopted such an approach. Regarding this, paper [15] 
provides two logic modules to achieve the separate investigating effect. 
Although this approach seems clear and the soundness and completeness of 
the axiom systems of both of the two logic modules are easier to gained and 
proved, it seems the two abilities mentioned above can be investigated in 
more detail within a unified model. 
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Lastly, to make good use of these ideas of extension and combine these 
extended cooperation logics will form a unified cooperation logic whose 
expressive power and flexibility are much richer than its ancestors. 
Modalities of knowledge (comes from epistemic logic) and function of 
normative ability (to deal with real problems, there are additional constraints 
on the actions that may be performed in any given state) are investigated 
together. Since unification creates links between these two approaches which 
had not been connected before, it is desirable to explore the relations 
between them even if no old questions can be answered and no new 
questions arise. 

2 UNIFIED MODEL 

Compositions of multi-agent systems can be modeled by the following 
unified model where a state transition results from choices made by the 
system components and the environment. This unified model (namely, 
Action-based Normative Alternating Epistemic Transition Systems) is a 
straightforward extension of the Action-based Alternating Transition 
Systems (AATSs) used by Wiebe van der Hoek [13]. It combines the main 
components of [13], [14], [15], and at the same time contains components of 
our own. It is the semantic structures to our cooperation logic (NATEL). 

Definition 1. (UNIFIED MODEL) 
A unified model for the semantics to NATEL is a (n+12)-tuple 
M=<S, Ag, P, At, ~|, ..., ~n, Ta„ T,i, T,a, T,c, T,„ r,„ T, n>, with the 

following components: 
- iS* is a finite, non-empty set of states; 
- Ag= {I, ... ,n} IS a finite, non-empty set of agents; 
- P is a finite, non-empty set of atomic propositions; 
- At=At| u...uAt„ is the finite, non-empty set of all actions, where each 

agent i e Ag is associated with a finite, non-empty set At; of possible 
actions; different agents can perform the same action, i.e., for each i, 
j e Ag, and i ^ j , it may be true that Atj n Atj ?i ^ ; then we define an action 
tuple as a =<?,,...,/j >, where t, is the action chosen by agent i, ]<k<n, 
and for any agent i, she can choose nothing (tj is null) or choose a 
common action(i5tj, but tj=tj); so that the assumption that different agents 
can not execute the same actions which obviously does not fit human 
commonsense understanding of the world has been done away with. 

i^SxS is an epistemic accessibility relation for each agent ieAg. Each 
~i must be an equivalence relation; 
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Tat'. Ag -^ At \s a function that assigns to each agent i^iAg one action 
from At. Under this definition, it is assumed that the action assigned to the 
agent is controlled by this agent; 
Tci\ l'^^ -> 2"̂ ' is a function that assigns to each coalition G c /4g a subset of 
actions from At. Under this definition, it is assumed that the subset of 
actions assigned to the coalition of agents are controlled by this coalition; 
Tia. At -> Ag IS a function that assigns to each action teAt one agent from 
Ag. It provides us with convenience to find the agent who is exactly 
controlling this action. 
Tic'. At -> 2* is a function that assigns to each action teAt a subset of 
agents from Ag. It provides us with convenience to find the coalition of 
agents who is exactly controlling this action; 
T,,: S -^ 2'̂ ' is a function that assigns to each state seS a subset of actions 
from At. This function provides us with convenience to find the actions 
that can be executed in certain states; 
T,,,: At -> 2''' is a function that assigns to each action teAt a subset of 
states from S. This function provides us with convenience to find the 
states in which this action can be executed; 
T : (Sx u,J ->• 5 is a state transition function that defines the state r (s, a) 
that would result by the performance of a from state s; u„ (defined 
afterwards) given here is the set of ail possible sets of complex actions 
(also defined afterwards); 
n: S -^ 2'' is an interpretation function, which gives the set of primitive 
propositions satisfied in each state: \f p e n:{s), then proposition/> is true in 
state s. 

2.1 Actions 

Actions play a key role in this unified model. When deciding 'who 
should achieve what in which way', the explicit representation of actions 
helps us to figure out how can agents obtain some state of affairs. 

As shown in the unified model. At is the set of all actions. Bringing in the 
operators of propositional dynamic logic, a complex action can be defined as 
[15]: a ::= f| -, a I a A a | a ; a | a '|' a | cc *| 9? ?, where the connectives 
have the usual interpretation, teAt, and ^ is a formula of NATEL which 
will be defined later. Removing all of the connectives within a complex 
action there will be atomic actions left, and we denote the set of all of these 
atomic actions A • The set of all possible sets of complex actions is 
expressed as u,,, and a set of complex actions is u^ c y . An action tuple for 
a coalition of agents G is <ti, ?2, •••, tk>, where t^eAtj, for each ieG. Action 
tuple is the same as joint action which has been defined in ATEL and 
NATL*. 
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2.2 Actions and Agents 

The ability of agents to cooperate to execute actions (wliat actions an 
agent or a coalition of agents can perform) and how this relates to their 
ability to reach certain states of affairs (the effects of actions) are worth 
investigated separately, but neither ATL nor its extended cooperation logics 
(ATEL, NATL*) has adopted such an approach [15]. As we know, the 
relation between actions and agents is complex: an action can be controlled 
by many different agents (that is, group action and common action), and an 
agent can control many different actions (that is, each agent / e Ag is 
associated with a finite, non-empty set Ati of possible actions). Regarding 
this, several functions (Ta, Tc, T,„, T,c, T,,, T„) concerning the relation 
between agents and actions are given in detail to investigate the relationship 
in depth. When deciding 'who should achieve what in which way', these 
functions help us to figure out what actions an agent or a coalition of agents 
can perform, and help us to find out the agent or coalition of agents who is 
exactly controlling a single action. 

It must be emphasized that by defining 'for each iJeAg, and i^j, it may 
be true that Ati r^Atj^ ^ ', we can allow different agents to control the same 
action. This differs with the approaches taken by ATEL and NATL*. 

2.3 Actions and States 

Since the relation between actions and agents has been investigated in 
depth in last sub-secfion, we will research the relation between actions and 
states below. 

As shown in the unified model, there are two functions. The first function, 
Tf,i. S -» 2'^' can help us to find the actions that can be executed in certain 
states. The second function, Ti,: At -^ 2^ can help us to find the states in 
which this action can be executed. Besides, these functions bring us 
convenience to define strategy and strategy tuple below [13], [14]. A 
strategy for an agent ieAg is a function: a,: S--^ At,, which must satisfy the 
legality constraint that a i (s) e T̂ r (s). A strategy tuple for a coalition G -
{ai, ..., Uk} Q Ag is (Tf; =<cT 1, ... , cT k >, one for each agent a/6 G. The set 
of all strategy tuples is denoted asS^;. An infinite sequence of states can be 
defined as /l=So, S|, ...; given ue N, /I [u] is the component indexed by u in 
A . The set of all infinite sequence of states is denoted as comp(s, cr^) = 
{AI a [0]=s and V u e N : A [u+1 ] e {T (a,j, ;i [u])}}. Strategy tuple is the 
same as strategy profile, and infinite sequence of states is the same as 
computation (run) which have been defined in ATEL and NATL*. As to the 
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effects of actions (to bring about states of affairs), it can be expressed as 
[a](p. We will leave this to section 3. 

2.4 Knowledge 

It is useful to bring knowledge into our framework since it helps us to do 
away with the strong and unrealistic assumption that agents know everything 
about the state of the system [13]. 

As shown in the unified model, ~j is an epistemic accessibility relation 
for each agent ieAg, and it represents indistinguishable states to agent /. The 
accessibility relations of a coalition of agents G^Ag is denoted by -,; = 
(U;5G~i)- T̂ ĥ  transitive closure of -„ is denoted by-^j. The relation between 
actions and knowledge is bidirectional, since certain knowledge is required 
when agents want to execute actions properly, and after executing actions 
knowledge may be added to. 

2.5 Normative Ability 

The normative ability rj: At -^ 2* is a function that defines a set of 
additional constraints on the actions that may be performed in any given 
state [14]. So that if 5e rj(t), then the normative ability i] forbids action t 
from being performed when the system is in state s. 

The relation between function T,,, and function T] is worth investigated. 
Since function T,., defines whether or not an action can be executed in the 
context of the unified model, and function /; defines additional constraints 
on this actions, the requirement is that: \/ teAt. {S \ T„ (t)) c rj (/). The 
operation of implementing the normative ability is thus an update on the 
unified model. 

3 NATEL 

Taking advantage of [13], [14], [15], the cooperation logic called the 
Normative Alternating-time Temporal Epistemic Logic ( NATEL ) is 
developed to extend ATL. It is the main contribution of us that actions, 
knowledge and normative ability can be represented in the object language at 
the same time other than only in the underlying semantics. 

The syntax and semantics of NATEL are given as follows: 
Definition 2. (THE SYNTAX OF NATEL) 
The formal syntax of NATEL is given by the BNF grammar as: 

i?'::=true (truth constant) 
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\p (primitive propositions) 
|—I (p (negation) 
\(p /\ (p (conjunction) 
\[T]:a](p (effect of actions) 
\«q: G» a (what actions a coalition of agents can perform) 
\«r]\ G»0 (p (in the next state, cooperative ability) 
\«ri: G » D (p (now and forever more, cooperative ability) 
\«ri: G» (pu(p (until, cooperative ability) 
I Ki (p (agent / knows ^) 
I E(] (p (everyone in coalition G knows cp) 
I Ca(p (it is common knowledge to everyone in the coalition G t\\at<p) 

In this definition, p e P is a prepositional variable, a is a complex action, 
7 is a symbol denoting the normative ability, and Ge u^. is a set of agents. 

As shown in the definition of syntax of NATEL, the syntax of ATL is 
extended by actions, knowledge and normative ability. For example, by 
[r]:a](p, one can express the property of the effect of actions within the 
context of the normative ability 77. Similarly, by « ; ? : G » 0 <??, one can 
express the property of what the coalition of agents G can enforce to be true 
in the next state within the context of the normative ability rj. 

Definition 3. (THE SEMANTICS OF NATEL) 
According to the unified model, the semantics of NATEL are given as 

follows: 
M,s\= true; 
M,s\=p iffpe n{s) (wherepeP); 
Af, 5 f= -I ^ iff M, s\i^<p; 
M,s\=^<P rwij iff Af, 5 t=: (̂  and M, 5 1=!//; 
Af, s t= [77: a ] i;̂  iff for all states T {S, a ), it will be true that M, r {s, a) 
t= (p within the context of the normative ability r]; 
M, s t= « 7 / : G»a iff for the set of all of the atomic actions of the 
complex action a , it is true that A Q {TctiG) n T,,{S)) within the context 
of normative ability ij; 
M, s i= «T]: G » 0 <p iff 3 o-,; e S,;, such thatV/l ecomp(s, a^,), we 
have Af, A [l]t= <p within the context of the normative ability rj; 
Af, 5 1= «t]: G » D <p iff 3 CT„ 6 Sf,., such thatVA Gcomp(5, Uf;), we 
have M, A [w]t= (p for all we N within the context of the normative 
ability 77; 
M, s 1= « 7 7 : G» (putf/ iff 3 a^ e E ;̂, such that VA e comp(i', dfj ) , 
there exist some ue N such that M, X [u]P^i//, and for all 0<V<M, we 
have M, A [v]P= <p within the context of the normative ability 77; 
Af, s P= Kj<p iff for all s' such that s ~, s': M,s' l=<p; 
M,sP= EG (p iff for all 5' such that s -f; s': M,s' \=<p; 
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M,s\= Ca(p iff for all 5' such that 5- î 5': M, 5' \^ (p. 
The other connectives (" v ", " -> ", " •^ ") can be defined by -1, A , and 

«?]: G » 0 (p is shorthand for - . « ; ? : G » D -1 (p . 
Due to limit of space, a sound and complete axiom system for the 

cooperation logic (NATEL) is left to our next paper. 

4 A CASE STUDY 

Our example is a circuit model that consisting of some wire, a lamp (L), 
two switches (Ki, Kj), two electrical sources (Ui, U2), either switch Ki or 
switch K2 is turned on will make the lamp lighted. When both switches are 
turned on, the electrical current will pass directly through K] and K2, and it 
leads to a clash. According to the circuit model and the unified model, the 
sets of states, agents, actions, atomic propositions are given as follows. S = 
{so, si, Sj, 53}, in which SQ stands for Kpoff and Ki-off, S[ stands for Kpoff 
and K2-on, Si stands for Ki-on and K2-off, 53 stands for Kron and K2-on; Ag 
= {1, 2}; At-- {l-on-K2, l-off-Kj, l-on-K,, 2-off-K2, 12-on-K|, 12-off-K|}; 
P = {Ki-off, K2-off, Ki-on, K2-on}. Ki can be turned on or turned off either 
by 1 or 2; K2can be turned on or turned off only by the cooperation of both 1 
and 2. The actions l-on-K2 and l-off-K2can only be executed by agent 1, 2-
on-K2 and 2-off-K2 can only be executed by agent 2, 12-on-K| and 12-off-K| 
are the actions that are allowed to be executed by different agents 1 and 2. 
The relations between actions and agents, actions and states can be 
researched separately through functions involved actions. We give some 
examples of functions to show the relation between agents and actions here. 
7;/(l)={l-on-K2, l-off-K2, 12-on-K,, 12-off-K,},7:„(2)={2-on-K2, 2-off-K2, 
12-on-K,, 12-off-K,}; r,,({l, 2})={l-on-K2, l-off-Kz, 2-on-K2, 2-off-K2, 12-
on-K,, 12-off-K,}; 7;a(l-on-K2)=l, 7';„(2-on-K2)=2; r,,(12-on-K,)={l, 2}. 
They bring us convenience to find the coalition of agents which is exactly 
controlling certain actions. Action l-on-K2 is fully controlled by 1, action 2-
on-K2 is fully controlled by 2, and action 12-on-Ki is only fully controlled 
by the coalition of 1 and 2. 

In order to avoid the situation of clash (that is, S3), it is forbidden that 
both Ki and K2 are turned on at a given time. This additional constrain can 
be expressed by the follow normative ability. 

7](a) = 

Sfj, if a- l-on-K^ A2-on-K2 A 12-on-K, 

5',, if a = 12-on-K I 

5,, / / a = l-on-Kj A2-on-K, 

This normative ability ensures that: when Ki-off and K2-off, action 
-on-K, A2-on-Kj Al2-on-K| is forbidden to be executed; when Ki-off and K2-
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on, action 12-on-Ki is forbidden to be executed; wiien Ka-off and K|-on, 
action i-on-K^ A2-on-K, is forbidden to be executed. 

Since NATEL takes actions, knowledge and normative ability into 
account at the same time, its expressive power and flexibility are much 
richer than the other two extended cooperation logics of ATL. It can express 
properties like: M, So \= [7 : i-on-Kj A2-on-Kj ] (Ki-off AK2-on); its intended 
interpretation is that operating within the context of the normative ability 7, 
executing action 1 -on-Ka and 2-on-K2 at the same time in state so can bring 
about state s;. This shows the effect of actions; M, SQ t= « ; / : G » 0((Ki-
off A K2-on) V (Ki-on A K2-off)); Its intended interpretation is that operating 
within the context of the normative ability 77, in state SQ the coalition of 
agent 1 and agent 2 has the ability to bring about state Si or 5? (the next states 
of So). This shows the ability of coalitions. 

In a word, we allow different agents to control the same actions and give 
functions that involved actions in more detail so that we can investigate the 
relations between actions and knowledge, actions and agents, actions and 
states separately. Furthermore, actions, knowledge and normative ability are 
represented in the object language other than only in the underlying 
semantics to improve the expressive power and flexibility of NATEL. 

5 CONCLUSIONS 

There are several efforts we have made in this paper. Firstly, different 
agents are allowed to control the same actions. It do away with the strong 
and unrealistic assumption of the other two extended cooperation logics of 
ATL (ATEL, NATL*), so our approach is better. Secondly, functions that 
involved actions are given in more detail, so that we can research the 
relations between actions and knowledge, actions and agents, actions and 
states in depth and separately. Thirdly, a unified model has been given. It 
combines the main components of [13], [14], [15], and at the same time 
includes components of our own. Lastly, a cooperation logic called NATEL 
has been developed as an extension to ATL. As a result, actions, knowledge 
and normative ability can be represented in the object language other than 
only in the underlying semantics. And since it takes actions, knowledge and 
normative ability into account at the same time, its expressive power and 
flexibility are much richer than the other two extended cooperation logics of 
ATL. In the 1990s, BDI (belief, desire, intention) was developed to represent 
the cognitive structure of agents [1]. We have done some work in this area 
too [2], [3], [4], [5]. It will be a wonderful attempt to combine our existing 
work in BDI and NATEL, and investigate the relations between them. 
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Abstract: Quantiim computing is an important field of research that applies concepts of 
quantum physics to building more efficient computers. Although only 
radimentary quantimi computers have been built so far, many researchers 
believe that quantum computing has great potential and the quantum 
computers can efficiently perform some tasks which are otherwise not feasible 
on a classical computer. The Hamiltonian cycle problem is to detennine 
whether a given graph has a Hamiltonian cycle or not. This problem belongs to 
the class of NP-coraplete problems, widely believed to intractable or hard on 
classical computers. Design of faster-than-classical quantum algorithms for 
important algorithmic problems has been an interesting intellectual adventure 
and achievement all along and their existence keeps being one of the key 
stimuli to those trying to overcome enonnous technology problems to build 
(powerful) quantum computers. In this paper, we have used undirected graphs 
with varied number of vertices and we have shown how to determine the 
existence of a Hamiltonian cycle in a given graph. We have also illustrated 
how quantum search can be applied to obtain the solution of the Hamiltonian 
cycle problem much faster than tlie classical approach. 
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1. INTRODUCTION 

The current drive towards increasing speed and miniaturization of 
computers leads modem technology towards the subatomic domain -
quantum computing - where strange quantum behavior takes over from 
familiar classical notions. Quantum computation touches upon the 
foundations of computer science, since quantum computers appear to violate 
the modem Church-Turing thesis [7]. Quantum computers can perform 
certain hard tasks, much faster than classical computers. 

1.1 Quantum Computation 

Quantum computing is a new, more powerfiil model of computing based 
on quantum mechanics. The basic variable used in quantum computing is a 
qubit, represented as a vector in a two dimensional complex Hilbert space 
where | 0> and | 1> form a basis in the space. The difference between 
qubits and bits is that a qubit can be in a state other than | 0> or | 1> 
whereas a bit has only one state, either 0 or 1. It is also possible to form 
linear combination of states, often called superposition. 

The state of a qubit can be described by | T> = a | 0> + p [ 1> where, 
the numbers a and P are complex numbers. The special states | 0> and | 1> 
are taiown as computational basis states. We can examine a bit to determine 
whether it is in the state 0 or 1 but we cannot directly examine a qubit to 
determine its quantum state, that is values of a and p. When we measure a 
qubit we get either the result 0, with probability | a P or the result 1, with 
probability | P p , where | a p + | p p = l , since the probabilities must sum 
to one. 

Consider the case of two qubits. In two classical bits there would be four 
possible states, 00, 01, 10 and 11. Cmrespondingly, a two qubit system has 
four computational basis states denoted | 00>, |01>, | 10> and | Il>. A 
pair of qubits can also exist in a superposition of these four states, so the 
quantum state of two qubits involves associating a complex coefficient, 
sometimes called amplitude, with each computational basis state, which is 
given as 

|«P> =aou|00>+ aoil01> + a,ollO> + a „ | l l > 
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The logic that can be implemented with qubits is quite distinct from 
Boolean logic, and this is what has made quantum computing exciting by 
opening new possibiUties [8]. 

1.2 Quantum Algorithms 

Quantum Algorithms introduce a new paradigm of computation such as 
quantum superposition, quantum entanglement and promises to provide 
results that cannot be achieved by classical computers. Shor's factoring 
algorithm and Grover's search algorithm are examples of new algorithms 
that provide tremendous speedups over their classical counterparts [1][2][6]. 

In tills paper, we would like to use Grover's search algorithm that can 
provide quadratic speedup, which is considerable when N is large over their 
classical counterparts. 

Suppose we are given a map containing many cities, and wish to 
determine the shortest route passing through all the cities on the map. A 
simple algorithm to find this route is to search all possible routes through the 
cities, keeping a running record of which route has the shortest length. On a 
classical computer, if there are N possible routes, it takes 0(N) operations to 
determine the shortest route using this method. But quantum search 
algorithiTi enables this search method to be sped up substantially, requiring 
only 0(V(N)) operations[9][10]. The quantum search algorithm in general 
can be applied far beyond the route finding example just described to speed 
up many (though not all) classical algorithms that use search heuristics. Thus 
given a search space of size N, and no prior laiowledge about the stmcture of 
information in it, if we want to find an element of search space satisfying a 
known property, then this problem requires approximately N operations, but 
the quantum search algorithm allows it to be solved using approximately 
•N/(N) operations[l][2]. 

1.3 NP-Complete Problems 

hi complexity theory, the NP-complete problems are the most difficult 
problems in NP ("non-deterministic polynomial time") in the sense that they 
are the ones most likely not to be in P. Formally, a decision problem C is 
NP-complete if it is complete, it is in NP and it is NP-hard, i.e. every other 
problem in NP is reducible to it[8]. 
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Some well-known problems that are NP-complete when expressed as 
decision problems are Hamiltonian Cycle problem, Traveling salesman 
problem, Subgraph isomorphism problem, Graph coloring problem. Boolean 
satisfiability problem(SAT) etc. 

2. HAMILTONIAN CYCLE PROBLEM 

hi graph theory, the Hamiltonian cycle problem is a problem of 
determining whether a Hamiltonian cycle exists in a given graph. The graph 
may be directed or undirected. The problem of searching for Hamiltonian 
cycles, or circuits in a given graph is known to be NP-complete, that is, non-
determinant in a classical computer, and always polynomial in a massively 
parallel processor. Ability to solve such problems might benefit many areas, 
including the layout of integrated circuits. The Hamiltonian cycle problem is 
a special case of the traveling salesman problem, the exact solution to this 
problem may be found as a Hamiltonian circuit with minimum total 
weight[3]. Once all Hamiltonian circuits are identified, it is easy to calculate 
weight using an ordinary computer to choose the minimum. 

2.1 Problem Definition 

Let G = (V, A) be a graph in which V = {vi, V2 ...vn} is the set of n 
vertices, and A is the set of m arcs (vi, vj). A Hamiltonian cycle (or circuit) 
in G is a permutation (si) of the vertices such that (vs, vs+i) belongs to A for 
i = 1, 2, ..., n-1. Also (vsn, vsi) must belong to A to close the circuit. 

(a) m 

Figure 1. Examples of Hamiltonian circuits 
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Let us consider the above two circuits which characterizes the presence 
or absence of Hamiltonian circuits. Figure la, is a Hamiltonian circuit 1-2-3-
4-5-1. Examples of circuits that are not Hamiltonian are 1 -2-3-5-1 and 1-2-3-
5-4-5-1 because the first leaves out node 4 while the second visits node 5 
twice. Figure lb is characterized by several Hamiltonian circuits; 1-2-3-4-1; 
1-2-4-3-1; 1-3-2-4-1; each can be walked backwards, for example: 1-4-3-2-
1. 

2.2 Classical Approach 

A typical algorithm to solve Hamiltonian circuit classically is to perform 
a search through all possible orderings of the vertices: 

1. Generate each possible orderings ( vi, V2, ...., vn) of vertices 
2. For each ordering, check to see whether it is a Hamiltonian cycle for 

the graph. 
If not, continue checking the orderings. 

Since there are n" = 2"'"^'" possible orderings of the vertices which must 
be searched, this algorithm requires 0{p(n)2"^ '"""^) operations to check for 
the existence of a Hamiltonian cycle. The polynomial factor p(n) which is 
predominant due to the implementation of the oracle. This algorithm is 
detemiinistic and succeeds with probability [2]. This approach works well 
for smaller numbers of vertices, but grows exponentially with n, the number 
of vertices [4]. 

2.3 Quantum Approach 

Nielsen and Chuang began the process of fmding Hamiltonian circuits 
using a quantum computer. On a quantum computer it is possible to 
estimate the number of solutions much more quickly than is possible on a 
classical computer by combining the Grover iteration with the phase 
estimation technique based on quantum Fourier transform [2]. And this is 
referred to as quantum counting. This allows us to decide whether or not a 
solution exists, depending on whether the number of solutions is zero, or 
non-zero. 

Let m = [log n], the search space for the algorithm be represented by a 
string mn qubits, with each block of m qubits being used to store the index to 
a single vertex with n bits. Therefore, we can write the computational basis 
state as | vi, v2,..,vn> , where each | vi> is represented by the approximate 
string of m qubits, for a total of nm qubits. 
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The oracle is a unitaiy operator, O, defined by its action on the 
computational basis: 

IX > Iq>—Ct̂  \x> \(\ XOR f (x) > where | x> is the index register, 
the oracle qubit | q> is a single qubit which is flipped if f(x) = 1 and it is 
unchanged otherwise, XOR denotes modulo addition 2. 

The oracle for the search algorithm must apply the transfonnation: 

Ol Vl,V2,..,Vn> = 

I vi,v2,..,vii> if vi,v2,,...,vn is not a Hamiltonian 
cycle 

^- I vi,v2,..,vn> if vi,v2,...vn is a Hamiltoniau cycle 

This oracle is easy to design and implement if the description of the 
graph is known. Applying this oracle, the quantum algorithm require 
Oi^inft."^'"^"^^^ ) operations to determine whether a Hamiltonian cycle exists. 
Due to the implementation of the oracle, the polynomial p(n) becomes the 
overhead which is predominant. But the dominant effect is in determining 
the resources required for computation which is the exponent in 2"''°^"^'^. By 
repeating the algorithm several times (say r) the probability of error can be 
reduced from 1/6 to 1/6' 

qubits 
!0*. 

WDfkspacs 

H' 

l#> 

\_ 

Etx> 

G 

Figure 2. Schematic circuit of Grover search algorithm[2] 
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2.4 Performance Comparison 

The Table 1 given below compares the linear search with quantum search 
techniques. The comparisons are based on the number of operations required 
to search the list of N items and the number of operations required to 
determine the existence of a Hamiltonian in the given circuit. Table 2, gives 
the performance of classical and quantum search algorithms with respect to 
the number of vertices & utilization of computational resources. 

Table I. Comparison of classical and quantum search algorithms 

Algorithm 
Executes on 
Uses 
Operations to search N items 
Operations to determine the 
existence of a HC 

Classical search (linear) | Quantum search 
Classical computer 

Bits 
0(N) 
0(p(n)2"f'ognl) 

Quantum computer 

Qubits 
OC^CN) 
0(p(n)2"''"""'''') 

Table 2. Performance of classical and quantum search algorithms with respect to the number 
of vertices & utilization of computational resources 

No. of 
Vertices 

2 

3 

4 

5 

6 

7 

8 

9 

10 

20 

100 

Classical search 
resources required for 
computation 
nn[ !ogii] 

1.52 

2.69 

5.30 

11.27 

25.43 

60.36 

149.57 

384.85 

1024.0 

68073969.9 

1.61x10"" 

Quantum search 
resources required for 
computation 
'jiif iogn]/2 

1.23 

1.64 

2.29 

3.36 

5.04 

7.77 

12.23 

19.62 

32.0 

8250.69 

1.26x10-'" 
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The figure shown below is the graphical representation of the 
performance analysis of the classical and quantum algorithms in terms of the 
number of vertices and the amount of computational resources required. It 
can be seen that the resources requiî ed for computing the existence of 
Hamiltonian remains almost same for both classical and quantum algorithms 
when the number of vertices happen to be very small. However, as the 
number of vertices increase tremendously, quantum search takes over the 
classical in terms of speed. 

Classical Vs. Quantum Search 

10000 T 

II 
0) 

a: 

1000 

100 

10-

1 -t 

-classical 
• quantum 

No. of vertices 

Figures. Graphical representation of perfonnance of classical Vs. quantum algorithm 

CONCLUSION 

In this paper, we studied and analyzed undirected graphs and we 
were able to apply classical search techniques to find out the existence of 
Hamiltonian cycle in it. Later we applied Grover's quantum search 
algorithm to find the solution to the problem of Hamiltonian cycle, using 
the smallest possible number of applications of oracle. Hamiltonian 
cycle problem is a NP-complete problem, and by performing exhaustive 
searches over the set of possible solutions, it would result in a 
considerable speedup over classical solutions. 



Intelligent Information Processing III 61 

ACKNOWLEDGEMENTS 

We would like to thank all the authors of various papers and publishers for 
giving us enough information on this emerging area of computing. Our thanks 
are due to oiu' institute, "The National Institute of Engineering, Mysore" for all 
the encouragement and support rendered. 

REFERENCES 

1. Grover L,K, A Fast Quantum mechanical Algorithm for Database Search, 
hi proceedings of the 28th Annual ACM Symposium on the Theory of 
Computing, pp. 212-219, quant-ph/9605043, (1996). 

2. Nielsen M and Chaung I, Quantum Computation and Quantum 
hiformation, Cambridge University press, Cambridge, United Kingdom 
(2000). 

3. G. Johnson, A shortcut through time The path to the quantum computer. 
Vintage Books, (2003). 

4. S. Martello, Hamiltonian Circuits in a Directed Graph, ACM Trans. 
Math. Software, Vol. 9, No. 1, pp. 131-138, (1983). 

5. Burger, John Robert, Quantum Algorithm Processors to Reveal 
Hamiltonian, arXiv:cs/0508116, 08/ (2005). 

6. P. W. Shor, Polynomial-time algorithms for prime factorization and 
discrete logarithms on a quantum computer, SIAM J. Computing 26, (1997). 

7. Deutch, D., Quantum Theory, the Church-Turing Principle, and the 
Universal Quantum Computer, proc. Roy. Soc. Lond. A400, (1985). 

8. M.R. Garey and D.S. Johnson, Computers and hitractability: A Guide to 
the Theory of NP-Completeness, W.H. Freeman and company, (1995). 

9. L.K. Grover, Quantum mechanics helps in searching for a needle in a 
haystack, Phys. Rev. Lett., 78, pp. 325-328 (1979). 

10. Peter W, Shor, Progress in quantum algoritlims, MIT, Sept.(2005). 



MODEL CHECKING FOR REAL-TIME TEMPORAL, 
COOPERATION AND EPISTEMIC PROPERTIES * 

Zining Cao 
Department of Computer Science and Engineering 
Nanjing University of Aero. & Astro., Nanjing 210016, China 
caozn@nuaa.edu.cn 

Abstract In this paper, we introduce a real-time temporal knowledge logic, called RTKL, 
which is a combination of real-time temporal logic and knowledge logic. It 
is showed that temporal modalities such as "always in an interval", "until in 
an interval", and knowledge modalities such as "knowledge in an interval" and 
"common knowledge in an interval" can be expressed in such a logic. The model 
checking algorithm is given. Furthermore, we add cooperation modalities to 
RTKL and get a new logic RATKL, which can express not only real-time temporal 
and epistemic properties but also cooperation properties. The model checking 
algorithm for RATKL is also given. 

Keywords: Real-time temporal logic, knowledge logic, cooperation, model checking 

1. Introduction 
The field of multi-agent systems has recently become interested in the prob

lem of verifying complex systems. In MAS, modal logics representing concepts 
such as knowledge, belief, and intention. Since these modalities are given in
terpretations that are different from the ones of the standard temporal operators, 
it is not straightforward to apply existing model checking tools developed for 
LTL\CTL temporal logic to the specification oiMAS. The recent developments 
of model checking MAS can broadly be divided into streams: in the first cat
egory standard predicates are used to interpret the various intensional notions 
and these are paired with standard model checking techniques based on tem
poral logic. Following this line is [12] and related papers. In the other category 
we can place techniques that make a genuine attempt at extending the model 
checking techniques by adding other operators. Works along these lines include 
[3, 10] and so on. 
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Real-time is sometimes an important feature of software system. To de
scribe the property of real-time MASs, one should express not only real-time 
temporal temporal but also epistemic property. In this paper, we present a real
time temporal knowledge logic RTKL, which is an extension of knowledge 
by adding real-time temporal modalities. Although its syntax is very simple, 
we can express the property such as "always in an interval", "until in an in
terval", "knowledge in an interval", "common Icnowledge in an interval" and 
etc. We also studied the model checking algorithm for RTKL. To express the 
cooperation property, we extend RTKL to RATKL and give its model checking 
algorithm. 

The rest of the paper is organized as follows: In Section 2, we present a 
real-time temporal knowledge logic RTKL, give its syntax, semantics. Further
more, we give the model checking algorithm. In Section 3, we add cooper
ation modalities to RTKL, and get a new logic RATKL. The model checking 
algorithm for RATKL is also given. The paper is concluded in Section 4. 

2. Real-Time Temporal Epistemic Logic RTKL 
In this section, we introduce a real-time temporal knowledge logic RTKL, 

which can express the epistemic property and real-time behaviour in MAS. 

Syntax of RTKL 

The well form formulas of RTKL are defined as follows. 
Definition 1 The set of formulas in RTKL, called L^'^^^, is given by the 

following rules: 
(1) Uip eatomic formulas set E, then ip G L^-^^^ .̂ 
(2) If c/? Gproposition variables set V, then (/? e j^RTKL^ 
(3) If <p G L«^^<^ then -^^ e L^^^<^. 
(4) If V?, -0 e L^^^'^, then (̂  A V̂  G L^'^^^. 
(5) If </?, ^ G L^'^'^^, then Qip, {]ip, fU'ip G L^'^'^^. Intuitively, Q means 

next, [] means always and U means until. 
(6) If ^, 0 G L^^'<^, then [jj,,,]^, v [̂/[,,,]'0 G L«^^^. Intuitively, [][.,,]^ 

means that (p holds in the interval [i, j]. (pU^i^j^ijj means there is /c G [i,j], such 
that V̂  holds at time k and (p holds in the interval [0, fc]. 

(7) If (/9 G L^^^^'^, then KaP, Erp, CrV> G L^"^^^ ,̂ where a G Agent, 
r C E. Intuitively, Ka^ means that agent a knows if. Er^p means that every 
agent in T knows (p. Cr<y3 means that 99 is a common knowledge by every agent 
in r . 

Using RTKL, we can express various of real-time knowledge properties. For 
example, Ka{]iij]p means that agent a knows ip always holds in the inter
val [i,j]. [j^ij^Ka'p means that in the interval [i,j], agent a always knows 
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if holds. {}Cr^ means eventually, if is the common knowledge of group F, 

where QIIJ = ~^[]^4'-

Semantics of iJTXZ 

We will describe the semantics of RTKL, that is, a formal model that we can 
use to determine whether a given fomiula is true or false. 

Definition 2 (Models) Given a set of agents A = {1, •••,n}, a temporal 
epistemic model (or simply a model) is a tuple S — (Q,r , ~ i , . . . ,~„, V), 
where 

Q is the set of the global states for the system (henceforth called simply 
states); 

T C Q X Q isa total binaiy (successor) relation on G; 
~aC Q X Q (a € A) is an epistemic accessibility relation for each agent 

a € A defined by s ~a s' iff ^^(A') = la{s'), where the flmction la- Q —> La 
returns the local state of agent a from a global state s; obviously ~o is an 
equivalence relation; 

V : Q —f 2^^^ is a valuation function for a set of prepositional variables 
PVK such that true e V{s) for all s e Q. V assigns to each state a set of 
propositional variables that are assumed to be true at that state. 

We can now turn to the definition of semantics of RTKL. 
Computations. A computation in M is a possibly infinite sequence of states 

K = (so,.Si,...) such that (s,. Sj+i) e T for each •* G N. Specifically, we 
assume that (s,;, s,;+i) € T iff Sj+i = t{si, acti), i.e., ,s,:+i is the result of ap
plying the transition function t to the global state s,;, and an action acti. In the 
following we abstract from the transition function, the actions, and the proto
cols, and simply use T, but it should be clear that this is uniquely determined 
by the interpreted system under consideration. Indeed, these are given explic
itly in the example in the last section of this paper. In interpreted systems 
terminology a computation is a part of a ran; note that we do not require so 
to be an initial state. For a computation IT = (SQ, si,...), let 7r[fc] = Sk, and 
T'k = (so, •••) Sfc), for each k e N.By Tl{s) we denote the set of all the infinite 
computations starting at s in M. 

Definition 3 Semantics of RTKL 
Mis = {q\p€ 7r{q)}; 
{b^]]s = Q- M]s; 
[[if A ip]}s = M]s n [[i>]]s; 
[[0'P]]s = {Q I for all computations IT € n(g), we have 7r[l] G [[y'jjs.}; 
[[[]{/3]]5 = {q I for all computations n e Il{q) and all positions m > 0, we 

havcTrH € [M]s.}; 
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[[9?l7i/̂ ]]5 = {q I for all computations TT e n(g) , there exists a position 
m > 0, such that 7r[rrt] G [[V ]̂]s and for all positions 0 < fc < m, we have 

m e Mh.y, 
l[{]li,j]^]]s ~ {q I for all computations TT G Il{q) and all positions i < rn < 

j , wehavcTrH G [['/']]s-}; 
[[v^[ij]'^]]s = {Q I for all computations TT G n(g) , there exists a position 

i < m < j , such that 7r[m] G [[4>]]s and for all positions 0 < A; < rn, we have 
m € [M]s.}; 

[(î a.95]]5 = {q I for all r G {[tf]]s and r G~a (<?) with ~a (g) = {q' \ 
iq,q')^-a}} 

{[Erf]]s = {q I for all r G {[(p]]s and r G--f (g) with - f (g) = {g' | 
(g,g') G ~ f } } , here ~ f = (U„6r ~a)-

[[C'rV'lls = {<? I for all r G [[^p]]s and r G~p (g) with ~ ^ (g) = {g' | 
(g, g') G~p }}, here ~p ' denotes the transitive closure of ~j? . 

Formally, given a model S, we say that if is satisfiable in S", and write 5, g |= 
(/p, if g G [[</?]]s for some q in Q. 

Model Checking for RTKL 

In this section we give a model checking algorithm for RTKL. The mode! 
checking problem for RTKL asks, given a model S and a RTKL formula ip, for 
the set of states in Q that satisfy ip. In the following, we denote the desired set 
of states by Eval{(p). 

For each p' in Sub{ip) do 
case ip' = p : Eval{ip') := Reg{'p) 
case p>' =• ^9 : Eval{ip') := Eval{tr-ue) — Eval{B) 
case V?' = 6*1 A 02 : Eval{p') := Eval{di) n Eval(92) 
case <̂ ' = O ^ : Eva.l{p') := PTe{Eval{e)) 
case t '̂ = [](? : 

Eval(p') := Eval{tnie) 
pi := Eval{e) 
repeat 

Eval{(p') := £;'ya/(99')npi 
pi := Pre(Eval{p')) D Eval{e) 

until pi = Eval{ip') 
case cp' = 0iU92 : 

Eval{ip') := Eval{false) 
pi ~ Eval{9i) 
P2 := ^t;a/(02) 
repeat 

Eval{p') := Eval{<p') U p2 
P2 := Pre{Eval{p')) n pi 
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until pi = Eval{ip') 
case If' = ^\ij]6 '• 

k:=j ' 
Eval{Lp') := Eval{true) 
while k y^ 0 do 

k:=k-l 
ifk > i then Eval{(p') := Pre{Eval{ip')) D Eval{0) 
else Eval{f') := Pre{Eval{<f')) 

end while 
caset^' = 6iUipq]02 : 

k := J 
Eval{(p') := Eval{false) 
while A; 7̂  0 do 

k ~ k - l 
Eval{ip') := Pre{EvaliLp') U Eval{e2)) fl Eval{Bi) 

end while 
case (/?' = KaO : Eval{ip') := {g | Irng{q, ~o) C Eval{6)} 
case 99' = E'rfi' : Eval{ip') := r\a(^TEval{Ka9) 
case 93' = CV^ : 

Eval{'p') := Eval{true) 
repeat 

p ;= Eval{ip') 
Evaiy') •- r\aeT{{q\Irng{q,^a) Q Eval{e)} n p) 

until p = Eval{<fi') 
end case 

return £;t!a?((/?) 
The algoritlim uses the following primitive operations: 
(1) The flmction Sub, when given a formula </?, returns a queue of syntactic 

subformulas of 93 such that if ifi is a subformula of ip and (/?2 is a subformula 
of ipi, then ip2 precedes ipi in the queue Sub{ip). 

(2) The function Reg, when given a proposition p E U, returns the set of 
states in Q that satisfy p. 

(3) The function Pre, when given a set p C Q of states, returns the set of 
states q such that from q the next state to lie in p. Formally, Pre{p) contains 
state q &Q such that {q,s) eTt where s € p. 

(4) The function Img : Q x 2*5̂ *5 ^ Q^ which takes as input a state q and 
a binary relation R C Q x Q, and returns the set of states that are accessible 
from q via R. That is, Irng{q, R) = {q' \ qRq'}-

(5) Union, intersection, difference, and inclusion test for state sets. Note 
also that we write Eval{true) for the set Q of all states, and write Eval{ false) 
for the eiTipty set of states. 
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Partial correctness of the algorithm can be proved induction on the structure 
of the input formula ip. Termination is guaranteed since the state space Q is 
finite. The cases where </?' = KaO, (p' = Ej^O and ip' = CrO simply involve 
the computation of the Img function at most \Q\^ times, each computation 
requiring time at most 0{\Q\^). Furthermore, real-time CTL model checking 
algorithm can be done in polynomial time. Hence the above algorithm for 
RTKL requires at most polynomial time. 

Proposition 1 The algorithm given in the above terminates and is correct, 
i.e., it returns the set of states in which the input formula is satisfied. Further
more, the algorithm costs at most polynomial time on \Q\. 

3. Adding Cooperation Modalities to RTKL 

To express the cooperation property in open systems, Alur and Henzinger 
introduced alternating-time temporal logic ATL in [2], which is a generalisa
tion of CTL. The mam difference between ATL and CTL is that in ATL, 
path quantifies are replaced by cooperation modalities. For example, the ATL 
formula ((F)) Q '^^ where F is a group of agents, expresses that the group F 
can cooperate to achieve a next state that ip holds. Thus, we can express some 
properties such as "agents 1 and 2 can ensure that the system never enters a 
fail state". An ATL model checking systems called MOCHA was developed 
[1]. In MAS, agents are intelligent, so it is not only necessary to represent 
the temporal properties but also necessary to express the mental properties. 
For example, one may need to express statements such as "if it is common 
knowledge in group of agents F that (̂ , then F can cooperate to ensure (/'". To 
represent and verify such properties, a temporal epistemic logic AT EL was 
presented in [10]. This logic extended ATL with knowledge modalities such 
as "every knows" and common knowledge. In this section, we extend RTKL 
by adding cooperation modalities and get a new logic RATKL, which can ex
press real-time temporal, cooperation and knowledge properties. Furthermore, 
a model checking algorithm for RATKL was given. 

Syntax aiRATKL 

Definition 4 The set of formulas in RATKL, called L^'^^^^, is given by the 
following rules; 

(1) li<p Gatomic formulas set Ft, then ip G L^^'^^^. 
(2) If (/? Gproposition variables set V, then <fi e L^''^'^^'"^. 
(3) If (̂  G L^^T^^, then -^p G L^^^^^^. 
(4) lip, i> G L '̂̂ 4TA-L^ jĵ gĵ  ^ /^ .^1, g ^RATKL^ 

(5) If v., i> e L^^^'<^, F C E, then ((F)) Q V, m)[]v, ((r»</pf/'0 G 
£BATKL 

(6)If<^,^ G L^-4"^^,F C E, then ((F))Oi.jiV', ((r))</̂ C/(,,,-]Z^ G L^-^^^^. 
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(7) If ¥5 G L^ATKL^ tjjgjj j ^ ^ ^ ^ £;^^^ (j^^ g j^RATKL^ ^jjgj.g p g S . 

Semantics of iL47XZ 

Definition 5 A model S of RATKL is a concurrent game structure 5 = 
(S, (5, n , TV, e, d, (5, ^a here a G S), where 

(1) E is a finite set of agents, in the following, without loss of generality, we 
usually assume S = {l,...,fc}. 

(2) (5 is a finite, nonempty set, whose elements are called possible worlds 
or states. 

(3) n is a finite set of propositions. 
(4) TT is a map; Q —> 2^, where 11 is a set of atomic formulas. 
(5) e is an environment: V -~> 2^, where V is a set of proposition variables. 
(6) For each player a G S = {!,..., A;} and each state q £ Q, a natural 

number da{q) > 1 of moves available at state q to player a. We identify the 
moves of player a at state q with the numbers 1, ...,da{q). For each state q € Q, 
a move vector at g is a tuple (ji, .--^jk) such that 1 < j„ < da{q) for each 
player a. Given a state g G Q, we write D{q) for the set {1, ...,di{q)} x ... x 
{1,..., dfe(g)} of move vectors. The ftmction D is called move fimction. 

(7) For each state q € Q and each move vector {ji,.-.,jk) <£ D{q), a. state 
(5(9, j i , •••, jfc) that results from state q if every player a G S = {l,...,fc} 
choose move ja- The function is called transition function. 

(8) ~Q, is an accessible relation on Q, which is an equivalence relation. 
The definition of computation of a concurrent game structure is similar to 

the case of Kripke structure. In order to give the semantics of RATKL, we need 
to define strategies of a concurrent game structure. 

Strategies and their outcomes. Intuitively, a strategy is an abstract model 
of an agent's decision-making process; a strategy may be thought of as a kind 
of plan for an agent. By following a strategy, an agent can bring about certain 
states of affairs. Formally, a strategy fa for an agent a G S is a total fimc
tion fa that maps every nonempty finite state sequence A G Q'^ to a natural 
number such that if the last state of A is q, then /a(A) < da{q). Thus, the 
strategy fa determines for every finite prefix A of a computation a move /a(A) 
for player a. Given a set F C E of agents, and an indexed set of strategies 
Fv = {fa I o, G F}, one for each agent a G F, we define out{q,Fr) to be 
the set of possible outcomes that may occur if every agent a G F follows the 
corresponding strategy /„,, starting when the system is in state q G Q. That is, 
the set out{q,Fr) will contain all possible q-computations that the agents F 
can "enforce" by cooperating and following the strategies in Fp. Note that the 
"grand coalition" of all agents in the system can cooperate to uniquely deter
mine the future state of the system, and so out{q, F^) is a singleton. Similarly, 
the set out{q, Fi/,) is the set of all possible g-computations of the system. 
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We can now turn to the definition of semantics of RATKL. We omit the 
definition of [[p]]s, [[-'<^]]s, [b A VJ]]S, [[Ka<p]]s, {[Erv]]s, [[CrfUs since 
they are given in Definition 3. 

Definition 6 Semantics of RATKL 
[[((r)) O ^]]s = {q I there exists a set Fp of strategies, one for each player 

in r , such that for all computations A G out{q, Fp), we have A[l] e [[<p]]s-} 
[[((r))[]'^]]s' = {Q I there exists a set Fj- of strategies, one for each player 

in r , such that for all computations A e out{q, Fp) and all positions i > 0, we 
have A[z] G [[^}]s.} 

[[{{r))(pUil!]]s = {q I there exists a set Fp of strategies, one for each player 
in r , such that for all computations A G out{q,Fr), there exists a position 
i > 0, such that X[i] G [[V-']]s and for all positions 0 < j < z, we have 
m e [Ms-} 

[[((r))[][j j](/j]].g = {q I there exists a set Fp of strategies, one for each 
player in F, such that for all computations A G out{q, Fp) and all positions 
i < m. < j , we have X[rn] G [[scJls-} 

[[{{T))<fiUi^ijj'4']]s = [q I tliere exists a set Fp of strategies, one for each 
player in F, such that for all computations A G out{q, Fp), there exists a posi
tion i < rri < j , such that A[m] G [[%IJ]]S and for all positions 0 < fc < rn, we 
have X[k] G M]s-} 

Intuitively, ((F)) Q ip means that group F can cooperate to ensure tp at 
next step; ((r))[]!^ means that group F can cooperate to ensure ip always 
holds; {{r))ipU'ip means that group F can cooperate to ensure ip until'(/; holds; 
((F))[][jj](/? means that group F can cooperate to ensure 99 always holds in 
the interval of {i,j]; ((F))< [̂/[,:j]'i/) means that group F can cooperate to en
sure ip until ij; holds in the interval of [i, j]. For example, a RATKL formula 
((ri)) O V A ((F2))[][.(j]</' holds at a state exactly when the coalition Fi has 
a strategy to ensure that proposition ip holds at the immediate successor state, 
and coalition F2 has a strategy to ensure that proposition (/' holds at the current 
and all future states between time i and j . 

Model Checking for RATKL 

In the following, we give a model checking algorithm for RATKL. We denote 
the desired set of states by Eval{ip). The case of p, ^(/3, (p Aip, Ka^p, Ertps, 
C'r^p can be computed similarly in the algorithm for RTKL, so we do not give 
the procedure for these modalities. The main difference between RTKL and 
RATKL is that temporal modalities are replaced by alternating-time temporal 
modalities, so the model checking algorithm for RATKL is similar to the al
gorithm for RTKL except that the ftmction Pre{p) is replaced by the function 
CoPre{T,p). 

For each </?' in Sub{ip) do 
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case (p' = ((r)) O Q •• Eval{ip') := CoPre{V, Eval{e)) 
casey?' = ((r))[]6i: 

Eval{ip') := Eval{true) 
pi := Eval{0) 
repeat 

Eval{ip') := Eval{ip') D pi 
pi := CoPre{r,Eval{(p')) D Eval{e) 

until p\ — Eval{(p') 

casev3' = {{r))eiue2 •• 
Eval{(fi') := Eval{false) 
pi := EvaliOi) 
P2 := Eval{d2) 
repeat 

Eval{(p') := Eval{ip') U p2 
P2 ••= CoPre{r, Eval{ip')) D pi 

until pi = Eval{ip') 
case^ ' = ( ( r ) )0 [y ]^ ; 

Eval{ip') :•= Eval{true) 
while fe 7̂  0 do 

/c- := A; - 1 
if A,' > I then E'ua?((/j') := CoPre{r, Eval{ip')) 0 Eval{9) 
else Eval{(p') ~ CoPre{r,Eval{ip')) 

end while 
casev9'=((r))0i?7[p,,]f?2-. 

fc : = J 
Eval{<p') := Eval{false) 
while fc 7̂  0 do 

fe : = A; - 1 
Eval{ip') •= CoPre{T, Eval{<p') U Eval{92)) D Eval{Bi) 

end while 
end case 
return Eval{ip) 
The algorithm uses the function CoPre. When given a set F C E of players 

and a set /9 C Q of states, the function CoPre returns the set of states q such 
that from g, the players in F can cooperate and enforce the next state to lie in 
p. Fonnally, CoPre(F , p) contains state q G Q if for every player a € F, there 
exists a move ja G {1, ...,da{q)} such that for all players 6 G S - F and moves 
jb e {l,...,d6(g)},wehave(5(g,ji,...,jfc) e p. 

Similar to the case of RTKL, we have the following proposition: 
Proposition 2 The algorithm given in the above terminates and is correct. 

Furthermore, it costs at most polynomial time on \Q\. 
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4. Conclusions 
Recently, there has been growing interest in the logics for representing and 

reasoning temporal and epistemic properties in multi-agent systems [3, 6, 9-
12]. In this paper, we present a real-time temporal knowledge logic RTKL, 
which is a succinct and powerful language for expressing complex properties. 
In [8], Halpern and Moses also presented and study some real-time knowledge 
modalities such as e-common knowledge CQ, ()-common knowledge CQ and 
timestamped common knowledge Cj.. It is easy to see that all these modalities 

can be expressed in RTKL, for example, CQ ^ QCQ and C j <^ [][r,r]C'G-
Moreover, the approach to model checking RTKL is studied. We further extend 
RTKL by adding cooperation modalities. The logic RATKL can express not 
only real-time and knowledge properties, but also cooperation properties. The 
model checking algorithm for RATKL is given. It is also hopeful to apply such 
RTKL and RATKL logics and these model checking algorithms to verify the 
correctness of real-time protocol systems. 
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Abstract By applying the probability estimation of the unavailable attributes derived from 
the available attributes to the neighborhood system, the suited degree of each 
neighbor to a given object is depicted. Therefore, the neighborhood space with 
guaranteed suited precision is obtained. We show how to shrink the rule search 
space via VPRS model for this space, and also, we will prove the incredibility 
degree of decision class is guaranteed by the two-layer thresholds. 

Keywords: threshold, approxiination, neighborhood system, probabilistic, rough set 

1. Introduction 
Classical rough sets theory [1] is too rigid to be applied to the real-life environment 

due to the requirement that all the characters of an object in the system are available 
[2]. Kryszkiewicz [4] extended the rough set approximation method in incomplete in
formation systems through the tolerance relation with the "missing values" semantics. 
Slowinski [5] and Stefanowski [6] used similarity relation instead of indiscemibility 
relation to express the "absent values" semantics. Furthermore, the latter defined a 
"tolerance class" under the hypothesis that an equivalent probability was associated 
with each element among such values. The variable precision rough set model [7] 
classified the objects, probably bearing a family of misclassification(based on a P 
threshold) in the graduation layer [9-11], 

Our research gives a probabilistic angle of view to incomplete values while gener
ating the approximations: the distribution of "missing" or "absent" values is quantifi-
cationaliy taken into account when the relevant neighborhood is generated, to achieve 
which the guarantee of the covering quality is elucidated by a granulation threshold 
A. After this, a symmetric graduation threshold ,5 is proposed to satisfy predefined 
certainty requirements. The (A, ,5) threshold pair includes the certain defined lines 
which are applied to qualify the approximation regions with the price of controllable 
imprecision. 

Please me the following formal when clllng Ihls chapler: 
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2. Rough sets preliminaries 

An information system AS is a pair {U, A, V, f) where [/ 7̂  0 is a non empty set of 
objects and A is a non empty set of attributes. For Vc € A under f -.U —^ Vc, Vc is the 
domain of c and V = |J{Ve : Vc 6 / ! } . For any B C. A,&n indiscernibility relation 
IND{B) is defined with IND(B) = {{x,y) e U x U rici e B,c4x) = c,,{y)}. 
U/IND{B)(or U/B) is the family of all the equivalence classes of the indiscernibility 
relation IND{B) with U. 

For any non empty subset of objects X C U,the B - lower , B — upper approx
imations and B - boundary are defined with XB = U { ^ G V/B\Y C X}, X^ = 
{J{Y e U/B\Y n X ^ 0}, Bn{X) = X'^\XB apart. The B ~ lower is also called 
positive region, while the supplement of the B — upper is also called negative region. 

A decision informadon system DS is an information system while A = C [J{d) 
and d ^ C, here d is called decision and C is called condition attribute set. Any 
decision rule is represented as: 

(^ = \,eBiciiai) = v) -+ {d.{ai) = w), (1) 

where Cj e B C C, and v and w are the corresponding attribute values of a, e t/ 
respectively. Here, the left side of the implication is noted by s and t on the opposite. 
Let [s] denote the set of the objects in DS satisfying .s and [t] for t accordingly. A 
decision rule with s —> t is certain if and only if [s] C [t]. Otherwise, possible 
decision rules in the inconsistent decision information system can be induced from the 
upper approximation of a decision class expressed in t. 

3. Probabilistic Approximation Space 

AS is an incomplete information system when some values are not available, and 
the unavailable values are denoted by '• * ", The approximate relations are proposed 
mainly based on two hypothetical semantics for the unknown values. The lower and 
upper approximations are derived from the cover of relation r instead of the indis
cernibility class. The cover in a neighborhood system {U, IC) is defined as: 

C = U{/(xO|V,6u.,e/(.)(y"0}, (2) 

in which, accordingly, I{x) denotes the neighborhood of a: and r denotes the relation 
defined in the information system. The tolerance and similarity approach are proposed 
in terms of a different explanation for the unavailable values. The key concept of tol
erance approach is the tolerance class. Tolerance class denoted by IB [X) of any object 
X eU IS induced from the tolerance relation Tg which is reflexive and symmetric, but 
not necessarily transitive relation and obeys a "missing value" hypothesis[4]. Given 
an information system AS and a subset of attributes B C A'ls defined as; 

^x,veUxu{TB{x,y) ^ Vc,ei3(c;(x) = Cj{y) V Cj{x) = * V c.j{y) = *)), (3) 

where for each object the binary relation TB identifies a tolerant class I six) = {j/ £ 
U\TB{x,y)}, and consequently, the B - lower and B - upper of an object set are 
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Xg = {x e U\IB{X) C X] and X^ = {x € U\IB{X) n X 7̂  0} = {J{x e 

X\IB{X)} respectively. 
The non-symmetric similarity relation is similar with the tolerance relation except 

that the former is a partial order on the set U under an "absent value" hypothesis[5, 6], 
Homoplastically, for a given information system ^15 and a subset of attributes B C A, 
the similarity relation 5 B is defined as; 

'^z^yeUxuiSsix,y) <=^ Vo,e3(^,(1) = * V Cj{x) = Xj{y))). (4) 

Consequently, similarity class RB{X) and converse similarity class R'^^{x) of ob
ject X & U with respect to B are defined as R.B{X) = {y e U\SB[y,x)] and 
^B^i'x) = {y € U\SB{x,y)}. B - lower and B — upper are X^ = {x e 
U\Rg\x) C X} and X | = [J{x e X\RB{X)} separately. 

Most of the approximation methods are built based on both relations mentioned 
above. Furthermore, many quantitative and qualitative extensions[8] are applied to the 
above relations. Among the proposed methods of the incomplete information system, 
the unbending matching of either tolerance or similarity relation cannot control the 
inflation of the neighborhood, which results in the bilateral expansion of the B — 
boundary. All these induce the inefficiency of the reducing search space. From the 
perspective of the probability [12] of the unknown attribute value for two given objects 
x and y, the tolerance relation supports that any attribute value is suited iff all the 
available values are suited, while the valued tolerance relation regulates the possibihty 
of the "missing value" followed by an equiprobable distribution hypothesis throughout 
the domain. Nevertheless, the probability of Cj (y) matching c/(x) on any Cj e B with 
Cj{x) = * V Cj{x) = * held is intuitively higher than Cj{y) = 1/|K;| when the 
available values are all suited. 

D E F I N I T I O N 1 Given Cj e B and x,y £ U in an incomplete information system 
AS, ifcj{x) G Vc and Cj{y) = *, the probability ofcj{y)¥tcj{x) fJR represents the 
matching of y to x on Cj) denoted by P^{cj) is relative to the cardinality of all the 
suited attributes |{Vc,|c,(a:;)Kcj(jy) € 14} I independently. 

Obviously, AS is in tolerance relation when P'^{ej) = 1 and Jft denotes " = " 
and it is in valued tolerance relation while P'^{cj) — l/IKI' Definition 1 is given 
to depict the suited possibility of two objects on unknown attributes relevant to the 
cardinality percentage of the available suited attributes, and the unknown attributes 
are independent from each other. 

P R O P O S I T I O N 2 Given a neighborhood system [U, IC), the expected function of 
any two objects x, y € U can he expressed by the percentage of suited attributes: 

Pixry)^ n P^. (5) 

For the neighborhood system in Proposition 2, the mapping combination of x' and y 
on Cj has three possible cases due to the unavailable values. When c.j{y) = c./(:c) y^ *, 
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the matching of y to a; on Cj is certain, so the percentage of \{cj{y) = Ci{x) ^ *} | 
to \C\ represents the conditional probability of any uncertain matching concerning 
certain matching. Under the "missing" semantics, the probability of c,(j/)5Rcj(x) 
equals to " 1 " iff y are certainly suited to x on Cj, so that the total probability of 
all the certain suited attributes equals to " 1 " and is denoted by P^, otherwise, it 
equals to "0". When Cjixj) = * A c^[:t) ^ •, from Definition 1, we assert thai 
P{cj{y)''Rcj{x)) is a joint probability on P^ and P=, this equation comes into ex
istence when Cj{x) = * A Cj{y) ^ * due to the symmetry of the tolerance relation. 
Furthermore, Cj(;y) = Cj{x) = * has a bilateral effect on the total probability of two 
objects. From all the above, the probability of two objects with xry held depends on 
the P^ exponentially, and the power is the arisen times of *. The similarity relation 
holds Proposition 2 except for the range of the percentage and the power due to its 
unilateralism. 

The threshold A is used to control the power of the total probability. Therefore, the 
neighborhood of a given object can be controlled, and accordingly, the probability of 
all objects in the neighborhood of the given objects is not less than (1 — A) . 

4. Probabilistic Approximations Regions 

The classical rough set theory is extended by variable precision rough set method 
(VPRS) in [7, 9, 10, 11], partial classilication is taken into account by introducing an 
error probability threshold 8 g [0,0.5), and it identifies all the condition classes with 
any decision class if the error ratio is not higher than this threshold. Given the approx
imation space ([/, IND), an absolute certainty gain (gabs) is proposed to qualify the 
degree of the dependency from determinative class to conditional class: 

D E F I N I T I O N 3 // F is definable in (U, IND), titen the absolute certainty gain be-
tH'een sets X and Y is given by: 

\ZECY P{E)P{X\E) - P{X) ZECY P{E)\ 
ga,bs{X\Y) = J = =̂  — ^— K (6) 

l^ECY P\E) 

where P{E) and P(X) are the probabilities of conditional class E and determina
tive class X, and P{X\E) is the conditional probability of X. All these probabili
ties are estimated by the ratios of cardinalities of the sample data. The probability 
of the rule s -^ t is depicted by gahs{;rx\Y) — ,(/a6s(X|y), while X and Y are 
the corresponding classes of s and t. With the symmetric limits proposed, a preci
sion control parameter denoted with /9 is utilized to define the positive and negative 
regions of X. All the rules with approximation threshold ft satisfied can guarantee 
the corresponding associated level o'i classiticaiion quality of the both approxima
tion regions, and the domination of the approximation regions can be elucidated with 
POS0[X, -nX) = U{£;: gabs{X\E) > 3~ P{X)}. Let X,Y CUhea non empty 
set of objects, the error ratio of X pertinent to Y denoted by c{X, Y) is defined as: 

( i~\xnY\/\x\, \x\ >o, 
ciX,Y)={ (7) 

0, 1X1=0. 



Intelligent Information Processing III 77 

The operator || denotes the cardinality in short. For given (3 € [0,0.5), therefore, 
the B — lower and B — upper approximations of X with threshold P derived from 
U C yl are i?'|(X) = {s 6 U\C{\X]B,X) < (3]- Rfj{X) = {x e U\C{[X]B,X) < 
I - 6} respectively. Here, [X]B denotes the equivalence class including x e U with 
respect to B and it can be expressed as: \X]B ~ {E e U/B\x e E}. 

From Proposition 2, the associate level of quality of the neighborhood can be dom
inated by a granulation threshold A with predefined covering certainty satisfied, and it 
can be denoted with /T(X) = U{y : P{xTy) > (1 - A)l^'^^}. For a given threshold 
pair (A, /3), the neighborhood system ([/, IC) like equation (2) can be generated so that 
each I{x) includes any object y with no less matching probability than (1 - A)!^'^"^. 
Therefore, the absolute certainty gain between any sets X and the universe U can 
be depicted by P{X) P{X\Ir{x)) and P{Ir{x)) similarly with equation (6), and the 
graduation threshold /? can be utilized to guarantee the associated level of quality of 
neighborhood of the approximation regions. To depict the elements of all three cases 

in Proposition 2, let E{x,y) = {cj 6 C\cj{x) = Cj(y) = *} denotes the attributes 
subset where x and y are unavailable, E*{x,y) = {c, G G\cj{x) — * A Cj{y) ^ *} 
and E.t,{x,y) = {cj € C|c,(x') 7̂  * A Cj{y) = *} denote the similar meaning. 
Because similarity relation has a unilateral effect on both P'^ and the joint power 
compared with tolerance relation as shown in Proposition 2, the two-layer domination 
has different forms for both the "missing value" and "absent value" semantics. 

For the "missing value" semantics, the unavailable value is ju.st lost. Following the 
discussion in Proposition 2, the error ratio is 

r(r.\ 1 \k^^y)\ + \E*{x,y)\ + \E.,{x,y)\ 

Let TB be tolerance relation, then Tgix) denotes the tolerance class of a; according 
to the threshold of the credible granulation A 6 (0.5,1], and it can be denoted with 
TB(X) = {v £ U\TB{x,y) A CT(X',;(/) > A}. For the tolerance relation with the 
granulation and graduation credible threshold pair (A, 0), the two-layer approximation 
regions can be induced with the predefined associated level of quality of both the 
granulation and graduation certainty satisfied. 

D E F I N I T I O N 4 The two-layer lower and upper approximations of X C U are 

-^^>3];X^,r = ixeU Xfj. = U ' G [/ 
T ^ ( ^ - ) | n | x | ^ ^ _ ^ 

\n{ 

For the "absent value" semantics, the unavailable value is not to be considered. E 
does not affect the granulation credibility as discussed in Proposition 2, the error ratio 

. (r .„) ^ 1 \E*ix,y)\ + \E4x,y)\ 

Let SB be non-symmetric similarity relation, then RB{X) denotes the similarity 
class and Rf{x) denotes converse similarity class of .x with the granulation credibil
ity threshold A e (0.5,1] satisfied are ^^(a,') = {y e U\SB{y,x) Acs(x,y) > A and 
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Rf{x) = {y e U\SB{x,y)Acs{x,y) > X] respectively. For the non-symmetric sim
ilarity relation and the credibility threshold pair (A,/^), the two-layer approximation 
regions can be induced as: 

D E F I N I T I O N 5 The two-layer lower and upper approximations of X C U are 

Xfs = {'x^U \^i-)\^\^^>p),x!;^^\.eu 
\Rf{x)\ 

\RU^^\n\X\^^__^ 
|i?^(x)| 

We suppose any decision class Z),„ in U/[d] = {Di, D2---Dr} according to Z?,„ = 
{a; G U\d{x) = u)} where w = {l,2...r}, then the universal form of decision class 
can be derived from this form through a simple transformation, so a decision rule can 
be presented in the following form where D'J^ denotes the positive region of Dm 
under relation T. 

P R O P O S I T I O N 6 For the approximation space based on a neighborhood relation 
T, each X G D'J^Q can induce a decision rule as: 

A (c,-,c,'(a;))-^rf{.T;) = to. (10) 

5. Comparisons and Experiments 
Compare the model in Definition 4-5 with their counterparts in Chapter 3. Our 

approximation model will provide some advantages. Let BN'^{X) = X^\X'g, 
BNiiX) = Xi\Xi, BN'/^iX) = X^J\Xl% and BN^^iX) = XfJ\Xj^, 
we give the most important properties as follows: 

W yO,! _ YT- VBT _ YB. yO,! _ y S . Y^S __ Y^ ^BT — ^B^ A „ i — A-p, A g g - A g , A Q ^ - A g 

( 2 ) A D CI A D ' T I i z : A , g o C A C l A \ ^ L : A \ o ) ^ Xrp 

(3) X§ C X ^ l C X C Xf/ C X | 

(4) BN^^T^iX) < BNliX); BN^^iX) < BNi{X) 

From the definition of the two-layer probabilistic model in the former two sections, 
property (1) is obvious. 

For property (2), the partial order of the lower approximation based on tolerance 
between the two-layer and classic method(denoted by Xg C X'J^) can be considered 
into the two threshold respectively. Because A £ [0.5,1), some objects which partially 
match X are in IB{X) while not in T^{x). All objects in iBix) must belong to Tg{x) 
because of the complete inclusion of the objects in tolerance relation class, and it 
results in TQ{X) C /B(.X-). For each x e U, suppose /B(:C) C X, then T^ix) C X 
and the reverse does not exist because the objects in T^{X)\IB{X) do not definitely 
belong to X. From the analysis above, supposing Xg^ = {x € U\T^ix) C X}, 
we assert X'g C X^j,. Given the neighborhood noted by TQ{X) of any object in 
the universe, Xg^ includes all the objects according to |TB(;t) n X\/\T^{x)\ > 0 
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but X^j. only includes the objects whose neighborhood outright belong to X, so the 
existence of the objects supports 1 > \TQ{X) fl X\/\Tg{x)\ > [3, and it results in 
^BT ^ ^BT- From all the above, we assert X j C X^'^ C X. The proof of X^'^ C 
X g l is similar with X g C X | in [6], so we assert X | C Xg% C X ^ f C X; also 
because the upper approximation is symmetric to the lower approximation, property 
(2) is proven. 

Similar with the above proof, the partial order relation between Rf{x) and IB{X) 
can induce property (3). 

We can deduce property (4) from property (2) and (3). 
Example in Table 1 is introduced to compare the tolerance, similarity and proba

bilistic approximation model. The probabilistic approximations based on similarity 
are a refinement of those obtained under the tolerance relation as shown in property 
(4), so the following analyzes the probabilistic method only based on tolerance relation 
and the results of the former is better. 

Table 1. An given incomplete table 

c 
Cl 

C2 

C3 

C4 

d 

fll 

3 
2 
1 
0 
# 

0,2 

2 
3 
2 
0 
$ 

0-3 

2 
3 
2 
0 
* 

(14 

* 
2 
* 
1 
$ 

ar, 
.+ 

2 
* 
1 
vl/ 

ae 
2 
3 
2 
1 
* 

0-7 

3 
* 
* 
3 
$ 

0,8 

* 
0 
0 
* 
* 

ag 

3 
2 
1 
3 
* 

OlO 

1 
* 
* 
* 
$ 

O i l 

* 
2 
* 
* 
« 

a i 2 

3 
2 
1 
* 
$ 

For the above system DS = {[/, B; {d},V, / } , the results of two-layer tolerance 
neighborhood and approximation regions with the threshold pair (0.6,0.6) are: 

rB(ai) : (01,011,0,12), TB(02) : (0,2,0,3), rB(o,3) ; (02,0,3), 
TB(a4) ; (0,4,012), Tsiar,) • (as, ai2), TBiag) (a.6), 

(0,7,09,011,012), rB(o,7) : (07,09,012), TB(O,8) ; (og), ^^(ag) 
2"s(aio) : (oio), r s (o i i ) : (01,09,011), TB(ai2) : (01,04,05,07,09,012); 

'^BT = (a-i,0,4,07,010,012); *A/j = (01,02,03,04,05,07,09,010,012); 
* B r = (06,08,On); xE'fjKO.e,0.6) - (0,2,03,05,06,08,09,011). 

Table 2. The cardinality of approximation result 
Probabilistic method with pair{X, 13) 

^P ^ ^ (0.6,0.6) (0.6,0.7) (0.7,0.6) (0.7,0.7) 

iL($)| 
|if(*)| 
|L(*)! 
\H{n 

0 
11 
1 
12 

2 
9 
3 
10 

5 
9 
3 
7 

3 
10 
2 
10 

5 
8 
4 
7 

3 
8 
4 
9 

Given different threshold pairs, the cardinalities of the lower and upper approxima
tions through two-layer method are listed in Table 2 for comparison, where TB and 
SB are classical methods. Except for the properties mentioned above, relative to the 
existent methods, the probabilistic method has another two advantages to control the 
boundary concerning the precision thresholds quantitatively. The probability based 
two-layer method can increase the positive region and decrease the boundary through 
the threshold pair (A, /J); the quality of the two-layer method decreases while A rises 
and the quality rises while P rises. 
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6. Conclusion 
This paper begins witli the functions of approximation sets in the view of decision 

reducing, and then it expands the boundary approximation with a probabiHstic method 
though two layers. The major contribution of this paper is to control the cardinality of 
the rough set of decision class under both the granulation credibility threshold and the 
graduation credibility threshold. More topics such as reducing algorithm development 
and the experimental analysis of parameters on large real-life dataset will be done in 
further research. 
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Abstract Service description usually presumes a representation of the world model. The 
Description Logic (DL) is an efficient way for representing the world model, 
esp, on Semantic Web, becau.se of its framework, decidable reasoning, and pop
ularity. DL can bring structure to services, but only DL itself is inadequate for 
modelling dynamic aspect of Web .services. In this paper, Dynamic Description 
Logic (DDL) is proposed to combine DLs with action formalisms. The interac
tion between actions and the DL-based world model is embodied in two aspects. 
On one hand, DL knowledge base provides knowledge and information for the 
reasoning on actions; on the other hand, the information stored in DL knowledge 
base is changed by the execution of actions. In DDL, two basic reasoning tasks 
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are defined to check precondition and effects of actions. Based on the relation
ship between DDL and a transition system, a reasoning support for DDL is also 
given by translating actions into logic programs. By the combination of DLs and 
actions, DDL brings a better view of how services impact the world, facilitates 
interoperation between services, and enables the reuse of already available algo
rithms and engines for service reasoning. Thus, it can provide a logical way for 
embracing actions into Semantic Web. 

Keywords: Dynamic Description Logic, action formalism. Semantic Web, Web Services 

1. Introduction 

Now we are witnessing the proliferation of service offers accumulated on 
the Web. As the next generation of the Web, the Semantic Web [Berners-
Lee et al., 2001] should support reasoning on not only semantic content but 
also services. Description Logics (DLs) [Baader et al., 2002] are a family of 
logic-based knowledge representation languages. Several DL-based ontology 
languages (e.g., OWL [Patel-Schneider et al., 2004]) are used to develop on
tologies of Web services, e.g. OWL-S [Coalition, 2004]. However, DL by 
itself is inadequate for service reasoning. DLs were originally designed for 
representing only static knowledge. Without notion of modelling changes, DLs 
are unable to model the dynamic aspect of services (i.e., what changes of the 
world they cause under certain conditions), and neither to support reasoning 
on a series of such changes. 

Based on our previous work on Dynamic Description Logics (DDL)[Shi 
et al., 2005], we extends DDL to model the dynamic aspect of services and 
support reasoning on services. DDL is designed to combine DLs with action 
formalisms by taking consideration of the following two aspects. On one hand, 
Web services can be abstracted as actions with preconditions and effects in 
the sense that services impact the world by changing the state of the world 
[Mcllraith et al,, 2001]. Thus, theories about actions in AT communities can be 
applied to model dynamic feature of Web service. On the other hand, service 
description usually presumes a representation of the world model, where the 
preconditions and effects of services root in [Ponnekanti and Fox, 2002], DLs 
are suitable for the world model description, esp. on the Semantic Web, in that 
DLs can describe structural knowledge in a formal and network-based way, 
and provide decidable reasoning, too. 

In DDL, the structure of the world is captured in TBox and the current in
formation (or facts) about the world is stored in ABox. A formal meaning is 
given to the interaction between actions and the DL-based world model. Pre
conditions and effects of an action are defined by using vocabulaiy defined in 
TBox. The execution of an action causes the changes of facts stored in ABox 
and the semantics of the action is interpreted as interpretation transformation 
that corresponds to the changes. A group of action constructors are defined for 
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forming complex actions out of primitive ones. Two basic reasoning problems 
(i.e. executability and projection) are discussed. A reasoning support for DDL 
is also given by translating actions into logic programs. By the combination, 
DDL provides a logical way for embracing actions into Semantic Web. It also 
brings several advantages to Web services on Semantic Web, such as a better 
view of how services impact the world, interoperation between services, and 
the reuse of algorithms and engines available for service reasoning. 

Due to space limitation, we do not introduce the DLs in this paper. Interested 
readers can refer to [Baader et al., 2002] for review. The rest of this paper 
is organized as follows. The DDL formalism is described in section 2. A 
reasoning support for DDL is given in section 3. Related works are discussed 
in section 4. A conclusion and future research are given in section 5. 

2. Dynamic Description Logic Formalism 

Let /C = (T, A) be a DL knowledge base composed of an acyclic TBox T 
and an ABox A. In this paper, we restrict ourselves on acyclic TBox. Based 
on it, we introduce the DDL formalism by defining the syntax and semantics 
of actions. Two reasoning tasks are described. 

Syntax and Semantics of Actions 

Actions without variables are called ground actions. Actions can be param
eterized by introducing variables in place of object names. Ground actions can 
be viewed as actions where parameters have already been instantiated by object 
names, while parametric actions should be viewed as a compact representation 
of all its ground instances. For simplicity, we concentrate on ground actions. 
Actions can be nondeterministic, but in DDL we only consider deterministic 
actions. 

DEFINITION 1 (ATOMIC ACTION[SHI ET AL., 2005]) Given IC, an atomic 
action description based on K is in the form of A = (PA, E^A). where 

• A is the action name; 

• the pre-condition, P^, is a finite set of ABox assertions; 

• the effects of the action, EA, 'S a finite set of pairs of the form bi/hi, 
where bj, is a finite set of ABox assertions, while hi is a. literal of an 
assertion, e.g., C{a), R{a, b), -^C{a), or -^R[a, b). 

An atom action is specified by first stating the preconditions under which 
the action is applicable. Secondly, one must specify how the action impacts 
the world with effects 6,;//'i,. bi/hi describes under the condition 5j (called 
body) doing the action results in the addition of hi (called head) if hi is in the 
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positive form, or the remove of -^hi if hi is in the negative form. According 
to the law of inertia, only those facts that are forced to change by the effects 
should be changed by the performance of the action [Reiter, 2001]. Given two 
different atomic actions, we say that they are similar if they differ only by the 
heads in their effects. This paper focuses only on those actions that are not 
similar. 

Given a declarative specification of the atomic actions, a complex action can 
be specified in terms of atomic ones. 

D E F I N I T I O N 2 (ACTIONS[SHI ET AL., 2005]) Let N/s, be a set of atomic 
action names, an action is in the form of: 

A, l -H. A S | A ; 1 | A U B 1 A * | T / ^ ? (1) 

An action can be defined as either an atomic action A5, or a complex action 
composed of these defined atomic actions by using constructors. Sequential 
composition of actions, A; B, means "Do A and then do B". Non-deterministic 
choice of actions, A U B, means "Do either A or 1". Iteration of action. A*, 
means "iteratively do A finitely many (including zero) times". Test of formula, 
V'?, means the test of cun'ent truth value of V', i.e., V-'? = {{^]^ {})> where '0 is 
a DL formula. 

The widely used conditional choice and loops can be defined in terms of 
these constructs: 

i f i) t hen A e l s e B = ( '0?;A) U ( - i^ ' ? ; ! ) 

while V-" do A endWhile = {'ip ? ; A)*;-^ip 7 

In this paper, we focus on acyclic actions, which means an action can not 
be composed of itself or can not appear on the right side of its own definition. 
Given an acyclic action, an action can be always expanded into a sequence that 
is composed with only atomic actions. 

Now, we define the semantic of the action by showing how it makes an 
interpretation transformed into another. 

D E F I N I T I O N 3 ( O R D E R E D INTERPRETATIONS[BAADER E T AL. , 2005]) 
Given fC and an interpretation X that I |= /C. The performance of A in K re
sults in a new interpretation X'. We say that X' is the A-induced ordered 
interpretation to X, denoted X :<^ X', if X' is obtained through following 
steps: 

• if A is an atomic action and A = {Ph., E^), 

- for each primitive concept A in T, 

A^' = A^U{o^|V(99M(a)) eEf,ab9) 

\{a^\\/{^hA{a))&Ei„Xhv} (2) 
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- for each role R in T, 

R^' = R^ U {{a^,b^) \\f{^/R{a,b)) e EA,I \= <p} 

\ {(0^,6^) |V(<^/^i?,(a,6)) G E^,I h <p} (3) 

- for each defined concept C, it is expanded into C' which contains 
only primitive concepts. The interpretation ofC is uniquely deter
mined by the interpretation of the primitive concepts in C'. 

m ifA = MiC,and3I",I^nI" A I " ^c^:'; 

• ifA = MuC,andI^nI'Vl-<vI'; 

m ifk = M*,and'in{>Q)yi{<d<i<n),3I",I^^il" A X" ^ B ' - ' 
I'; 

• ifA = 4' ?. f^nd X ^A 2'-

Clearly, X and X' share the same domain and individual name interpretation, 
and X' is determined by A, T and X. 

Reasoning about Actions 

Before trying to perform an action, it is needed to check whether it is ex
ecutable in the current state[Baader et al., 2005], i.e., whether all necessary 
preconditions are satisfied, 

D E F I N I T I O N 4 (EXECUTABILITY) Given IC and an interpretationX that X ^ 
IC, an action A is said to be executable in X, denoted poss{A, X), 

• if A is an atomic action, A = (PA, E ^ ) , and X j= P A ; 

• (/A = B ; C, andposs{B,X) AX <^X' A poss{C,X'); 

• / /A = 1 U C, andpossiM,X) V poss{£.,X); 

m if A = 1*, and\/n{> 0),V?;(0 < i < n),poss(B\X) A X i^jj. X' A 

• if A = ipT, andX \= ip. 

Since an action impacts the world, it is needed to check whether performing 
it can result in the desired effects, i.e., whether a formula that we want to make 
true really holds after the performance[Baader et a!., 2005]. 

D E F I N I T I O N 5 ( P R O J E C T I O N ) Given K. and an interpretation X that X |= 
/C, a DL formula ip is a consequence of performing A in X, denoted [A](/?, iff 
X <kX' A X' ^ip. 
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Actually, executability and projection can be reduced into each other [Baader 
et al* 2005], Therefore, we only consider the reasoning task of executability 
in section 3. 

3. Reasoning Support for DDL 

In DDL, T brings structure to the world model of an action domain. Each 
interpretation that models T denotes a state of the world. A set of actions 
defined on the world model depicts the dynamic features of the action domain. 
The execution of an action causes the interpretation transformation. In this 
context, DDL can be viewed as a transition system consisting of: 

1 a set PV = {Ii,..., J„}, where V? (1 < i < n), J,; |= T, and J,; is called 
a state; 

2 a function V : F xW -*{true,false}, where F is the set of DL formulae 
and V{t/j,Xi) means whether J,; |= ?/' is true or false; 

3 asetT CWxSxW, where S is the set of actions, and (Ij, A, Ij) e T 
denotes that 2",: d:A'Ij-

Logic Program (see, e.g., [Baral and Gelfond, 1994] for review) is an effi
cient way for representing a transition system [Lifschitz and Turner, 1999]. In 
order to provide reasoning support for DDL, we translate actions into a logic 
program. Based on this translation, the action reasoning in DDL can be trans
formed into computing answer sets on a logic program. 

Several symbols are needed for the translation. There is a distinguished 
binary function symbol do : S x W -^ W; do{A,I) denotes the successor 
state to J resulting from performing the action A, The qualification problem 
for actions is denoted by a predicate symbol poss : S x W; 'poss{k,I) means 
that A is executable in 1. And another function holds{ip^I) asserts that a 
certain fact "holds" in a certain state, i.e., J |= il). 

Now we are ready for defining the translation vr from DDL to logic program
ming. We tailor the methods mentioned in [Gelfond and Lifschitz, 1993, Lifs
chitz and Turner, 1999] to do the translation. 

Translating Atomic Actions 
Let D be a domain description of DDL without similar actions. The pro

gram -nD will consist of four rules which are motivated by the "commonsense 
law of inertia". These rules are used to specify that DL formulae normally 
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remain the same after performing an action. 

holds{'ili,do{A,l)) <— holds{'i/j,l),not Noninertial{'ijj, A,2) (4) 

-'holds{ip, do{A, I)) ^~ -iholds{ijj, 2), not Noninertial{tlJ, A, I ) (5) 

holds{ip,2) <— holds{il!,do{A,I)),not Noninertial{-ip, A,!) 

(6) 

-^holds{ip,I) ^r- -^holds{-tp, do{A,I)), not Noninertial{^,A,X) 
(7) 

Rules (4) and (5) state that, when a formula is known to be true (or false) in the 
past, generally it remains true (or false) after performing an action. Rules (6) 
and (7) state that, when a formula is known to be true (or false) after performing 
an action, generally it was true (or false) before the performance. The auxiliary 
predicate Noninertial is used to show the abnormal cases. 

The translation of an primitive action A = (FAJ-E^A) is, for all formulae 
•i/)i,...,V-'n e -PA, 

poss{A,X) <— holds{'ijJi,I),..., holds{tjJn,I) (8) 

and for each condition bi/hi{l < i < m) e E^, 

holds{hi,do(A,I)) <— poss(A, J ) , holds{bi,I) (9) 

holds{bi,J) ^" poss{A,l), holds{hi,J), holds{hi, do{A,I)) 
(10) 

holds{bi,I) ^ poss{A,I), holds{hi,do{A,I)) (11) 

Noninertial{\hi\,A,J) <— poss(A, J ) , holds{hi,I), holds{bi,I) (12) 

where holds{x.,y) is the literal complementary to holds{x,y) and |a;| means 
the absolute value of x. These rules have following meanings: 

• Rule (8) allows us to prove the action is executable, if the preconditions 
hi {I < i < m) are satisfied. 

• For each each condition bi/hi{l < i < m) G JSA, when A is executable, 

- Rule (9) allow us to prove that hj, will hold after performing A 
under the condition of 6,;; 

- Rule (10) justifies if the truth value of hi has changed to true after 
performing A, then we can conclude that bi was satisfied when A 
was performed. 

- Rule (11) allows us to conclude that bi was false from the fact that 
performing an action did not lead to hi to be true after performing 
the action. 
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- Rule (12) States \hi\ is affected by performing A, Noniriertial{\hi\, k,T) 
means that \hi\ does not conform to the law of inertial. It disables 
the inertial rules (4 - 7) in the cases when |/?,j| can be affected by 

Translating Complex Actions 
The translation of a complex A is defined as: 

• ifA = B;C, then 

•poss{k,I) ^pos5(B,I) ,poss(C,do(l ,I)) (13) 

• if A = B U C, then 

poss{k,l) ^ poss{M,l) (14) 

pos,s(A,I) i-poss(C,J) (15) 

• if A = B*,thenVn(n>0) 

poss(A,X) <-poss(B\l),poss(B'^I),.. . ,poss(B",J) (16) 

• if A = • '̂?, then 

poss{k., I) i- poss{i),I) (17) 

Through the translation TT on actions, the reasoning on DLL is transformed into 
computing answer set of a logic program. Of course, to compute the answer set 
needs to use DL reasoning for the DL fragment of DDL. The combination of 
DL reasoning and answer set semantics of logic programs for DDL reasoning, 
as well as the complexity of this hybrid reasoning, will be discussed in other 
papers. 

4. Related Work 

Motivated by the expressive limitations of DLs in non-structural knowledge 
representation, several methods (e.g., [Levy and Rousset, 1996, Horrocks et al, 
2003]) have been proposed to combine DLs with rules. In these combinations, 
the rules can be viewed as constraints that the domain should satisfy. The 
rule-extended DLs still describe domain knowledge in a static sense. Thus, the 
representation of actions' functionalities is beyond the scope of them. 

DLs were originally designed for representing only static knowledge. To 
take into account changes in time or under certain actions, it is natural to ex
tend it by dynamics-related formalisms (e.g. modal logic, action formalisms. 
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and temporal logic). In [Welter and Zakharyaschev, 2000], a dynamic dimen
sion was introduced via extending the DL with propositional dynamic logic 
(PDL) for representing and processing knowledge in dynamic application do
main. In this method, actions were treated as modal operators, but no action 
description mechanism was given. In [Huang et al., 2005], an interval-based 
knowledge model was presented to bring structure to time-varying information 
by providing temporal constructs for concepts, relationships and integrity con
straints, but no explicit action description was given. In [Baader et al., 2005], 
an action formalism based on DLs was presented to model dynamic features of 
Web services. The complexity of reasoning task was also analyzed according 
to different choice of DLs. But no other action operator except for sequential 
composition was defined, which weakens the capability of the formalism. 

5. Conclusion and Future Work 

In this paper, DDL is designed to combine DLs with action formalisms. 
The interactions between actions and the DL-based world model are embodied 
in two aspects. On one hand, DL reasoning provides basis for interpreting 
action semantics and checking executability and projection. On the other hand, 
actions are defined in terms of preconditions and effects by using vocabulary 
defined in DL, and executions of actions impact the DL knowledge bases by 
changing facts stored in ABox. We have shown that the interaction can be 
viewed as a transition system. Based on the observation, reasoning tasks in 
DDL can be translated into answer set computing in logic programs. 

DDL provides a logical way for embracing actions into Semantic Web. And 
it can bring several advantages to Web Service applications, esp. on the Se
mantic Web. First, the framework of DLs makes a clear distinction between 
intensional knowledge in TBox and extensional knowledge in ABox. Thus, 
DDL enables a better view of how services impact the world by using DL to 
represent the world model. Second, DDL facilitates interoperation between 
services. Based on DLs, modelling services can reuse terms of those already 
existing domain ontologies, and thus provide services with shared knowledge. 
Third, the reasoning support for DDL enables the reuse of those efficient and 
scalable algorithms and engines available for DL reasoning and logic program
ming, and combine them for Web service composition, which is also our future 
work. 
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1. Introduction 
A general approach for studying belief revision is to provide a set of pos

tulates for belief revision functions. These postulates constrain what revision 
fi.inctions should satisfy in the process of revision, but say little about how to 
implement these functions. The AGM approach [2,3] perhaps provides the 
best-known set of such postulates and an extended discussion on the postulates 
was given in [4,5]. The AGM axiom system is not very appropriate for the 
iterated belief revision [1]. Hence, Darwiche and Pearl [1] put forward a well-
known proposal which extends the AGM axiom system with four additional 
postulates for the iterated belief revision [6,7]. 

The belief revision has three basic principles [8,9]: the principles of the suc
cess, the consistency and the minimal change. Furthermore, the belief revision 
is monotonic. That is, given two knowledge base K and K', ii K \- K', then 
K o a h K' o a, where i^ o a is the Imowledge base resulted from revising 
K by a. For a knowledge base K and a revising statement a, a belief revision 
is not to revise statements in K, but to extract some statements in K to make 
K' U {a} consistent for the remaining subset K' of K. 

McGuinness [10] proposed that a simple ontology should contain the fol
lowing items: 

(1) finite controlled (extensible) vocabulary; 
(2) unambiguous interpretation of classes and terra relationships; 
(3) strict hierarchical subclass relationships between classes. 
In [11], the authors classified the currently used ontology languages accord

ing to whether ontologies contain concepts, taxonomies, relations and func
tions, axioms and instances. For the simplicity of discussion, we assume that 
an ontology consists of the following three kinds of statements and their nega
tions: 

• the subsumption relation between concepts: C Q D; 
• a concept having a property: C => tp; 
• a concept defaultly having a property: C ^d V, 

where C, D are concepts, (p, 'ip are properties. We assume that O is a tree under 
the subsumption relation between concepts. 

The ontology revision is a process of changing ontologies to accommodate 
statements that are possibly inconsistent with existing statements. For an on
tology O and a revising statement 9,htOo9he the ontology that results from 
revising O by 6. The ontology revision has the following properties which the 
belief revision does not have: 

o The ontology revision is not monotonic. That is, for any ontologies O, O' 
and a revising statement 9,ifO\-0' then it is possible that O o d\/ O' od. 

o To keep the tree structure of O o 0, according to the stmcture of O, we 
not only extract a set of statements S from O to ensure that (O U {6}) — S 
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is consistent, but extract another set of statements A otlier than S from O and 
add a set of new statements T other tiian {0} to O 06. 

By the axiomatization, an axiom system for the ontology revision, called 
the Z axiom system, will be proposed, and proved to satisfy the principles of 
success, consistency and minimal change. According to the inconsistency of 
9 with O, Th{0) and O^VVA^ ^ concrete ontology revision operator will be 
given and proved to satisfy the Z axiom system. 

The paper is organized as follows: in section 2, the definition and presup
positions of ontologies are given, and the logical implications in ontologies 
are discussed; in section 3, we give the presuppositions for the ontology revi
sion and according to the structure of ontologies, we propose an axiom system, 
called the Z axiom system, for the ontology revision satisfying the principles 
of success, consistency and minimal change. In section 4, a concrete ontology 
revision operator o is given, which is proved to satisfy the Z axiom system. 
The last section concludes the paper. 

2. Ontologies 
In this section, we firstly give the definition and presuppositions of ontolo

gies, then discuss the logical implications in ontologies. 
Definition 1. An ontology O consists of 

• a set of concepts and properties; 
• four binary relations: the subsumption relation C between concepts; the 

inheritance relation => between concepts and properties, the default inheri
tance relation =^d between concepts and properties; and 

• a set of positive statements of forms C C D\C => 93 |C =>d '•P ond their 
negations of forms C 2 D\C 7^ ^p\C ^d V'l where C, D are concepts and 
ip, t/j are properties. 

We use U to denote the set of concepts and properties in O. For any concept 
C, concept C* is a C-minimal super-concept of C such that there is no D such 
that CQD eOandD^C* (EO. 

For the simplicity, we assume that O is a tree under subsumption relation C, 
i.e., for any concept C, C* is unique. This guarantees that as a default theory, 
O under the implication rules has a unique extension. 

Given an ontology O, concepts C, D and properties </? and i/j inU, O is a 
default theory with defaults. The reasoning in O is the reasoning of default 
theory (O, W), where W is the set of defaults and implication rales showed in 
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the following: 

the transitivity of C 

the inheritance rule 

the default inlieritance mle 

CHE ' 

C Q D,D =^ci^ • C ^d^ 

By the presupposition that O is a tree under C, as a default theory, O has a 
unique extension. Let Th{0) be the unique extension of O. Define I- to be the 
implication relation defined by Th{0), i.e., for any statement S, 

Oh6iffdeTh{0). 

The default theory of Th{0) under the closed world assumption has a unique 
extension, denoted by O*-̂ '̂̂ '̂ , and 

0^'^^ = {~.S:0\/5}uThiO), 

where 5 is a positive statement. 
Definition 2. An ontology O is inconsistent if there is a statement S such that 

Remark. Similar to belief revision, there are two kinds of ontology revision: 
ontology-set revision and ontology-base revision. In this paper, an ontology O 
is an ontology base, and its ontology set is Th{0). 

3. The ontology revision 

In this section, we shall give firstly an example of the ontology revision, and 
secondly the presuppositions, and then the axioms for the ontology revision. 

3.1 One example 
Let us take a look at the following example. Example 1 shows our intuition 

for the ontology revision. 
Example 1. We believe that sparrow and penguin are two kinds of bird and 
bird can fly. Formally, the ontology can be represented by 

O = {sparrow C bird, penguin C bird, bird =^ flying}. 

Assume that later, we find that penguin actually cannot fly, that is, 

6 = penguin ^ flying. 

Then we do not believe that bird can fly, since penguin is a bird. In this 
example, O U {9} is inconsistent and -^6 G Th{0), since -^9 = penguin =» 
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flying can be inferred from O by the inheritance. Formally, 

O o 6 = {sparrow C bird, penguin [I bird, 
penguin 7^ flying} 

S = {bird => flying}; 
A = 0; 
T = 0. 

95 

This example can be realized by case 2.4.2 in section 4. The following figure 
shows O and O o 0. 

flying 

flying <=^ penguin 

Fig. 1. O and O o 61 

Remark. In example 1, intuitively, we shall still believe that sparrow can fly 
after revision, since sparrow and penguin are two different kinds of bird, and 
the change of property penguin being flying should not affect that of sparrow. 
In other words, although sparrow =^ flying is not stated explicitly in O, it 
can be inferred from O by the inheritance and this kind of implicit statements is 
what O has inherently. For the simplicity, we do not consider the preservation 
of such implicit statements in the ontology revision. 

3.2 The presuppositions for tiie ontology revision 

For an ontology O to be revised and a revising statement 6, we have the 
following presuppositions: 

1. O is consistent; 
2. O o ̂  is an ontology; 
3. 9 is of forms: C ^ D,C % D,C =^ if andC j ^ ip; 
4. The ontology revision satisfies the principle of the success: 9 e O o 6; 

the principle of the consistency: O o ̂  is consistent if O is consistent; and the 
principle of the minimal change: the symmetric difference between the set of 
statements in O and inO o9, denoted by sd{0,0 o 9), is minimal, that is, let 
r(O)bethesetofstatementsinO,then|(r(O)-r(Oo0))u(r(Oo0)-r(O))| 
is minimal. 

5. For the iterated ontology revision, the revising statements are always 
consistent with each other. For example, if O o 99 is an ontology to be revised 
and '4' is a revising statement then ip is consistent with 'ip. 
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6. In order to keep the tree structure of Ooff, we may add to Ooff new state
ments which are consistent with O U {ff} after the extraction of the statement 
of the subsumption relation between two concepts C and D if ff = C g D 
and O U {ff} is inconsistent; and a set of statements may be extracted from O 
if ff = C C £> and O U {ff} is inconsistent. 

Let S be the smallest set of statements extracted from O to ensure (O U 
{ff}) — 5 is consistent; A the smallest set of statements extracted from O other 
than 5; and T the smallest set of new statements ^ O U {ff} added to O o ff. To 
keep the tree structure of the revised ontology, we assume that 

Ooff = ( ( 0 u { f f } ) - 5 - A ) U T , 

where 5 n A = 0. 

3.3 The axioms for the ontology revision 
To give the axioms for the ontology revision, we firstly notice the difference 

between the ontology revision and belief revision. In the belief revision, to be 
revised is a knowledge base K and to revise is a formula a. Every statement 
is constructed from atomic fonnulas in terms of the logical connectives. In the 
ontology revision, to be revised is an ontology O and to revise is a statement ff 
which is atomic. 

Based on the discussion in section 3.1 and 3.2, we propose the Z axiom 
system for the ontology revision: 

ZO. O o ff is an ontology. 
Zl. O o ff is consistent if ff is not contradictory. 
Z2. ff e O o ff. 
Z3. If O U {ff} is consistent, then O o ff = (O U {ff}) - A. 
Z4. If O U {ff} is inconsistent, then O o ff = ((O u {ff}) - 5 - A) U T. 
Z5. If O o ff h (5 then (O o (̂ ) o ff ~ O o ff. 
The Z axiom system is a combination of the AGM axiom and the DP axiom 

in some sense, except that if K U {a} is consistent then K oa = KiJ {a}. By 
Z3, even though O U {ff} is consistent, something has to be extracted from 0 
to make O satisfy the presuppositions on O. For the ontology revision, such a 
combination is appropriate, because of 5 being atomic. 

Theorem 1, The Z axiom system satisfies the principles of success, consistency 
and minimal change. 

Proof. By Z2, the Z axiom system satisfies the principle of success. By ZO 
and Zl, the Z axiom system satisfies the principle of consistency. 

If OU {ff} is inconsistent, then by Z4, O off = ((OU {ff}) - 5 - A) UT, By 
presupposition 4 and the definitions of A, Sand r , sd(0,Ooff) = jS'uAuTj 
is minimal. Siinilarly, we can prove that sd{0,0 o ff) is minimal when O U {ff } 
is consistent. 



Intelligent Information Processing III 97 

Hence, the Z axiom system satisfies the principle of minimal change. 

Remark. Here, the principle of the minimal change is syntactical. The min
imal change in the belief revision has three readings: syntactical, semanti
cal (i.e., the minimal distance of models), and set-theoretic (taking knowledge 
bases as sets). 

4. One concrete ontology revision o 

In this section, we define an ontology revision operator o which satisfies the 
Z axiom system. 

Given an ontology O and a revising statement 9, assume that 9 is not con
tradictory (otherwise, let O o 9 = 0). By presupposition 3, 9 is of one of the 
following forms: 

C n D; C ^ D; C => ^^ C ^ f, 

and O U {9} may be consistent or not. 
When O U {9} is consistent, if ^ is positive then 9 e 0,6 e Th{0) or 

^Q e OCWA. otherwise, 9 e 0,9 € Th{0) or 9 e O^^A 
When O U {9} is inconsistent, -^9 € O or-^9 e Th{0). 
To discuss the consistence of O U {6}, the introduction of O'-'^^ is nec

essary. For example, if O = {C Q E,D Q E} and 9 = C ^ D, then 
eiO,ei Th{0) and -^9 ^0,^91^^ Th{0), but -^9 G O^^A 

We give a concrete ontology revision operator o, based on the consistence 
of O U {9} and the forms of 0. 

Case 1. O U {0} is consistent. 

Case \.\.e = C%Do\-C i>'i>. 
Case 1.1.1. £)e O. LetOo6i = 0 . 

Case 1.1.2. 0 6 T/i(0). Let O o 61 = O U {(?}. 
Case 1.1.3. eeO'^^^'^. Let O o 0 = O U {6»}. 

Case 1.2. 6' = C C D . 
Case L2.1. 0 € O. LetOo0 = O. 
Case 1.2.2. (9 6 r/i(C>). Let O o 0 = O u {0}. 
Case 1.2.3. -.(? 6 O^"'""^ - Th{0). 
LetA = {CCEeO: DC E <f: Th{0)}. 
Then.Oo0 = (O U {0}) - A. 

Casel.3. 6i = C=^<p. 

Case 1.3.1. e e O. LetOoe = 0 . 
Case 1.3.2. 6 € Th(0). Let O o 9 = O U {9}. 

Case 1.3.3. ->e € O^''"'"' - Th{0). Let O o g = O U {9}. 

Case 2. OU {9} is inconsistent. 

Assume that O o 6* = ((O U {6*}) ~ S -A)UT. 
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Case2,l.e = C g D . 
Case2.1.1,CCD eO. 
Let S={C^D}; A = 0; and T = {C Q D'}. 
Case 2.1.2. C C D €Th{0). 
Let 

5 = { C C £ € 0 : £ C D 6 T/i,(0)}; 
A = 0; r = { C C D ' } . 

Case 2.2. 9 = CQD. 
Case 2.2.L C g D € O. 
Let 

S = { C g D } ; 
A = { C C E e O : D C £ ; ^ T / I ( 0 ) } ; 
T = 0. 

Case 2,2.2. e g L > e r h ( 0 ) . 
Let 

S = {Cy^^€0: D=>ipe Th{0)}U 
{C%EeO:DCEeTh{0)}: 

^ = {ClZE€0:D\ZEi ThiO)}: 
T = 0. 

Case 2.3, ^ = C => .p. 
Case 2.3. L C ^ ip € O, 
Let5 = {C54>v5},A = T = 0. 
Case2.3.2. C T ^ Vje r / i (0 ) . 
Let 

S = {E^ipeO:ECCe Th{0)}; 
A = r = 0. 

Case 2.4. 0 = C ^^ ip. 
Case2.4.L C =^ipeO. 
L e t S = {C=^(p},A = r = 0. 
Case 2.4.2. C ^<fi€Th{0). 
Let 

A = T = 0. 

By the definition of o, we have the following theorem. 

Theorem 2. o satisfies the Z axiom system. 
Proof. It is a routine to verify that o satisfies the Z axiom system. We prove 
the theorem for case 2.1.1. 

In case 2.1.1,6^ = C g D, C C Z? G O and O U {0} is inconsistent. 
Let S^{CQD]: A = 0; and T = {C C L**}, then 

O o ^ = ( ( O u { ^ } ) - 5 - A ) u r . 

By the definitions of S, A,T and O o 0, we can see that C has only one 
C-Ieast super-concept D* in O o 0;T is consistent with (O U {6}) - 5 - A 
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and O o 9 IS consistent. Hence, ZO and Zl are satisfied. Z2 is satisfied since 
61 ^ 5U A; Z3 is satisfied, since 9,->d eOU {0} and O U {61} is inconsistent. 

By tlie definitions of (9o6', S, A and T, it can be proved that S is the smallest 
set of statements extracted from O to ensure (O U {9}) - 5 is consistent; and 
A is the smallest set of statements extracted from O and T is the smallest set 
of statements added to O o 0 to do the reclassification of concepts and to keep 
the tree structure of O o 0 as what has been discussed in section 3.2. Hence, 
Z4 is satisfied. 

For Z5, we only consider the case that S = C C. D*, and other cases are 
similar. By our assumption, C c: D € O, then O U {5} is consistent. By case 
1.2.3, we have 

Oo6 = {Ou{5})-{CQD}. 

Hence, C C D ^ O o 5 and {OoS)U{9} is consistent. By case 1.1.3, we have 

Oo5oe = Oo5u{9} = Oo9. 

5. Conclusion and further works 
In terms of the method of axiomatization, an axiom system, called the Z 

axiom system, for the ontology revision is given, which is proved to satisfy 
the principles of the success, consistency and minimal change. The ontology 
revision satisfying the Z axiom system has the following properties: 

(1) if 6 is consistent with O, then O o 9 = {O U {9}) - A; 
(2) otherwise, Oo9={{OU {9}) -S~ A)UT, 

where S, A and T are sets of statements. The Z axiom system contains the 
axioms for the iterated revision: 

{3)ifOo9\- 5 then (Oo5)o9 = Oo9. 
A concrete ontology revision is given, which is based on the cases that O U {9} 
is consistent or not. 

(4) If 9 is consistent with O, then 9 € 0,9 e Th{0), 9 G O^WA jf 51 is 
negative or -^9 6 is positive. 

(5) otherwise, 6̂̂  e O or -.61 G Th{0). 
Then, a concrete ontology revision fimction is given, which is proved to satisfy 
the Z axiom system. 

In discussing the properties of natural kind concepts, the induction is neces
sary. For example, if every instance of bird we have found has feathers, then 
we conclude that bird has feathers by induction. Our next work will include 
the induction process in the ontology revision; and the logical properties be
tween C => (/? and C =̂ d 9?; the stracture of concepts and properties; and the 
structure of statements in ontologies. 
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Abstract The evolution of networks and the Internet, which have presented high scalable 
and available services have made environments more complex. The increasing 
complexity, cost, and heterogeny in distributed computing systems have mo
tivated researchers to investigate a new idea to cope with the management of 
complexity in IT industry. For this. Autonomic Computing Systems (ACSs) 
have been introduced. In this paper, we present a complete survey of ACSs. It 
consists of characteristics, their effects on quality factors, architecture of ACS 
building blockes, and challenges. 

Keywords: Agent, Multi-agent System, Autonomic Computing Systems, Self-managing Sys
tems. 

1. Introduction 

In centralized applications, data and programs were kept at one site and 
this was a bottleneck in perfomiance and availability of remote information in 
desktop computers. Therefore, the concept of distributed systems was emerged. 
During the 1990s, distributed databases and client-server packages were used 
for information exchange between remote desktop computers. In these years, 
Distributed Computing Systems (DCSs) consist of different computers which 
were connected to each other and located at geographically remote sites. This 
was the starting point for emerging concepts such as Peer, Peer-to-Peer (P2P) 
computing [3], Agent [1], and Grid [2]. The evolution of networks and the 
Internet, which have presented high scalable and available services have made 
environments more complex. This complexity has increased the cost and er
rors of managing IT infrastructures. The skilled persons who manage these 
systems are expensive and can't manage them in configuration, healing, opti
mization, protection, and maintenance. Moreover, IT managers look for ways 
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to improve the Return On Investment (ROI) by reducing Total Cost of Own
ership (TCO), improving Quality of Services (QoSs), and reducing the cost 
for managing of IT complexity. A study shows that 25 to 50 percent of IT re
sources are spent on problem determination and almost half of the total budget 
is spent to prevent and recover system from crashes [4]. All these issues have 
motivated researchers to investigate a new idea to cope with the management 
of complexity in IT industry and self-management systems have been intro
duced. On March 8, 2001, Paul Horn presented importance of these systems 
with introducing ACSs to the National Academy of Engineering at Harvard 
University. IBM Vice President of Autonomic Computing Alan Ganek [5] has 
written a message and explained the importance of autonomic computing and 
the aim of introducing ACSs as "The goal of our autonomic computing ini
tiative is to help customers build more automated IT infrastructures to reduce 
costs, improve up-time, and make the most efficient use of increasingly scarce 
support skills." Some benefits of autonomic computing include reduction of 
costs and errors, improvement of services, and reduction of complexity. 

This paper is organized as follows. Related works are surveyed in section 
2. In section 3, we present an overview of ACSs including definitions, bene
fits, and their characterisfics, Section 4 describes Autonomic Elements (AEs) 
architecture as building blocks in ACSs. In section 5, some challenges such as 
robustness,learning, and relationships among AEs are discussed. Finally, we 
present conclusions and further researches. 

2. Related Works 
On March 8, 2001, Paul Horn presented a link between pervasiveness and 

self-regulation in body 's autonomic nervous system and introduced ACSs to 
the National Academy of Engineering at Harvard University. With choosing 
the term autonomic, researchers attempted to make autonomic capabilities in 
computer systems with the aim of decreasing the cost of developing and man
aging them. S. White et al in [6], and R. Sterritt and D. Bustard in [7] have 
described some general architectures for ACSs and their necessary elements 
called autonomic elements. J. A. McCann and M. C. Huebscher in [?] have 
proposed some metrics to evaluate ACSs such as adaptability. Some perfor
mance factors such as security and availability have been discussed by others 
[9]. ACS properties have been discussed by many researchers. These prop
erties include self-optimization [10], self-configuration [1], self-healing [11], 
and self-protection [7], Grand challenges in engineering and scientific have 
been discussed in [12]. Different projects and products have been developed 
in both by the industry and the academic. M. Salehie and L. Tahvildari have 
outlined some of these products in [4]. From another view, we can categorize 
researches carried out in this field in two groups as the follows: 
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• Group 1: Researches which describe technologies related to autonomic 
computing. 

• Group 2: Researches which attempt to develop autonomic computing 
as an unified project. 

However, the lake of appropriate tools for managing the complexities in large 
scale distributed systems has encouraged researchers to designing and imple
menting ACSs features. 

3. Autonomic Computing: Definitions and characteristics 

This section present an overview of autonomic computing systems. The au
tonomic concept is inspired by the human body 's autonomic nervous system. 
The human body has good mechanisms for repairing physical damages. It is 
able to effectively monitor, control, and regulate the human body without ex
ternal intervention. An autonomic system provides these facilities for a large-
scale complex heterogeneous system. An ACS is a system that manages itself 
According to Paul Horn 's definition, an ACS is a self-management system 
with eight elements. Self-configuration means that An ACS must dynamically 
configure and reconfigure itself under changing the conditions. Self-healing 
means that An ACS must detect failed components, eliminate it, or replace it 
with another component without disrupting the system. On the other hand, it 
must predict problems and prevent failures. Self-optimization is the capability 
of maximizing resource allocation and utilization for satisfying user requests. 
Resource utilization and work load management are two significant issues in 
self-optimization. An ACS must identify and detect attacks and cover all as
pects of system security at different levels such as the platform, operating sys
tem, applications, etc. It must also predict problems based on sensor reports 
and attempt to avoid them. It is called as Self-protection. An ACS needs to 
know itself It must be aware of its components, current status, and available 
resources. It must also know which resources can be borrowed or lended by 
it and which resources can be shared. It is Self-awareness or Self-knowledge 
property. An ACS must be also aware of the execution environment to react to 
environmental changes such as new policies. It is called as context-awareness 
or enviromnent-awareness. Openness means that An ACS must operate in a 
heterogeneous environment and must be portable across multiple platfomis. 
Finally, An ACS can anticipate its optimal required resources while hiding its 
complexity from the end user view and attempts to satisfy user requests. We 
consider self-configuration, self-healing, self-optimization, and self-protection 
as major characteristics and the rest as minor characteristics. We are going to 
present a survey of current definitions of ACSs which have been derived from 
Horn 's definition. The aim of this survey is to identify all the possible defini
tions about ACSs. The common researchers in this field have been considered 
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for this survey. They are first author in tiieir publications. Table 1 shows the list 
of each researcher 's autonomic computing definition. The list of definitions 
in table 1 shows that there are differences in interpretation and definition of 
ACSs. Of course, with closer examination of the papers, it is found that these 
definitions are derivred from the eight elements proposed by Horn in 2001. For 
example, D. M. Chess et al have used the term 'self-configuration' similar to 
Horn 's definition and have presented 'self-assembly' property in Unity as an 
autonomic computing product. As mentioned, the aim of Autonomic Comput
ing (AC) is to improve the system abilities. Therefore, autonomic computing 
characteristics affect various measurements of quality. Table 2 specifies the 
relationships between autonomic computig properties and quality factors. 

4. Toward Autonomic Element Architecture 

The goal of an autonomic computing architecture is to reduce intervention 
and carry out administrative functions according to predefined policies. Mov
ing from manual to autonomic systems is introduced in a step-by-step manner 
by Tivoli group in IBM, ACSs also can make decisions and manage them
selves in tliree scopes: resource element scope, group of resource elements 
scope, and business scope. In resource element scope, individual components 
such as servers and databases manage themselves. In group of resource el
ements scope, a pool of grouped resources that work together perform self-
management. For example, a pool of servers can adjust work load to achieve 
high performance. Finally, overall business context can be self-managing. It 
is clear that increasing the maturity levels of AC will affect on level of making 
decision. The path to AC consists of five levels: basic, managed, predictive, 
adaptive, and autonomic. They are explained in the following [17]: 

• Basic Level: At this level, each system element is managed by IT profes
sionals. Configuring, optimizing, healing, and protecting IT components 
are performed manually. 

• Managed Level: At this level, system management technologies can 
be used to collect information from different systems. It helps admin
istrator to collect and analyze information. Most analysis is done by IT 
professionals, but it is starting point of automation of IT tasks. 

• Predictive Level: At this level, individual components monitor them
selves, analyze changes, and offer advices. Therefore, Dependency on 
persons is reduced and decision making is improved. 

• Adaptive Level: At this level, IT components can individually and 
group monitor, analyze operations, and offer advices with minimal hu
man intervention. 
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Table J. List of Different Definitions for Autononfiic Computing System, 
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First Author 

Kephart[i2] 

Chess [13] 

IBM Tivoli Group [14] 

Sterritt[15] 

Tianfield [16] 

Parashar[2] 

Murch[!7] 

Tesauro [ 1 ] 

Definition of Autonomic Computing 

Major characteristics and Self-managing 

Major characteristics 

Major and Minor characteristics 

Major and Minor characteristics except anticipatory 

Self-mechanism including major characteristics, 
Self-planning, Self-learning, Self-scheduling, Self-evolution 

Major characteristics, Self-adapting 

Major and Minor characteristics 

goal-driven self-assembly, self-healing. 

real-time self-optimizing 

De Wolf [10] 

White [6] 

Ganek[18] 

Major characteristics 

Major characteristics, Self-managing 

Major characteristics, Self-managing 

Table 2. Relationships Between Autonomic Computig Properties and Quality factors. 

Autonomic Properties 

Self-configuration 

Self-healing 

Self-optimization 

Self-protection 

Self-awareness 

Openess 

Context-awareness 

Anticipatory 

Quality Factors 

Maintainability, Usability, Functionality, Portability 

Reliability, Maintainability 

Efficiency, Maintainability, Functionality 

Reliability, Functionality 

Functionality 

Portability 

Functionality 

Efficiency, Maintainability 

Autonomic Level: At this level, system operations are managed by busi
ness policies established by the administrator. In fact, business policy 
drives overall IT management, while at adaptive level, there is an inter
action between human and system. 
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Figure 1. Autonomic Element architecture 

Autonomic Elements (AEs) are the basic building blocks of autonomic sys
tems and their interactions produce self-managing behavior. We can consider 
AEs as software agents and ACSs as multi-agent systems. Each AE has two 
parts: Managed Element (ME) and Autonomic Manager (AM). In fact, ACSs 
are established from Managed Elements (MEs) whose behaviors are controlled 
by Autonomic Managers (AMs). AMs execute according to the administrator 
policies and implement self-managing. An ME is a component from system. It 
can be hardware, application software, or an entire system. Sensors retrieve in
formation about the current state of the ME, then compare it with expectations 
that are held in knowledge base by the AE. The required action is executed 
by effectors. Therefore, sensors and effectors are linked together and create a 
control loop. 

Autonomic Managers (AMs) are the second part of an AE. An AM uses 
a manageability interface to monitor and control the ME. It has four parts: 
monitor, analyze, plan, and execute. The monitor part provides mechanisms 
to collect information from a ME, monitor it, and manage it. Monitored data 
is analyzed. It helps the AM to predict future states. Plan uses policy infor
mation and what is analyzed to achieve goals. Policies can be a set of ad
ministrator ideas and are stored as knowledge to guide AM. Plan assigns tasks 
and resources based on the policies, adds, modifies, and deletes the policies [ 
6]. AMs can change resource allocation to optimize performance according 
to the policies. Finally, the execute part controls the execution of a plan and 
dispatches recommended actions into the ME. These four parts provide control 
loop functionality. Communications between AMs provide self-managing and 
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Figure 2. Estimate of people trends toward autonomic products 

context-awareness. External behavior of AEs is related to relationships among 
them. Figure 1 shows detailed architecture of AEs in an AC environment. AMs 
can be linked together via an autonomic signal channel. 

Tivoli group has also presented an estimation of people trends to autonomic 
operations from 2002 to 2006. Figure 2 shows results of this estimate. 

5. Autonomic Computing Challenges 

Since autonomic computing is a new concept in large-scale heterogeneous 
systems, there are different challenges and issues. Some of them have been 
explained in the following; 

Issues in Relationships among AEs 
Relationships among AEs have a key role in implementing self-management. 

This Relationships have a life cycle consists of specification, location, nego
tiation, provision, operation, and termination stages. Each stage has its own 
challenges [12]. Expressing set of output services that an AE can perform and 
set of input services that it requires in a standard form and establishing syntax 
and semantics of standard services for AEs can be a challenge in specification. 
As An AE must dynamically locate input services that it needs and other ele
ments that need its output services must dynamically locate this element with 
looking it up, AE reliability can be a research area in location stage. AEs also 
need protocols and strategies to establish rules of negotiation and to manage 
the flow of messages among the negotiators. One of challenges is the designer 
to develop and analyze negotiation algorithms and protocols, then determine 
which negotiation algorithm can be effective. Autonomated provision can be 
also a research area for next stage. After agreement. The AMs of both AEs 
control the operation. If the agreement is violated, different solutions can be 
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introduced. This can be a research area. Finally, after the both AEs agree to 
terminate the negotiated agreement, the procedure should be clarified. 

Learning and Optimization Theory 

A question raises this challenge: how can we transfer the management sys
tem knowledge from the human experts to ACSs? The master idea is that by 
observing that how several human experts solve a problem on different sys
tems and by using traces of their activities, a robust learning procedure can 
be created. This procedure can automatically perform the same task on a new 
system. Of course, facilitating the knowledge acquisition from the human ex
perts and producing systems that include this knowledge can be a challenge. 
One of reasons of the success of ACSs is their ability to manage themselves 
and react to changes. In short, in sophisticated autonomic systems, individual 
components that interact with each other, must adapt in a dynamic environment 
and learn to solve problems based on their past experiences. Optimization can 
be also a challenge, because in such systems, adaptation changes behavior of 
agents to reach optimization. The optimization is examined at AE level. 

Robustness 

There are many meanings for robustness. Robustness has been served in 
various sciences and systems such as ecology, engineering, and social systems. 
We can interpret it as stability, reliability, survivability, and fault-tolerance, al
though it does not mean all of these. Robustness is the ability of a system to 
maintain its functions in an active state and persistence, when changes occur 
in internal structure of the system or external environment. The persons of
ten mistake it with stability. Although both stability and robustness focus on 
persistance, but robustness is broader than stability. It is possible that compo
nents of a system are not themselves robust, but interconnections among them 
make robustness at the system level. A robust system can perform multiple 
functionalities for resistancing without change in the structure. With design 
of instructions that permit system to preserve its identity even when it is dis
rupted, the robustness in systems can be increased. Robustness is one of grand 
scientific challenges which can be also examined in programming. 

6. Conclusions and Future worlcs 
In a Distributed Computing System, users and multiple computers are in

terconnected in an open, transparent, and geographical large-scalable system. 
Therefore, development and management of these systems are master prob
lems for IT professionals. IBM proposed Autonomic Computing Systems as a 
solution. ACSs manage themelves. Four major characteristics of such systems 
include self-configuration, self-optimization, self-protection, and self-healing. 



Intelligent Information Processing III 109 

To achieve them, ACSs have four minor characteristics as self-awareness, context-
awareness, openness, and anticipatory. Autonomic Elements (AEs) provide 
self-managing behavior in ACSs. They are the building blocks of ACSs and 
their interactions produce self-managing behavior. The various parts of AEs 
have been automated with evolution of AC levels. Engineering and scientific 
challenges have discussed in this field such as robustness, learning, and rela
tionships among AEs. 

In this paper, a survey of autonomic computing systems and their impor
tance are presented. As future researches, the following topics can be proposed 
in autonomic distributed computing domain: 

1 Perfonnance evaluation of applying the autonomic behavior in a DCS 
model. 

2 Designing an autonomic manager in multi-layer P2P form, so that auto
nomic behavior and management information as a knowledge base are 
stored in separated layers. 

3 Studying languages which develop autonomic management behavior in 
a distributed computing environment. 

4 Implementing a self-healing system in a virtual organization while one 
of partners failed. 

Acknowledgement 

Mohammad Reza Nami is a faculty member and researcher in the Islamic 
Azad University and Shahid Beheshti University from Iran. He has been ranked 
as number 1 in computer science examination in Iran in October 2002. For this, 
he has a scholarship from the Ministry of Science, Research, and Technology 
(MSRT) of Iran. He can be reached at nami@iau-saveh.ac.ir and namil 352@yahoo.com 

References 
1. Tesauro, G., and et a\.:A MuUi-agent systems approach to autonomic computing. IBM Press, 

(2004)464-471. 
2. Parashar, M., and et s.\.:AutoMate: Enabling Autonomic Grid Applications. Cluster Comput

ing: The Journal of Networks, Software Tools, and Applications, Special Issue on Autonomic 
Computing, Kluwer Academic Publishers, Vol, 9, (2006). 

3. Milojicic, D. S., and et d.\.:Peer-to-Peer Computing. In: Proceedings of the Second Interna
tional Conference on Peer-to-Peer Computing, (2002) 1-51. 

4. Salehie, M., Tahvildari, h.:Autonomic Computing: emerging trends and open problems. ACM 
SIGSOFT Software Engineering Notes, Vol. 30, (2005) 1-7. 

5. Ganek, A.iIBM Initiatives in autonomic computing and policy. 
http://www-03.ibm.com/autonomic/letter.shtml. 



n o IIP 2006 

6. White, S., and et &\.:An architectural approach to autonomic computing. In: Proceedings 
"International Conference on Autonomic Computing" (ICAC'04), NewYorl<, USA, (2004) 
2-9. 

7. Sterritt, R,, and Bustard, T).•.Towards an autonomic computing environment. In: I4th Inter
national Workshop on "Database and Expert Systems Applications" (DEXA '03), (2003) 
694-698. 

8. McCann, J. A., Huebscher, M. C.•.Evaluation issues in autonomic computing. In: Proceedings 
of "Grid and Cooperative Computing" workshop (GCC-2004), Vol. 15, (2004) 597-608. 

9. Chess, D. M., Palmer, C, and White, S. K.:Security in an autonomic computing environment. 
IBM System Journal, Vol. 42, (2003) 107-118. 

10. De Wolf, T. and Holvoet, 1.•.Evaluation and comparison of decentralised autonomic com
puting systems. Department of Computer Science, K.U.Leuven, Report CW 437, Leuven, 
Belgium, (2006). 

11. Hariri, S. and Parashar, M.:Autonomic Computing: An overview. Springer-Verlag Berlin 
Heidelberg, Vol. 3566, (2005) 247-259. 

12. Kephart, J. O. and Chess, D. M.:The vision of autonomic computing. IEEE Computer, Vol. 
36,(2003)41-50. 

13. Chess, D. M., Segal, A., Whalley, I., and White, S, K.-.Unity: experiences with a prototype 
autonomic computing system. In: 1st "International Conference on Autonomic Computing" 
(ICAC 2004), New York, NY, USA, (2004) 140-147. 

14. IBM Corporation Software G\o\.\p:The Tivoli software implementation of autonomic com
puting guidelines. http://www-03.ibm.com/autonomic/pdfs/br-autonomic-guide.pdf 

15. Sterritt, R., Parashar, M., Tianfield, H., and Unland, K.:A concise introduction to autonomic 
computing. Advanced Engineering Informatics, Vo. 19, (2005) 181-187. 

16. Tianfield, H.:Multi-agent autonomic architecture and its application in e-medicine. lEEE/WIC 
International Conference on "Intelligent Agent Technology" (lAT 2003), (2003) 601-604. 

17. Murch, R.:Autonomic Computing. Prentice-Hall, (2004). 
18. Ganek, A. G. and Corbi, T. k.:The dawning of the autonomic computing era. IBM System 

Journal, Vol. 42, (2003)5-18, 



TRUST CALCULATION 

Semantic Agreement for Ontology Integration 

Dennis Hooijmaijers 
ACRC, University of SA,Australia. 
dennis.hooijmaijers@unisa.edu.au 

Markus Stumptner 
ACRC, University of SA.Austratia 
mst@cs.unisa.edu.au 

Abstract The Semantic Web is generally envisioned as a vast collection of document em
bedded knowledge that makes it highly improbable lor agents traversing this 
space to know directly what entity, person, or organisation they are dealing with. 
In such an environment, the explicit representation of trust becomes an intrin
sic part of calculating whether an agent can believe and use (or reuse) foreign 
sources. A key activity in this process is the step of integrating an agent's on
tology with that of another document found on the Web. To assist in calculating 
trust values for this puipose. Riposte provides a set of trust models and trust ma
nipulation algorithms to create a dynamic model of author trust based on work 
that is being provided to an agent. Riposte is an ontology integration tool that 
uses suggestions and bases trust on whether an object in the provided ontology 
confirms or refutes current beliefs. The author can be assigned an initial trust 
value and this value is recalculated after the integration process. 

Keywords: Ontology, Bayesian Network, Trust 

1. INTRODUCTION 
Authors can often refute or confirm claims of another author, and this can 

cause difficulties when merging ontologies, ensuring inconsistencies are not 
introduced and usability disrupted (Hooijmaijers and Bright, 2005). When 
considering an ontology for integration with one's existing conceptual setting, 
it is clearly desirable to ensure the reliability and credibility of the incoming 
ontology. A key consideration is the reliability and credibility of its author. 
Current integration solutions generally presume ontologies to be certain, error 
free, and take no consideration for the differences in bias. No other application 
scenario challenges this view more than the Semantic Web. 
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The Semantic Web will be a vast network that makes direct knowledge of 
authors unattainable (Ziegler and Lausen, 2004) and will often require an agent 
to outsource its requests for knowledge (Huang and Fox, 2005), resulting in 
knowledge being passed on from unknown agents, and being integrated with 
the requesting agent's ontology. In such cases it is necessary to ensure that such 
passed-on knowledge is credible and that the agent is reliable, and provisions 
for coherently integrating multiple, possibly mutually contradicting, sources, 
must exist. Any errors or inconsistencies provided by the new agent may cause 
the entire ontology to become unusable. 

This paper introduces Riposte, an approach to ontology integration that 
takes into consideration the uncertainties, contained within the ontologies, and 
the trust and credibility of the author. Riposte attempts to minimise the harm 
caused by unknown authors by providing trust values for each component of 
the provided ontology, allowing for rating the providers based on the work they 
provide, thus creating a local trust metric (Ziegler and Lausen, 2004). Riposte 
provides an annotation model, a belief update model and reasoner for OWL on
tologies. By providing annotation to existing ontologies that capture credibility 
at concept and property level. Riposte can provide a more realistic approach to 
decision making based on multiple sources. This paper defines appropriate 
models for capturing, updating, and propagating uncertainty in ontologies for 
integration purposes. 

2. TRUST AND ONTOLOGIES 
Numerous trust models (Ziegler and Lausen, 2004; Golbeck et al., 2003; 

Bertino et al., 2004; Staab et al., 2005; Noy et al., 2005) have been proposed 
in recent years to rate or quantify belief in information provided by a person. 
A key distinction is between direct trust (local trust) and reputation (global 
trust) (Ziegler and Lausen, 2004). Direct trust is based on previous experience 
with the source of the information, while reputation requires a social network 
model to provide a similar measure. Some trust researchers (Bertino et al, 
2004) also aim to provide a metric for authenticity. This 'security trust' aims 
to prevent document tampering (encryption) and ascertain authorship (digital 
signatures). These metrics often ignore the source's credibility and reliabil
ity (Golbeck et al, 2003). Credibility is the concept of trusting a source, in a 
domain, to provide information that is most likely to be correct (Ding et al., 
2003; Golbeck et al., 2003), while reliability is the concept of ranking sources 
by their credibility ratings (Golbeck et al., 2003; Huang and Fox, 2005). This 
work focuses on the credibility of an ontology and author, and trust is consid
ered a value that represents the belief that the author produces credible work. 

In a Semantic Web environment it is unlikely that an agent will have pre
vious experience with all agents it may need to interact with. To overcome 
this lack of previous experience a social model (Dumbill, 2002; Guha, 2003) 
is required. According to (Staab et al, 2005), communities will create their 
own ontologies for the Semantic Web where the social model of the commu-
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nity becomes an integral part of how the ontology is created. This results in 
the Semantic Web consisting of communities, their ontologies, and the content 
expressed through them. The social models generally provide a mechanism for 
assigning a rating value to each person that the agent had direct contact with. 
These models usually assign trust for a whole topic area. 

The 'Web of Trust' approach (Guha et al., 2004) provides a technique to 
model trust between objects (ontologies or knowledge bases), users, reviews, 
ratings of reviews, and trust relations between users. The model allows for 
trust to be captured and rated between users. Also the model allows for each 
review to be ranked and to allow for the propagation of trust changes. When 
a user's trust rank is altered, their reviews of other users will gain additional 
value within the model to reflect their improved reputation. One problem is 
that the approach does not take into account the reliance between objects. If 
an ontology, wi, is built incorporating another ontology, LJ2, then the rating 
of i02 can not be higher than wi. Friend of a Friend (FOAF) (Dumbill, 2002) 
is an approach aiming to mark up trust relations between people in XML and 
RDF to enrich personal web pages. It provides a simple XML schema to al
low an author to define people they know. This creates a directed graph with 
nodes representing people and edges representing direct trust. The FOAF ap
proach has been extended to provide levels of trust, ranking from 1 'distrusts 
absolutely' to 9 'trusts absolutely' (Golbeck et al., 2003), and also allowing 
for the trust ratings to be related to specific topics. Trust can be calculated in 
three ways, via path capacity, path length and weighted averages. A similar ap
proach is followed in (Ziegler and Lausen, 2004), but does not model distrust 
but rather 'lack of trust'. 

2.1 Ontology Integration 
Automated knowledge integration has been an active research area for some 

time (McGuinness et al., 2000; Noy and Musen, 1999), but so far has mostly 
concentrated on knowledge assumed to be stable, certain, and (for a particu
lar problem or domain) complete. Automated advisors have been suggested 
to over come the 'knowledge acquisition bottleneck' (Gonzalez and Dankel, 
1993) caused by reliance on human experts. Such systems, including PROMPT 
(Noy and Musen, 1999), OMEN (Noy et al., 2004) and Chimaera (McGuinness 
et al., 2000), use simple heuristics to assist users in making the best decisions. 
In real world situations, of course, knowledge is subjective and the creators 
of the knowledge are not always completely certain of the correct semantics 
between the concepts. The Chimaera ontology integration tool (McGuinness 
et al., 2000) uses a suggestion algorithm based on pattern matching on concept 
labels. It searches through the first model and then, using a set of reason
ing rules, searches through the second model for a match. Chimaera mainly 
focuses on the subsumption hierarchies within ontologies. What Chimaera 
attempts to do is to integrate two hierarchies contained within multiple ontolo-
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gies. This is achieved by determining if two similar concepts are the same or 
one is a subclass of the other. 

PROMPT (Noy and Musen, 1999) was developed to semi-automatically 
merge ontologies, by guiding the user where it is unable to decide upon the 
correct results. Automated identification of likely concept mappings will re
duce a domain expert's effort, in searching through the ontologies. OMEN 
(Noy et al., 2004) is an extension of PROMPT that uses Bayesian networks to 
assign belief values to likely matches, thereby providing a finer graduation of 
candidate matchings. When a user selects a match, the beliefs are updated by 
propagating the new evidence through the network. 

These systems assume that the ontologies to be matched are accurate and 
contain only definite concepts and semantics. Yet, since the reason to per
form an ontology matching process is presumably the need incorporate from 
all sources involved, any long term usage scenario will find agents possessing 
and working with ontologies that have already undergone this matching pro
cess. Instead of going back to the "clean" source ontologies (which in any 
case may have long changed themselves, requiring multiple realignment pro
cesses), the most likely scenario will be to use the trust-annotated ontologies 
themselves as the source. 

3. R I P O S T E MODEL 
The Riposte approach uses a trust model and integration model. The trust 

model deals with trust annotation and trust manipulation, while the integration 
model addresses ontology management, ontology integration and reasoning 
issues. In this paper we discuss the trust model and ontology integration section 
of the integration model. 

3.1 T r u s t A n n o t a t i o n 

The extension of ontology languages for uncertain knowledge has been a 
research topic for some time. In (Ding and Peng, 2004), the Web Ontology 
Language OWL was extended by an additional node type that expresses prob
abilistic information about concepts, to allow for "more accurate semantic inte
gration" (Ding and Peng, 2004). This approach will work in uncertain domains 
where the concepts allow for uncertainty in regards to data membership, but 
does not allow assigning probabilities to semantic relationships; uncertainty 
nodes can be linked only to concepts (Hooijmaijers and Bright, 2005). The ap
proach permits the use of Bayesian Network frameworks to perform the nec
essary actions, like propagating and updating beliefs in the network. Earlier 
work by (.laeger, 1994) also provided a mechanism for capturing probability 
within Terminological Logics, annotating concepts and objects with probabil
ities. For semantic matching and integration purposes, these capabilities need 
to be extended (Hooijmaijers and Bright, 2005). 
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Figure 1. Necessary Concepts for Trust Annotation 

Figure 1 shows the necessary concepts required for the trusted integration 
approached discussed later in this paper. The annotation process adds these 
concepts to an ontology and adds all subclasses of "owhThing" as subclasses 
of "TrustedConcept". The superclass "owhThing" is then removed from each 
of these classes. All data and object properties in the ontology are added as in
stances of the appropriate "TrustedProperty". Finally the author is added in as 
an instance of Author. Once this annotation process is complete, the ontology 
is ready for the integration process. The "trustvalue" is then calculated from 
the authors that contribute the object to the ontology. 

3.2 The Web of Trust Model 
For ontology integration it is necessary to trust that an author has every 

component of their ontology correct. To do, we calculate a trust value for that 
author for each component in their ontology, following the "Web of Trust" 
(Guha et al., 2004) model. This approach provides an ability to apply trust 
to each individual object provided by an agent, thus providing a finer grained 
approach to ontology trust than just evaluating topics as a whole, as proposed 
by (Golbeck et al , 2003). The 'Web of Trust' model consists of: 

1 A Set of objects, 0:{0i, 02- • • •} , in this case classes, (7 c O, object proper
ties, that make up the set of objects. 

2 A set of agents, A;{/li, .42,...}, who are authors that in this case contribute a 
class or property, by using it in their ontology. 

3 A set of pos,sible values, P(0):{F((9i), P{02) }> foi" rating the objects in 
this case values between -1 and I, where -1 is complete distrust, 0 is unknown, 
and 1 is complete trust. 

4 A set of values, P(A);{ P{Ai),P{A2).,- • •}, for rating the authors. 

5 A partial function R: A x O ^ P(0) that corresponds to agent ratings for various 
objects 

6 A partial function W: A x A —> P(A) That corresponds to agent ratings for 
various agents. 
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W becomes a directed graph similar to FOAF (Dumbill, 2002). The graph W 
is referred to as the 'Web of Trust'. 

Revisable Web of Trust. Riposte extends the 'Web of Trust' to pro
vide the abihty to capture relationships between objects. The aim is to provide 
a mechanism that allows for trust updating on an object to effect all other ob
jects that are related. The objects in Riposte represent the components of the 
ontologies as well as the authors who provide these components, enabling us to 
capture the relationships and functions for updating trust for individual objects 
and related objects. 

A revisable Web of Trust is defined by the mode! above, with these additions: 

1 an ontology UJ comprised of the set of objects, O 

2 A partial function L: O x O -^ {{Oa, Oi),(Oi,, Om),- •.} that corresponds to a 
set of reliance measurements between objects. For example, an object property 
would rely on all domain and range classes existing for it to exist. The necessity 
of this reliance between objects in ontologies creates the necessity to include 
trust manipulation. 

3 A function TQ : Providing trust revision on an Object O, 

3.3 Trust Manipulation 
A number of propagation methods have been suggested as models for trust 

calculation (Golbeck et al, 2003; Guha et al., 2004; Ziegler and Lausen, 2004), 
generally trying to capture the structure of social networks that spread and 
communicate trust values. Specific techniques, such as FOAF, attempt to cal
culate the "degrees of separation" and assign values based on closeness mea
sures (Golbeck et al., 2003). Golbeck also introduces 9 categories of trust to 
help differentiate between authors. The trust levels are also applied to individ
ual topics. Other techniques use probability (Hooijmaijers and Bright, 2005) 
to represent trust as a level of uncertainty in the work provided by the author. 
Each technique has advantages; humans often find it easier to select a natural 
language level over numerical values, while numerical values offer a greater 
level of precision for use in belief revision. 

Trust Update: Our trust update model is based on earlier work (Hooijmai
jers and Bright, 2005) that used the Stanford certainty factor algebra (SCF) 
(Luger, 2002) for belief revision. The beliefs can be strengthened or weak
ened. In Riposte the trust model provides a similar belief concept, in that it is 
stored in the ontology in a similar way and requires belief updating. The SCF 
is not usable for object belief values in Riposte, as there are dependencies be
tween the objects. This is true in particular for object properties being reliant 
on the classes in the domain and range of the property. Bayes Theorem is used 
for updating trust for each object within the integration process. In initial work 
the calculation of initial author trust, P(A), is assumed to be independent. This 
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allows for the combination of author trusts: 

P{Ai,A2....., A„) - P{A{) • P{A2)... P{An) (1) 

If an author is correct then all objects provided by that author are true P{0\A) = 
1. If an object property, Ofc is true this then increases the likelihood of all 
classes in the range R : {Oi, O2,.. .}, and domain, D : {0[,02,...} adding 
the links from Ok to each O € R and O £ D to the Bayesian network. Then 
for the purpose of calculating ( 3), Ok is treated as a contributing Author. This 
is due to the fact that both Ok and the contributing authors are treated as evi
dence for the purpose of calculating P(A—O). When calculating Author trust 
P(A) using ( 4), Ok is not considered as a contributing author. 

P(0) = J2 PiO) + P{A,) - P{0) • P{A,) (2) 

As authors confirm a given object, the trust that the object is correct is in
creased. If an author disagrees with the object 0„, as discussed in the Riposte 
algorithm it is necessary to weaken the trust in that object,P(0„). This is 
equivalent to strengthening P{-^On) using ( 2). Using ( 1) to calculate P{0) 
for multiple contributing authors Bayes Theorem gives: 

P{0\MkA,k . . . A„) _ •- p^A^^A.kA^) 

Assume at least one author is correct then P{AikA2k ... An\0) simplifies to 
1 and this gives: 

3.4 Author Trust 

Author trust can be calculated in multiple ways. In this work the trust of 
an author is based on the trust ratings of each object provided by that author. 
Similar to (Ziegler and Lausen, 2004) this is a local trust metric and is a trust 
according to the agent that has integrated objects supplied by the author. The 
author trust is calculated by calculating the trust using Jeffrey's conditioning: 

M 

Q{Ak) = E ^ ( ^ j ) • PoMk) + (1 - nOj) • P-.o,P{Ak)) (4) 
j=C) 
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3.5 Integration using P R O M P T 
The PROMPT algorithm, described in (Noy and Musen, 1999), is a sugges

tion based algorithm forintegration. PROMPT uses a recursive algorithm to 
highlight likely mappings between the ontologies. It goes through the ontolo
gies and finds initial suggestions. Once the user selects an operation, PROMPT 
updates the resultant ontology and searches for conflicts. If conflicts are found 
the user must resolve the conflict. Finally PROMPT checks for new possi
ble mappings based on the operation and present the user with a new set of 
suggestions. Riposte extends PROMPT to provide mechanisms to annotate, 
manipulate, and calculate trust values. Riposte requires two ontologies oji and 
102 each containing a set of objects, O, comprised of: 

1 Set of Object Properties Fo {Poi,Po2,- • • } 

2 Set of Data Properties P^ {Pdi,Pd2,- • • ] 

3 Set of concepts C {Ci, C2....} 

We assume that there exist at least 2 pairs of C in both toi and !JJ2- The on
tologies are assumed to have the concept 'owhThing' in common. (Clearly, if 
there is no common node in ui and 102 there is no reference for integration; 
also owhThing is the root of OWL based modeling.) 

3.6 Integration Algorithm 
The items in the following algorithm emphasised in italics are modified from 

the PROMPT algorithm as described in (Noy and Musen, 1999). 

1 If necessary then annotate. This involves inserting the concepts and creating 
individuals as discussed in the Trust Annotation section previously. Initially 
all trust values of the 'TrustedConcepts' are set to the initial author trust value, 
using (2). 

2 Load two ontologies, wi and W2 and select a preferred ontology. In Riposte the 
preferred ontology is usually that belonging to the agent performing the merge. 

3 Generate the Initial list of suggestions, S.'{A'i, iS'2, • • •}. 

4 Begin Integration loop 

5 The user selects an operation to perform.. The set of possible basic operations 
is defined in (Noy and Mu.sen, 1999) on an object, On-

6 Ensure 0„. has a trust value, P(0), assigned and a set of Authors, AQ, that 
contributed to that trust value. 

7 Check wj for author. An € A. Often a user may have previous experience with 
an author. In this situation P(0) € W2 is calculated using ( 2). Otherwise, P(0) 
6 102 is set to 0. 

(a) If operation is a merge, then, once an object, 0„ has been merged the 
object authors, AQ^.^ are added to the list of authors of object, 0„: A^i. 
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(b) Create new suggestions 82- Add any conflict 7,: to the set of conflicts, 7; 
{71, 72:--- }• 

(c) Check for refutation, x- {xi- X'i^ • • •}. and conlirmation, •(/': {V'l. ''/'2. • • •}< 
created by operation on wi and O,,, refutations and confirmations are pop
ulated using the following rules: 

i if On is a property, differences in Range will add to -0, On € wi 
has a range of C 0„, G UJ2 has range of C where VC e C n C are 
added to t/j while VC G C n C are added to x-

ii if 0„ is a property difference in restrictions can add to refutation. If 
a restriction, R, on 0„ G wj contradicts, R' on C>„ G 0̂2 then add 
0„ to •(/'• 

(d) For each O e x update the trust in O, P(0) using ( 2). 
(e) For each O G '(/' trust in O, P(-'O) using (2). 
(f) If operation is a copy then O does not exist in wj; copy all contributing 

authors for O to uJi and calculate P(0) using ( 2). 

8 Perform automatic updates as described in (Noy and Musen, 1999). 

9 Repeat from 'Begin Integration loop' until the ontologies are fully merged. 
Once fully merged there should be no conflicts, 7; {0 }. 

10 Calculate Author Trust. Use ( 4) for all trust values, P(0) of O G wj that has 
author as a contributing aiithor/1,; G A. assign result to P{A)i 

4. EVALUATION 
We have compared Riposte to the PROMPT integration algorithm to check 

the resultant ontology, and to FOAF to compare the trust values of authors. 

4.1 P R O M P T Comparison 
Riposte uses the same suggestion algorithm as PROMPT. To compare the 

results the PROMPT tutorial ontologies, an airline reservation ontology and 
a car rental ontology, were integrated using both Riposte and PROMPT. The 
steps to perform the merge were followed from the PROMPT tutorial. Once the 
resultant ontology was created it was necessary to remove the Riposte annota
tions. This is achieved by firstly changing all subclasses of 'TaistedConcept' 
to subclasses of 'owhThing'. Secondly removing 'TrustedConcept', 'Author', 
'Property', 'ObjectProperty', and 'DataProperty'. Finally all individuals of 
these classes are also removed. The initial merging of the additional Riposte 
concepts annotated on the ontologies is performed automatically without the 
user being given the suggestions. This ensures that the Riposte suggestion list 
matches those given by PROMPT. By following the same order of operations, 
there was no visible difference between the suggestions. The resulting ontol
ogy in Riposte included all of the Riposte annotation classes. By removing the 
the Riposte annotations, the resultant ontologies had no were identical to the 
PROMPT ontologies. This result shows that Riposte has the ability to perform 
the same merges as PROMPT on OWL ontologies. 
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4.2 Trust Comparison 
For comparison against the FOAF trust model each of the 9 levels of Gol-

beck's trust were assigned numerical equivalents (liol). Two path length val
ues were chosen for initial comparisons, firstly path length 1, a friend Ai, and 
secondly path length 2, a friend of a friend, A2- To compare the Riposte trust 
value of A2, P{A2), it is necessary for toi to exclude the individual A2, while 
0̂ 2 must contain the individual A2 and some object A2 has contributed to. The 
initial FOAF values for P(^i) was 0.75, while P(/l2) was assigned 0.5. Once 
the ontologies were set up for Riposte, two different comparisons were per
formed. Firstly the initial trust value of the authors contained in uj2 were set 
to the FOAF values for those authors. Secondly the initial trust values of those 
authors were set to 0. This allowed for the comparison of Riposte to update 
author trusts and also to provide an initial trust value given that the authors are 
completely unknown. The results provided an accurate model of author trust. 
For two ontologies with Ai providing objects that confirmed and refuted in the 
following ratios, confirmation of 0.5, refutation of 0.15 and 0.35 new objects 
the value calculated increased by ~ 0.05. This displays an increased trust in 
the author, as they provided a greater percentile of confirmations. A similar 
result was achieved for achieved for A2 where the overall trust went down ^ 
0.01 due to higher refutations. The advantage over FOAF is that the ability to 
see exactly where the refutation appeared allows for a pinpointing of trust and 
distrust to a specific area of the ontology, 

5. CONCLUSION 
We have extended PROMPT ontology integration algorithm to introduce 

trust calculations for all concepts and properties within two ontologies being 
merged. To achieve this it was necessary to annotate ontologies with a set of 
Riposte specific classes and to propagate individuals. This has allowed for 
the calculation of author trust values from the knowledge sources provided 
for integration. In initial tests, we have found that for moderate sized ontolo
gies the trust value of an author is almost independent of any initial values. 
This allows for the calculation of trust based almost entirely on the ontology 
provided. Our next steps for the Riposte framework are to expand the belief 
propagation mechanisms, to propagate belief across related objects in an ontol
ogy, and to expand the integration mechanism to incorporate prior trust values 
for the objects in the source ontologies. This will permit the use of uncertain 
sources (that may have differing trust levels associated with their parts) as part 
of the merging process, enabling long-term knowledge use and reuse rather 
than starting from scratch. 
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Abstract: We have developed a question-answering system Metis with natural-language 
interface. Metis generates the answer to a question by comparing the semantic 
graph of the question sentence with sentences discovered on the Internet as 
knowledge source. Specifically, we first get a set of semantic frames for the 
question sentence, as the output from a semantic analysis system, SAGE, Then 
we extract several keywords from all semantic frames using SVM. After that 
we search the Web to find knowledge sentences based on the keywords and 
input each knowledge sentence into SAGE in order to get its semantic graphs 
similarly. Finally, the similarities between the semantic graph of the question 
sentence and that of each knowledge sentence are calculated to determine the 
most reliable knowledge sentence, in which a constituent is chosen as the 
answer to the question. An experiment to examine the effectiveness of our 
method showed that 65% of the questions for which suitable knowledge 
sentences had been found were replied correctly. 

Key words: Natural Language Processing, 
Analysis, EDR-Dictionary 

Question Answering System, Semantic 

1. INTRODUCTION 

QA systems with natural-language-interface have been popular recently. 
Here are some study cases. Endo etc. made efforts in trying to handle wider 
question type by employing classified type of named entity [1]. Kurata etc. 
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adopted a measure of distance between nodes in the grapii structure of the 
knowledge sentence to determine the answer among all candidates [2]. 
Sasaki etc. regarded the two components of a QA system, question analysis 
and answer extraction, as 2-class classification problems, then used SVM to 
determine the question type of a given question, and to select answer 
candidates that match the question type [3]. In another study, Murata etc. 
parsed syntactically both the question sentence and the knowledge one 
extracted from a database, and then extract the answer from the latter by 
comparing and matching their dependency structures [4]. 

As shown above, all studies are common in the point attempting to find 
the answer to the question by surface information only, without considering 
any semantic factors which might be quite important in this process. We 
believe this is the principal cause for the high ratio of wrong answers in most 
systems. In this study, we try to pick out a clause, or simply a word, from the 
knowledge sentence as the answer to the question by comparing the semantic 
graphs of the question sentence and the knowledge sentence. We believe the 
delicate comparison at the semantic level could reduce the mistakes occurred 
in the process. 

Specifically, we first get a set of semantic frames for the question 
sentence, as the output from a semantic analysis system, SAGE. Then we 
extract several keywords from all semantic frames using a Support Vector 
Machine. After that we search the Web to find knowledge sentences based 
on the keywords and input each knowledge sentence into SAGE in order to 
get its semantic graphs similarly. Finally, the similarities between the 
semantic graph of the question sentence and that of each knowledge sentence 
are calculated and compared to determine the most reliable knowledge 
sentence, from which a constituent is chosen as the answer to the question. 

2. SEMANTIC ANALYSIS 

The main difference between our method and the previous ones is we 
attempt to find the answer to a question based on not the raw text, but the 
tagged ones, i.e. the semantically analyzed texts. SAGE, the semantic 
analysis system built by Maezawa etc. does this for us [5][6][7]. It 
determines the word meanings and the semantic relations among words 
according to the definition and statisfical information registered in the EDR 
Dictionary'. Each case-frame in the analytical results corresponds to a clause 
in the sentence. And as shown in Figure 1, a case-frame contains tow parts: 

http://wvvw.iijnet.or.jp/edr/index.html 
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an " f for the clause itself, and several "s" for morphemes included in the 
clause. 

f: 1,^^[=l!i,l±,ME,2„n,n,[]„n 

s ;2 ,^ l3 , i r3 '>„3c5a5b„ISM,IN4„ 

s: 3,tt/^,„F,l.I,.IJO„ 

f: 4M B i i hM^ibi\ ,@renyou,DO,8„[l,[],[}„[5lE] 

s; 5.{* B ,=¥i •> v'7,„FTM,fNI., 

s: 6,(C,.:^,„I<:K.I,.IJO„ 

s: 7,t),^,„F.U,.UO„ 

s: 8,F*1tJb.A* y 7.M*-5'5,3c338d,DOSJVE,-i=-t^tlj|5j7ff,*f*« 

s: 9.T, X-,&„JOD,JJD,fi)j»iPsti®,S*»fflffJ 

s: to,. „„TOT,JSY„ 

f: I l,ft/J\/!>\ME,12„n,[],[ag4]„n 

s; 12,tt,* t',.2dc304,FTM,JNl„ 

s: 13,/J<,*"„,KK.U.I0,. 

f; U . i f i a L T l / ' S c „DOJ5,]6,[til.cd4,ag)l],[],n„[#5cfeti] 

s: 15,iii»J,->^ •y=^>„0f58cd,SAM,JSA„ 
s: 1 6 , t r , - > r , - f ?),3d06c7,DOS,JVE,-y-SS)|B),^#;iIffl-rjfJ 

s: 18,- „„KUT,.ISY„ 

e: l9,nuH,null,[innl4] 

Figure I. Case-frames for the sentence 

(He is working although it is not working day.) 

Figure 2 is the graph generated based on the analytical results in Figure 1, 
and what we want for this study. Here, we expand Sowa's concept structure 
[8] to produce our semantic graphs. 

{e!\6 of sentence) 

(he) 

Figure 2. Semantic graph for the sentence 

(He is working although it is not working day.) 
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3. PREPARATION FOR GRAPH MATCHING 

We take the following steps to prepare for matching graphs between the 
question sentence and the knowledge sentence. 

3.1 Question type identification 

Taking the case-frames of a question sentence as the input, the first thing 
we have to do is to identify its question type. Here in this study, we classify 
questions into five categories: "what", "who", "where", "when", and "other". 
We determine the question type according to the EDR concept ID of the 
interrogative clause as shown in Table 1. 

Table 1. Question types 

question type 

what 
who 
where 

when 
other 

concept ID of the interro 
clause 
0e45la, 3cf"234 
3cfe2c, 10ibab4 
101260 
0e44fb 
0e4d47 
10!4db, 101438, 
101439, etc. 

101f65, 

gative 

1012t«, 

category concept 

3aa966(concept) 
30f6b0(human) 
30f751 (location), 30f746(organization) 
444d86(thing) 
30f776(tirae), 30ne4{event) 
3aa966(concept) 

For instance, if the concept ID of the interrogative clause appears as 
"lOlbab" in its case-frame, we say the question is a "who" question, and 
assign a category concept "human" to the interrogative clause for the sake of 
similarity calculation between nodes in graphs later. 

3.2 Keyword extraction by SVM 

We extract keywords for later web searching using SVM^ SVM (Support 
Vector Machine) is an effective machine learning mechanism, and usually 
used to classify some data points into two classes. Here, we follow two steps 
to establish our SVM models. First we select 255 question sentences 
containing 1657 clauses from internet or books on quiz program as the 
training data, and divide all clauses into two classes: valuable keywords, and 
non-valuable keywords by handcraft. Then, we settle four characteristic 
measures for the calculation of SVM: POS, deep case, distance between the 
interrogative clause and the keyword itself, and the length of the keyword. 

http://www.chasen.org/~taku/software/TinySVM/ 
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3.3 Web searching for knowledge 

Using the extracted keywords, we conduct web searching for Icnowiedge 
sentences. We use Google^ as the search engine, and restrict the number of 
keywords within 4 empirically. In case the number of extracted keywords 
exceeds 4, combinations of every 4 keywords are tried for web searching. If 
no page hits with all combinations of 4-keyword, we reduce one keyword a 
time till hitting page appears or the number of used keywords becomes 0. 
Along this line, sentences in the hitting pages containing all keywords used 
for web searching are extracted as knowledge sentence candidates. 

3.4 Paraphrase of the question sentence 

According to our algorithm, we take the main predicate as the root of the 
graph and start graph matching from it. Thus graph matching intends to 
become harder if the interrogative word appears as the main predicate in the 
question sentence. 

n ' 
(to be who) \ ^ I* ^ "̂  *) 

( . f ' W . (11 

(represent) ^P t A ^ r (^ \ 
\ • ! ' 0 I . , 

(region) CC^ \ - i-^ t^ 
I •i7<> ' t «> 1 

(this) © J, 

(to represent) 

^ J (this) 
(who) 

3cfe2c) 

(a) (b) 
Figure 3. Graphs before and after the paraphrase 

For instance, (a) in Figure 3 shows the semantic graph of "Z (7)lft[Z&'f"t 
^ L T V ^ S d f i f f "C"f/j^" (who is the person representing this region) 
where the main predicate is the interrogative word. While in most cases, a 
knowledge sentence will probably appear as something like "ip/jv—6(3: '̂"'l 
Oi'&^^iXM LTV^S" (Suzuki Ichiro represents this region) as shown in 
Figure 4. Obviously, a paraphrase as shown in Figure 3 from (a) to (b) will 

' http;//www.google.com/ 
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enhance the matching performance as (b) in Figure 3 is much more similar to 
Figure 4. 

o 
* -!̂  ' ' I (to represent} 

f J ' J I ' 

(region) 
(Suzuki Ichiro) 

# - ; (tills) 

Figure 4. Semantic graph for the sentence 

(Suzuki Ichiro represents this region.) 

4. GRAPH MATCHING 

As mentioneci in Section 3.4, we start the matching process at the 
moment we succeed in locating the main predicate node in the graph of 
knowledge sentence. Then we visit the first adjacent node from the main 
predicate in the question sentence in a manner of depth-first search. 
Similarly, we also try to find the adjacent node of the main predicate in the 
knowledge sentence with the satisfaction that it matches the lately visited 
node in the question sentence. Repeat the above until all nodes in the 
question sentence have been visited, indicating the end of the matching 
process. In this section, we describe the matching procedure in detail. 

4.1 Node matching 

A node in the knowledge sentence must satisfy the following conditions 
to match a node in the question sentence. 

Table 2. Matching 

concept similarity 
property 
POS 
relation 

rules for interrogative node 
node in question graph node in knowledge 

>=0.5 
the same negation property 

-
relation similarity 

not verb 
-f concept similarity >= 1.5 

graph 
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Table 3. 

concept i 

referent 

property 
relation 

Matching 

iimilarity 

rules for general node 
node in question graph 

>= 
general concept 
proper concept 

the same ne 

node in knowledge graph 
= 0.27 

-
the same referent 

igation property 
relation similarity + concept similarity >= 1.27 

Table 2 describes the case when the node in the question sentence is the 
interrogative node, and Table 3 is for the case of other nodes. Here, a 
concept similarity (denoted as CS below) is calculated by the following 
equation. 

^ ^ ^ 2xrfc(c,,c,) 

d{c^) + d{c2) 
In this equation, d(x) means the depth of the concept x in EDR's thesaurus, 
and dc(x, y) is the depth of the parent concept of x and y. Figure 5 is an 
example. ^,„ ,,,.,.. , 

LDR Thesaurus 
i. 

d ( C ; ) = 4 

d c f C i , C2) = 2 

Ci 

Figure 5. Depth of concepts in EDR thesaurus 

In this way, the concept similarity between c, and Cj is 0.44. 
The concept of the interrogative node is replaced by the category concept 

as shown in Table 1 in section 3.1. 
Another significant matching rule described in Table 2 and 3 is for the 

relation similarity. The relation similarity indicates the similarity between 
two relations: one in the question sentence and another in the knowledge 
sentence. A relation here means the semantic relation in the semantic graph 
from a parent node to its child node. In other words, besides the similarity of 
node pairs themselves, the relations they hold with their own children are 
also considered. It is easy to understand that the similarity will be I if the 
semantic relation between a pair of nodes in the question sentence is the 
same with the one in the knowledge sentence. How about the relations that 
are not the same? Table 4 shows the criteria for assigning similarities to 
relation pairs in this case. 



130 IIP 2006 

Table 4. Si imilarities for relation pairs 
relation similarity 

0.8 
0.8 
0,8 
0.8 
0.6 
0.6 
0.4 
0,4 
0.4 
0,4 

deep case group 
tiiTie,time-from,time-to 
object,a-object,modifier 
agent,object 
a-object,iTiodifier,possessor 
goal,beneficiary .purpose 
place,goal,from-to 
place,goal,scene,a-obiect,modifier,froin-to 
cause,reason,logical 
time,time-from,time-to,sequence,timing 
manner,possessor,a-object,modifier 

For instance, if the semantic relation is "agent" between a pair of nodes in 
the question graph, and "object" between the node pair being examined in 
the icnowledge graph, we will assign the relation pairs with a similarity 0.8. 

4.2 Node skipping 

During the process described in section 4.1, not always could we go 
smoothly. Sometimes we are not able to continue our work due to the lack of 
matching nodes. The reason is variable including one that we might have just 
encountered some modification that is unconcerned, while the modified part 
following it is the node we are looking for. Here arises the necessity to skip 
one or more nodes in order to continue the matching work. 

Node skipping takes place in both the question sentence and the 
knowledge sentence. Taking N^ as the visited node, Â ,̂ as the being 

examined node, i.e., the node to be skipped, and N ̂ as one of the children 

N^ holds, the algorithm will be as below. 

foreach N^ { 

generate a relation N^ ~*N ; 

DeepCase(NJ, -^N^)= (DeepCasefN^ ^Nj, DeepCasefN^. -^N^)); 

delete N^ ~^N^. and N^. -^N^; 

} 
The new relation Â '̂  -^ N^ is a list, and will bring a problem when 

matching another relation with it as described in the posterior half of section 
4.1. In fact, we assign 1 to N^ ~^N^' 'f ĥe deep case of N^ ^N^. or N^. 
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^Ng exists for the other relation, and the similarity defined in Table 4 to 

N^^N^,\fN^ ^N^, or Â .̂ ~^N^ of another relation belongs to the 
same group in Table 4. Here are two examples showing the node skipping 
respectively in the question sentence and the knowledge sentence. 

(who) 

question knowledge 

(yesterday) 

I 0ta72( 5 

Figure 6, Node skipping in question sentence 

question knowledge 

3 , : ^ < f,(violet) 
(OfldiH ( 

• ^ 1 , >'! 'It (blooming) 

^ 5 , - (lal<eside) 

MiO) 
\ 3cB9tM i 

rt III (inby) 
[ O f l a . i I 

' \UJ> (mountain) 
! S.i W . J 

Figure 7. Node skipping in knowledge sentence 

4.3 Calculation of graph similarities and answer 
extraction 

Finally, after the above pcocedures, the node in the knowledge sentence 
matching the interrogative word in the question sentence is extracted as an 
answer candidate. 
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In case more than one answer candidate is available, similarities between 
the question graph and each knowledge graph are calculated as S^ and used 
to rank the answer candidates. 

' 2 

YN 

5 =2^-^x100 

Here, N^,^ represents the concept similarity of a pair of nodes, and N 

is the total number of nodes in the question sentence. Likewise, ^ ,, and 

A^ are for the Arcs, i.e., the relations.. 

5. EXPERIMENTAL RESULTS 

We conducted an experiment to examine the effectiveness our method. 
Table 5 shows the results. Here we randomly extract 100 sets of question 
and answer from a TV quiz program [9] as the experimental data. 

Table 5. Experimental results 

suitable knowledge '•*̂ P ' 

round pD"/oj till top 3 

unsuitable knowledge found 
(45%) 

correct answer 

65%(36) 

71%(39) 

0 

wrong answer 

13%(7) 

7%(4) 

16%(7) 

no answer 

22%(12) 

22%(12) 

84%(38) 

Here the percentages in the correct answer column indicate the ratio of 
questions with correct answers found among all the 100 sets. Top 1 
represents the ratio of questions for which the correct answers have been 
found by the topmost answer candidates, and Top 3 by one of the top 3 
answers in the answer candidate lists. 

We know from the table that suitable knowledge have been found for 
only 55% of the questions. This could probably be caused by the method we 
extract knowledge: although knowledge may exist across several sentences 
sometimes, we extract only an individual sentence. 
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Among the questions with suitable knowledge found, the success rate is 
65%, and the failure rate 13%. The figures are not perfect, but prove the 
reliability of our method, especially for the low failure rate. We believe the 
delicate matching algorithm at the semantic level has reduced the wrong 
answers. And this could probably be the reason why 84% of the questions 
with no suitable knowledge found refused to provide answers. 

6. CONCLUSION 

The QA system we developed is effective in finding answers from 
Internet for given questions. We believe that we will get better performance 
with our system if we expand our method of extracting individual knowledge 
sentence to multiple ones. Also, it may be necessary to paraphrase the 
knowledge sentences, rather than the question sentences only as we do at 
present. 

REFERENCES 

1. Endo, T., and Fukumoto, .1. : QA System using Classified Type of Named Entity. IPS.I 
SIG Notes. NL-159, pp.25-30 (2004). 

2. Kurata, G., Okazaki, Naoki., and Ishizuka, Mitsuru. : Question Answering System with 
Graph Structure from Dependency Analysis. IPSJ SiG Notes. NL-158, pp.69-74 (2003). 

3. Sasaki, Y., Isozaki, H., Suzuki, .!., Kokuryou, K., Hirao, T., Kazawa, H., and Maeda, 
E. ; SAIQA-Il; A Trainable .Japanese QA System with SVM (Natural Language 
Processing), Transactions of Infonnation Processing Society of .iapan. Vol.45, No. 2, 
pp.635-646 (2004). 

4. Murata, M., Utiyama, M., and Isahara, H. : Question Answering System Using 
Similarity-Guided Reasoning. IPSJ SIG Notes. NL-135, ppl8l-188 (2000). 

5. Maezawa, T., Menrai, M., Ueno, M., Han D., and Harada,, M. : Improvement of the 
Precision of the Semantic Analysis System SAGE, and Generation of Conceptual Graph. 
Proceedings of the 66"' National Convention of IPS.I, 2-6U-05, pp. 177-178(2004). 

6. Harada, M., Tabuchi, K,, Oono, H. : Improvement of Speed and Accuracy of Japanese 
Semantic Analysis System SAGE and Its Accuracy Evaluation by Comparison with 
EDR Corpus. Transactions of Information Processing Society of Japan, Vol.43, No. 9, 
pp.2894-2902 (2002), 

7. Harada, M., MIZUNO, T. : Japanese Semantic Analysis System SAGE using EDR, 
Transactions of the Japanese Society for Artificial Intelligence. Vol,16, No. I, pp.85-93 
(2001). 

8. Sowa, J. : Conceptual Structures, Information Processing in Mind and Machine, 
Addison-Wesley, Reading, MA (1984). 

9. Quiz Millionaire, Fuji Television. (2002). 



EXTENDED SEMANTIC NETWORK FOR 
KNOWLEDGE REPRESENTATION 
/In Hybrid Approach 

Reena T, N. Shetty, Pierre-Michel Riccio, Joel Quinqueton 
Doclorate-EMA Paris, Assislant-professor-I.GUP Nimex,Prqfexsor~ UFiMM Monlpellier 

Abstract: The proposition Extended Semantic Network is an innovative fool for 
Knowledge Representation and Ontology conslruetion. which not only 
infers meanings but looks for sets of associations between nodes as 
opposed to the present method of keyword association, I'iie objective here 
is to achieve semi-stipervised knowledge represenration technique with 
good accuracy and mininuini human intervention- This is realized by 
<>blaifiing a technical co-operation between mathematical and mind 
models to harvest their collective intelligence. 

Key words: Extended Semantic Network, Artificial Intelligence. Collective 
Intelligence, Proximal Network, Semantic Netvvork, User Modeling, 
Knowledge, Knowledge Representation & Manageiiicnt, Information 
Retrieval, 

1. INTRO,l)lJCT.i'ON 

The past few years has witnessed tremendous upsurge in data 
availability in the electronic form, attributed to the ever mounting use of 
the World Wide Web (WWW). For many people, the World Wide Web 
has become an essential means of providing and searching for 
information leading to large amount of data accumulation. Searching 
web in its present form is however an infuriating experience since the 
data available is surplus and in diverse forms. Web users end up finding 
huge nutnber of answers to their simple queries, consequentially 
investing more time in analyzing the output results due to its 
immenseness. Yet many results here turn out to be irrelevant and one can 
find some of the more interesting links left out from the result set. 

One of the principal explanations for such unsatisfactory condition is 
the reason that ma.jority of the existing data resources in its present form 
are designed for human comprehension. When using these data with 
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machines, it becomes highly infeasible to obtain good results without 
human interventions at regular levels. So, one of the major challenges 
faced by the users as providers and consumers of web era is to imagine 
intelligent tools and theories in knowledge representation and 
processing for making the present data, machine understandable. 

Several researches has been carried out in this direction and some of 
the most interesting solutions proposed are the semantic web based 
ontology to incorporate data understanding by machines. The objective 
here is to intelligently represent data, enabling machines to better 
understand and enhance capture of existing information. Here the main 
emphasis is given to the thought for constructing meaning related 
concept networks [17] for knowledge representation. Eventually the idea 
is to direct machines in providing output results of high quality with 
minimum or no human intervention. 

In recent years the development of ontology [2, 8] is gaining attention 
from various research groups across the globe. There are several 
definitions of ontology purely contingent on the application or task it is 
intended for. Ontology is one of the well established knowledge 
representation methods; on a formal ground ontology defines the 
common vocabulary for scientists who need to share information on a 
field or domain. One has seen in the past years that various research 
groups have been devotedly experimenting semantic related [17] 
ontology aimed at making web languages machine understandable, 

2. RELATED WORK 

One of the most basic reasons for ontology construction [1] is to 
facilitate sharing of common knowledge about the structural information 
of data among humans or electronic agents. This property of ontology in 
turn enables reuse and sharing of information over the web by various 
agents for different purposes. Ontology [17, 25] can also be seen as one 
of the main means of knowledge representation through its ability to 
represent data with respect to semantic relation it shares with the other 
e.Kisting data. 

There are several developed tools for ontology construction and 
representation like protege-2000 [5], a graphical tool for ontology editing 
and knowledge acquisition that can be adapted to enable conceptual 
modeling with new and evolving Semantic web languages. Protege-2000 
has been used for many years now in the field of medicine and 
manufacturing. This is a highly customisable tool as an ontology editor 
credited to its significant features like an extensible knowledge model, a 
customisable file format for a text representation in any formal language, 
a customisable user interface and an extensible architecture that enables 
integration with other applications which makes it easily custom-tailored 
with several web languages. Even if it permits easier ontology 
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construction, the downside is its requirement of iiuman intervention at 
regular levels for structuring the concepts of its ontology. 

The WWW Consortium (W3C) has developed a language for 
encoding knowledge on web to make it machine understandable, called 
the Resource Description Framework (RDF) [3]. Here it helps electronic 
media gather information on the data and makes it machine 
understandable. But however RDF itself does not define any primitives 
for developing ontologies. In conjunction with the W3C the Defence 
.Advanced Research Projects Agency (D.ARPA), has developed DARF.A 
Agent Markup Language (DAML) [4] by extending RDF with more 
expressive constructs aimed at facilitating agent interaction on the web. 
This is heavily inspired by research in description logics (DL) and allows 
several types of concept definitions in ontologies. 

There are several other applications like the semantic search engine 
called the SHOE Search, The Unified Medical Language System is used 
in the medical domain to develop large semantic network. In the 
following section we introduce our approach to this problem of 
knowledge representation, management and information retrieval [19] 
and eventually discuss the possible sohjtions. 

3. HYBRID APPROACH- EXTENDED SEMANTIC 
NETWORK(ESN) 

3.1 General View 

Extended Semantic Network is data representing network resulting 
from the collaboration involving two networks, one automatically 
constructed proximal network and the second tnanually constructed 
semantic network. Here, the primary idea is to develop a modern 
approach combining the features of man and machine theory of concept 
[9], which can be of enormous use in the latest knowledge 
representation, classification, pattern matching and ontology 
development fields. We propose to visualize a novel method for 
knowledge representation [6] partly based on mind modeling and partly 
on the mathematical method. 

Sematic 
Network 

Pro.ximal 
Network 

Meaning based concept pair Distance based word pair 

Figure!. Schematic Representation of ENS 
Hybrid 

In ESN we endeavor to develop a network of concepts based on 
human constructed semantic network projected as the main central part 
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of the network which is later subjected to elaboration utilizing the 
statistical data obtained by our mathematical models based on the data 
clustering and mining algorithms. This generates a new approach for 
knowledge representation which can later be used for optimising, 
information search and classification procedures, and enabling easy and 
fast information retrieval. The ESN forms a hybrid structure [22] by 
inheriting the features of both the source networks; computed differently 
and independently, making it a robust and an optimal approach. 

Our proposal is to construct a network of concepts similar to ontology 
but using a method where minima! human intervention is required. We 
call this a semi supervised network of concepts representing certain 
qualities of an ontology which later is expatiated by adding the 
information obtained from the mathematically elaborated proximal 
neUvork. Our assumption here is that this method will produce the same 
output as any traditional ontology but will greatly decrease the 
construction time, attributed to its mathematical modeled extension. 
Some of the major points we hope to achieve through this method of 
knowledge representation network are; 

® To make construction of semantic based concept networks 
cost effective by campaigning minimum human intervention 

® To minimise time invested in construction by introducing 
mathematical models without loosing on quality. 

9 To identify a good balance between mind and mathematical 
models to develop better knowledge representing networks 
with good precision and high recall. 

3.1,1 Semantic network 

Semantic Network [8] is basically a labelled, directed graph 
permitting the use of generic rules, inheritance, and object-oriented 
programming [9]. It is often used as a form of knowledge representation. 
It is a directed graph consisting of vertices, which represent concepts and 
edges, I'epresenting semantic relations between the concepts. The most 
recent language to express semantic networks is KL-ONE [10], 

There can exist labeled nodes and a single labeled edge relationship 
between Semantic nodes. Further, there can be more than one 
relationship between a single pair of connected words: for instance the 
relationship is not necessarily symmetrical and there can exist 
relationship between the nodes through other indirect patlis. Below is a 
fragment of a conventional semantic net, showing 4 labelled nodes and 
three labelled edges between them. 

Technically a semantic network is a node- and edge-labelled directed 
graph, and it is frequently depicted that way. The scope of the semantic 
network is broad, allowing for the semantic categorization of a wide 
range of terminology in multiple domains. K-lajor groupings of semantic 
types include organisms, anatomical structures, biologic function, 
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chemicals, events, physical objects, and concepts or ideas. The links 
between the semantic types provide the structure for the network and 
represent important relationships. 

Figure 2 . Multi-labeled .Semaiilic Relation 

In our semantic network prototype all concept relations are biiilt 
based on the meaning each concept pair share, with a possibility of more 
than one relationship between a single pair of connected nodes. All the 
links used in connecting the node is based on the IJML [II] links, 
consksting of four different types of associative lines as shown below. 

.Association 

Composition 

Instantiation 

- > Inheritance 

Figure 3. Links used in Semantic Network 

They have been currently chosen on an experimental basis [12], after 
considering and analysing the requirements of our approach. We start 
with our domain name representing the super class in our approach. The 
super class is connected to its subclasses based on the category of the 
relation they share, which can be chosen from the four links we provide. 
The four links represent the simple UML links of association, 
composition, instantiation and inheritance. 

3.1.2 Proximal network 

Pro.ximity is the ability of a person or thing to tell when it is near an 
object, or when soinething is near it. This sense keeps us from running 
into things and also can be used to measure the distance from one object 
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to another object. The simplest proximity calculations can be used to 
calculate distance between entities thus avoiding a person from things he 
can hit. Proximity between entities is often believed to favour interactive 
learning, knowledge creation and innovation. The basic theory of 
proximity is concerned with the arrangement or categorisation of entities 
that relate to one another. When a number of entities are close in 
proximity a relationship is implied and if entities are logically 
positioned; they connect to form a structural hierarchy. 

This concept is largely used in medical fields to describe human 
anatomy with respect to positioning of organs. The Proximal Network 
Prototype model is built based on this structural hierarchy, of word 
proximity in documents [13]. Here proximity is calculated purely 
considering the physical distance of its occurrence at a given instance. 
We use UML link of association to connect words or nodes proximally 
closer. 

Results obtained from the semantic network are considered as the 
centre of our network on which the ESN network will be constructed. 
We extend the results of semantic network by adding on the results 
obtained by the proximal network thus making it an Extended Semantic 
Network. The demonstrable prototype of ESN has been developed based 
on the data of ToxNuc-E project [14]. 

3.2 Application on environmental riiiclear toxicology 

The Extended Semantic Network prototype has been developed in 
collaboration with the ToxNuc-E project funded by CEA (Commissariat 
a I'Energie Atomique). ToxNuc-E[!4], is a project devoted to all the 
research activities carried out in Biological, Chemical and Nuclear 
domains in several research centres linked with CEA. It is a platform 
where researchers from different domains like biology, chemical, physics 
and nuclear working for a common purpose, meet and exchange their 
views on various nuclear toxicology related on-going research activities, 

The ToxNuc-E [14] presently has around 660 researchers registered 
with their profile, background and area of research interest. The 
objective of our research is to assist these researchers to achieve better 
knowledge representation and to support for easy information retrieval 
from the vast data base of information. Currently we aj-e experimenting 
on the 15 topics or domain chosen by the researchers as the domain of 
major research activities. All the data and the documents used in our 
experimental prototype of ESN are obtained from the ToxNuc-E 
platform. 

3.2.1 Semantic network prototype 

Our semantic network prototype is developed grounded on the view 
of a set of specialist representing each of the chosen domains from the 
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project ToxNuc-E. To begin with, we choose a set of 50 concepts 
pertaining to the preferred domain of research. We then consuH: people 
who are either specialists or people possessing good level of knowledge 
in each of these ai-eas of study. 

;-.^0 " I l , „ . 
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These people are provided with the concept list on which they are 
requested to develop a semantic network depending on their individual 
view point. The network thus developed is then analyzed and merged to 
obtain one single semantic network for that domain. This process was 
repeated on different lists of concepts concerning to various domains to 
obtain one network for each domain. The semantic network is then 
stored into the MySql database and visualized using graph editor - a Java 
application developed by us and used for facilitating construction of 
networks and also for editing purpose. 

3.2.2 Proximal network prototype 

The documents relating to the numerous research activities being 
carried out in the chosen 15 field of nuclear toxicology in plants and 
animals forms our data. These documents are subjected to a pre-
treatment process to obtain a inatrix of words and documents as rows and 
columns respectively. Here Java is used as the programming language 
and all the data used are stored in the N4ySqi database. 

This program is primarily concerned with the physical distance that 
separates words in a given space. Currently, we have successfully 
processed around 3423 words to calculate the physical distance between 
them, using various mathematical algorithms. The result obtained here is 
then fed into the graph editor for graphical visualisation. This helps in 
displaying the results from the program along with a value calculated for 
every word pair in this case 50,000 word pair, forming the proximal 
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Network. These results are then stored into the database which is later 
used to combine vvith the results of the semantic network. 

:f ̂ ' 

J \n Lxtract tiom Fio' imal Network 

At present, the 2 different results are combined with simple extension 
methods. Simultaneously, several other optimising algorithms are being 
considered to be utilised in merging the networks to build the Extended 
Semantic Network. We are exploring the possibilities of using the 
genetic algorithms and features of neural networks to obtain an optima! 
result. 
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Our preliminary results have been verified by experts in comparison 
with human developed ontology and concept networks and have been 
validated for providing satisfactory results. We are now working on live 
data from ToxNuc-E to develop an ESN network to be later compared 
with classical ontology and rated by domain experts for attaining our 
benchmark. 

3.3 Advantages and future work 

The results of our algorithm have been subjected to testing, by human 
experts and have been judged to provide results very close to human 
constructed concept networks. It has also proved to take much less time 
for construction and very cost effective. We are also on the conclusion 
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that the results are exceedingly customisable depending on the user's 
domain of interest. Our next step will be to include natural language 
processing techniques like stemming and iemniatises to our pre-
treatment process. Our objective is to develop an application for 
document classification and indexation based on the results of Extended 
Semantic Network. This application library is intended to be used for 
classification purpose in the project ToxNuc-E for better data 
management on the plattbrra. 

We also plan to include user modelling [15j features by monitoring 
the behaviour; interests and research works carried out by the ntembers 
of ToxNuc-E and then build a model unique to each user. This model 
consecutively builds a profile for each user and sequentially stores the 
details obtained into a database. These details can be utilized to better 
understand the user requirements thus helping the user in efficient data 
search, retrieval, management, and sharing. 

4. CONCLUSION 

The question on knowledge representation, management, sharing and 
retrieval are both fascinating and complex, essentially with the co-
emergence between man and machine. This research paper presents a 
novel collaborative working method, specifically in the context of 
knowledge representation and retrieval. The proposal attempts to present 
an hybrid knowledge representation approach accurate as ontologies but 
faster and easy to construct. The advantages of our methodology with 
respect to the previous work, is our innovative approach of combining 
machine calculations with human reasoning abilities. 

We use the precise, non estimated results provided by human 
expertise in case of semantic network and then merge it with the machine 
calculated knowledge from proximal results. The fact that we try to 
combine results from two different aspects forms one of the most 
interesting features of our current research. We view our result as 
structured by mind and calculated by machines. One of the major 
drawbacks of this approach is finding the right balance for combining the 
concept networks of semantic network with the word network obtained 
from the proximal network. Our future work would be to identify this 
accurate combination between the two vast methods and setting up a 
benchmark to measure our prototype efficiency. 
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Abstract: Rural development in the Indian / III world context is still dominated by rural 
way of life up to now and likely to be for quite some time in the ftiture. By 
simple statistics, up to 80% of the population lives in villages, or semi urban 
environment. Thus rural development / III world development has much more 
to do with attitudes, perceptions and sen.sitivities, and less with technology-
per-se. The education for rural people using information technology (IT) in 
roral areas is very much required for the present scenario. If the people in the 
rural areas are educated, we can expect tremendou.s economy growth in the 
developing countries like India, China etc. and the African Continent. The 
main aim is to give IT based training and education for the rural peoples in the 
various part of Karnataka state, India using Knowledge Network. 

Key words: IT, Education, Knowledge Network. 

1. INTRODUCTION 

Ever since its inception Information Teclinology (IT) has expanded its 
influence over all domains. IT has now become an integral part of all facets 
of business, education, research etc. Unfortunately, IT has not made much 
penetration into the rural sector. Hence, the developmental activities in the 
rural arena especially in Asia and Africa have not witnessed much of 
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acceleration in its growth. Information Technology is the essential tool for 
economic development and material well-being in our age; it conditions 
power knowledge and creativity; it is for the time being, unevenly distributed 
within countries and between countries; and it requires, for the full 
realization of its development value, an inter-related system of flexible 
organizations and information-oriented institutions [1,2]. 

Our work proposes a novel approach to overcome the short comings in 
the rural development. IT is a key factor to alleviate the rural sector and can 
be leveraged to impart information, knowledge and education to the rural 
populace. It envisages a collaborative role to be played between Urban 
Nodes that can be any information-oriented intuition or any organization and 
Rural Nodes that is the recipient of services, 

In computing, a Content Management System (CMS) is a system used to 
organize and facilitate collaborative creation of documents and other content. 
A CMS is frequently a web application used for managing websites and web 
content, though in many cases, Content Management Systems requires 
special client software for editing and constructing articles [3]. Plone is a 
content management framework that works hand-in-hand and sits on top of 
'Z' Object Publishing Environment (Zope), a widely-used Open Source web 
application server and development system [4], Plone powered websites 
offer dynamically updating the data and authorizes many users to update 
information based on their membership. This ensures a large dissemination 
of updated information. 

2. LEVERAGING IT FOR RURAL EDUCATION 

Unlike the urban students, the rural students have to mostly compromise 
with the quality of instructors. Thus they are bereft of the experience of 
being taught by domain experts or at least by those who are acquainted with 
the domain. Our work envisages a modest infrastructure in the education 
centers in the rural areas like availability of computers and internet facilities 
to solve this issue. 

Our work involves a close collaboration between centers of excellence in 
education, knowledge institutes, industry that we hence forth address as 
Knowledge Centers situated in the urban areas and the rural education 
centers. Thus, knowledge can be imparted from any of the collaborative 
partners and the rural education center being the ultimate consumer of 
service. Students in the rural education center can extensively use the 
internet to acquire domain specific information. Since, the information on 
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the internet is unevenly spread across and cannot be uploaded from a single 
mount point we propose to develop a web portals that can be collaborative in 
nature. Such collaboration is possible by employing CMS. 

The Knowledge Centers can upload the information beneficial to the 
students from their place dynamically and this information can range from 
simple text file to advanced multi-media files. Since, we envisage a single 
mount point the students can procure knowledge at a single place on the web 
as well as post their queries onto the same point. 

We christen such an an^angement as 'Knowledge Network'. Our work 
focuses on three major traits of the Knowledge Network, 

a Flexibility: This feature emphasizes the need for the 
uploading/downloading of the information dynamically from any 
part of the world without pushing the onus of document publication 
on the webmaster. This would ensure the speedy dissemination of 
information and would ensure closer interaction between the 
students and the domain experts. 

Reliability: This feature emphasizes the fact that the whole 
arrangement must be reliable such that all the actors of the 
Knowledge Network can perform their task without any hindrance 
such as server crash, network failure etc. Hence, the Knowledge 
Network must be equipped with features to cope up with crisis like 
server crash and also the safe storage of all the data. 

Security: Since the information can be uploaded from different 
points by different set of people the authenticity of the information 
and the credibility of the information providers is an important issue. 
Hence the CMS must contain a secure work flow and membership 
feature to enable only authentic persons to have the authority to 
manage critical access and privilege. 

3. DESIGN OF KNOWLEDGE NETWORK 

The proposed Knowledge Network is defined to ensure the larger 
dissemination of information among the rural populace and this flow of 
information must be in such a manner that the system must extend flexibility 
and reliability. In order to offer flexibility a Content Management System 
like Plone is considered in the Knowledge Network. This will ensure the 

• 
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dynamic update of data online and this update can be performed from any 
where in the World Wide Web (WWW). The reliability of the network and 
the data fetching is ensured by employing the Cluster on Demand 
Architecture (Coda) and setting up replicated servers using Coda. 

e 
/ 't, ^ 

/ -' ^ « | ' 

• ^ 

i^ 

i: CoA« eiinftl cor!.*..} ̂ , pii^ii-l ffj-hmrk 

Figure 1. Design of the proposed Knowledge Network 

The Knowledge Network consists of seven major components. 

(1) Knowledge Institutes: The Knowledge Institutes have a crucial role in the 
Knowledge Network. The Knowledge Institutes host the Coda Server/Clients 
and the Zope Application Server. The Knowledge Institutes consist of 
domain experts who can share knowledge about IT and other creative issues 
with the rural populace leveraging the technology and the high speed 
networks. Since, Plone CMS is implemented the domain experts/knowledge 
leaders can feed information on the website which can viewed through the 
Rural Node over the Rural Network. There can be many such Knowledge 
Institutes than can play a collaborative role by dynamically authoring the 
WebPages. 

(2) Coda/Zope Server: Coda is a state-of-the-art experimental file system [5]. 
The Coda Server contains one-to-one partitions for its clients. This partition 
on the server is visible to its clients in a virtualized manner. In the above case 
the Coda Server is integrated with Zope Web Application Server and the 
Zope Object Database (ZODB). Any changes made in the website or any 
updates are recorded in the ZODB. There can be any number of Coda 
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Servers and each of them undergo perfect replication of data and in the 
above case each server may have a copy of ZODB and any updates are 
reflected on the ZODB copy of each server. 

(3) Coda Client: The Coda Client in the above case serves as the web 
replication server. The Coda Client is connected to the Coda Server and each 
client owns an individual partition on the Coda Server. The data in the 
partition on the server is visible to the client, though it is not stored on the 
client. The Coda Client has caching and disconnected operation features 
which enable it to store the important files in its local disk cache. This 
provision enables the client to store the ZODB available on the server 
partition into its local cache. Thus, in case if the connection between the 
client and the server fails due to some network failure the client will be still 
containing the important data and in this case the updated copy of ZODB 

(4) Urban Network: The Urban Network is the supplier of knowledge and 
services to the Rural Network. The Urban Network must consist of high 
speed network lines and can be heterogeneous in nature. The Urban Network 
hosts the Coda Server, Coda Clients (Replication Servers), Knowledge 
Institutes. 

(5) Coda Client (Rural): This Coda Client will also contain a copy of the 
ZODB and hence serve as Replication Server. Each rural network can 
contain a Coda Client. This will ensure a quick access to the server. The 
Coda Client can be maintained by a nodal center in each rural network. 
These nodal centers can serve as the knowledge acquisition points where 
rural people can provide useful information legible to be uploaded on the 
website. 

(6) Rural Network: The Rural Network is the recipient of knowledge and 
services from the Urban Network. The Rural Network can be connected to 
the Urban Network through Optical Backplane Engineering techniques 
which would ensure a reliable and fast data transfer. The rural network 
consists of nodes which can systems in educational places like schools or 
composite colleges etc. The Rural Network can also consist of Coda Client 
(Replication Servers). 

(7) Rural Node: The Rural Node is basically an end system which is a part of 
the rural network. The Rural Node is the end recipient of knowledge and 
services. The Rural Node is connected to the Coda Server/Replication Server 
through high speed network lines. Information flow is presented to the user 
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through Plone CMS which runs on the Coda Server/Replication Server. 
Since Pione CMS allows the dynamic updating of data on the website, the 
user can make data update from the rural node also. In an interactive learning 
session there can exist feedbacks to the instructor from the students. Since, a 
CMS is considered such feedbacks can be posted through a single login. 

4. CONCLUSION AND FUTURE WORK 

The Knowledge Network is developed with the objective of providing 
quality distance education to the rural students and upgrading them to a 
degree of knowledge comparable to their urban peers. The penetration of IT 
into the rural world will result in the accelerated growth of the villages and 
will establish a balance between the rural populace and their urban peers. 
The rural traders will benefit from the knowledge network as they can 
procure the up-to-date prices of the commodities and can bid for fair prices. 
The agriculturists will be exposed to a knowledge arena and will introduce 
them to the urban markets and will result in exponential profits due to the 
absence of middle men in the dealings. 

The Knowledge Network proposed relies heavily on Plone CMS and 
Coda. Plone is an open source project. Since, this network is envisaged for 
developing countries the Plone Community must direct sincere efforts 
towards internationalization. This will result in the Plone web pages being 
developed in different languages. There exists a project within the Plone 
Community called 'il8n' which aims at delivering Plone CMS in various 
languages. This feature will be beneficial for developing worlds like Asia 
and Africa where IT has not made much of penetration in the rural sector. 
Projects like 'il8n' will foster imparting education in the regional languages 
leveraging IT. 
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EXTRACTION OF LEADER-PAGES IN WWW 
An Improved Approach based on Artificial Link Based Similarity 
and Higher-Order Link Based Cyclic Relationships 
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Abstract: WWW is the most popular and interactive medium to disseminate information. 
It creates many new challenges. Several initiatives have been taken to extract 
different kinds of knowledge from web. In our paper "Leader-page Resources 
in the World Wide Web" we defined a new method to rank the web pages 
entirely using the hyperlink information. The notion of "Leader-Page" is 
extended from the concept of leader from the leadership theory and the social 
networks. In a community, a leader is a person who interacts the most with 
other members of the community and whose characteristics are most similar to 
the characteristics of other members of the community. We have extended 
these properties of leader to identify leader-pages in WWW. In this paper we 
propose an improved approach to measure the "leadership score" of a web 
page based on artificial link based similarity and higher-order link based cyclic 
relationships it establishes with other web pages of the cyber community. 

Key words: Search, Leadership, Artificial Links, Higher Order Cyclic links. 

INTRODUCTION 

The WWW is tiie single largest global repository of information and 
human knowledge. It continues to grow at a remarkable pace with 
contributions from allover the world. The knowledge discovered through 
navigation of this complex heterogeneous collection of text (content) and 
hyperlinks (that lend it a structure) is enormously benefiting the mankind. 
However owing to the hugeness and diversity of the web users are drowning 
in information and are facing information overload. It is very difficult to 
index all the information available on the web. Creating new knowledge out 
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of information available on the web is another problem. So, the ranking of 
searched results is very important. One can observe that the web is growing 
as a socializing medium to connect a group of like-minded people 
independent of their geographical location and time. Web has turned into 
one of the most important distribution channels for private, scientific and 
business information. With the time, web started to behave like a complex 
society. The social network theory, leadership theory and Mauss's gift 
exchange theory gave us insights for the concept of leader in the context of 
WWW, These concepts help in understanding the thought process of the 
sociology of web and other related issues. We earlier extended these 
concepts of leadership to World Wide Web [1] and proposed a new approach 
to rank the results of a search query. We defined a leader-page based on the 
cyclic and similarity relationships a web page establishes with other web 
pages of the cyber community. We considered only the hyperlink 
information to rank the web pages. Now we propose an improved approach 
to measure the "leadership score" by including the impact of content 
similarity and higher-order link based cyclic relationships in addition to the 
existing formulations. The central issue we would address within our 
framework is the application of this artificial links (content based similarity) 
and higher-order link based cyclic relationships to modify the "Leader-page 
algorithm" and rank the web pages accordingly. 

The paper is organized as follows. In section 2, we discuss the related 
work. Here we explain the leadership theory, social network theory and 
Mauss's gift exchange theory. In section 3, we explain how we extended the 
concept of leader to define a "leader-page" in the context of W^yW and the 
"leader-page" algorithm. In section 4, we define the "artificial links", 
"higher-order link based cyclic relationships" and present the modifications 
in the "leader-page" algorithm. In the last section, we present the summary 
and conclusions. 

1. RELATED WORK 

Search engines perform both link and text based analysis to improve the 
quality of search results. We have used the concepts from several other 
theories to propose and improve the leader-page approach. Here we present 
the background for the social network theory, Mauss's gift exchange theory 
and leadership theory. We also discuss how leaders evolve in a community. 

Social network theory [9] views actors and its relationships in a society 
as nodes and edges. A social network is a map of all of the relationships 
between the nodes. This relationship indicates the existence of information 
exchange among nodes. 
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Hierarchy in social networks is stated strictly in terms of position of a 
given node relative to other nodes, without assuming any content to position. 
The content is given by the nature of exchange and connection. Information 
exchange happens through the acquaintances in the zones to other nodes. So, 
a node can be connected to many otiier nodes by virtue of its own actions or 
preferences. In social networks, one's immediate zone of neighbors is 
connected to the immediate zone of those neighbors and so on, which allow 
a node to reach other nodes in very few steps. Thus nodes draw information, 
which it would not otherwise know. Thus information is not directly an 
attribute of individuals, but rather their ability to draw up to their position in 
a network. Another form of effect of networks is the concept of "threshold 
point". This idea refers to the extent to which a given phenomenon is 
allowed to spread through the network. Once a certain level has been 
reached, all the nodes join in the phenomenon. The probability of any 
individual node acting is a function of the number of other nodes in the 
network that have acted in a given way. 

Mauss's Theory of gift exchange [10] says that when people give a gift, 
they are expecting a return gift and when they receive a gift they have a duty 
to give something in return. The gift embodies some kind of relation of 
economic reciprocity. So in a network of interactions, when someone gives a 
reference they expect to be referred by. Elaborating on these observations, 
given a phenomenon, it will flow through the network because of the 
interactions being reciprocated among the nodes. The more the nodes 
interact, the more they will like each other. And the more the nodes like each 
other, the more they interact (link based cyclic relationship). The more the 
nodes interact, the more their characteristics become similar (similarity 
based relationships). Once each node attains a certain level of information 
(i.e. greater than the threshold) the nodes join in the behavior of the 
phenomenon. So after some optimum level they start behaving similarly. 
The nodes, which are similar, form a community. 

In any community, the phenomenon of leadership has a great 
prominence. A leader is interpreted as a person who sets direction in an 
effort and influences other members of the community to follow that 
direction. The leaders have strong mutual relationships with other members 
of the community. A community can be analyzed by studying the leadership 
phenomenon in the community. A scan of various theories of leadership can 
help to comprehend the leadership phenomenon. The phenomenon of 
leadership has been studied since Aristotle. Trait theory is one of the earliest 
theories on leadership. This theory of leadership focuses on the traits of the 
leader that make him a leader. The focus has shifted towards the behavior of 
the leader. Studies have led to the notion of "Charismatic leadership". A 
charismatic leader continually assesses the environment. He/she 
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communicates with otlier people, and builds trust and commitment. Finally 
he/she is the role model of the whole community. Finally, we draw upon the 
work done by George C Romans [11] in the area of social exchange theory. 
According to Homan, the leader is a person who interact the most with other 
members of the group, both initiates and receives the communication, has 
more social contacts within the group and whose actions and sentiments are 
most similar to the group's own sentiments and actions. So, interactions 
(exchanges) among the members of a community help in increasing the 
similarity among its members finally leading to the evolution of leaders. 

2. LEADER IN WWW & LEADER-PAGE 
ALGORITHM 

We have seen the evolution of leader with the foundations of social 
networks and gift exchange theories. We can see the analogy with 
information as flow in the context of WWW. In this section we see how we 
extend the concept of leader to the World Wide Web. 

Creators of web pages exchange hyperlinks to other pages to express 
some relationship. When the creator of a web page Pi places a hyperlink to a 
page Pj while there is no hyperlink from Pj to Pi, we say that the creator of P 
has established an association with the creator of Q. At a later stage, a 
hyperlink placed from Pj to Pi will create a cyclic relationship between them. 
Our hypothesis is that the quality and credibility of the content of each of the 
two web pages of different creators is of higher value if the creators place 
hyperlinks to each other's web pages than in the case where only one of 
them places a link to other's pages. This relationship is the basis for the flow 
of information (exchange of hyperlinks) among the pages. The flow of 
information spreads a phenomenon among the pages of the web. The web 
pages that cross the threshold limit for the phenomenon (pages which are 
similar and have noticeable characteristics) start behaving similarly. This 
behavior of the information flow of the web pages leads to the development 
of a cyber Community [8], There exist some web pages which interact the 
most with other web pages of the cyber community, both initiates and 
receives links, has more hyperlinks within the cyber community and whose 
characteristics are the most similar to the cyber community's own 
characteristics. Such web pages are called the leader-pages of the cyber 
community. There can be any number of such leader-pages for a cyber 
community. 

In our paper on leader-page resources in WWW, we have identified the 
relationship between pages that contribute to the evolution of leader-pages 
entirely based on the hyperlink analysis. For a web page Pi, the leadership 
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score L[Pi], is determined based on tiie direct lini<-based cyclic relationsliip, 
indirect link-based cyclic relationship, cocitation based similarity 
relationship and coupling based similarity relationship with other pages of 
the web. L[Pi] is the weighted sum of leadership scores of all the other pages 
which participate in preceding relationships with Pi. Leadership score of a 
page Pi is defined as L[Pi]=kdi(DL(Pi))+ki„di(INDL(Pi))+lieoc.(COCT(Pi)) 
+kcoui,(COUP(Pi)), where DL(Pi)= sum of leadership scores of ail pages in 
Direct Link based Cyclic relationship with Pi. INDL(Pi)= sum of leadership 
scores of all pages having Indirect Link based Cyclic relationship with Pi. 
COCT(Pi)=sum of leadership scores of all pages having Cocitation based 
similarity relationship with Pi, COUP(Pi)=sum of leadership scores of all 
pages having Coupling based similarity relationship with Pi. Here, ki)i, ki„ji, 
kcoci, and kcoup are the parameters that determine the weights of corresponding 
relationships in the measure of leadership score. 

Given search query, the leader-page extraction algorithm first builds the 
focused sub-graph. The search query is given as input to a search engine. It 
takes a reasonable number of top pages in the output list and forms 
corresponding root-set. For each web page in the root-set, corresponding 
parents and children are extracted. A base-set is formed with the root set, its 
parents and children of pages in root set. Pre-processing techniques are 
applied on the base-set. 

For each web page Pi in focused sub graph S, the leadership score of 
page L[Pi] is calculated in the following way 

If Pi forms a Direct Link based cyclic relationship with Pj in S, then 
L[Pi]=L[Pi]-i-Arf/(L[Pj]), If Pi forms an Indirect Link based cyclic 
relationship with Pj&Pk in S, then L[Pj]=L[Pi]+A,wXL[P,j]+L[Pk]), If Pi 
forms a Cocitation based similarity relationship with another Pj in S, then 
L[Pi]=L[Pi]-)-/rOTc/(LlPj]) and If Pi forms a Coupling based similarity 
relationship with Pj, then L[Pi]=L[Pi]+^„,„^(L[Pj)). After updating the 
leadership scores of all web pages, we normalize the leadership scores. The 
web pages are sorted based on corresponding leadership scores. The values 
for parameters kji, k^/, kca and kcoup should be selected based on the 
corresponding influence on the leadership score. The web pages with high 
leadership score are identified as the leader-pages. The results have proved 
that leader-page approach is a potential approach to rank the web pages as 
compared to hubs-authorities and google's page rank [3,4]. 

3. IMPROVED LEADER-PAGE APPROACH 

The Leader-page algorithm essentially concentrated on the importance of 
hyperlinks to calculate the leadership score of a web page. Using the analogy 
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between the web community and a social community it identified tlie 
essential properties of leader-page to be the cyclic and similarity 
relationships it can establish with other web pages. The leader-page 
algorithm considered only the direct link-based cyclic relationship and 
indirect link-based relationship. But we can define higher-order link based 
cyclic relationships of order N. Also we can define artificial links based on 
content similarity between web pages and calculate the leadership score. 

3.1 Higher-order link based cyclic relationships 

Pair of web pages PO & PI participates in a direct link based cyclic 
relation ship if PO establishes a link to PI and PI establishes a link to PO. 
This can be referred as T' order link based cyclic relationship. Similarly web 
pages PO, PI & P2 participate in an indirect link based cyclic relationship if 
PO establishes a link to PI, PI establishes a link to P2 and P2 establishes a 
link to Po. This can be referred as 2"'' order link based cyclic relationship. We 
can generalize this kind of cyclic relationships. A set of pages PO, PI, 
P2...Pn participate in a kind of relationship such that PO establishes a link to 
PI, PI establishes a link to P2, ... Pi establishes link to Pi+l...Pn-l 
establishes a link to Pn and finally Pn establishes a link to PO. Existence of 
such a relationship can be called as n"' order link based cyclic relationship. 
In general we can define any number of higher-order link based cyclic 
relationship of order N. As we use more levels the leadership score become 
more accurate. So while applying the leader page-algorithm, we can 
calculate the leadership scores using higher-order link bqsed cyclic 
relationships till some order. Now for a web page Pi, If Pi participates in a 
higher-order cyclic relationship of order N PO, PI, P2...Pn then 
L[Pi]=L[Pi]+ kcycN (L[P0]+L[Pl]+L[P2]+...L[Pn]) where Ky,N is the 
parameter that determines the impact of higher-order link based cyclic 
relationship of order N. A web page participating in many such relationships 
increases its potential to become a better leader-page. 

3.2 Artificial Link based similarity relationship 

Artificial links are links introduced between web pages based on content 
similarity irrespective of the presence of actual hyperlink between them. The 
objectives are to embed artificial links [5,6,7] among web pages based on 
text analysis methodologies and extract the required values based on these 
artificial links. For two web pages Pi and Pj, in this process all the 
hyperlinks and stop words present in the web pages are removed. Stop words 
are trivial words with no significance. A dictionary is used to exhaust them. 
All the words are stemmed and sorted alphabetically. A vector representation 
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of the page with words and frequencies is made assuming all the dimensions 
are orthogonal. For each page in the data set, which is in vector format, a 
cluster can be formed with the page having a cosine similarity greater than 
the specified threshold value of other pages in the data set. A group is 
formed out of these pages. For each group, artificial links are incorporated 
among the constituents of the group. In each group, for each of the pages the 
cosine similarity with other pages is computed. The sum of cosine 
similarities for each page is computed. This total sum of cosine similarities 
for each page in a group is called the weight of the page. A sorted set of 
pages based on the weights is formed. Then artificial hyperlinks are 
incorporated between all pages in the group with the first page in the group 
(Lenient strategy). Originally there will not be any link between the web 
pages Pi and Pj, but with the introduction of an artificial link based on the 
above-mentioned process, we calculate the leadership score. As the artificial 
link is given after analysis of the content it is more powerful than a normal 
link and it has more weight. We give more weight to the artificial link. 

So while applying the leader page-algorithm, we can calculate the 
leadership scores using artificial link based similarity relationships. Now for 
a web page Pi, If Pi participates in a artificial link based similarity 
relationship with Pj then L[Pi]=L[Pi]+ karii (L[Pj]) where kani is the 
parameter that determines the impact of artificial link based similarity 
relationship. A web page participating in many such relationships increases 
its potential to become a better leader-page. 

( H 

Hgher.order link bssed cyclic relationship 

( " ) "') 

Artificial Link l3.?isec) similarity relationship 

Figure I. The improved Approach 

3.3 Modification in the Leadership score formula 

The leadership score formula is impacted by the higher-order link based 
cyclic relationship and artificial link based similarity relationship modified 
in the following way L[Pi]=k,yei(CYCl(Pi))+k,yc2(CYC2(Pi))+...+ 
keyem(CYCm(Pi) )+ . . . .keyen(CYCn(Pi) )+kcoc . (COCT(Pi) )+keo„p(COUP(Pi) ) 

+karti(ARTL(Pi)) ,Where CYCl(Pi)=sum of leadership scores of all pages 
having Direct link based cyclic relationship with Pi (order 1). CYC2(Pi)= 
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sum of leadership scores of all pages having higher order link based Cyclic 
relationship of order 2 with Pi (order 2). CYCm(Pi)= sum of leadership 
scores of all pages having higher order link based Cyclic relationship of 
order M Pi (order M). CYCn(Pi)= sum of leadership scores of all pages 
having higher order link based Cyclic relationship of order N with Pi (order 
N). COCT(Pi)=sum of leadership scores of all pages having Cocitation based 
similarity relationship with Pi. COUP(Pi)=sum of leadership scores of all 
pages having Coupling based similarity relationship with Pi. 
ARTL(Pi)=sum of leadership scores of all pages having artificial link based 
similarity relationship with Pi. 

Here kcycu hyc2, kcyc3 kayM.hyaN. kcoci, k,„,p and karii are the parameters that 
determine the weights of corresponding of higher order link based cyclic 
relationships of order 1, 2, 3, ..., N, Cocitation based similarity relationship, 
Coupling based similarity relationships and artificial link based similarity 
relationship. 

3.4 Modification in the Leader-page algorithm 

Given search query, the Leader-page algorithm extracts the 
corresponding "leader-pages" from WWW. The process of extraction of 
leader-pages is similar to the extraction of Hub and Authority web pages in 
HITS [2]. For the specific search query, we build a focused sub-graph. Next, 
we apply the leader-page extraction algorithm to calculate leadership scores 
to all the pages in the focused sub-graph. The pages with high leadership 
score are considered as leaders for the search query. The phases involved in 
the implementation are as follows. 

Building the focused sub graph is build by giving the search query to a 
search engine. By taking a reasonable number of top pages in the output list 
corresponding root-set is formed. For each web page in the root-set, 
corresponding parents and Children are extracted. The parents and children 
of all the pages and pages of root set form a base-set. Pre-processing 
techniques are applied on the base-set. This is the focused sub-graph of 
WWW corresponding to search query. 

The algorithm to calculate the leadership scores for the web pages in S is 
given below. L[Pi] denotes the leadership score of the page Pi and L denotes 
the leadership score vector for all the pages in S. The leadership scores of 
all the pages in S are initialized to one. For each web page Pi in S, we use 
the modified Leadership score formula. If Pi participates in a cyclic 
relationship of order M with PO, PI, P2...Pm then L[Pi]=L[Pi]-f- keyM 
(L[P0]+L[Pl]+L[P2]+...L[Pm]) where k,yM is the parameter that 
determines the impact of link based cyclic relationship of order M (M can be 
any integer >= 1). If Pi forms a Artificial link based similarity relationship 
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with Pj, then L[Pi]=L[Pi]+A:„rt/(L[Pj]) where hard is the parameter that 
determines the impact of artificial link based similarity relationship. If Pi 
forms a Cocitation based similarity relationship with Pj, then 
L[Pi]=L[Pi]+^„,c/(L[Pj]) where ka,ci is the parameter that determines the 
impact of cocitation based similarity relationship. If Pi forms a Coupling 
based similarity relationship with Pj, then L[Pi]=L[Pi]+icoMp(L[Pj]) where 
kcoup is the parameter that determines the impact of coupling based similarity 
relationship. After updating L[Pi], the leadership score vector is normalized. 
The leader-page extraction algorithm repeatedly updates and normalizes the 
leadership scores. This process is continued till we observe not many 
variations among the values of leadership scores for the pages in the focused 
sub graph. Thus the modified leader-page algorithm calculates the leadership 
scores of all the pages. We filter out top c leader pages for the specific broad 
topic query and declare them as the results. 

4. SUMMARY AND CONCLUSIONS 

In this paper we brought in the concept of higher-order cyclic 
relationship and generalized the level of cyclic relationships that determine 
the leadership score of a web page. We also used the content-based 
similarity to define artificial links among web pages to contribute to the 
leadership score. We modified the leader-page algorithm. We presented a 
simple and efficient method to determine these leader pages using the 
modified leader-page algorithm. These leaders are web pages that we feel 
are more specific to be the results of a search query. 

In our paper on "Leader-page resources in WWW", we have shown that 
the leader-page algorithm is an efficient measure of ranking the pages as 
compared to the hubs-authorities and Google's page rank. In this paper we 
have improved the algorithm by taking into consideration more information 
through higher-order cyclic relationships and content-based similarity 
(artificial links) along with the already defined formulations. So, this 
improved approaches promises better results. 

As part of future work we plan to implement the improvements in the 
leader-page algorithm. The algorithm is still in its preliminary stages and it 
can be extended using various other algorithms. It can be used with already 
existing efficient measures to improve the results for a broad topic search 
query and the rankling methodology 

In the improved approach, we plan to use the search results from the 
yahoo search engine for a search query by making a base set from it. Then 
we use our improved leader-page algorithm to identify the leaders. We have 
link based cyclic relationships and similarity based relationships. We will 
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take a relative approach based on the normal hnks to give the values to the 
parameters {kcycu, karri, kcoa, kamp), which decide the impact of a relationship 
on the measure of leadership score. The leadership score for a web page in 
the focused sub graph is the cumulative weight of all kinds of link based 
cyclic relationships and similarity based relationships. The web pages with 
the high leadership score can be identified as the leaders. The various 
formulations should be instrumental to efficiently identify the leaders in 
World Wide Web for a specific search query. This whole process involves 
lot of computations. These computations need to be done offline due to the 
extensive time input that is needed to calculate the leadership scores. 

The optimal value allocation for the parameters {kcycM, karti. kawi. kamp) is 
yet to be decided. These parameter values determine the net leadership score 
of a web page. So it is crucial to identify the optimal values for the 
parameters in terms of the normal link between the pages. 

Finally, using the leader-page approach we can observe the evolution of 
web leaders in the web communities, the way in which the cyber 
communities react with the leader pages and also the trends and changes in 
the community with respect to the leader pages in the World Wide Web. The 
leadership score acts an efficient ordering metric to develop web directories 
and web groups. 
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Abstract This paper focuses on a framework that ensures the safe use of protected Web 
resources among independent organizations in collaboration. User membership 
and group membership in each organization arc managed independently of other 
organizations. User authentication and user authorization for a protected re
source in one organization is determined by user group membership in other 
organizations. Furthcnnore, users never discloses their user-identifiers and pass
words in a foreign domain, Evei7 set of related roles in a single organization is 
defined as an antichain and every set of related roles in the collaborating organi
zations is defined as a complete lattice. The ranking order of roles for a resource 
depends on operations. One can add or remove users from roles by managing 
their membership in corresponding groups. 

Keywords: E-serviees 

Introduction 
One of the most difficult problems in managing large networked systems is 

infoimation security. Computer-based access control can prescribe not only 
who or what process inay have access to a specific system resource, but also 
the type of access that is pennitted. In Role-Based Access Control (RBAC), 
access decisions are based on an individual's roles and responsibilities within 
the organization or user base [10]. 

The majority infonnation and communication technology (ICT) based sys
tems are constructed in such a way that user authentication and authorization 
data have to reside locally in their user database. As a consequence, any orga-
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nization using such a system is forced to export its users' data to that system. 
Such a requirement implies a complicated data synchronization mechanism. 

User management in a large networked system is simplified by creating a 
group for each role where addition or removal of users from ro les is done by 
managing their membership in corresponding groups. The problem of a person 
affiliated with many organizations at the same time is difficult to solve and may 
not be a major issue if a conflict of interests can be resolved in a role-group 
relationship. As a possible solution we suggest defining eveiy set of related 
roles in a single organization as an antichain and every set of related roles in 
the system of collaborating organizations as a complete lattice. 

Lattices have been used to describe secure information flow in [7] and [17]. 
However, to the best of our knowledge the problem of groups and roles has 
not been considered in relation to formal concept analysis, concept lattices and 
complete lattices. 

The rest of the paper is organized as follows. Related work is listed in Sec
tion 1. Basic terms and concepts are presented in Section 2. A collaboration 
among independent organizations and a conflict of roles are discussed in Sec
tion 3. The paper ends with a conclusion. 

1. Related Work 

Formal concept analysis [23] started as an attempt of promoting better com
munication between lattice theorists and users of lattice theory. Since 1980's 
formal concept analysis has been growing as a research field with a broad spec
trum of applications. Various applications of fonnal concept analysis are pre
sented in [11]. 

Methods for computing proper implications are presented in [4] and [22]. 
A formal model of RBAC is presented in [9]. Permissions in RBAC are as

sociated with roles, and users are made members of appropriate roles, thereby 
acquiring the roles' permissions. The RBAC model defines three kinds of sep
aration of duties - static, dynamic, and operational. Separation of duties was 
discussed in [2], [9] and [20]. The use of administrative roles for decentraliza
tion of administration of RBAC in large-scale systems is considered in [18]. 
Assigning roles to users in systems that cross organizational boundaries is dis
cussed in [13] and [14]. A framework for modeling the delegation of roles 
from one user to another is proposed in [1]. A multiple-leveled RBAC model 
is presented in [5]. The design and implementation of an integrated approach 
to engineering and enforcing context constraints in RBAC environments is de
scribed in [21]. 

While RBAC provides a fornial implementation model, Shibboleth [19] de
fines standards for implementation, based on OASIS Security Assertion Markup 
Language (SAML) [16]. Shibboleth defines a standard set of instructions be-
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tween an identity provider (Origin site) and a service provider (Target site) 
to facilitate browser single sign-on and attribute exchange. Our work dif
fers from Shibboletti in modeling implementation and user/group/role man
agement. Shibboleth invests heavily on Java and SAML standards. Our model 
is more open-ended based on SOAP written in Python [12]. The Origin site 
manages user and group memberships of users while the Target site manages 
permissions and role memberships of groups. The Origin site provides pro
cedures callable using SOAP from Target sites to facilitate authorization on a 
protected resource. Additional needed procedures come to being by mutual 
agreement betwen sites. 

2. Users, Groups, Roles and Permissions 

In this paper a user ip is defined as a valid net identity at a particular organi
zation r . A valid net identity can be a human being, a machine or an intelligent 
autonomous agent. 

A group O is a set of users {•{>j}\, i.e. O ~ {'^j\Vi € T}. A group is used 
to help the administration of users. The security settings defined for a group 
are applied to all members of that group. 

A role # contains a set of groups {f^,}^ associated with similar duty and 
authority. User administration is simplified by creating a group for each role. 
One can add or remove users from roles by managing their membership in 
corresponding groups. 

A rgj'owrce T defines a set of protected Web objects t-'j, j = l , . . . ,m. 
An action. "J/, where 

^ = 

V (<>n/yi) 

fe.U;) ... (?l,Wm.) \ 

^S^.Vl) ( Q , Vrn) 

[(,„,Vl) ... {<;„,Vrn) ) 

is a matrix of operations <,.j, i = 1,,.., n on objects Vj e T, j = 1,. , m. 

EXAMPLE 1 If operations are read p. write S,, delete T, copy 'd, and move JJ. 

on the objects (ui ^ wa. ^3. '̂4• Vb)> then the action is 

<S = 

/ {PAh) {P.V2) {p,V-i) {p,Vi) {p.Vs) \ 
{(,Vl) {tV2) {(.VS) {(.V,)- (^,^5) 
{T,VI) {T.V-Z) {T.VS) (r,V4) (r.us) 
(iltn) {^^V2) itlvs) (i^/Oi) {^,v,) 

V (M.'i'i) (M.^'a) il-^A'd) {p,V4) (P'-Vo) J 

A permission A defines a right of a role $ to perform an action ^i^ on a 
resource T. A user ip has a role ^n when </? s Jl and Q. has a role $. 
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A user has a permission only if the user is a member of a group with au
thorized actions associated with a role. A user 99 automatically inherits all 
permissions associated with the groups to which ip belongs. An authorization 
gives a set of pemiissions to a user to execute a set of operations (e.g. read, 
write, update, copy) on a specific set of resources (e.g. files, directories, pro
grams). An authorization also controls which actions an authenticated user can 
perform within a Web-based system. A non zero element of the matrix '^^ de
fines a permission. All non zero elements of the matrix ^^ (see Example 2) 
define the permissions of a role within a system. 

EXAMPLE 2 If operations are read p, write ^, delete T, copy t), and move /i 
on objects (vi, 1)2, v-i,VA' ^̂ 5). then 

( ip,vi) 0 ip,V3) {P,VA} {p,vs) \ 
i^Vl) i^,V2) 0 (e,'U4) {LV5) 

* r -= 0 {T,V2) {T,V:i) 0 {T,V5) 

(^,Wl) {{),V2) 0 i'd,V4) {^.V5) 
\ (p.,vi) {p,V2) {lJ..v:i) {p,V4) 0 / 

By ^0o we denote the matrix ^ where at least one of its elements is equal to 0. 

An authenticated user, who belongs to a group IQ in an organization T-i, will 
have permissions to perform actions at another organization r , if fi defined at 
r.i is a member of a role in Yj. 

DEFINITION 3 A set P is an ordered set if x < y only if x = y for all 
X, y G P. 

Let P be a set. An order (or partial order^ on P is a binary relation < on P 
such that, for all x,y,z G P, 
i) X < x, 
ii) X < y and y < x imply x — y, 
iii)x < y and y < z imply x < z. 

A set P equipped with an order relation < is said to be an ordered set. An 
ordered set V is an antichain if :c < y in V only if a; = y. For x,y 6 P , we 
say x is covered hy y, ifx<y and x < x < y implies z — x. 

Let S I) F , An element x £ P is an upper bound of 5 if s < x for all 
s G S. A lower bound is defined dually. The least element in the set of all 
upper bounds of 5 is called the supremum of S and is denoted by supS. The 
greatest lower bound of S is called the infimum of S and is denoted by infS. 



Intelligent Information Processing III 165 

DEFINITION 4 Let P be a non-empty ordered set. 
i) Jfsup{x, y} and inf{x, y} exist for all x,y e P, then P is called a lattice. 
ii) IfsupS and infS exist for all S C P, then P is called a complete lattice. 

A context is a triple (G, M, I) where G and M are sets and I c G x M. 
The elements of G and M are called objects and attributes respectively [6]. 
The set of all concepts of the context (G, M, I) is a complete lattice and it is 
known as the concept lattice of the context (G, M, / ) . 

For A C G and B C M, define 

A' ^ {m e M I (V.g G A) glrn], B' ^ {g e G \ (Vm e B) gim} 

so A' is the set of attributes common to all the objects in A and B' is the set of 
objects possessing the attributes in B. Then a concept of the context (G, M, / ) 
is defined to be a pair (A, B) where AC G,B C M, A' ^ B and B' = A. 
The extent of the concept (A, B) is A while its intent is B. 

3. Collaborative Management Model 
Suppose an organization provides services and defines which domains can 

share its resources by giving a specific role membership to a group from an
other domain. A security administrator, working at this organization, needs a 
model for enforcing a policy of static separation of duties and dynamic sepa
ration of duty. 

We propose an SOAP communication mechanism for detennining a domain 
user authentication and authorization where a role with less permissions has 
lower rank than a role with more permissions, and every set of related roles in 
each organization is an antichain [6]. 

An alternative way is to only allow the minimum permission if a domain 
user has conflicting roles on the same resource. This is possible only if every 
set of related roles is a complete lattice. What is actually needed is that ev
ery set of related roles is a lattice, since a set of related roles in collaborating 
organizations is a finite set and any finite lattice is a complete lattice [6]. 

Roles can be ranked in such a way that a higher ranked role also contains 
all the rights of all lower ranked roles. Thus both roles and permissions are 
ordered sets with a covering relation. The ranking order of roles on a resource 
depends on operations. Role managers define a ranking order of roles on a 
resource. 

EXAMPLE 5 Suppose a user has two roles $1 and $2 effectively activated at 
the same session. $1 and #2 are defined in Table 1 and Table 2 respectively. 
The resulting role is role $* that the system will provide under conditions de

fined in Table 3. 
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Table 1. Context for role ^i 

file ! (fl) 
read (r) 

X 

file 2 (12) 1 X 
file 3 (13) 
file 6 (f6) X 

:opy (c) 

X 

X 

X 

write (w) delete (d) 

X 

X 

move (m) 

X 

X 

I if &{(!,!?, 13. (911 

\ 

*!-+.•»».-) 
»&l) 

Figure 1. Context lattice for the role 'I'l 

Table 2. Context for role $2 

file 1 (fl) 
file 2 (12) 
file 4(0) 
file5(f5) 
file 7 (H) 

read (r) 

X 

X 

X 

copy (c) 
X 

X 

X 

write (w) 

X 

X 

X 

delete (d) 

X 

X 

move (m) 

X 

X 

Table 3. Context for role #* 

file 1 (fl) 
file 2 (12) 
file 3 (f3) 
file 4 (f4) 
file 5 (f5) 
file 6 (f6) 
file 7 (f7) 

read (r) 
X 

X 

X 

X 

X 

X 

:opy (c) 

X 

X 

X 

X 

write (w) 

X 

X 

X 

delete (d) 

X 

X 

X 

move (m) 

X 

X 

X 

X 
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y '< 

\ 
»*!'« , \ i&iH,4 X/ »*i'*''̂ 5 

s X' 

/ 

»l«(J,m,i} /»l=t!.m.r,«} 

Figure 2. Context lattice for the role $2 

A role is given to a user after authentication, defines authorization on a 
resource, defines operational rights and responsibilities of a user on a resource, 
and is a dynamic attribute of a user operating on a resource. Roles conflicts 
appear when a user simultaneously has both a higher ranked role and lower 
ranked roles on a resource. In such a case, the use will get the role with the 
least rank, and, therefore receives minimum pemiission on that resource. Role 
data in a service provider organization contains references to external group 
data from client organizations. 

EXAMPLE 6 let ^^^^ = { f i ! S , o g 3 , o ( : 5 , , o | : J j he a defined role at 

(or:g2) and a user ip £ Sl„" j also belongs to $OTO2- Then the adminis

tration for each group in {f̂ ory4î OT33î oTg^^ ^^ '^^"^ locally at the 

corresponding organizations (orgi, orgS, org2, oxgl), while the admin

istration for $o™2 '^ done by the resource owner (oTg2). A permission AJ,™2 

defines a right of the role ^^[^L on a resource T^"'2-

A number of caveats exist that should be considered under implementation. 
Some of the more important are that: 

• a Web-browser must support cookies. 
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X / »EKt!.f!,f3.f4.«,f8,f7} 

^ • ^ 

.y 
.X I \ . 

\ 

/ t&lft. \X 14, f5, f8, l?| i( &ffa, i3. t5,«},/» F= ••••••• •' '^ / I &p,«, ffl, f7j 
/ ' V - . X V 7 .-• -x / \ 

• \ / ^ 

/ > < . / V 

\ \ 
,8 ? ,S '8 

Sf&fH.fS.f?}''/ »&;«,».«?] |E={fJJ5,ftJ '7|&ff3.m 
/l^mi^A 

Y^± \ y^Kl X. \ \ 
'J2 

\ / \ ! / / 
\ / \\/ / 
«• •14 / 

Figure i. Context lattice for the role $* 
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• a Web-browser must not change its IP address, i.e., behind an Internet 
service provider that rotates client IP addresses, 

• an XML-RPC port must be allowed to pass through a firewall, and 

• a Web-browser must be able to do redirection. 

4. Conclusion 

In this paper we propose a model that simplifies user management in co
operating educational organizations by creating a group for each role. Orga
nizations share their user and group data with each other through a common 
communication mechanism using SOAP. 

Arranging users into groups and roles makes it easier to grant or deny per
missions to many users at once. We argue that our model may be used across 
organizations, based on the group structure and independent collaborative ad
ministration; and in the future, because it provides a high level of flexibility 
and usability. 
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Abstract: The process of disguising a plaintext into ciphertext is called encryption and 
back into plaintext is called decryption. A cryptographic algorithm, is also 
called a cipher, is the mathematical flinction used for encryption and 
decryption. Many algorithms are available for this puipose. Triple DBS is such 
an algorithm. Encryption using triple DES is possible in two different ways; 
they are triple DES with two keys and triple DES with three different keys. 
Cryptanalysis can be used to recover the plaintext of a message from the 
ciphertext without access to or knowing the key. Exhaustive key search 
remains the most practical and efficient attack on Triple DES with two keys. 
The principles of quantum mechanics can be used to build and analyze a 
quantum computer and its algorithms. Quantum searching is one such 
algorithm. The key search in Triple DES with two keys is possible using 
quantum search algorithm, which is more efficient compare to any other 
methods. In this paper we are presenting how quantum search can be used to 
crack Triple DES with two keys searching for a key. 
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1. INTRODUCTION 

1.1 Quantum computation 

Quantum Computation is the field of study, which focused on developing 
computer technology based on the principles of quantum theory. The aim of 
this paragraph is to make computer scientists to go thi-ough the barriers that 
separate quantum computing from conventional computing. We have 
introduced the basic principles of quantum computing and tried to 
implement it in applications like key searching for cracking cryptographic 
algorithms like DBS, Double DBS and 3DES. It is important for the 
computer science community to understand these new developments since 
they may radically change the way we think about computation, 
programming, and complexity [1]. The basic variable used in quantum 
computing is a qubit, represented as a vector in a two dimensional complex 
Hilbert space where | 0> and | 1> form a basis in the space. The difference 
between qubits and bits is that a qubit can be in a state other than | 0> or 
I 1> whereas a bit has only one state, either 0 or 1. It is also possible to form 
linear combination of states, often called superposition. The state of a qubit 
can be described by 

I \|/> = a | 0 > + B | l> (1) 

The numbers a and 6 are complex numbers. The special states | 0> and 
I 1> are Icnown as computational basis states. We can examine a bit to 
determine whether it is in the state 0 or 1 but we cannot directly examine a 
qubit to determine its quantum state, that is values of a and B. Wlien we 
measure a qubit we get either the result 0, with probability | a | ^ or the 
result 1, with probability | 6 | ^ where | a | ^ + | 6 | ^ = 1 , since the 
probabilities must sum to one. Consider the case of two qubits. In two 
classical bits there would be four possible states, 00, 01, 10 and 11. 
Correspondingly, a two qubit system has four computational basis states 
denoted | 00>, | 0I>, | 10> and | 11>. A pair of qubits can also exist in a 
superposition of these four states, so the quantum state of two qubits 
involves associating a complex coefficient, sometimes called amplitude, 
with each computational basis state, which is given as 

I \|/>=a()o I 00>+aoi I 01>+ai() I 10>+aii I 11> (2) 
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The logic that can be implemented with qubits is quite distinct from 
Boolean logic, and this is what has made quantum computing exciting by 
opening new possibilities [8]. 

1.2 Quantum algorithms 

Quantum algorithms are based on the principles of quantum mechanics. 
They are different from classical computing in two specific features; 
superposition and entanglement. Superposition can transfer the complexity 
of the problem from a large number of sequential steps to a large number of 
coherently superposed quantum states. Entanglement is used to create 
complicated correlation's that permit the desired interference. 

A typical quantum algorithm starts with a highly superposed state, builds 
up entanglement, and then eliminates the undesired components providing 
compact results. In classical systems, the time taken to do certain 
computations can be decreased by using parallel processors. To achieve an 
exponential decrease in time, it requires an exponential increase in the 
number of processors, and hence an exponential increase in the amount of 
physical space. However, in quantum systems the amount of parallelism 
increases exponentially with the size of the system. Thus, an exponential 
increase in parallelism requires only a linear increase in the amount of 
physical space. This property is called quantum parallelism [8][2][5]. 

Suppose we are given a map containing many cities, and wish to 
determine the shortest route passing through all the cities on the map. A 
simple algorithm to find this route is to search all possible routes tlirough the 
cities, keeping a running record of which route has the shortest length. On a 
classical computer, if there are N possible routes, it takes 0(N) operations to 
determine the shortest route using this method. But quantum search 
algorithm enables this search method to be sped up substantially, requiring 
only 0(V(N)) operations. 

The quantum search algorithm is general in the sense that it can be 
applied far beyond the route finding example just described to speed up 
many (though not all) classical algorithms that use search heuristics. Thus 
given a search space of size N, and no prior knowledge about the structure of 
information in it, if we want to find an element in search space satisfying a 
known property, then this problem requires approximately N operations, but 
the quantum search algorithm allows it to be solved using approximately 
•V(N) operations[8][5]. 
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2. TRIPLE DES 

The Data Encryption Standard (DES) is a widely-used algorithm for 
encrypting data. It was developed by IBM under the name Lucifer. DES is a 
product block encryption algorithm (a cipher) in which 16 iterations, or 
rounds, of the substitution and transposition (permutation) process are 
cascaded. The block size is 64 bits, so that a 64-bit block of data (plaintext) 
can be encrypted into a 64-bit ciphertext. The key, which controls the 
transformation, also consists of 64 bits. Only 56 bits of these, however, are at 
the user's disposal; the remaining eight bits are used for checking parity. The 
actual key length used for encryption is therefore 56 bits. The same key is 
used for decryption [12]. DES is vulnerable to bmte force attack, where key 
space can be searched for possible key to decrypt the message. Alternative is 
double DES. This scheme apparently involves a key length of 56 x 2 = 112 
bits, resulting in a dramatic increase in cryptographic strength. Brute-force 
requires an exhaustive search of 2"'̂  keys [12]. But this can be attacked by 
means of an algorithm Icnown as meet-in-the middle attack. 

The key which is used for encryption of the plaintext in DES and Double 
DES can also be found by means of using quantum search algorithm, 
sometimes called Grover's search algorithm. The algorithm enables search 
method to be sped up substantially requiring only O (V(N)) operations. 

An obvious counter to these attacks is to use tltree stages of encryption 
with tliree different keys. This raises the cost of brute-force attack to 2'*** 
keys, because it requires a key length of 56 x 3 = 168 bits. This also raises 
the known plain-text attack to 2"^ keys. 

Encryption using triple DES is possible in two different ways; they are 
triple DES with two keys and triple DES with three different keys. 

2.1 Triple DES with two Keys 

This method was proposed by Tuchman that uses only two keys. The 
method follows an encrypt-decrypt-encrypt (EDE) sequence as shown in the 
following figure 1. [3]. 

|Ki |K2 |K3 

-4 N r—•—^ r—r-

Figure I. Triple DES with two Keys 

The method operates on a block three times with two keys, with the first 
key, then with the second key, and finally with the first key again. That 
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means the sender first encrypt with the first key, then decrypt with the 
second key, and finally encrypt with the first key. The receiver decrypts with 
the first key, then encrypts with the second key, and finally decrypts with the 
first key. 

C = EKi(DK2(EKl(P))) 
P = D K I ( E K 2 ( D K , ( C ) ) ) 

The triple encryption with two keys is susceptible to chosen-plaintext 
attack and known-plaintext attack. 

The chosen-plaintext attack requires an enormous amount of chosen-
plaintext to mount. It requires 2" time and memory (where n is the length of 
the key), and 2'" chosen- plaintexts. It is not very practical, but it becomes a 
weakness. 

The known-plaintext attack, requires p known plaintexts, and assumes 
encryption is made using EDE (encrypt-decrypt-encrypt) mode. The 
algorithm for this is given by P.C. Van Oorschot and M.J. Wiener [3] [9]. 

3. THE PROPOSED METHOD USING QUANTUM 
SEARCH 

The keys that are used for encryption of the plaintext in triple 
encryption with two keys can be found by means of using quantum search 
algorithm, sometimes called Grover ' s search algorithm. The algorithm 
enables search method to be sped up substantially requiring only O (V(N)) 
operations. The algorithm for this is as follows. 

K) K-? K3 

E — • D —> E 

Figure 2. EDE mode. 

1. We need to guess the first intermediate value, x (figure 2) 
2. Then store, for each of the 256 possible Kl, the second intermediate 
value, y, when the first intermediate value is x, using known plaintext: 

y = DK,(C) 
Where C is the resulting ciphertext from a known plaintext. 
(Resulting values need not be sorted, because quantum search works onto 

nonordered values) 
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Table I. Table of intermediate values and key 

y_ K, 

3. Quantum search the table 1, for each of the 256 possible K2, elements 
with a matching second intermediate value, y: 

y = EK2(X) 
If there is a match, then the corresponding key Ki from table and the 

current value of K2 are candidate values for the unknov/n keys (Ki, K2). 
(Search is possible with O (V(2'̂ ')) for each K2) 

4. The probability of success is p/m, where p is the number of laiown 
plaintexts and m is the block size. If there is no match, try another x and start 
again from step 1. 

This algorithm reduces the number of searches required for the keys. 
The keys can be found with only (̂2" '̂) searches with the best case, and 

2K2 * ^̂ 2^1) with the worst case. On an average l^'^ll * A/(2'*') searches are 
required for finding the keys K| and K2, 

THE TIME AND SPACE ANALYSIS 

In this section, we briefly summarize the running time and amount of 
memory required considering the algorithm given by P.C. Van Oorschot 
and M.J. Wiener [9] and our proposed algorithm. 

There are three different cases arises for time and space analysis. 
Case 1: The resulting values produced in step 2 will be stored onto a 

table, and the table need not be sorted. If this table is searched in step 3, the 
time required for a match is the order of 2̂*̂  at the worst case. 

Case 2: The resulting values produced in step 2 will be stored onto a 
table, and the table is sorted. If this table is searched in step 3, the time 
required for a match is the order of O (log2 2̂*" *'. Here we have to consider 
the time required for sorting the table. 

Case 3: The resulting values produced in step 2 will be stored onto a 
table, and the table need not be sorted. If this table is searched in step 3, the 
time required for a match is the order of O (̂ (2'̂ *)) (quantum search works 
onto nonordered values). 

The space required to store resulting values in case 1 and case 2 are of 
the order of 2"̂  i.e., 0(2''''). 
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The space required to store the resulting values in case 3 is difficult to 
specify, because quantum search works on quantum computers and it uses 
concept of superposition and quantum parallelism. 

PERFORMANCE ANALYSIS BY SIMULATION. 

Table 2. Comparison between Linear and Quantum search 
No of Keys 

256 
512 
1024 
2048 
4096 
8192 
16384 
32768 
65536 
131072 
262144 
524288 
1048576 

Linear search 
(Non ordered values) 
128 
256 
512 
1024 
2048 
4096 
8192 
16384 
32768 
65536 
131072 
262144 
524288 

Quantum search 
(Non ordered values) 
16 
22 
32 
45 
64 
90 
128 
181 
256 
362 
512 
724 
1024 
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Here the table 2 gives the comparison between use Hnear search and 
quantum search for key searching. We are not comparing binary search since 
it needs values are to be sorted before searching, and sorting takes 
considerable amount of time. The graph shows how quantum search out 
performs the linear search. 

6. CONCLUSION 

In this paper, we studied and analyzed quantum search algorithm based 
on quantum mechanics, by applying to a laiown-plaintext attack on two-key 
triple encryption. This algorithm works on unsorted list (step 2 of the 
algorithm), and provides a quadratic speed-up and the desired item is located 
with O (V(2'̂ ')) queries (step 3 of the algorithm) with the best case. 
Theoretically it can be concluded that quantum search algorithm provide fast 
results by taking the help of quantum mechanics concepts like quantum 
parallelism and superposition. Quantum computing is a field in its infancy. 
When quantum computing was first systematically investigated, the main 
fear was that the natural world would not be able to realize any accuracy. 
These early concerns are now being overshadowed by the greater 
accomplishments in quantum computing. The consensus is that triple 
encryption with two keys, when used properly, is still secure. But a known-
plaintext attack becomes easy looking at the research in quantum 
computation. 
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Abstract: In number of Internet applications we need to search for objects to down load 
them. This includes peer-to-peer (P2P) file sharing, grid computing and 
content distribution networks. Here the single object will be searched tor in 
multiple servers. There are many searching algorithms existing today for this 
purpose and uses the concept of classical physics and classical algorithms. The 
principles of quantum mechanics can be used to build and analyze a quantum 
computer and its algorithms. Quantum searching is one such algorithm. In this 
paper we are proposing a search method based on quantum physics and 
quantum algorithms. 

Keywords: Quantum mechanics, Quantum algorithm, qubits, Quantum search, linear search, 
object. 

INTRODUCTION 

1.1 Quantum computation 

Quantum Computation is the field of study, which focused on developing 
computer technology based on the principles of quantum theory. The aim of 
this paragraph is to make computer scientists to go through the barriers that 
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separate quantum computing from conventional computing. We have 
introduced the basic principles of quantum computing. It is important for the 
computer science community to understand these new developments since 
they may radically change the way we think about computation, 
programming, and complexity [1], The basic variable used in quantum 
computing is a qubit, represented as a vector in a two dimensional complex 
Hilbert space where | 0> and | 1> form a basis in the space. The difference 
between qubits and bits is that a qubit can be in a state other than | 0> or 
I 1> whereas a bit has only one state, either 0 or 1. It is also possible to 
form linear combination of states, often called superposition. The state of a 
qubit can be described by 

I ii/> = a |0>+B| l> (1) 

The numbers a and 13 are complex numbers. The special states | 0> and 
I 1> are known as computational basis states. We can examine a bit to 

determine whether it is in the state 0 or 1 but we camrot directly examine a 
qubit to determine its quantum state, that is values of a and 6. Wlien we 
measure a qubit we get either the result 0, with probability | a | ^ or the 
result 1, with probability I (̂  I Ĵ where | a | "+ |l3| ^ = 1 , since the 
probabilities must sum to one. Consider the case of two qubits. In two 
classical bits there would be four possible states, 00, 01, 10 and 11. 
Correspondingly, a two qubit system has four computational basis states 
denoted | 00>, | 01>, | 10> and | 11>. A pair of qubits can also exist in a 
superposition of these four states, which is given as 

I \f> = «oo I 00> + ao, |01> + aio| 10> + aii | 11> (2) 

The logic that can be implemented with qubits [6]. 

1.2 Quantum algorithms 

Quantum algorithms are based on the principles of quantum mechanics. 
They are different from classical computing in two specific features: 
superposition and entanglement. Superposition can transfer the complexity 
of the problem from a large number of sequential steps to a large number of 
coherently superposed quantum states. Entanglement is used to create 
complicated correlation's that permit the desired interference. 

A typical quantum algorithm starts with a highly superposed state, builds 
up entanglement, and then eliminates the undesired components providing 
compact results. In classical systems, the time taken to do certain 
computations can be decreased by using parallel processors. To achieve an 
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exponential decrease in time, it requires an exponential increase in the 
number of processors, and hence an exponential increase in the amount of 
physical space. However, in quantum systems the amount of parallelism 
increases exponentially with the size of the system. Thus, an exponential 
increase in parallelism requires only a linear increase in the amount of 
physical space. This property is called quantum parallelism [6][2][5]. 

For example Traveling salesman problem can be solved with O (V(N)) 
operations using quantum algorithm, which requires 0(N) operations in 
classical algorithm. 

The quantum search algorithm is general in the sense that it can be 
applied far beyond the route finding example just described to speed up 
many (though not all) classical algorithms that use search heuristics. Thus 
given a search space of size N, and no prior knowledge about the structure of 
information in it, if we want to find an element in search space satisfying a 
known property, then this problem requires approximately N operations, but 
the quantum search algorithm allows it to be solved using approximately 
V(N) operations [5][6]. 

2. PEER-TO-PEER NETWORKS 

Efficiently looking for a single object in multiple servers is fondamental 
to many emerging applications on the Internet. For example, in peer-to-peer 
(P2P) file sharing a single file is searched for in multiple "servent" nodes 
that act as servers. A servent is a node in a P2P network having both server 
and client capabilities. An efficient search for the object returns with the 
location of the searched object quickly and with a low cost. Cost can be 
measured as the total server utilization per search [4]. 

One of the methods for an efficient search is to maintain a centralized 
directory of all objects. A centralized directory is the approach Napster [4] 
used for P2P file sharing in the Internet. However, for reasons of robustness 
distributed solutions are also typically sought. 

Another and simple approach is a fiilly distributed search based on a 
broadcast search. Here the search query is broadcasted to all servers. 
Gnutella uses this broadcast approach in an overlay network on the Internet. 
The time to find an object is small, however the cost is significant - all 
Gnutella servents are queried independently of the likelihood of (the servent) 
having the searched object. It has been shown that broadcast based search 
does not scale well for systems with many servers [8]. As the number of 
servers, Â , in a system increases linearly, the load on each server increases 
exponentially. Currently, at least 25% of the traffic in the Internet is P2P file 
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query related [4]. Thus, to reduce load on P2P nodes and reduce traffic in the 
Internet new ideas in searching in P2P networks are needed [4]. 

xxxxx 
xxxxx 
xxxxx 

latemet with P2P overlay 

Figure 1. PIP network with stored objects 

Here X means shared object. Node (1) is for sending queries. Node (4) 
has the most objects stored. Nodes (2) and (3) are also stored with some 
objects. Nodes (1) and (5) are free riders 

Characterization of P2P networks has shown that connectivity of servents 
to other servents follows a power law where very few servents are high 
degree and the majority of servents are low degree [9]. File sharing also 
follows a power-law where few servents contain the majority of files shared 
(and many servents may share no files at all and are so called "free riders") 
[4]. These Characterizations clearly show that connectivity and file 
distribution between servents are not uniformly distributed. Hence exploiting 
these characteristics can result in greater search efficiency. 

3. THE QUANTUM SEARCH METHOD 

In this section we show that how quantum search is possible looking for a 
single object. We develop a quantum search method for finding objects. The 
quantum search method exploits superposition and quantum parallelism and 
a non-ordered distribution of objects in nodes to achieve an efficient search 
in terms of search time and cost. Figure. 1 shows a P2P network with 
multiple servents that stores the objects. 

The object required can be obtained in three different methods. They are 
1. Centralized directory of all objects 
2. Centralized directory of all objects along with server names. 
3. The directory of objects in various servers. 

In the first method the server contains a directory of all objects. This 
directory is searched for required object, if found can be downloaded. The 
quei7 for this purpose directly searches this directory. The object names 



Intelligent Information Processing III 183 

stored in this directory could be an unordered list. The quantum search 
works onto an unordered list efficiently, by searching for the object in the 
order of V(N), where N is the number of objects in the server. 

Here linear search on the directory is possible, because the directory with 
object names is an unordered list (other searching methods requires object 
names to be stored in some order, for example binary search requires list 
must be sorted in ascending order). The linear search takes O (N) steps to 
search for an object at the worst case and 0(N/2) in an average . Therefore 
quantum search is better than the linear search, and object can be added the 
server and object names can be added to the directory without sorting. 

The objects can be searched with only V(N) steps rather than 0(N/2) 
steps with a single query. 

This method suffers with scalability, where it requires more space to 
store objects and the number of entries to the directory increases with more 
number of objects. 

The second method, again the server contains a directory of all objects, 
but the difference is each entry in the directory contains two columns with 
entries (object name, server name). The first query is made to the server with 
object name required, if found, will give the server name, where exactly the 
object is available. Now another query can be sent directly to the server, 
where the object is present, quantum search for it, and can be downloaded. 

The required object can be searched with two queries with V(N) steps in 
each query, rather than 0(N) steps. 

This method also overcomes the problem of scalability, where objects 
can be added to the servers in the second level, along with an entry to the 
directory in the server which maintains the centralized directory of all 
objects. The cost here is it requires two queries to search for an object. 

In the last method the directory of objects along with objects are 
maintained in various servers. The query with desired object is broadcasted 
to all servers. Quantum search of each directory in each server is carried out 
independently and simultaneously. The server which contains the desired 
object responds after quantum searching its directory. 

The required object can be searched with only one query with O (V(N)) 
steps, rather than O (N) steps. 

This method further overcomes the problem of scalability, where more 
servers can be added to the network. When an object is added to the server, 
the entry for this object should be made only in the directory of the 
respective server 
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4. ALGORITHMS FOR THESE METHODS 

The algorithms for searching for an object using the above tluee methods 
are as follows. 

Method 1: 

Figure 2. Directory with object names 
Step 1; Send a query to the server, which maintains the centralized 

directory of all objects (Figure 2). 
Step 2: Quantum search the directory 
Step 3: If the object is found in the server then download the object. 

Method 2: 
Object name Server name 

Figure 3. Directory with object and server names 
Step 1: Send a query to the server, in the first level, which maintains the 

centralized directory of all objects (Figure 3). 
Step 2: Quantum search the directory 
Step 3: If object is found, obtain the server name where it is available 
Step 4; Send query again to the server name obtained in step 3 
Step 4; If the object is found in the server then download the object. 

Method 3: 
Server 

Server 2 

Server N 

Figure 4. Directory with object names hi each of the N servers 
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Step 1: Broadcast a query to all N servers. 
Step 2: Quantum search the directory in each server independently and 

simultaneously (Figure 4). 
Step 3: If the object is found, then download the object from the 

respective server. 

5 PERFORMANCE EVALUATION OF QUANTUM 
SEARCH 

Table /.Comparison between Linear and Quantum Search 
Number of 
Objects(N) 
8 
16 
32 
64 
128 
256 
512 
1024 

Linear Search 
(Unordered list) 
4 
8 
16 
32 
64 
128 
256 
512 

Quantum Search 
(Unordered list) 
3 
4 
6 
8 
11 
16 
22 
32 
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Here the table 1 gives the comparison between use of linear search and 
quantum search for searching the objects. The graph shows how quantum 
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search out performs the Hnear search, searching in an unordered list of 
objects. 

Method 1 requires single query with V(N) steps, to find an object. 
Method 2 requires two queries with V(N) steps for each query, to find 

an object 
Method 3 requires a broadcasted query with V(N) steps to find an 

object 

6. CONCLUSION 

In this paper, we studied and analyzed quantum search algorithm 
based on quantum mechanics, by applying to multiple-server peer-to-peer 
networks searching for an object. This algorithm works on unsorted list of 
objects, and provides a quadratic speed-up and the desired object is located 
with 0(V(N)) steps with the best case. Theoretically it can be concluded that 
quantum search algorithm provide fast results by taking the help of quantum 
mechanics concepts like quantum parallelism and superposition. The 
consensus is that looking at the research in quantum computation and 
quantum information, quantum search could supplement the classical search 
problems. 
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Abstract 
The goal of this paper is to develop a theoretical framework for efficient 

assessment of learners' understanding of carefully chosen terms and concepts. 
The model is based on the theory of knowledge spaces and lattices of convex 
geometries. The structure of the latter is used to select only knowledge states 
that imply understanding of key ideas and minimize the effect of lucky guesses 
while determining learner's knowledge. 

Keywords: Knowledge, lattices 

Introduction 
Assessing the initial knowledge of a student and updating this assessment 

as the student progresses through a course is an important part of an intelligent 
tutoring system, A framework for representing and measuring students' knowl
edge is developed in [7]. The key concepts in the theory of knowledge spaces 
are the knowledge state - a subset of problems that an individual is capable of 
solving correctly, and the knowledge structure - a distinguished collection of 
knowledge states [10]. 

Establishing the knowledge state of a student in a subject may be require a 
long sequence of questions. Therefore it might not be very effective for provid
ing immediate help to the student while he/she is working on a particular part 
of the cuixiculum. In this paper we propose a model for automated assessment 
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of learner's understanding of comparatively small units that are considered to 
be fundamental in a subject. The model is based on knowledge spaces and 
lattices of convex geometries. 

Systems like 'Assessment and LEaming in Knowledge Spaces' (ALEKS) 
[16] and Relational Adaptive Tutoring Hypertext (RATH) [17] aim at estab
lishing the knowledge state of each student in a certain knowledge domain and 
then provide further guidance and personalized help. 

This model differs from existing systems in the following: 

• it is based on multiple choice tests, 

• can assess high level thinking, 

• rewards partial knowledge, 

• does not apply coefficients for guessing correction, and 

• knowledge states are arranged in meet-distributive lattices and student's 
understanding of an atom is found satisfactory if his/her response be
longs to a sublattice of a lattice of the convex geometries on the set of 
related atoms. 

Tests are designed to assess critical thinking applying Bloom's Taxonomy 
[2]. Such tests contain stems asking students to identify the correct outcome of 
a given circumstance, map the relationship between two items into a different 
context, respond to what is missing or needs to be changed within a provided 
scenario, and evaluate the proposed solution based upon criteria provided. 

The rest of the paper is organized as follows. Related work is listed in 
Section 1. Selected theory used for the model development is presented in 
Section 2. The model description can be found in Section 3. The paper ends 
with a conclusion placed in Section 4. 

1. Related Work 
A model for student knowledge diagnosis through adaptive testing is pre

sented in [13]. Permutational multiple choice question tests have been used 
for assessing high-level thinking [11], Students' conceptual thinking can be 
assessed by presenting them with tests where all the con'ect answers should be 
chosen and/or answers require integration of several components or approaches 
[3] and [11], 

The use of formula in a spreadsheet to convert the raw assessment marks 
into marks or grades corrected for guessing or additionally allowing for the 
maximum expected mark is demonstrated in [14]. 

An excellent introduction to ordered sets and lattices and to their contempo
rary applications can be found in [5]. 
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Subsets of relevent examination questions and certain skills from a branch of 
knowledge are listed as examples of knowledge states in [8]. They are followed 
by an important remark that not all possible subsets of such items turn out to 
be knowledge states. 

ALEKS [16] is based on mathematical cognitive science and involves com
puter algorithms while constructing specific knowledge structures. Markovian 
procedures are further employed for analyzing of a particular student's knowl
edge. 

RATH [17] combines mathematical hypertext model and knowledge space 
theory and is focused on teaching. 

2. Preliminaries 
Let Q be a finite set. A family /C of subsets of Q is a knowledge space on Q 

[7] if 
i) the empty set and the total set Q are members of the family IC, and 
ii) the family /C is closed under union. 

An atom at item q in knowledge space theory is a minimal knowledge state 
containing q. A state is called an atom if it is an atom at q for some item q. 

A base for a knowledge structure (Q, K,) is a minimal family A of states 
spanning K, ('minimal' with respect to set inclusion, i.e. if J^ C A is, any 
family of states spanning /C, then T = A). 

A closure system on a finite set M is a set J^ of subsets of M such that 
l ) M e J ^ a n d 

A knowledge space is a closure system [7]. A closure system on set M is 
convex geometry if it satisfies the following properties: 

• the empty set is closed 

• for eveiy closed set Mi 7̂  M there exists m ^ Mi such that Mi + m is 
a closed set. 

A lattice is a partially ordered set, closed under least upper and greatest lower 
bounds. The least upper bound of x and y is called the join of x and y, and is 
sometimes written as x + y; the greatest lower bound is called the meet and is 
sometimes written as xy. 

X is a sublattice of F if y is a lattice, X is a subset of Y and X is a lattice 
with the same join and meet operations as Y. A lattice L is meet-distributive 
if for each y E L, if x e L is the meet of (all the) elements covered by y, then 
the interval [x; y] is a boolean algebra. 

Convex geometries are closure systems which satisfy anti-exchange prop
erty, and they are known as dual of antimatroids. The set of closed sets of a 
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Figure !. The two lattices N5 and M3 

ab ac be 

Figure 2. Rule 1 - one basic question from B and two related questions from 7?. 

convex geometry, fonti a lattice when ordered by set inclusion. Such lattices 
are precisely the meet- distributive lattices. 

T H E O R E M 1 fSJ Let L be a lattice. 
i) L is non-modular if and only ifL has a sublattice isomorphic to N^. 
ii) L is non-distributive if and only ifL has a sublattice isomorphic to Nr^ or 
Ms. 

3. A Unit Followed by Six Questions 
After going through a larger unit in a subject, a student is suggested to take 

a test with six questions. Three of the questions consider understanding of new 
terms or applying new skills, and are denoted by {a, b, c} — B. The other three 
are denoted by {ab, ac, be} = IZ and indicate student's ability to apply both a 
and 6 at the same time (denoted ab), both a and c at the same time (denoted ac) 
and both b and c at the same time (denoted be). For the sake of presentation 
simplicity we do not involve more questions. Further more we assume that 
a student has sufficient knowledge and understanding of a question if he/she 
gives correct answers to: 

• one basic question from the set B, say c and the two related to c questions 
from the set TZ, i.e. ac, be (see Fig. 2), or 
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a b 

191 

ac b e 

Figure 3. Rule 2 - two basic questions from B and the related question from TZ 

Table J. Correct answer combinations leading to a reduced test in a consecutive trial in the 
case of six questions 

Correctly answered questions 
in a current test 

a 
• 

• 
• 

• 
• 
• 

• 
• 
• 
• 

b 

• 

• 

• 
• 

» 
• 

• 
• 
• 

c 

• 

ab 
• 
• 

• 

• 
• 

• 
• 

• 
• 

ac 
• 

• 

• 
0 

• 
• 
• 

• 

be 

Questions to be excluded in 
a consecutive trial 

a 
b 
c 
ab 
ac 
be 

a, ab 
b, ab 
a, ac 
b,bc 
c, be 
c, ac 

a, ab, ac 
b, ab, be 
c, ac, be 

• two basic question from the set B, say a, b and the related to a and b 
question from the set TZ, i.e. ab (see Fig. 3). 

In other words we want to filter out all answer combinations that do not 
contain basic questions and the related to them questions, f. ex. a, b, ac in 
Fig. 4. The lattice in Fig. 4 is a Ms lattice from Theorem 1. 

Insted of applying one of the numerous ways of penalizing students for 
guessing we apply the mles illustrated in Fig. 2 and Fig. 3. The outcome is 
listed in Table 1 and has a graphical representation shown by Fig. 5. 

Case 1: 
If a student can answer correctly to less than three questions or to exactly three 
questions from either B or 7?., the system will present him/her with selected 
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Figure 4. A modular lattice which is not distributive 

learning materials (theory and examples). Next time the student takes the same 
test he/she will be presented with six similar questions but developed by an
other course builder. 

Case 2: 
Suppose a student answers correctly to questions c, ac, be, (see Fig. 6). This 
answer combination indicates mastering question c and makes no assumptions 
about other questions. The student will then be advised to work with selected 
learning materials (theory and examples) concerning questions a and 6. Next 
time the student takes the same test he/she will be presented with five ques
tions a, c, ab, ac, be again developed by another course builder. If the student 
answers correctly to all of them, the process of questioning is terminated. If the 
students fails to give correct answers to some of the questions a, 6, a6, ac, be 
then procedures similar to the following cases will be applied. 

Case 3: 
Suppose a student answers correctly to questions b, c, be (see Fig. 7). This an
swer combination indicates mastering question be and makes no assumptions 
about other questions. The student will then be advised to work with selected 
learning materials (theory and examples) concerning questions a, b and c. Next 
time the student takes the same test he/she will be presented with five questions 
a, b, c, ab, ac again developed by another course builder. If the student answers 
correctly to all of them the process of questioning is terminated. If the students 
fails to give correct answers to some of the questions a, 6, c, ab, ac then proce
dures similar to the following cases will be applied. 
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c,ab,ac j Ub,ab,ac j L,ab,bc J lb,c,al),bc ) (M,ac.bc j fa,c,ac,bc 

Figure 5. The sublattice of the convex geometries on the basic set of questions a, 6, c 

Implies understanding 

of 

question c 

Basic questions Related questions 

Figure 6. Correct answers to questions c, ac. be 
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Implies understanding 

of 

question be 

Basic questions Related questic 

Figure 7. Correct answers to questions b, c, be 
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of 

questions a, afa 
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Figure 8. Correct answers to questions a, h, ab, ac 

Case 4: 
Suppose a student answers correctly to questions a, 6, ab, ac (see Fig. 8). This 
answer combination indicates mastering questions a and ab and makes no as
sumptions about other questions. The student will then be advised to work 
with selected learning materials (theory and examples) concerning questions b 
and c. In this case we still repeat question b since by not answering correctly to 
question be the student might have a problem applying knowledge from ques
tion b to other domains. Next time the student takes the same test he/she will 
be presented with four questions 6, c, ac, be again developed by another course 
builder. If the student answers correctly to all of them the process of ques
tioning is terminated. If the students fails to give correct answers to some of 
the questions 5, c, ac, be then procedures similar to the following case will be 
applied. 

Case 5; 
Suppose a student answers correctly to questions a, b, c, ab, be (see Fig. 9). 
This answer combination indicates mastering questions 6, ab and be and makes 
no assumptions about other domains. The student will then be advised to work 
with selected learning materials (theory and examples) concerning questions a 
and c. In this case we still repeat questions a, c since by not answering cor-
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Figure 9. Correct answers to questions a, 6, c, ab, be 

rectly to question ac the student might have a problem applying knowledge 
from questions a, c to other arias. Next time the student takes the same test 
he/she will be presented with three questions a,c,ac again developed by an
other course builder. If the student answers correctly to all of them the process 
of questioning is terminated. If the students fails to give correct answers to 
some of the questions a, c, ac then a similar procedure will be applied. 

4. Conclusion 
A theoretical framework for efficient assessment of learners' understanding 

of carefully chosen tenns and concepts is presented. The model is based on the 
theory of knowledge spaces and lattices of convex geometries. 
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A NEW CLUSTER MERGING ALGORITHM OF SUFFIX 
TREE CLUSTERING 

Jianhua Wang, Ruixu Li 
Computer Science Department, Yantai University, Yantai, Shandong, China 

Abstract: Document clustering methods can be used to structure large sets of text or hypertext documents. 
Suffix Tree Clustering has been proved to be a good approach for documents clustering. However, 
the cluster merging algorithm ol'Suftlx Tree Clustering is based on the overlap of their document 
sets, which totally ignore the similarity between the non-overlap parts oi'different clusters, in this 
paper, we introduce a novel cluster merging approach which wi!i combines the cosine similarity 
and overlap percentage. Using this method, we can get a better clustering result and a comparative 
small number of clusters. 

Key words: suffix tree clustering, cluster merging algorithm 

1. INTRODUCTION 

Document clustering has been studied intensively recently because of its wide 
applicability in areas such as web mining, search engines, information retrieval, and 
topological analysis. Clustering documents into groups can organize large bodies of text for 
efficient browsing and searching. A lot of different text clustering algorithms have been 
proposed in the literature, including Agglomerative Hierarchical Clustering (AHC) [5], 
Scatter/Gather [2] and K-Means [4]. 

Zamir and Etzioni presented a Suffix Tree Clustering(STC) algorithm on document 
clustering in[3]. STC is a linear time clustering algorithm that is based on a suffix tree which 
efficiently identifies sets of documents that share common phrases. STC treats a document as 
a string, making use of proximity information between words, at the same time, it is 
incremental and has an 0{n) time complexity. 

In Zamir and Etzioni's Suffix Tree Clustering algorithm, after the suffix tree construction, 
the overlap of the different clusters is calculated, and the clusters are merged if they have 
more than 50% overlap. This merging method is fast, however, it is too simple to yield the 
best merging result because it totally neglects the similarity between the non-overlap parts. 
Considering such situation: two different clusters have much related and similar documents, 
but none of the documents are contained in both clusters, that is, no overlap between the two 
clusters. According to Zamir and Etzioni's merging algorithm, the two clusters have no 
chance be merged. This obvious is not a good choice because we actually hope the two 
clusters can be merged due to their much related documents. Another problem is this simple 
merging algorithm can result in too many clusters, usually hundreds even thousands of 
clusters, with only a small amount of documents in each of it. This really frustrates the 
browsers to locate the desired information. 

In this paper, we present a novel approach which introduces the well-known cosine 
similarity algorithm into the cluster merging process. In our algorithm, the similarity of the 
two clusters is not only decided by the overiap of their documents, but also by the similarity 
of the non-overlap parts. This is quite natural, because the related and similar documents 
shs. also contribute to the similarity between two clusters. The following experiments show 
that this algorithm has more accuracy that the original one. The new algorithm also has 
another advantage: with adjusting to some parameters, we can control the number of final 
clusters we get. This is very useful in some cases. 

The rest of this paper is organized as follows. Section 2 briefly introduces Suffix Tree 
Clustering and its cluster merging algorithm. In section 3, we introduce our novel cluster 
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merging algorithm which combines the overlap percentage and cosine similarity. An 
experimental evaluation was conducted, and section 4 reports its major results. A 
summarization of the paper is presented in section 5. 

2. R E L A T E D W O R K S 

As a data structure, suffix tree has been studied a lot in information retrieval field [3], 
[13],[15]. A suffix tree is a trie data structure built over all the suffixes of the text. Each node 
of the suffix tree represents a group of documents and a phrase that is common to all of them. 
The label of the node represents the common phrase. In Zamir and Etzioni's paper[3], they 
found that using suffix tree to cluster web search results yielded better results than other 
clustering methods. STC algorithm has several steps: 

(1) Document Preprocessing, including stemming, html tags and stopwords filtering out. 
(2) Suffix Tree Construction. Construct a suffix tree for the document collections. 
(3) Cluster Merging. Merge similar clusters according to their similarity measure. 
(4) Clusters Ranking. Rank the cluster according to their relevance to the query. 
In the cluster merging step, Zamir and Etzioni defined a similarity measure between 

clusters based on the overlap of their document sets. The two clusters are merged only when 
they have enough overlap. Despite its simplicity and fastness, this method is not accurate 
enough to merge all related clusters. In this paper, we propose a new similarity measure 
algorithm which takes more factors into account. 

3. A NEW DOCUMENT CLUSTERING ALGORITHM 

Before constructing the suffix tree and getting the documents clusters for merging, a 
preprocessing step must be done. First, any non-textual information such as HTML-tags and 
punctuation is removed from the documents. Stopwords such as "I", "am", "and" are also 
removed. Second, All capitals in the documents are converted to lowercase. Then, the 
remaining words are stemmed by removing prefixes/suffixes and reducing plural to singular. 
Through the above preprocessing, we get rid of all noise and produce a cleaned document for 
further processing. 

The construction of a suffix tree can be viewed as the creation of an inverted index of 
phrases for the document collections. This process can be done in linear time with the size of 
the document set, and can be done incrementally as the documents are being read. At each 
node, after construction, we get a list of documents that correspond exactly to that particular 
node, as well as an index that allows us to locate phrases in the document. 

After construction of the suffix tree, we should merge the related clusters based on its 
similarity. In [3], Zamir and Etzioni defined a similarity measure between clusters based on 
the document overlap. Given the two base clusters 5,„ and B,„ with sizes \B„\ and \B„\ 
respectively, and \B„,nB„\ representing the number of documents common to both clusters. 
The two clusters are merged only when: 

l ^ - " ^ " l > 0 . 5 an, ' ^ - " ^ " ' > 0 . 5 0 ) 

There are two disadvantage of Equation 1: 
First, it is not suitable for two clusters when ( S,„ |/j B„ \ is too big or too small. Here is an 

example: B,„ contains 100 documents and Bn contains 10 documents, all of which are totally 
overlapped by the documents in B,„. That is, B„ is a subset of B„,. Obviously we should merge 
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B„ into B„,. But if we follow Equation 2, | B„f^Bn\/\ B,„ \ =0.1 <0.5, we cannot merge them 
together. 

Here, we employ a better equation to calculate the overlap of two different clusters. 

OverlapiB^, 5„) = ' ^ ' • ^ ^ ' ^ ' ' ' (2) 
Mm{\BJ,\BJ) 

Second, it neglects the similarity between the non-overlapped parts. Consider the flowing 
situation: There are several different but very similar and related documents located in two 
clusters, and no overlap between the two clusters. 

Due to all the documents in the two clusters are similar and related, we should merge them 
together. However, using the equation 1, they will never be merged because there is no 
overlap between them. That is, in Zamir and Etzioni's merging algorithm, only the same 
documents located in different clusters can contribute to the similarity measure. Similar but 
different documents cannot contribute anything to the merging decision. This is obvious 
inappropriate. 

To solve this problem, we introduce the well-known cosine similarity to the merging 
algorithm and employ the cosine similarity to evaluate the similarity between different 
clusters. Given B,„' = B„,- | B„,f]B„\ , B„' = B„ -j B,„C\B„ \ , the similarity between B,„' and 
B,; is: 

Sim(BJ,B„')= A " - ^ = I '•' — r = (3) 

Z < . N E < 

Where B,= fw,,, W2,j Wij) is the term frequency vector representation of cluster Bj and t 
is the total number of index term in the system. w,yis the weight of term k, in cluster/. We 
calculate w,, using the TFJDF algorithm. 

freq. N 
% = fii X Hf, = ~ - X log ~ (4) 

max freq, n. 

Where A'is the total number of clusters and «, is the number of clusters in which the index 
term k, appears, freqijis the number of times the term k, appears in the text of the cluster Bj. 
Maxfreqjis maximum frequency of all terms which are mentioned in the text of the cluster B,. 

Using this representation, we can calculate the similarity between the non-overlap parts of 
the two clusters based on the similarity of their term vectors. 

After we get the overlap of the two clusters from Equation 2 and the similarity of the 
non-overlap parts from Equation 3, we can calculate the overall normalized similarity of the 
two clusters: 

S,„,„ = a *Overlap(B„, B,J+(1-a)* Sim (B,„', B„') (5) 

And merge them only if: 

S,„.„ >k (6) 
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5,„' and B„' is the non-overlap parts of the Cluster B,„ and Cluster B„, that is, B,„' - B,„-
li?,„nS„| , B„' = B„-\ B„,r\B„ |. In our experiments, we assigned a=0.6. Changing the value 
of k in Equaion 6 can adjust the number of merged clusters we get. A smaller k means the 
merging condition is easy to satisfy and can result in less merged clusters. While a bigger k 
set a more restrictive condition and can result in more merged clusters. So, we can adjust the 
paraineter t to make the merging algorithm suitable to different fields. 

The whole merging process is not a single step, but an iterative process described as 
follow: 

1. We compute the pairwise similarity among all clusters according to Equation 5. 
2. We select the maximum S„,j, (S„,„ >k) and merge the cluster S„,and clusters,, 
3. Step 1 and step 2 is iteratively executed until maximum S,„,„< k. 

The initial time complexity of the cluster merging process is 0(n'). To keep the cost of 
this process constant, we don't calculate the similarity of all base clusters, but only calculate 
the n top ranking base clusters. We found that «=500 was sufficient to ensure good 
performance. The ranking score of clusters is determined by the number of documents and 
their ranking position. 

•S' iog(i?,+e) 

Here p is the number of the documents contained in the cluster, and e is a positive 
parameter to adjust the ranking position in relation to the score. A bigger e can weaken the 
effect of the ranking position, while a smaller e can strengthen the ranking position's effect. 
We considered e=2 to be a good choice. 

Ri is the position of the document in the documents list returned and ranked by the search 
engine, in Equation 7, the highly ranked documents in the ranking list always contribute more 
to the score than the lower ranked ones. We take the document ranking into account because 
we think the number of the documents contained in the cluster cannot reflect the importance 
of the cluster very well only by itself. For example, one cluster might contain the top 15 
documents returned by the search engine, while another cluster contains the lOOlth to 1020th 
documents in the ranking list. If we only consider the number of the documents, we can easily 
conclude that the second cluster is more important than the first one, which, in this example, 
is obviously wrong. 

The cost of "cleaning" the documents is obviously linear with the collection size. The cost 
of organizing documents into the suffix tree is also linear with the collection size. And due to 
only a fix number of clusters is merged, the overall time complexity of this whole process is 
linear with regard to the collection size. 

4. E X P E R I M E N T S 

We conduct several experiments to validate the effectiveness of the new algorithm. 

4.1 The number of merged clusters with different a and k 

In this experiment, we submitted 10 different queries to Google[l 1] search engine and get 
10 different searching results, each of which has 2000 document snippets in it. Then, for each 
result, we preprocessed it and constructed the suffix trees. After that, we merged the suffix 
tree clusters using the algorithm described in this paper. First, we chose 0.5 as the value of ^ 
in Equation 6 and merged the base clusters with different value of a. When the 10 cluster 
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merging processes were finisiied, we calculated the average number of final merged clusters. 
The results are shown in Figure 1. 

140 r 

0.4 0.5 0. 6 
value of u 

0. 8 0. 9 

Figure 1. The average number of final merged clusters for different a 

From Figure 1, we can see that we get the least number of merged clusters when the value 
of a is 0.6. In our experiments, 0.6 is a good value for a due to its effectiveness on merging 
similar clusters together. 

We also calculated the average number of merged clusters for different k in Equation 6. 
The results are shown in Figure 2. 

500 r 

0 0. 1 0.2 0.3 0.4 0. 5 0.6 0. 7 0.8 0.9 
value of k 

Figure 2. The average number of final merged clusters for different k 

From Figure 2, we can see that the value of A" can dramatically affect the number of the 
merged clusters. A smaller k can result in a small number of the merged clusters, but the 
similarity between the documents in the merged cluster is not strong. With a bigger k we can 
get very similar documents in the same merged cluster, however, the number of the merged 
clusters is usually large. Here, we think A=0.5 is a good choice. 

4.2 Precision Evaluation 

There are many approaches to precision evaluation. To compare with the traditional STC 
algorithm, we adopted the same evaluation process described in [3]. 

The process was as follows: "We first defined 10 queries by specifying their topics(e.g., 
"black bear attacks") and their descriptions(e.g. "we are interested in accounts of black bear 
attacks on humans or information about how to prevent such attacks"), The words 
appearing in each query's topic field were used as keywords for a web search using Google 
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search engine. We generated 10 collections of 200 documents from the results of these 
queries. We manually assigned a relevance judgment (relevant or not) to each document in 
these collections based on the query's descriptions. 

In our experiment we applied the various clustering algorithm to the document collection 
and compared their effectiveness for information retrieval."[3] 

We used the results of the clustering algorithms to reorder the list of documents returned 
by the search engine. We ordered the clusters according to which labels seemed most relevant 
to the information needed. In this step we looked only at the cluster labels, ignoring the 
contents of each cluster. We then defined the ordering of the results as the ordering of the 
documents in the highest rank cluster, followed by the documents in the next ranked cluster, 
and so on through the lowest ranked cluster. Documents appearing in multiple clusters were 
removed from all but the highest ranked cluster in which they appeared, so as to avoid 
duplicates. 

After reordering the documents with clusters, we considered only the top 20 documents in 
the reordered list and used them to calculate the percentage of relevant documents. 

As seen in Figure 3, the STC algorithm with the cluster merging method described in this 
paper is more precise than all the others. The top 20 documents cover more than 40% relevant 
documents. The reason for this is mostly because we used a more accurate merging algorithm 
in this paper. 
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Figure 3. The average precision of the clustering algorithms and of the original ranked 
list returned by Google. 

CONCLUSION 

We reformed the Suffix Tree Cluster merging algorithm by combining the overlap 
percentage of two clusters and the similarity between the non-overlap parts of two clusters. 
First, we revise the overlap percentage calculation method to better reflect the overlap 
between two clusters. Then, we employ the cosine similarity to calculate the similarity 
between the non-overlap parts. Our preliminary results are encouraging and show a better 
result in helping the user to locate the desired documents more easily. 
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Abstract: This paper attempts to present the new approach to design sufficient number of 
systematic fuzzy linguistics in matrix form and map the Fuzzy Linguistic 
Variable Matrix, which contains linguistic terms, into numeric domain using 
Fuzzy Normal Distribution based on the Parabola-based Membership Function. 
Existing fuzzy set theory is difficult to design the systematic and sufficient 
fuzzy linguistics. Due to this reason, in most practice, giving insufficient fuzzy 
linguistics induces inaccurate calculation whilst giving excessive fuzzy 
linguistics induces the parameter design problems and calculation performance. 
This paper presents Fuzzy Linguistic Variable Matrix and Parabola-based 
Fuzzy Normal Distribution (FND) as preferred framework to address the 
problem. 

Keywords: Fuzzy Set, Fuzzy Logic, Fuzzy Linguistics Variable Matrix, Parabola-based 
Membership Function, Fuzzy Normal Distribution, Directional Hedge 
Linguistics 

1. INTRODUCTION 

It is well known that most people use Gaussian normal distribution for 
the statistic model and probability model, which is widely used in many 
applications. However, fundamental assumption of Gaussian normal 
distribution is entailed by the axiom of additively where all probabilities that 
satisfy specific properties must add to 1. This forces the conclusion that 
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probability of an event necessarily entails knowledge of remaining events. 
This articulates the challenge of modeling any uncertainty associated with an 
expert judgment. 

For The fuzzy set theory, axiom of additives of where all probabilities 
(memberships) equal to 1 is not applied due to the fact that fuzzy set is the 
study of possibility instead of probability (D. Dubois and H. Prade, 1988). In 
addition, the motivation for selecting fuzzy set theory and fuzzy logic can be 
characterized by the following reasons: 
1. when the measurement of the event is not given(J. C , Helton, 1997); 
2. when that information is nonspecific, ambiguous, or conflicting(J. C. 

Helton, 1997); 
3. when the information can be described by human using adverb or 

adjective; 
For above reasons, it seems that there is a lack of models to handle the 

uncertainty on the basis of the classical probability. With consideration of 
the capability dealing with uncertainty and ambiguity for above reasons, 
fuzzy set theory and fuzzy logic are the preferred choices of the models. As 
the age of the fuzzy set theory is still young (L.A Zadeh, 1965), it has great 
potential to improve its theory. This project introduces the concept of Fuzzy 
Linguistic Variable Matrix (FLVM) and Parabola-based Fuzzy Normal 
Distribution (FND) for dealing with uncertainty and ambiguity. 

Firstly the fundamental concept of fuzzy set theory in explained in 
section 2. Then the definition of FLVM and Parabola-based Membership 
Function (PbMF) are depicted in section 3 and section 4 respectively. The 
concept of FND with Fuzzy Density Function (FDF) is depicted in section 5. 
Finally the conclusion as well as the identification of fiiture study is depicted 
in section 6. 

2. FUNDAMENTAL CONCEPT 

Fuzzy sets were introduced by Zadeh (1965) was specifically designed to 
mathematically represent uncertainty and vagueness and to provide 
formahzed tools for dealing with the imprecision intrinsic to many problems. 
To illustrate the idea how this paper innovatively modifies the existing fuzzy 
set theory, it is necessary to review the fundamental concept of fuzzy set 
theory and fuzzy logic. 

Definition 2.1: Let X be a nonempty set, A fuzzy set a in X is 

characterized by its membership function: ji^^; X —>[0,Ij, and \Xf^(x) is 

interpreted as the degree of membership of element x in Set a for each 
xe Z(L.AZadeh, 1965). 

Definition 2.2: A linguistic variable is characterized by a quintuple in 
which X is the name of variable; T(x) is the term set of x, that is, the set of 



Intelligent Information Processing III 207 

names of linguistic values of x with each value being a fuzzy number 
defined on U; G is a syntactic rule for generating the names of values of x; 
and M is a semantic rule for associating with each value its meaning. (L.A 
Zadeh, 1978) 

Most application researches apply triangular membership function. Other 
membership functions widely Used include Cauchy, Gaussian, sigmoidal, 
and trapezoidal membership functions. However, the designs or/and the 
calculations of the membership functions are relatively complex or 
inefficient. To simplify them, this paper proposes FLVM and PbMF as the 
preferred alternatives for the fuzzy applications. 

FUZZY LINGUISTIC VARIABLE MATRIX 

This section introduces the approach to design fuzzy linguistic terms 
using FLVM. The human intelligence possesses the superior capability of 
fuzzy classification, fuzzy judgment, and fuzzy reasoning. If there is suitable 
linguistic schema, there will be the framework making the classification, 
judgment and reasoning more objective. 

Definition 3.1 (Fuzzy syntactic representation): The syntactic pattern of 
a fuzzy linguistic variable set,a, consists of three syntactic components: a 
direction linguistic variable set, a hedge linguistic variable set, and an atomic 
linguistic variable set, denoted as V(j,V|^,V2 respectively. In syntactic terms, 

the expression is a=(V[^ +Vj )+Vg , where (Vj, + V^j) forms syntactic terms 

set as a directional hedge linguistic set denoted as Vĵ j . 

Let X be the universal set, Vĵ ^ gives the column vector, V̂^ gives the 

row vector, and a,-,- is the fuzzy linguistic variable (set) which its linguistic 

syntactic representation is determined by its row and column position. 

^M,:" [^]/ 
X=\aij I -

[Vhd], 

a, 

a m\ a„ 

Definition 3.2 (Fuzzy semantic constraint): In the universal set Xy 

V 

\<i<(m-\)/2 

regarded as 0. 

a^ = cE> and V 

(mM)/2<i<m 

a - = 4> where O is null set and is 
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Example 1 

Provided that 

Vjj={above, below} 

Vfj = {much,quite,little,absolutely} 

Vjj={poor,average,excellent} 

Vĵ  and V^ are used together as Vj,j to modify the Vĵ . Therefore, 

fmuch above, quite above, little above, absolutely, 

^''"[little below, quite below, much below 

Assign Vĵ j as row matrix and V̂^ as column matrix, then get table 1. 

Table 1: Matrix of Fuzzy Linguistic terms for a variable 

Much Above 

Quite Above 

Little Above 

Absolutely 

Little Below 

Quite Belovi' 

Much Below 

Poor 

much above poor 

quite above poor 

little above poor 

absolutely poor 

-

-

-

Average 

much above average 

quite above average 

little above average 

absolutely average 

little below average 

quite below average 

much below average 

Excellent 

-

-

-

absolutely excellent 

little below excellent 

quite below excellent 

much below excellent 

Let X be the universal set, its fuzzy subsets are represented in a matrix 

form on the basis of table 1 such that 

a i l 

«21 

«31 

^41 

«51 

"61 

"71 

«12 

«22 

«32 

"42 

«52 

"62 

"72 

«13 

"23 

"33 

"43 

"53 

«63 

"73 

=: 

MA-P 
QA-P 

LA-P 

A-P 

0 

0 

0 

MA-A 
QA~A 

LA-A 

A-A 

LB-A 

QB-A 

MB-A 

0 
0 
0 

A~E 

LB-E 

QB-E 

MB-E 
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4. PARABOLA-BASED MEMBERSHIP FUNCTION 

"A correct and good membership function is determined by the user 
based on his scientific knowledge, working experience, and actual need for 
the particular application in question. This selection is more or less 
subjective, but the situation is just like in the classical probability theory and 
statistics where if one says 'we assume that the noise is Gaussian and while,' 
what he uses to start with all the rigorous mathematics is a subjective 
hypothesis that may not be very true, simply because the noise in question 
may not be exactly Gaussian and may not be perfectly white." (Chen 
Guanrong and Trung Tat Pham, 2001). This paper assumes the membership 
function shape is parabolic, and the parabolic shape can be modified with g-
level method. 

Definition 4.1 (symmetric fuzzy set, f^,, and d^^^): A symmetric fuzzy 

set is determined by its membership function where there is only one 

element (or singleton), Ya » with membership = 1 and the two end points 

with equal distance, d^^ > to YQ, . 

Definition 4.2 (PMF): Let X be the universal set, and x is any element in 
the set X. (X is the fuzzy subset. There are n subsets of (X , which is a 

nonempty set. For each subset t!^„ , CX̂  C X where finite n = {1, 2, 3.. .i}. 

In other words, CX„ is the subset with index n. Therefore, the Parabolic 

Membership Function (PMF) of « „ , y„ '• (X„ -^ [0,1], is defined as: 

y a J - ^ ) ^ ^ . , ^ ^ + ^ a „ ^ + %„ ' where XG « „ (1) 

Theorem 1 (PMF): On the basis of the definition 4.1 and 4.2, the 
parabolic membership function can be expressed as 

9 9 
-1 2yot "̂ ^ ~T^ 

ya, (da„ ,la„ ,x) = -~x^ +—|^x+ "̂ ' "" (2) 
" " d^ d^ dt 

(Xij (X„ 

The membership function is used for the atomic linguistic variable. 

Tlieorem 2 (fuzzy set overlap): The fuzzy set overlap, 8 , is defined as 
the cross point at a degree of the membership of two adjacent sets 
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(0 < 6 < 1 ).To obtain the cross point in the parabolic membership function 
d^ is defined as: 

2 v r ^ 
(3) 

Definition 4.3 (g-level, PbMF): The shape of the PMF can be tuned as 
PbMF by giving the power of g^ , where 4 > g > 0 suggested. The 

assignment of g^ is called g-level. The new membership function of PbMF, 

\i^ (x), is defined as: 

\i^(x) = yaj^) (4) 

The PbMF is used for the atomic linguistic set. 

>•« , ' { • » • ) = " .Va,'{-v) = 0 

Figure 1: Fuzzy Normal Distribution 

5. FUZZY NORMAL DISTRIBUTION 

Fuzzy Normal Distribution (FND) is characterized by PbMF. The 
objective of FND is to find a suitable fuzzy number represented for a 
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linguistic term. Figure 1 exhibits the graphical overview of FND on the basis 
of the PbMF, membership fuzziness, fuzzy interval, and V-partition, which 
are further defined as follows. 

Definition 5.1 ([V^]- , extension of definition 3.1): an atomic set 

[V^ ] / where \< j <n, is the super fuzzy set that contains any linguistic 

terms (subsets) with semantic meaning and syntactic symbol of the atomic 

variable itself For all j , Va,;.- e [V̂ ^ ] ,• = a .-, i.e. a^ = {aj,, • • • (X,„̂  } . 
l<i<m 

Definition 5.2 (L, U): the lower boundary (L) and upper boundary (U) 
are designed by the distribution (ratio) of hedge linguistics, which is 
characterized by a distance function (which is used to find the crisp 
boundary, L~ and U') and the membership overlap factor (0<X.<1) (which is 
used for make the crisp boundary fuzzy). The distance function is defined by 

^wnV/, ] , = : = ; 77—^ wherc ie {l,2,---,r\} , ri is the maximum 

number of V[̂ , and M() is the measure function determined by the expert 
judgment. 

Definition 5.3 (membership fuzziness): The membership [0, 1] can be 
fuzzified by directional hedge linguistic set V ĵ̂ j. The fuzzy interval of the 
membership is determined by L and U. Adding the membership overlap 
factor (MOF), X, makes boundary in fuzziness. Therefore, we have 

L U 

t"v{V,^,)-. 

-X)Zdis{[V,]. 

(=3 V (=2 

-^)^^»(K]J mm 
( 1 

(1 + ̂ ) I di4v,,].],) 

(5) 

Example 2: 
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From example 1, we get V[j = {much,quite,little,absolutely} , 

" absolutely " can be ignored as it makes the atomic variable into a singleton 

after combination. Therefore, V|̂  = {little,quite,much} . For the 

measurement of Vĵ  , we assume we have M(little) =1, M(quite)=2, 
M(much)=3, then 

dis(Vj^)=[dis(little) dis(quite) dis(much)] = 

The crisp boundary is: 
6 3 

\IM] 
lVh]2 

L[Vh]3_ 

/m/(v,; 
r 

0.8333 1 

0.5 0.8333 

0 0.5 
For overlap factor (X)-0.\,v^e. have the membership fuzziness interval: 

L' U' 

0.8333 1 

0.5 0.8333 

0 0.5 

L=L'{l-X) 
U=min{U'{l+X),l) 

L 

0.75 

0.45 

0 

U 

1 

0.9167 

0.55 _ 

Definition 5.4 (V^j, Directional Hedge): Iff ŷ j ' ( x ) > 0 , then V^ is 

negatively directional in semantic meaning. Iff y^ '[x)-Q, N^ is static. 

Iff y^ ' (x) < 0, Vj is positively directional. 

Definition 5.5 (L and U in Vjj^): Elements of L and U in the positive 

direction (Vj ) of Vj^, denoted as V]̂  , are "self-inverse-reflect" to ones 

in negative direction (V ĵ ) of Vj^, denoted as V]̂  . 

Tlieorem 3 (V-Partition by membership fuzziness): If Vjj is negatively 
directional in semantic meaning, then the corresponding fuzzy number x in 

the 

positively directional, then JC = Ycc +'^\r~{l^a ]/^°-n • If V^ is static, 

fuzzy boundary (L, U) Is x = '^^ -(iJl-(jLlQ, 1/̂ 'a,, ; If Vj is 
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then X = Y(x • The fuzzy set is vertically partitioned (V-Partition) by the 

fuzzy boundaries, which is illustrated by example 3. 
From theorem 3, the fuzzy interval is assigned for each linguistic variable 

on the basis of membership fuzziness in the atomic fuzzy set. Definition 5.6 
is to find the crisp value or fuzzy number to represent each linguistic 
variable. 

Definition 5.6 (cenCtty )): The crisp value, ^ j - , of a linguistic variable 

ay is obtained by the center function. 

Cy = c m ( a y ) = 
max (ay) + mm(ay.) 

(6) 

Example 3: 
Continue to Example 2, we get Inv(little)=[0.75 1]; Inv(quite)=[0.45 

0.9i67];Inv(Much)=[0 0.55].Assume the continuous universal set is 
X=[ 1,15], the fuzzy set "average" is determined by a PMF with J^^ =8, d=7. 

Find the V-partitions of PMF. 

By applying theorem 3, we have: 
negative direction (with the linguistic word "below"): 

LB-A 

QB-A 

MB~A 

L U 

0.75 1 

0.45 0.9167 

0 0.55 

Xi=lao~dJl-ya2(l 

•^«=7a2-^^/l-^ya„(«) 

X, X U 

4.50 8.00 

2.81 5.98 

1.00 3.30 

static: As A-A is the static point or singleton, A= 8 

positive direction (with the linguistic word "above"): 

L U 

LA-

QA-

MA-

-A 

-A 

-A 

1 

0.9167 

0.55 

0.75 

0.45 

0 

-«/=yo2+'̂ v' 

•^M=Ya2+^^/^ 

->a2(0 

-^azl") 

X, X u 
8.00 11.50 

10.02 13.19 

12.70 15.00 
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Therefore, V̂ ĵ  = 

V, + 
h 

Vh 

Vh 

0 

12.70 15.00 
10.02 13.19 
8.00 11.50 

[8.00 8.00]' 

4.50 8.00 

2.81 5.98 

1.00 3.30 

Find the fuzzy number to represent each linguistic term using cen() 
method, then we have table 2. 

Table 2: Fuzzy numbers for the linguistic terms 

much above average 

quite above average 

little above average 

absolutely average 

little below average 

quite below average 

much below average 

MA-A 

QB-A 

LA-A 

A-A 

LB-A 

QB-A 

MB-A 

L=min 

12.70 

10.02 

8.00 

8.00 

4,50 

2.81 

1,00 

U=max 

15.00 

13.19 

11.50 

8.00 

8.00 

5.98 

3.30 

cen() 

13.85 

11.61 

9,75 

8.00 

6.25 

4.40 

2.15 

DISCUSSION AND CONCLUSION 

This paper introduces the new concept of fuzzy mathematical models 
describing Fuzzy Linguistic Variable Matrix (FLVM) which is mapped into 
numeric domain by Fuzzy Normal Distribution (FND) characterized by the 
Parabola-based Membership Functions (PbMF) and V-partition method of 
membership fuzziness. Fuzzy Normal Distribution applies the fundamental 
assumption of the fuzzy set theory on the basis of the possibility. Similar to 
the assumption of Gaussian distribution, this study assumes the fuzzy 
distribution of atomic hnguistic variable is on the basis of Parabola-based 
Membership Function (PbMF), which is the Parabolic Membership Function 
(PMF) with g-level tuning. 

This model can be the preferred framework for modeling human 
subjective judgment which can be applied in the domain of qualitative 
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evaluation, especially transformation the solution of the linguistics 
evaluation problem into the solution of an arithmetic problem. 

Limitation of this approach is that the tuning method is not well defined. 
The future of the study will discuss the method of "fuzzy tuning for FND" 
using numerical analysis, which means the best practices to find out the 
suitable FLVM, overlap, and g-level to model the input FLVM. 

Another limitation is that the new method does not merge the existing 
well known fuzzy logic systems. The further study discusses the fusion of 
the new method and existing fuzzy set theory. The main reasons include the 
definitions of FLVM and FND are not comparable with existing definitions 
of fuzzy linguistic variable, atomic variable and linguistic hedge variable. 
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A NEW METHOD FOR MODELING 
PRINCIPAL CURVE 
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Abstract: Principal curve pass througli the middle of a multidimensional data set. to 
express the distributing shape of the points in the data set, we model principal 
curve for it. The new method of modeling the complex principal curve, based 
on B-spline network, is proposed. This method combines the polygonal line 
algorithm of learning principal curve with B-spline network. At one time, the 
algorithm finding a bifurcate point of the complex principal curve is presented. 
Our experimental results on simulate data demonstrate that it is feasible and 
effective. 

Key words: Principal Curve, The Polygonal Line Algorithm, B-spline Network, Bifurcate 
Point 

1. INTRODUCTION 

Principal curves were firstly introduced by Hastie and Stuetzle [1], and 
have been defined as satisfying the self-consistency property. Because 
complicated mathematics idea was used in describing its elements, then it 
wasn't noticed in computer science domain. At present, although there are a 
good many of problems on mathematics in the study of principal curve, yet 
principal curve approaches has attracted attention owning to its advantages 
and there are many reports on principal curve application. Actual 
applications involve the domain of visualization of image, speech 
recognition, time data analysis, pattern classification, recognition of 
handwritten digits, pattern clustering, process monitoring and so on[6]-[9]. 
Principal Curves are the nonlinear generalization of first principal 
components, and have been defined as smooth one-dimensional curves. 

Please use the foiloyving format when citing this chapter: 

Hao, J., He, Q., Shi, Z., 2006, in IFIP International Federation for Information Processing, Volume 228, Intelligent 
Infonnation Processing m, eds. Z. Shi, Shimohara K., Feng D., (Boston: Springer), pp. 217-226. 
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which pass through the middle of a multidimensional data set. At present, 
there are a good many of the principal curve algorithm proposed and these 
algorithms merely gained discrete points on principal curve without 
modeling principal curve. By modeling principal curve, its model can 
express the nonlinear relation among variables in a data set. 

B-spline network is the association memory network composed of three-
layer structure [3][5], its structure is illustrated in Fig.l. B-spline function in 
latent layer is used as the basic function. For a random input, in latent layer a 
few B-spline basic function is active and the network output is a linear 
combination of these active basic function. Since the support set of the basic 
function is finite region, the network has the following features: a) the 
knowledge in the network is locally stored without whole and distributed, 
learning is local. Therefore the learning from a part in input space isn't 
influence the learning results in other part .b) the learning algorithm 
converges quickly. The network is convenient for real time application 
online. Thereby this kind network draws attention and is applied to the field 
of controlling, modeling, pattern recognition etc [5]. 

wi 
w2 

Fig.l. B-spline network structure 

In this paper, the method of modeling principal curve is proposed. The 
kind of principal curve with branches is mainly considered, its form is 
illustrated in Fig.3, at a bifurcate point, the principal curve is partitioned into 
two branches. In modeling this kind principal curve, a key problem is how a 
bifurcate point of principal curve is found from a given data set. Thus the 
problem of modeling principal curve with branches is converted into one of 
modeling principal curve without branch, therefore, we propose a iterative 
algorithm for finding a bifurcate point of principal curves (its detail is given 
in section 3). In the algorithm proposed by us, firstly, the iterative algorithm 
for finding a bifurcate point of principal curve is used for searching a 
bifurcate point and the principal curve with branch is partitioned into three 
branches. Secondly, the polygonal lines algorithm of learning principal curve 
[3] is respectively applied to three branch and three polygonal lines are 
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found. Finally, the vertex set of three polygonal lines is regarded as the set of 
B-spline network training sample and the network is trained. Since B-spline 
network has the features of a short training time and a fast convergence 
speed, therefore the approach may quickly create the model of principal 
curve. To compare with the existent principal curve algorithm, our method 
may create the model of a smooth principal curve since the basic function of 
B-spline network is the continuous function. 

In the following of this paper, we firstly introduce the definitions of 
principal curve and the polygonal lines algorithm of learning principal curve 
in section 2. Then in section 3, we propose the algorithm for searching 
bifurcate point of principal curve. The new method of modeling principal 
curves is proposed in section 4. In section 5 our experimental results on 
simulate data sets are given. Conclusions are provided in the last section. 

2. THE DEFINITIONS OF PRINCIPAL CURVES 
AND THE POLYGONAL LINES ALGORITHM 
OF LEARNING PRINCIPAL CURVES 

In this section, we introduce the definitions of principal curves [1][2][4] 
and the polygonal lines algorithm of learning principal curves [4]. 

2. 1 Definitions of principal curves 

Definitionl. The principal curve / of data distributing Dc/? ' ' with 
continuous probability density/j(x) is a member in manifold M satisfying 
the self-consistency property. A curve / e M is the self-consistency if 
E(xhf{X) = /i) = f{A),y/ief, where / is close interval on real number 
axis, M = {Mf: fczF},M,• = /(D) = {f{X): XeD},F is a function set, to 
each feF,f: D-^R''. 

Definitionl. The smooth curve f{X) is a principal curve if the following 
hold: 

a) /(A) does not intersect itself 
b) /(A) has finite length inside any bounded subset of R"' and. 
c) /(/I) is self-consistent, i.e. /(/I) = E{x\ylf {X) = A) 
Definitions. A curve / " is called a principal curve of length L for X if 

/ minimizes A(/) over all curves of length less than or equal to L . Where 
A(/) = E{MX, / ) ] = E\:mf\\X - f{A)f ] = £[||x - f{Xj- {X))f ] . 

According to definition of principal curve, principal curve is a smooth 
curve of satisfying the self-consistency property. It is essentially low-
dimensional manifold embedded in the high-dimensional space. Any point 
on the curve is the conditional mean of data set over those points of the 
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space which project to this point, it can factually reflect distributing form of 
data set 

2.2 The polygonal line algorithm of learning principal 
curve 

The polygonal lines algorithm of learning principal curve was proposed 
by Kegl B [4], the algorithm is composed of the following steps. 

Algorithm 1: The Polygonal Line Algorithm; 
1. Initialization: 

Given a set of data points X„ ={{Xf,yi),{x2,y2)y-,iXn'yn)}'^ ^^^ > the 
algorithm starts with a straight line segment, the shortest segment of the first 
principal component line which contains all of the projected data points. 

Fig. 2. A nearest-neighbor partition of R̂  
induced by the vertices and segments of 
the polygonal line.. 

2. The Projection Step: 
In the step the data points are partitioned into "nearest neighbor regions" 

according to which segment or vertex they project and it is illustrated in 
Fig.2. The nearest point of / to any point in the set K, is the vertex v,. The 
nearest point of / to any point in the set 5, is a point of the line segment s,. 
3. The Vertex Optimization Step: 
In the step the new position of each vertex v, is determined in a line search 

to minimize an objective function that consists an average squared distance 
term and a curvature penalty. While all other vertices are kept fixed. 
4. Adding a New Vertex: 

The inner loop consists of a projection step and an optimization step, these 
two steps are iterated so that the optimization step is applied to each vertex 
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V,, i-\,2,...,k + 1, in a cyclic fashion (so that after v^+,, the procedure starts 
again with v,) until convergence is achieved and f^ ^^ is produced. Then, a 
new vertex is added. 

0.0 0.2 0.4 0.6 0. X I, 

Fig.3 Principal curve with bifurcate point 

The algorithm stops when the number k of vertices exceeds a threshold 
c(«,A). This stopping criterion is based on a heuristic complexity measure, 
determined by the number of segments k, the number of data points n, and 
the average squared distance A „(/,,„). 

THE ALGORITHM FOR FINDING A BIFURCATE 
POINT OF PRINCIPAL CURVES 

In this section, we propose a algorithm of searching a bifurcate point of 
principal curves. 

Consider a set of data points yX„= {(x,,j,)}c/?" ,where 
ieN=^{l,2,---,n} .Let x,,,,-,, =min{x,} , x^^^= rnax{x,} , /'"' =[x,„,„ ,x,„.,J , 
/^"M denotes the length of interval I^^\(x,y) denotes a bifurcate point for a 

set of data points X„. 
A algorithm for finding a bifurcate point is given below. 

Algorithm2: Algorithm searching bifurcate point; 
Input: asetofdatapoints_A^„ = {(x,.,_y,)}c/?^ ieN = {\,2,---,n} 
Output: a bifurcate point (x,j')for a set of data points X„ 
Process: 
{ Let t = 0; 

Do { the Interval z''-* is parted into m parts, where m is the positive 
integer. 

m small intervals are produced, denoted by 7,, i = l,2,---,m . 
_Let Jj = {y'jIV(x;,yj)e A'„,x, e / , } . / = 1,2,•••, w ; 
y. -—\ y i-\,2,---,m ; 
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1 \ p - 2 

n, delfotlUje number of the data points in /, . 
Where «, + nj + • • • + «̂  =n. 
Compute {o-,̂ ., - cr,}, ; = 1,2, • • •, w -1 ; 
3z,3 (o-y^i-cr/)e {(Ty+,-cr^} y = ;,; + l,---,/t - 1; 
(T̂ ^̂ i -(T^ >0 , and is increase rigorously; 
The abscissa of a bifurcate point (x,y)for X„ is in /,^,|; 
If(|/,^,|>ff)Then 

{ t = t + \; / ( ' ' = / , „ ; } 
Where s is the small positive number given 

} 
While(|/,,J>^| _ ^ 

Let x = y^^/ '-̂ "^ X!-*̂ / -( '̂J^) 's a bifurcate point 
} The algorithm efldJ ^ys/,,, "'+i ,»',.£./,„ 

Since |/(°)| = x _ -x„„ , |/C)| = 1|/(0)M/(') |^J_|/(0)| , ^limj/("| = 0 , 
thus the algorithm is convergence. Wh'lle m is biggerf! converges^quickly. 

4. A NEW METHOD OF MODELING PRINCIPAL 
CURVES 

In this section, we propose a new method of modeling principal curves, based 
on the algorithm2 in section 3 for searching a bifurcate point of principal curves 
and the polygonal line algorithm 1 in section 2.2 and B-spline network. 

Given a set of data points X„ = {(x,, j , ),(x2, j j) , . . . , (x„ ,>•„)} c 7?^ 
The basic idea of the algorithm is: Firstly, the algorithm2 infection 3 is 
used for finding the bifurcate point and tlie bifurcate point {x,y) is found. 
Let X('> = {(x,,>',) 

}ieN,{Xi,yi)eX„,x, >x,y^ >y} 
X^^^^ = {ix,,y,)\ieN,{Xf,y,)eX„,x, >x, j , <y} 

Distinctly X„is partitioned into JiT '̂̂ and A"^ '̂making use of the abscissa x 
for bifurcate point (x,'y), where X„ =A'̂ '̂  uA'^^^ X^" nX^^^ ^^ ; X^'^ is 
partitioned into Jf̂ '̂-" and x''^^^ making use of the ordinate y for bifurcate 
point (x,y) . thus X^ is partitioned into Jf*'̂  , X^̂ '̂  and X^-^^ ,where 
X„ =X^'^uX^'-'^uX^''^ , X( ')n X(2'^nA'(22)^^ . ;^« , A-̂ D̂ ^nd 
X^^^' respectively correspond to the three braches of the principal curves for 
X^. 

Secondly, by using the polygonal line algorithm! in section 2.2 three 
polygonal line is found corresponding to three subset of X„:X^^\x^^^^ and 
X^^^^. For each subset, a polygonal /^ ^̂  line with k line segments and k +1 
vertices are gained, different subset has different k value. 
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Start 

223 

[̂Satisfying precision? 

•y Y 

End 

Fig.4.The flow chart of the approach 

Finally, k +1 vertices of every polygonal line are regarded as the 
training sample for B-spline network and it is trained. The principal curve 
for a set of data points Z,, ={(x,,j',),(x2>>'2X---'(-^n'.>'«)}<= ^^ is created. 
While B-spline network is trained, the points in A"*-'̂  and x'^^' are 
respectively trained and the training results are respectively stored. 

The flow chart of the approach, proposed by us, is given in Fig.4. 

THE EXPERIMENT RESULTS ON SIMULATE 
DATA SET 



224 IIP 2006 

To test the algorithm presented above, we conducted experiments on 
simulate data sets. Our experiment results on simulate data set are given in 
Fig.5 and Fig.6. We can see that the principal curves constructed with the 
proposed algorithm have approximated to the origin continuous functions. 

In the Fig.5 consider they = sinx,0<x<2;T, randomly select 400 points, 
and add independent Gaussian noise a-, ~ NiQfi. 1). 

hi the Fig.6 consider the ;̂  = sinx,0<x< —;r-and the y = -smx,7i <x< — n, 
randomly select 300 points and 100 point^, and add independent Gaussian 
noise ff,-~ A?(0,0.1). 

Based on above experiment results, we can see the approach of modeling 
principal curve, combining B-spline network with the polygonal line 
learning algorithm, may construct a smooth curve model and is a feasible 
and effective method. The presented learning principal curve algorithm 
merely gained discrete points on approximate principal curve without 
modeling principal curve. 

(1,5 

0,11 

-0.5 

-1.0 

-1 .5 

Fig.S.Tlie moSel of principal curve 

CONCLUSION 

For the data points set given, the proposed approach in the paper, based on 
B-spline network, can model a smooth principal curve of it. To compare with 
the presented algorithm of principal curve, firstly, our method may construct 
the model of principal curve for a data points set and this is a improvement 
and perfection on the presented algorithm of principal curve in some sense; 
Secondly, since the basic function of B-spline network is continuous 
function the principal curve constructed using our proposed method is a 
smooth curve. Finally, because the knowledge in B-spline network is locally 
stored and the network has the features of a short training time and a fast 
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convergence speed, therefore the approach may quickly create the model of 
principal curve. 

-0.2 0. fi l.-l a. 2 3.1) :i. 8 .l.ti 

Fig.6 The model of the principal curve with bifurcate! 
point 

Our experiment results on simulate data sets demonstrate that the 
proposed method, based on B-spline network and the polygonal line 
algorithm of learning principal curve is feasible and effective for modeling 
principal curve of the data points set given. This method is applied to the 
fields of modeling and the process controlling and so on. 
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Abstract 

Clustering ensembles have emerged as a powerfui 
method for improving both the robustness and the 
stability of unsupervised classification solutions. 
However, finding a consensus clustering from 
multiple partitions is a difficult problem that can be 
approached from graph-based, combinatorial or 
statistical perspectives. We offer a probabilistic model 
of consensus using a finite mixture of multinomial 
distribufions in a space of clustering, A combined 
partition is found as a solution to the corresponding 
maximum iikelihood problem using the GA algorithm. 
The excellent scalability of this algorithm and 
comprehensible underlying model are particularly 
important for clustering of large datasets. This study 
includes two sections, at the first, calculate correlation 
matrix .this matrix show correlation between samples 
and we found the best samples that can be in the 
center of clusters. In the other section a genetic 
algorithm is employed to produce the most stable 
partitions from an evolving ensemble (population) of 
clustering aigoritiims along with a special objective 
fonction. The objective fianction evaluates multiple 
partitions according to changes caused by data 
perturbations and prefers those clustering that are least 
susceptible to those perturbations. 

Introduction 
Clustering for unsupervised data exploration and 
analysis has been investigated for decades in the 
statistics, data mining, and machine learning 
communities. A recent advance of clustering 
techniques is the development of cluster ensemble or 
consensus clustering techniques {Strehl & Ghosh, 
v.-V; Fern & Brodiey, ^••^;Monti et al„ ^ - ^ 
Topchy et al,, ^ • • H, which seek to improve clustering 
performance by first generating multiple partitions of 
a given data set and then combining them to form a 
final (presumably superior) clustering solution. Such 
techniques have been shown to provide a generic tool 
for improving the performance of basic clustering 
algorithms. At the most clustering techniques use 
similarity attributes between samples for separate 
samples that can be such as Euclidean distance or 
There are too much manner for clustering information, 
for example they are Ants,lsodata, K_means ,Forgy, 
A critical problem in this clustering manner is how to 
adjust initial parameters, for example in Forgy's 
algorithm there are two parameters that should adjust: 
1- cluster's number. 
'̂ - seed point samples . 

In this paper we approach this problem by create 
correlation's matrix [section '' ] and GA's algorithm 
[section '^ ]. 

} .correlation matrix 
Algorithm : 
this algorithm is execute in Tsteps : 

/- repeat one of the chistering methods 
like (Ants, ISO DATA, Kjnean ,Forgy 
chistering) and create correlation 
matrix 

T- divided correlation matrix into some 
cluster 

T- apply changed Forg)' loop 

}-} repeat one of the clusterins methods 
and create correlation matrix 

In this step a clustering algorithm such as (Ants , 
ISODATA, KjTiean , Forgy clustering) execute for 
some iterations . Suppose we know cluster's number, 
then we can useFforgy's algorithm. 
Forgy's algorithm ; 

}. Initialize the cluster centroids to the seed 
points, 

T. For each sample, find the cluster centroid 
nearest it. Put the sample in the cluster identified 
with this nearest cluster centroid. 

r If no samples changed clusters in step T, stop. 

f. Compute the centroids of the resulting clusters 
and go to step '^. 

There are ^ way for iteration's time: 

()) It.eratio}i=samples/clusters 
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(!) Iteration = 
Sample 

Correlation's matrix is n*n matrix . 
n is sample's number. 

Tite value of C[IJ3 shows how many time sample I 
and sample J are at one cluster. This matrix is 
symmetric and the manner of update this matrix shows 
flow: 
For /= • to samples-1 

For J= • to samples-1 
If samplecluster[I]=samplecluster[J] then 

Correlation[l,J]=correlation[I,J]+ I 
End if 

Next J 
Next I 

I- r Dividins correlation's matrix into some 
clusters 

There is one correlation's matrix that shows relevant 
between samples . We should divide these samples 
into k clusters First of all we choose k samples as 
seed points , We could choose these k samples from 
the correlation's matrix that have minimum relevant 
and correlation to each others. May be according to 
this we got some noisy seed points values . I suggest 
new solution for this problem : choose a sample as 
seed point , that p samples in all of points have 
correlation with it at least '*' • X of iterations. 

Limit++ and go to step T 
Else 
End the Algorithm 

samples 
After we found seed points, we choose ( ) 

clusters 
points for each cluster that have most Correlation with 
them. 

r Clustering by genetic algorithm 

In this section we present a scheme driven by 
evolutionary computation to overcome the problem of 
comparing clustering results. The clustering results are 
achieved by qualitatively different clustering 
algorithms, which produce different partitioning. Our 
scheme helps us to overcome these problems of 
algorithms by generating clustering ones and selecting 
the best evaluated to evolve in another generation until 
the whole procedure reaches a robust result. 
The proposed scheme generates ciustering-bitstrings 
by clustering the / modifications with all clustering 
algorithm in use. Then these clustering-bitstrings are 
evaluated, compared through a fitness flinction. The 
best ones continue their evolution to the next 
generation. 
The final clustering bitstrings have evolved towards 
the stable schemata, which provide us a robust 
partition of the data points in the set. 

, samples , 
P = (—— ) 

^ * clusters 
There are (samples/clusters) Sample in each 
cluster. Algorithm for choose seed points is written 
follow: 

)-Limit = / 
lytnd < samples I,J > where Correlation 

[I][J] < Limit 

T-for all samples if number of samples that 
Correlationfl][samples] >(i/'X Iteration) 

is greater than p 
seedpoints ^I 

If (seed<clusters) then 

For all samples if number of samples 

that Correlation[J][samples] > V-Z 
Iteration 

is greater than p 
seedpoints ^J 

If (seed<clusters) then 

-̂̂  Search of Schemata 
Evolutionary algorithms are a family of 
computer models based on the mechanics of 
natural selection and natural genetics. Among 
them are genetic algorithms (GA) f ^ ] and 
genetic programming (GP) [tf]. Genetic algorithms 
were introduced and investigated by .fohn Holland 
[""•]. Later, they became popular by the book of 
David Goldberg [Vi]. 

Figure ' : Intertwined spirals clustered by the 
average linkage algorithm. 

Also, consider the GA tutorial of David Whitley {"**] 
as a very good introduction to the field. GAs and GPs 
are typically used for optimization problems. An 
optimization problem is given by a mapping F: X-^ Y 
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The task is to fmd an element XG .Vfor which V =/(:f); 
yeV is optima! in some sense. Genetic algorithms 
encodes a potential solution on a simple chromosome
like data structure, and apply genetic operators such as 
crossover or mutation to these structures. Then, the 
potential solution is decoded to the value x in the 
search space X, and>*=/(jr) is computed. 
The obtained value >• is considered as a quality 
measure, i.e. the fitness for this data structure. Some 
genetic operators, such as the mating selection, are 
under control of these fitness values, some other, like 
the mutation, are not related to fitness at all. An 
implementation of a GA begins with a population 
of "chromosomes" (generation ''). For standard GA, 
each chromosome (also refeixed to as individual) is 
represented as a bitstring of a fixed length (e.g. 
0101101 as a bitstring of length v). Then, the 
genetic operators are applied onto ali bitstrings 
iteratively in a fixed order, going from one generation 
to the next unti! a given goal (e.g. fitness value 
exceeds a given threshold or a predefined number of 
generations was completed) is met. Finally, the 
individual (or chromosome) with the best fitness value 
in the final generation is taken as the evolved solution 
of the optimization problem .At first, ^m bitstrmgs are 
selected out of the k individuals of generation n for 
mating. Usually, this is done by fitness-proportionate 
selection , i.e., the relative probability for an 
individual to be selected is proportional to its fitness 
value. The better the fitness, the better is the chance to 
spread out its "genetic material" (i.e., some of its bits) 
over the next generation .Once the '̂ m individuals are 
chosen, they are paired. In the two bitstrings of each 
pair, a common splitting point is randomly selected, 
and a new bitstring is constructed by combining a half 
of the first bitstring with the other half of the other 
bitstring. Then, the new individuals ai"e mutated, i.e. 
some of its bits are reversed with a given (usually 
small) probability. This gives the so-called m children 
of parent generation n. Now, the fitness values of the 
children are evaluated by decoding them into J: values 
and computing the/{;t). 

Some of the children might have a better fitness than 
its parents. From the k individuals of generation n and 
the m children, the best k individuals constitute the 
next generation {n+^). While randomized, GAs are no 
simple random walks. For the standard GA, John 
Holland has derived the well-known Schemata 
Theorem, which models a GA by means of the so-
cailed schematas (or similarity templates). A schema 
is an incomplete bitstring in the sense that it contains 
unspecified bits. An example for a schema is 10*110, 
which leaves position ^ unspecified. 101110 is a 
realization of this schema. Generation n contains each 
possible schema to some extent. It can be said, that 
such a schema is tested by the GA, or that trials are 
allocated to it by the GA. Now, one measure for a 
schema is the average fitness of all of its realizations. 
A second measure is the ratio of this average to 
the "average average" of all schemata present in the 
generation «, i.e. its above-averageness . The 
Schemata Theorem relates the rate of a schema within 

a population with this measure, It says, that the rate of 
a schema within a population grows exponentially 
with its above averageness. The most important point 
here is that all schematas are tested in parallel. 
Strongly related to the application of a GA is the 
encoding problem. In general, GAs are applied to 
highly non-linear, complex problems, where it is hard 
to find a model which provides an approach to the 
solution. In these applications, they are the most 
simple approach. However, a GA is not guaranteed to 
find the global opfimum of a problem, it only ensures, 
by the Schemata Theorem, to find better solutions than 
the random initialized ones. GAs find evolved 
solutions. 

-̂̂  Fitness Function 
The fitness ftinction>' ~f{x)', xs X'm search, has to 
keep track of the difference of the tested indiviual 
compared to all other (original) individuals. Because 
all individuals are given as bitstrings, the Hamming 
distance, which keeps track of inverted bitstrings will 
be the right measure-
So we define the fitness function y(/') as follows; 

1 V-\nmi 1 ^ Wi J--^jl- X !U -Xi^]-hj\ 

where; 
«= length of the Bitstring 
m= number of orginals (clusterstrings) 
x^eX 
so that: 
xgv is the vth bit of gth original clustering-string 
The alternating measure of the fitness function 
reflects the issue that different clustering 
approaches may decide differently for assigning 
class ^ or 'f. Hence, the more suitable schema 
should be more similar to either the cluster string 
or its inverted form. 

,̂ Experimental Results 
We started our expermient so that '^''^ original 
clustering strings with a length of ^ •' bit were 
computed. As parameterization of the Genetic 
Algorithm we decided to chose : 
• as the stop criteria ^ • • generations 
• '^' parents in each generation 
•^'' children in each generation 
• unifomi crossover with p.^'-^^ 
• mutation: 

- probability = ^X^ 
- mutation methods: swap mutation 

•selection metode : Tournament selection with 
Tournament size=''' 

The highest fitness Vv(i!)) we achieved was 
Vv(6̂ f.>/)= v'^^'^'i*'. This bit string î /,;.,,, was not equal 
to any original clustering-string, but had a very tow 
distance (Hamming distance) to the first of the 
originals. 
That's why we decided to name the' clustering bit 
string with The minimal Hamming distance compared 
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with the individual reaching the highest fitness (hji^,i) 
where jv(/7;,t,/) ̂  n\miy{b))^b '^ X) the resuit of the 
procedure. The first original clustering-string, which 
represents, according to our results, the most 
appropriate clustering, is the one shown in figure \ 
which shows obviously the correct partitioning of the 
intertwined spirals problem, Af̂ er some more trials we 
got even more results leading again to the first original 
clustering bit string with even higher fitnesses , i.e. 
''^yihnd ^•r'^^'^^ with only four different bits inside 
the compared strings. 

'f. Conclusions 
In this paper we have presented a scheme driven 
by evolutionary computation to overcome the 
problem of comparing results achieved by 
qualitatively different clustering algorithms. We 
have produced a couple of noisy copies of a 
given two-class clustering problem. Because 
it was a two-class problems, which means that 
we were clustering all data into two clusters, the 
clustering results could be represented as binary 
bit strings , so they were compatible to the format 
genetic algorithms work on. Taking the whole lot of 
clustering results as input to the genetic algorithm we 
assumed to let it find the scheme of the right clustering 
for the presented problem. 
At the end we achieved reproducible result, for 
many runs of the genetic algorithm were leading to the 
same original clustering-bit string which of course 
points to the most appropriate clustering algorithm. It 
is, according to our results, possible to find the 
appropriate clustering for a given problem, but it is 
also possible to identify the most suitable clustering 
algorithm for an unknown dataset. Last but not least it 
seems to be feasible, to classily clustering problems in 
comparison to their appropriate clustering algorithm. 
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Abstract: Coal and gas outburst is a very complex phenomenon of dynamic disaster in 
coal mine. There exists a complex non-hnear mapping relationship which 
could not be described with functions between outburst risk and its influential 
factors. Due to the originality and superiority of artificial neural network 
(ANN) for modeling and imitating non-linear problems, an ANN model for 
prediction of outburst risk is set up. Then through practical application, the 
performance of commonly applied Back Propagation (BP) network for 
outburst risk prediction is analyzed. Aimed at the weakness of BP algorithm 
and based on the overall searching characteristic of Genetic Algorithm (GA), 
an improved compound GA-BP algorithm is used to optimize the model, then 
both the performance of the network and the predicting reliability of the model 
are improved. 

Key words; outburst risk prediction, artificial neural network, compound GA-BP algorithm 
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1. INTRODUCTION 

Coal and gas outburst (briefly named "outburst") is one of the biggest 
natural disasters which are seriously imperiling safe productivity of coal 
mine. Further studies of reliable outburst prediction methods are essential to 
effective prevention of outburst. It is known through numerous researches 
that the occurrence of outburst is a catastrophic behavior of a complex non
linear dynamic system during its evolution in time and space, and there 
exists a complex non-linear mapping relationship which could not be 
described with functions between outburst risk and its influential factors'''. 
Artificial neural network (ANN) possesses originality and superiority of 
modeling and imitating for dealing with such non-linear problems. Recently, 
the model of ANN has been tried to apply in outburst prediction and its 
effect has also been validated through applications.However ANN itself has 
some weakness. In this paper, through analyzing the performance of 
commonly applied Back Propagation (BP) neural network for outburst risk 
prediction, it is indicated that there exists some weakness of BP algorithm 
such as easily falling into local extremum, slow speed of convergence and 
vibrating effect, especially the result of BP algorithm is closely related to the 
initial status of the network. Consequently, in order to improve the 
perforemence of BP neural network, based on the overall searching 
characteristic of Genetic Algorithm (GA), an improved compound genetic 
and back propagation (GA-BP) algorithm is adopted to optimize the ANN 
model. 

2. DESCRIPTION OF THE PROBLEM 

Based on the synthetical hypothesis of outburst mechanism and 
statistical data from the spot, it can be drawn that the factors which control 
the occurrence and intensity of outburst mainly include: gas pressure (gas 
content), ground stress, coal mass strength and the thickness of soft coal 
seam. Moreover, the factors such as geological structure and pitch angle of 
coal seam, passage tunnel for outburst and the action of mining and drivage 
also influence the occurrence and intensity of outburst. Through simulating 
tests in laboratory of CUMT, the above first four factors are analyzed and 
their influence upon the possibility of outburst occurrence is investigated 
systematically [1, 2]. 

During the simulating tests, there occurred two typical dynamic 
phenomena which can be classified as: (I) non outburst risk, (II) outburst. 
Respectively using PO, Pg, Hm, Sc to represent ground stress, gas pressure, 
thickness of soft coal body and sieving modulus of coal mass, the concrete 
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experimental conditions and results of the tests are listed in Table 1, where 
the strength of coal mass is expressed as sieving modulus. The larger sieving 
modulus is, the smaller coal mass strength is. 

In this paper, the method of ANN will be adopted to set up the mapping 
relationship between outburst risk and P^, Pg, H^, S^, so as to realize precise 
prediction of outburst risk. 

Table I. Experiment data and results of outburst simulating tests 
No, 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

Site for Sampling 
Luling 82 
Luling 83 
Kongzhuang 8# 
.fiahe 2# 
.liahe 9# 
Majiagou 9# 
Jiulishan Y 
.linggezhuang 
Panji No.! Mine 
Pariji No.3 Mine 
.liaoxi Hard Coal 
Luling 83 
Luling 9# 
Luling 9# 
Luling !0# 
Kongzhuang 8# 
.liahe 7# 
Majiagou 9# 
Majiagou 12 
Majiagou 12 
Baishanping 6# 
Baishanping 6# 
Jiulishan Y 
Xinzhuangzi 
.linggezhuang 
Panji No.l Mine 
Panji No.2 Mine 
Panji No,2 Mine 
Panji No.3 Mine 
•liaoxi Hard Coal 
.liaoxi Soft Coal 
.liaoxi Soft Coal 
Luling 82 
Luling I0# 
Kongzhuang 7# 
.liahe 2# 
.liahe 7# 
Majiagou 9# 

P„/MPa 
14.37 
14.37 
16.61 
13.09 
17,24 
14,69 
13,73 
18,52 
11.50 
16,61 
14.05 
14,37 
15,01 
15,01 
13,09 
16,61 
12.77 
14,69 
11.50 
11.50 
!3,73 
13,73 
13.73 
14.37 
18,52 
11,50 
13,41 
13,41 
16,61 
14.05 
12.77 
12,77 
14,37 
13.10 
17.24 
13,36 
12.77 
14,69 

PJMPa 
0,18 
0,21 
0,22 
0,13 
0,21 
0,23 
0,14 
0,27 
0,20 
0,10 
0,32 
0,72 
0,44 
0,36 
0.35 
0.35 
0,43 
0,48 
0,52 
0,55 
0.22 
0.41 
0.36 
0,48 
0.25 
0,44 
0,49 
0,39 
0.48 
0.74 
0,30 
0,75 
0,65 
0,85 
0,82 
0,82 
1,0 
1.16 

HJmm 
109,0 
38.0 
37,0 
163,5 
85.5 
30,5 
76.0 
33.0 
96.5 
142.5 
105.0 
85.5 
79.0 
62,0 
60,0 
127,0 
125,0 
68,0 
33,5 
67,0 
34,5 
34,5 
75,5 
75,5 
118,5 
97,5 
73,0 
56,5 
142.5 
105.0 
191,5 
74,5 
110,0 
172.0 
118,0 
162,5 
37,0 
30,5 

s, 
8,1 
6.2 
11,1 
7,8 
14,7 
15,1 
7.7 
13,2 
7,6 
7,1 
4.9 
6,2 
11,2 
11.2 
7.3 
11.1 
8.8 
15.1 
12,1 
12,1 
6,8 
6,8 
7,7 
8,7 
13,2 
7,6 
12,5 
12.5 
7.1 
4,9 
11.8 
11,8 
8.1 
7.3 
5,9 
7,8 
8,8 
15,1 

Outburst Risk 
1 
I 
1 
1 
i 
1 
I 
1 
I 
I 
11 
11 
11 
H 
11 
11 
11 
II 
II 
II 
11 
11 
II 
11 
II 
11 
11 
II 
II 
I! 
II 
11 
II 
11 
11 
II 
11 
II 
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39 
40 
41 

Mixed Coal 1# 
Mixed Coal 2# 
Xinzhuangzi 

11.82 
19.48 
14.37 

0.91 
0.61 
0,93 

161.0 
107.5 
154.5 

7.6 
6.6 
8.7 

11 
11 
11 

ANALYSIS ON THE ABILITY OF BP 
ALGORITHM FOR OUTBURST RISK 
PREDICTION 

3.1 Back Propagation Neural Network 

In current applications of ANN, BP network model and its varied forms 
are usually mainly adopted because they represent the essence of ANN. BP 
network is a multi-layer forward network with unidirectional propagation, its 
construction is shown in Fig.l '''''''. BP network can be regarded as a highly 
non-linear mapping relationship between the input and output which can 
approximate complex function through compounding the simple non-linear 
functions time after time. It has been proved through theoretical research that 
BP network could realize any successive function at any due precision. 

The learning process of BP network is a typically tutorial one realized 
by BP Algorithm which is the most popular training and learning method of 
ANN. The advantages of standard BP Algorithm based on gradient 
descending method and other improved forms lie in the accurate optimality 
searching and the ability of self-learning. 

Figure I. BP network construction 

3.2 Establishment of the ANN Model 

In this paper, a three-layer BP neural network is set up. And there are 
four units in input layer which respectively represent the four influence 
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factors of outburst. According to the test calculation results, it is determined 
that the network consists of two hidden layers of which the first one includes 
four units and the second one includes three units. The output layer includes 
one unit which represents outburst risk. The logarithmic tangent function is 
selected as the transferring function of the network between the input layer 
and the first hidden layer, the first hidden layer and the second hidden layer. 
The linear function is selected as the transferring function of the network 
between the second hidden layer and output layer. The calculating process of 
the network is programmed by MATLAB software. The function "trainlm" 
is selected as the training function and "learngdm" as the learning function. 
The sum-squared error function "sse" is selected as the training performance 
function of the network. 

Firstly normalize the data of 41 samples in Table 1 through 
transforming all sample data into the number of which the average value is 0 
and the standard error is 1. Then analyze their main composition to get rid of 
the data whose variation is lower than 0.01. The handled samples are divided 
into two groups among which 80% (33) samples are taken as the training 
samples and 20% (8) samples are taken as the predicting samples. The 
requirements for dividing groups are that both of the groups should include 
the two classifications of outburst risk, and the training samples should 
exclude predicting samples and contain the features of all samples. The 
training objective is 0.01^x33=0.0033. 

3.3 Analysis of the Training and Prediction Results 

According to the estabilished BP neural network model, the training and 
predicting process for outburst risk prediction has been conducted for many 
times. It is shown through analyzing every training and prediction results 
that there exist the following limitations of BP algorithm: 

(1) The failure probability of network training is higher. The main 
reason is as follows. The goal of the network is trying to get the overall 
extremum of the complex non-linear function, however there usually exist 
several local extrema of such function, therefore as an optimizing method 
through local searching BP Algorithm is prone to fall into local extremum, 
converge slowly and even vibrate, so as to fail in training the network. 

(2) The prediction result of the network is not so satisfied. There are 
two main reasons. Firstly, there exists contradictory between prediction 
ability and training ability of the network. Generally, the prediction ability of 
network will increase as its training ability improves, but there is an extreme 
limit of this trend beyond which the prediction ability of network will 
decrease as its training ability improves on the contrary. This is so-called 
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"Over Fitness". Secondly, for all of the training processes, there is not only 
one final combination of weights and threshold values which satisfy the due 
training precision, so different combinations of weights (and threshold 
values) will lead to distinct prediction results. 

ANALYSIS OF COMPOUND GA-BP 
ALGORITHM AND ITS PREDICTION RESULT 

4,1 Genetic Algorithm 

Genetic algorithm (GA) is basically based on natural biological 
evolution. A GA functions by generating an initial population from a random 
selection of possible solutions (which are analagous to chromosomes) to a 
given problem. It then evaluates each of those solutions, and a value for 
fitness is assigned to each solution (chromosome) depending on how close it 
actually is to solving the problem (thus arriving to the answer of the desired 
problem). Those chromosomes with a higher fitness value are more likely 
selected to reproduce new solutions (offspring, which can mutate after 
reproduction). The offspring is a product of the father and mother, whose 
composition consists of a combination of genes from them (this process is 
known as "crossing over"). If the new generation contains a solution that 
produces an output that is close enough or equal to the desired answer then 
the problem has been solved. If this is not the case, then the new generation 
will go through the same process as their parents did. This will continue until 
some condition (for example number of populations or improvement of the 
best solution) is satisfied '''"'l 

Compared with BP algorithm, Genetic algorithm (GA) possesses the 
following characteristics: 

(1) The outstanding advantages of GA lie in that the gradient 
information of error function is unnecessary, and it is also unnecessarily 
considered whether the error function is differential or not. If it is easy to 
obtain the gradient information during the training process, perhaps BP 
algorithm will be superior to Genetic evolution algorithm in the speed of 
convergence. 

(2) Both of the results of two algorithms are sensitive to their 
calculating parameters. Especially the result of BP algorithm is closely 
related to the initial status of the network. 
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(3) As the optimizing process of objective function is concerned, GA is 
good at overall searching, on the contrary BP algorithm is more effective in 
local searching. 

(4) Limited by encoding precision, sometimes GA is hard to reach 
higher training precision. 

4.2 Compound GA-BP Algorithm 

It can be known through the above analysis that both GA and BP 
algorithms have their own advantages and disadvantages. If combining their 
advantages, the better training results will be obtained. Because GA 
possesses very strong ability of overall searching for optimization of the 
objective function, and can get the overall optimal solution in higher 
probability, so that the weakness of BP algorithm can be overcome by using 
GA to search during the earlier stage. It is shown by some related researches 
that the training efficiency and effect of compound GA-BP algorithm are 
significantly improved compared with GA or BP algorithm alone. 

In this paper, the compound GA-BP algorithm is used to realize the 
learning and predicting ability of the network, so that the training process of 
the network can be divided into two steps: firstly, optimizing the initial 
weights (and threshold values) of BP network by GA and then obtaining the 
overall optimal solution in a certain range; then using BP algorithm to 
correct the network weights (and threshold values) and acquire precise 
solution. 

The concrete method for realizing compound GA-BP algorithm is as 
follows: 

(1) Select the network construction and the learning rule, set up the 
network parameters. 

(2) Estimate the solution space of the network weights (and threshold 
values) by the designed BP network, and preliminarily design the range of 
the solution space of the network weights (and threshold values). 

(3) Compile the calculating program of fitness function. In this paper, 
the fitness function is determined as e'\ among which E is average square 
error. 

(4) Select the parameters of GA. In this paper, the population size is 70, 
the gene encoding pattern is float code, the number of genetic generations is 
500, the crossover rate is 0.6 and the mutation rate is 0.05. 

(5) Use the operators of crossover, mutation and selection to complete 
the optimization of the network weights (and threshold values) until reaching 
the genetic objective. 
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(6) Take the optimized weights (and threshold values) by GA as the 
initial weights (and threshold values) of the BP network, then use BP 
algorithm to conduct precise training. 

(7) Training process will end if the due training precision can be 
satisfied after the sixth step, whereas go back to the fifth step until reaching 
the training objective. 

4.3 Analysis of the Training and Prediction Results 

The topologlc network structure of the model is also 4- 4-3- 1. During 
the training process, the advantage of the compound GA-BP algorithm in the 
speed of convergence has been validated. In addition, it is shown from the 
training results of many times of calculations that the final combinations 
number and varying range of the network weights and threshold values 
trained by compound GA-BP algorithm are both less than those traned by 
BP algorithm, consequently the reliability of prediction result can be 
improved. 

After the training process finished while the due training precision is 
satisfied, the weights between the input layer and the hidden layer, the 
hidden layer and the output layer, and the threshold values of every units are 
listed in Table 2. The prediction results are shown in Table 3. 

Table 2. The final network weights and threshold values 
algorithm 

From input layer 
to the first hidden 
layer 

From the first hidden 
layer to the second 
one 

From hidden layer 
to output layer 

Running time /s 

Training steps 

Table 3, The prediction 

Weights 
-2.3002 
-0.49192 
0.22918 
3.0541 

-2.027 
2.3091 
2,2576 

-0.67477 

6.5 

10 

results 

1.5414 
2,338 
-2.721 
-2,6617 

-2.9971 
1.2167 
2,1872 

0,34548 

No. Site for Sampling Prediction Output 

-0,62597 
2.3407 
0.95017 
-1.1212 

1.1971 
2,1645 
-2,123 

trained by 

-0.57284 
-2,4808 
1,2658 
-1.8284 

1.0783 
1.9621 
2.3071 

-0.05781! 

compound GA-BP 

Threshold values 
-2,3972 
2,9269 
-0.80139 
3,1951 

0,46792 
1.3673 
1,1887 

0,46792 

„ _ Outburst risk 
Due Output —-—-—: 

Prediction Test 1 Luling 82 0.025694 
3 Kongzhuang8# 0.022138 
12 Luling 83 1 
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18 
24 
27 
33 
38 

Majiagou 9# 
Xinzhuangzi 
Panji No.2 Mine 
Luling 82 
Majiagou 9# 

0.99974 1 11 11 
0.99972 1 11 11 
0.9997 1 U 11 
1.0001 1 11 n 
0.99984 1 11 11 

5. CONCLUSIONS 

Through analyzing the ability of BP algorithm and compound GA-BP 
algorithm for the ANN model of outburst risk prediction, it is indicated that 
the running efficiency and predicting effect of compound GA-BP algorithm 
are obviously improved compared with BP algorithm. By adopting GA-BP 
compound algorithm, the performance of the network is improved, then the 
predicting accuracy and reliability of the model is also increased. 
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DEVELOPMENT OF AN OLAP- FUZZY BASED 
PROCESS MINING SYSTEM FOR QUALITY 
IMPROVEMENT 

G.T.S Ho, H.C.W Laii 
Department of Industrial & Systems Engineering, mfhenry@inet.polyu.edu.hk 

Abstract: Currently, companies active in the development of high-tech products 
has become more and more complex in the age of mass customization. 
Not only do they have to focus on improving product quality, but 
rather on gaining experience to modify the current processes in order 
to streamline the integrated workflow. A real-time process mining 
system (R-PMS) is developed to analyze the proposed XML based 
process data for discovering the hid-den relationship between 
processes. The new feature of this system is the in-corporation of the 
process mining engine, which is characterized by the combined 
capabilities of the Online Analytical Processing (OLAP) and fuzzy 
logic (FL), to form a robust framework for highlighting the 
undesirable process set-ting and parameters for further improvement in 
a real-time manner. The simulation results indicate that the OLAP 
based fuzzy approach is generally superior to those of conventional 
methods which offer higher flexibility on production process 
management with decision support ability, in this paper, the de-tailed 
architecture and a case study are included to demonstrate the 
feasibility of the proposed system. 

Key words; Online Analytical Processing, Fuzzy Logic, Extensible Markup Language 

1. INTRODUCTION 

As organizations become more conscious, management of processes and 
process data with temporal context is gaining increased attention [5]. Process 
mining can be seen to contribute to this. It aims at extracting information 
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from event logs to capture the business process as it is being executed [15]. 
Process management is primarily concerned with the integration of task and 
context knowledge in application. Processes vary from place to place and 
from organization to organization. Future management systems are expected 
to incorporate process management that enable the operations staff to shift 
its focus from managing equipment to managing processes. Management 
will become a distributed, co-operative problem-solving activity [9]. Many 
enterprise work very hard to produce goods and services to a high standard. 
In order to do so, every process must be effective and efficient, i.e., do the 
right things and do the things right. As a result, knowledge and information 
sharing within the enterprise become a must in a fast changing market 
environment. The utilization of information technology (IT) is taking up 
momentum to meet this challenge. In particular, data mining (DM), artificial 
intelligence (AI) and distributed object technology have achieved significant 
attention for achieving agility of manufacturing system, which has played an 
important role in transforming quality to new generation. 

The objective of this research is to develop the real time process mining 
system for continual quality enhancement. This paper is divided into three 
main sections. Section one describes the framework of proposed process 
mining engine- OLAP based Fuzzy approach. Section two examines the 
process mining engine on how to improve the finished quality in any process 
continuously. Section three describes the procedures of system development 
and its findings of implemented system. Section four concludes the paper 
and discusses further improvement of R-PMS. 

2. RELATED STUDIES 

In order to attract and retain customers as well as business partners, 
organizations need to provide their services (i.e., execute their processes) 
with a high consistent, and predictable quality [4]. Many companies work 
very hard to produce goods and services to a high standard. In order to do so, 
every process must be effective and efficient, i.e., do the right things and do 
the things right. Poor process decisions from any individual may lead to poor 
customer satisfaction and the ultimate goal is to achieve better collaboration 
for making right decision anytime in any enterprise member. A process is a 
series of steps or sequence of business activities the outcome of which to 
achieve customer satisfaction by providing the customer with what they need, 
when they require it and in the manner which they expect [12]. 

In fact, the recent trend of global manufacturing is to implement system 
infrastructure that allows analysis being performed on vastly distributed data 
according to the corporate objectives in order to make decisions on elements 
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of business strategies. In tiie area of information-based management, the key 
of success is to recognize the company's competitive advantages and 
weaknesses with the support of information technologies for decision 
support. For the business intelligence of an enterprise, there are only about 
20 %information can be extracted from formatted data stored in relational 
database. The remaining 80 % information is hidden in unstructured or semi-
structured documents. Recently, data mining technology, which aims at the 
conversion of clusters of complex data into useful information, has been 
under active research [1] [7] [8] [10]. In this project, the On-Line Analytical 
Processing (OLAP), which is based on data mining technologies, would be 
deployed as the tool for knowledge discovery to ensure efficient process 
interactions in the production workflow. 

Recent years have seen a number of publications related process 
improvement and process mining. An intelligent system, which is able to 
improve an organization's current performance by mining and understanding 
the historical process data, is still an area that requires more in depth study 
and investigation. The issue is addressed in this paper with the incorporation 
of various computational intelligence techniques including Extensible 
Markup Language, Online Analytical Processing and Fuzzy reasoning. This 
paper describes the development of a Real time Process Mining System (R-
PMS) architecture that enable process engineers to drill down and monitor 
the quality of finished products in different levels. The advantages of this 
system over conventional production expert system can be characterized as 
follows: (a) In-depth and fast analysis can be performed on distributed 
process data; and (b) Real- time decision support is provided for eliminating 
the number of failure products. 

3 INFRASTRUCTURE OF A REAL-TIME PROCESS 
MINING SYSTEM 
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Production site one Production site two Prodi, 
: Record the process data 

three 

Provides real time quality 
monitoring and alert 

XML translator and collector 

level 1- Process Relationship Module (PRM) 

Data warehouse 

Online Analytical Processing 
.% v'* ''^K 

OLARDub e 

P ocess Manage 

T * KR 
Knowledge 

Fuzzification 

Rule evaluation 

Provides decision support >' _ , , . ^ 

Fuzzification 
t 

Level 2- Decision Support Module (DSM) 

Fig 1 Infrastructure of Real- time Process Mining System (R-PMS) 

The infrastructure of the proposed R-PMS is shown in Fig. 1. R-PMS 
consists of two levels: level 1- Process Relationship Module (PRM) and 
level 2- Decision Support Module (DSM). It is designed for capturing the 
process quality data from different departments and converting into 
knowledge to support real- time quality control and continual improvement. 
In fact, it allows process and quality engineers within the production line to 
access the process mining engine to retrieve the updated current inspection 
status and suggested corrective action in terms of optimized control 
parameters. The system also allows collaboration and data sharing and 
provides engineers with the ability to generate the defect reports through the 
common interface. The proposed system can be divided into server and 
client sides with the server side as the centralized process mining engine and 
client side referring to different process engineers along the production sites. 
To support and realize the total quality management for the production of 
high- quality goods, every process engineers must keep monitoring the 
process quality. The system will also provide some corrective actions 
provided that the existing process is out of control in order to ensure "Do it 
right at the first time" in each process. It is developed for mastering the 
continual quality enhancement for high- quality products based on the 
proposed OLAP based Fuzzy approach. 
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3.1 LEVEL ONE- PROCESS RELATIONSHIP 
MODULE (PRM) 

The distributed process data within the enterprise is interchanged through 
the hiter-net and the purpose of the XML translator is to integrate the 
enterprises' existing data models and stored in a centralized data warehouse. 

, 

1 

/ 

1 J 1 1 

—yHt^l/ 

fH-
W(y 

J\w 
1 

Surface Mauiiled TectiriQ^ogy Depaiirrer-t 

A sampte of illuslfation of an OLAP cube 

Fig 2. A sample of illustration of an OLAP cube 

Whilst the process data is stored in the data warehouse, the further step is 
to conduct data analysis and reporting in order to alert or assist quality or 
process engineers in solving quality problems. The technique of Online 
Analytical Processing (OLAP) is suggested in this module. It facilitates 
timely access and manipulation of the process data and the application to 
drill down into data to obtain further information. The OLAP acts as a 
multidimensional data model which organizes process data into a hierarchy 
that represents levels of details on the data. It allows engineers to analyze, 
create and performs process quality reports online. This powerful query 
engine assists engineers to find and retrieve the defected statistics or 
performance measurement with the dimensions of time, process, operator 
and project which can keep monitoring the performance of production line in 
a real time manner. 

The essential characteristic of OLAP is that it performs a numerical and 
statistical analysis of data and the data is organized in multi-dimension. In 
OLAP data model, it consists of descriptive data (dimensions) and 
quantitative value (measures) which builds up the OLAP data cube (Fig 2). 
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In the OLAP data cube, it builds up with two elements: fact table and 
dimension. In the fact table, the measures are defined for data analysis and 
used the defined measures to create user-defined measures (calculated 
members) which are used on data analysis, e.g. a control chart for keeping a 
continuing record of a particular quality characteristic in a 'real-time' 
manner. In the dimension table, different dimension levels are defined to use 
on different views of OLAP data cube which allows engineers to browse the 
process quality or control charts based on time-to-time variation, process-to-
process variation and within-product model variation 

3.2 LEVEL TWO- DECISION SUPPORT MODULE 
(DSM) 

After the quality problem is highlighted in PRM, Some modifications of 
operating process parameters will be suggested to minimize the defect 
during production. Most of the process parameters settings are decided by 
experienced process engineers and controllers and it is a hard task for them 
to select the optimal settings when different specifications and requirements 
are required by customers. Moreover, the parameters setting must be 
adjusted or fine-tuned due to the variation of quality achieved in previous 
process. The purpose of this module is to provide decision support in each 
sub-process by using fuzzy technique. In creating decision support 
funcfionality, a mechanism, which is able to combine and coordinate many 
sets of diversified data into a unified and consistent body of useful 
information, is required. In larger organizations, many different types of 
users with varied needs must utilize the same massive data warehouse to 
retrieve the right information for the right purpose. Whilst data warehouse is 
referred as a very large repository of historical data pertaining to an 
organization, data mining is more concerned with the collection, 
management and distribution of organized data in an effective way. The 
nature of a data warehouse includes integrated data, detailed and 
summarized data, historical data and metadata. Integrated data enable 
enterprise members to easily and quickly look across vistas of data. Detailed 
data is important when they wishes to examine data in its most detailed form 
while historical data is essential because important information are hidden in 
this type of data. The data flow between PRM and DSM has been depicted in 
Figure 3. It should be noted that when the abnormal trends of achieved 
quality are obtained, the OLAP will extract the crisp values and convert the 
data into recognized format for generating suggestions in DSM. OLAP can 
also act as a bridge between PRM and DSM by passing the right data for 
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further analysis. After the process of fuzzy inference is conducted, the crisp 
output of suggested operating parameters will be packaged as an XML based 
document and distribute to related enterprise members for carrying 
adjustment of operating parameters. The query result can also be published 
on the web page in order to provide decision functionality required by 
organizations anywhere. Thus, the R-PMS assists the engineers or related 
staffs to make efficient data analysis on the proposed infrastructure and to 
assimilate the analysis results to different locations. 

MM 
'a^:(Mjff^aifBfs(!*ii-

Real-time qualiti fet»rting 

Ml«'11« J lilt J11'' liiixt'i 

fluvida dectfJon Euspoit foi 

pStfamtiets 

Fig 3. The process data flow between PRM and DSM 

A number of factors or rules must be firstly identified by engineering 
experts in the organization that may affect the quality of finished products 
and stored in knowledge base. The knowledge base contains the knowledge 
related to the remedial actions when the quality problems and defects are 
found. The fuzzy rules are stored and defined as a conditional statement in 
IF-THEN form, e.g. IF rate of deposition is short THEN time of sputtering is 
adjusted to slightly long. This kind of linguistic variables include fuzzy sets, 
such as extremely low, low, medium and high which can greatly reduce a 
number of production rules. 
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The core of this module is fuzzy inference; it is the process of 
formulating the mapping from a given input to an output using fuzzy logic. 
The mapping then provides a basis from which decisions can be made, or 
patterns discerned (MathWorks 2002). Mamdani's fuzzy inference method is 
commonly used in engineering application and is performed four steps: 
fuzzification, rule evaluation, aggregation of the rule outputs and 
defuzzification. For the Decision Support Module (DSM) of R-PMS, the 
first step is to extract the crisp values obtained in PRM (the achieved quality 
is within the upper or lower limits), and uses pre-defined fuzzy sets to 
determine the relevant degree of these inputs. After all the inputs have been 
fuzzified, they will be applied to the antecedents of the fuzzy rules stored in 
the knowledge base. As the rules defined have multiple antecedents, the 
fuzzy operator is used to obtain the single truth value. The classical fuzzy 
operation union and intersection are used to evaluate the conjunction and 
disjunction of the rule antecedents and calculated as below. 

OR fuzzy operation 

|.IAUB(X) = max[iiA(x), IIBCX)] 

AND fuzzy operation 

|LiAnE(x) = min[|.iA(x), |LIB(X)] 

where fxA and f̂ iB represent two fuzzy sets A and B on universe X 

The outputs of all rules will be unified in order to generate a single fuzzy 
set for defuzzification. Among several defuzzification methods, Centre of 
Gravity (COG) is adopted and its equation can be expressed as below. 

i ..(x)x 
COG x=a 

b 
E ^A(X) 
x=a 

This equation represents the centre of gravity of fuzzy set, A on the 
interval, ab can be calculated over a sample of points along x axis. 



Intelligent Information Processing III 251 

4 CASE STUDY 

<3I(<^Stvf>)wffll n » . ' f t ' « l M n J 

Fig4. The workflow of electronic dictionary manufacturer 

In order to validate the proposed concept, structure and techniques, a 
rapid conceptual prototype of R-PMS was developed. The prototype was 
validated in electronic product manufacturer- GSL and shown to have more 
expressive power that renders its applicability in more realistic applications 
involving quality enhancement. GSL is proficient in designing and 
manufacturing a wide range of hand-held electronic products for consumers 
to acquire and to utilize information in a convenient and fast manner for 
education, entertainment, data storage and communication purposes. It 
designs and manufactures a wide range of products including electronic 
dictionaries, personal digital assistant (PDA), translators and electronic 
organizers. GSL currently employs over 3001-6000 people in China and 
Hong Kong, GSL founded in 1988 and launched of the first Instant-Diet 
electronic dictionary EC 1000 in 1989. GSL established the brand as 
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"Instant-Dict" and start OBM early rather than transforming from OEM or 
ODM to OBM. 

4.2 PROBLEM DESCRIPTION 

The case study focuses on improving three production sites' current 
performance by reviewing the way its processes are organized and taking 
proactive actions in order to avoid the cost of reworli and ensure the finished 
product that performs at or near perfection. The current process flow chart of 
electronic dictionary manufacturing is illustrated as Figure 4. There are three 
production sites which are responsible for manufacturing some parts of 
electronic dictionary. One failure or quality problems found in any 
production site should cause the finished product- electronic dictionary 
rework or wasted. In the traditional approach, all of the process quality data 
is captured in different production sites and stored in proprietary and 
fragmented discrete database systems. Check sheets, problem and work 
distribution logs are the tools for quantifying the number of incorrect area of 
activities which occur in the areas of blockage. However, this approach 
cannot provide quality engineers to identify the relevant process data in a 
real time manner and no decision support for workers when quality problems 
are addressed. In response to the demands of the marketplace, GSL has 
recognized the need to change the way they operate. Improving and 
reorganizing the processes by which a business achieves its customer 
satisfaction is a powerful mechanism for change. In order to conduct data 
analysis from vast amount of process data in a real time manner, it needs to 
organize the data into different levels with different views in order to 
discover the relationship between processes. In addition, documenting issues 
surrounding the process, GSL considers such problems as duplication of 
effort, unnecessary controls and poor communication. GSL supports the 
view that XML can be used as a universal data standard for replacing the flat 
files exchange between production sites. It helps to sort the process data into 
logical order and present them in a readable format, outing next steps to be 
taken as the review progresses. A Real time Process Mining System (R-PMS) 
is then proposed to obtain the quality work piece in each production site and 
achieve the continual quality enhancement of the integrated workflow. The 
major tasks of R-PMS are (i) to assist the setup of a corporate database; (ii) 
to help the extraction of useful information from the database; and (iii) 
discovering the trends and relationships in the data in order to take proactive 
actions using that information. 
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5 PROPOSED ROADMAP FOR 
IMPLEMENTATION OF R-PMS 

In order to develop a useful generic process mining approach, the 
following phases were taken into consideration in designing the R-PMS. 

Phase!: Infrastructural design of R-PMS 

Based on the findings of this study, an approach is then formulated for 
the step-by-step development of the R-PMS. The hybrid Module (OLAP 
based Fuzzy approach) is an integral component of the R-PMS and can be 
considered as the most critical research element of this research. In particular, 
the inclusion of Fuzzy and OLAP will achieve a high performance of 
decision support functionality. The main development tools for the hybrid 
module includes the OLAP and Fuzzy packages plus other supporting 
programming and computational intelligence tools, which will be adopted by 
the research personnel to work out the design of the hybrid model. 
Computing tools related to object technology (Visual Basic) and Fuzzy 
(using a tool called MATLAB Fuzzy Toolbox) are already available as they 
have been in use over the past years by different investigators. 

It is important that the hybrid model will integrate with the object 
technology to ensure the smooth running of the whole system. With the 
strengthening of the capability of the system realized by the augmentation of 
the OLAP based Fuzzy technology, the R-PMS can perform tasks which are 
normally seen to be difficult to achieve, such as fine tuning of process 
parameters based on varied finished quality. This can ensure that a more 
effective monitoring of the production workflow where early alertness of 
potential quality problems and the quick adaptation to improve are crucial. 

Phase 2: Prototyping of R-PMS 

With the availability of the framework of R-PMS, a prototype can be 
developed based on the infrastructural details and the design methodologies 
resulting from the Phase 1 research. Basically, there are primarily two 
modules within the R-PMS, namely the PRM and DSM. Building up a 
centralized relational data warehouse is the first step for the storage of 
distributed process data. It maintains the necessary information on PRM and 
building up a linkage between them. 

Preparation for Process Relationship Module (PRM) 
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Before implementing OLAP approach on real- time process quality 
monitoring and reporting, the relationship of the fact tables must be defined 
in the OLAP server. In the data cube, the dimension, measures and 
calculated member is defined as follows. 

Dimension 

In "Project" dimension, the "Customer ID", "Project No" and "Product 
barcode" fields are used to trace the reasons of failed products based on the 
complains from specified customers. 

In "Process" dimension, the "ProcessID" field is used to find the quality 
information of work piece based on the specified manufacturing process. 

In "Time" dimension, the "RecordDate" and "Time" field are used to 
find the defect statistics or quality performance of specified process based on 
different period of time. 

In "Operation" dimension, the "MachinelD" and "OperatorlD" fields are 
used to find the quality characteristics of work piece machined by different 
operators and machines. 

Measures 
The "Product Acceptance_lever', "Frequency _of _rework" and 

"Frequency _of _scrap" fields are defined as measures that are used to 
provide the overview of quality records. 

Calculated Member 

The calculated member of OLAP is used to calculate the mean, standard 
deviation, accumulative defect statistics required for plotting the real-time 
two dimensional control charts. 

Preparafion for Decision Support Module (DSM) 

The initial rule repository for this fuzzy module is given by the 
experience of expert. The behavior of the skilled operators is captured fi'om 
the operation log book or interviews. Different membership function is 
determined by a single expert in the organization and must vary between 0 
and 1. In general, there are several types of membership functions available, 
including Gaussian distribution function, the sigmoid curve, and quadratic 
and cubic polynomial curves. In this case study, trapezoid and triangular 
membership functions (Figure 5) are chosen to represent all process 
parameters as they provide an adequate representation of the expert 
knowledge. The expert knowledge related to the bonding, plating, painfing 
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and casing production line is tiien defined as "if- then" rules, which are 
easily implemented by fuzzy conditional in fuzzy logic. 
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Fig 5. The fuzzy sets of the case example 

Phase 3: Site-testing and monitoring the change process 
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The third phase is concerned with the overall site evaluation of the 
system. It is important that the R-PMS is able to be linked with other 
information systems and the integrated system is to be field-tested by the 
actual end-users in order to determine the possible problems when operating 
in a practical industrial environment. Basically, R-PMS is to be linked with 
other systems of the dispersed network such as user interface, system 
database and information update. Before this evaluation process, the 
application software programs have to be modified to suit the actual situation. 
The project team members will work closely with the potential end-users to 
ensure that the developed software can actually meet the practical 
requirements of the enterprise as well as other enterprises. A closely-
monitored progress and continuous feedback and comments from the end-
users will be proactively checked and followed. It is expected that a number 
of "bugs" will be found and subsequently, significant software refmement, 
updating and modifications of the original prototype programs and 
substantial site tests are all needed to cope with the possible flaws of the 
system. This is a continuous and arduous process until satisfactory results 
are obtained. It is also important to identify what further modification of the 
package is necessary be-fore finalizing the design of R-PMS. As this phase 
covers substantial analytical effort and huge amount of programming work 
related to modifications and additions of source code as well as the 
successful application to production systems, duration of one year is needed. 

EVALUATION 

Level otcontroi 

Ci •'^1' basad Fui^y ApD«!' 

Cnsl o! rework 

Fig 6. The radar chart for prototype for evaluation 
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There is a radar chart which illustrates the important categories of 
performance and makes visible concentrations of strengths and weakness 
compared with the traditional approach of electronic dictionary manufacturer 
implemented. Each spoke is subdivided into number of increments 
established in the rating scale. The scoring range is defined as 0 to 10 with 
10 being full performance. The operators, process engineers and quality 
engineers were invited to participate in the prototype evaluation. The 
response rate was about one- fifth of the population. 136 responses are 
included in the summary statistics for the evaluation of R-PMS 

For the radar chart (Figure 6) shown as above, those subjective attributes 
are re-served to the measurable dimensions which are (1) First pass yield (2) 
Level of control (3) Cost of rework (4) Level of visibility (5) Quality (6) 
Operator satisfaction (7) Efficiency process tracking. Referring to the radar 
chart, it is found that the first pass yield is enhanced. Operators found that R-
PMS helps taking proactive actions to eliminate the quality problems in 
various areas which lead to poor customer satisfaction. Furthermore, it 
provides higher visibility of process because engineers can browse the 
quality trend in a real time manner. 

In summary, the benefit of the system is concerned with improving 
quality of finished products in order to achieve cost-effectiveness and 
competitive advantages. However, there are other implications arising from 
the proposed model. The implementation of this system paves the way for a 
fundamental shift of enterprise strategy and sharpens the competitive edge of 
the company in the volatile and ever-changing industry. 

7 CONCLUSION 

This paper proposes an integrated system, R-PMS, which incorporates 
the concept of data mining and artificial intelligence, to form a robust 
approach for quality enhancement. It was pointed out that the OLAP based 
Fuzzy approach is feasible for discovering the hidden relationship and 
providing suggestions from vast amount of captured process data. The major 
contribution of the proposed system is to improve the way a discrete set of 
business activities is organized and managed. Further re-search on the 
structural configuration of the system is needed in order to further enhance 
its benefits. In general, this model paves the way for a novice approach to 
deal with the quality management by using process mining with proposed 
innovative information technologies. It is expected that this proposed system 
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will support manufacturing of quality finished products as to fulfill tiie 
customer satisfaction. 
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Abstract: Innovation has become recognized as a key factor in the success and even 
sustainability of an organization but solutions to acquiring knowledge related 
to innovation are lacking. Strategies such as multidisciplinary teams, 
suggestion boxes and incentive schemes, flat organizational structures 
allowing the mail clerk access to the CEO are some of the techniques 
employed in industry. In this paper, we suggest a psychology-based technique 
using scenarios to measure innovation expertise. To date we have used our 
inventory on a novice population, but will soon administer it to an expert 
population. We present the findings to one of the scenarios and note that the 
results are contrary to what was actually done or suggested by the innovator. 

Key words: Innovation, tacit knowledge, innovation knowledge, knowledge management 

1. INTRODUCTION 

For many organisations, innovation has become accepted as a vital part of 
sustainability. However, recognizing and managing innovation is not so well 
understood. Innovation is more thian being new, different or first. "Innovation is... a 
significant and complex dimension of learning in work, involving a mix of rational, 
intuitive, emotional and social processes embedded in activities of a particular 
coinmunity of practice"[5 p.123]. Viewing innovation as a process is a key aspect of 
our approach. Tliomas, Watts-Sussman and Henderson [16] state that these 
processes include making sense of our environment, particularly ambiguous new 
events, in a way whicfi allows new connections to be made to familiar situations. 
However, innovation is not simply a process of trial-and-error rooted in experience. 

Please use the foUmving format when citing this chapter: 

Richards, D., Busch, P., 2006, in IFIP hitemational Federation for Information Processing, Volume 228, Intelligent 
Information Processing III, eds. Z. Shi, Shimohara K., Feng D., (Boston; Springer), pp. 259-268. 
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Innovation needs to produce timely and ongoing results "involving a complex mix 
of tacit knowledge, implicit learning processes and intuition" [6 p. 124], 

Gloet and Terziovski [8] point out tliat innovation is often defined as the turning 
of knowledge into "new products, processes and services to improve competitive 
advantage and meet customers' changing needs" [p. 404)]. Also, since innovation is 
closely tied to an organizations culture [15] strategies for knowledge management 
will play a vital role within the organization to nurture creativity and innovation type 
knowledge [8]. 

There is clearly a connection between tacit knowledge and innovation 
knowledge [11]. Both have been recognized to support competitive advantage, are 
highly experience based and difficult to articulate. We have thus adapted our 
research using work-place scenarios to capture tacit knowledge to the capture of 
innovation knowledge which we consider to be a form of 'workplace smarts'. 

Unlike approaches using techniques focused on identifying innovators, such as 
the Kirton Adaption-Innovation (KAI) [10] Inventory or the Myers-Briggs Type 
Indicator (MBTl) Creativity index [9], we focus on the behaviour (response to a 
situation) of individuals who have had results rather than on character or personality 
traits (such as self-confidence, independence or risk-taker). This is because, in 
keeping with the findings from the longitudinal Minnesota studies of Van de Ven, 
Angle and Pool [17], we consider innovation to be a process tending to involve a 
group rather than a number of "discrete acts of a single entrepreneur". Individuals 
will vary in their ability to "think out of the box" at different phases - sometimes 
coming up with a new problem to fit the solution invented, sometimes taking a risk 
and putting all the resources into quickly developing a better material for the product 
or sometimes being slow and methodical to ensure that the safety regulations are 
clearly met. 

The approach that we propose captures knowledge-in-action via scenarios, 
which can be viewed as cases grounded in the real world and based on experience, 
thus spanning both codified (explicit) and practical (tacit) knowledge [12], While 
this project focuses on innovation knowledge, the approach to be developed will be 
extensible to the capture of other types of knowledge and will further our 
understanding of expert behaviour, expertise and knowledge itself 

2. THE APPROACH 

The proposed work will carry on and extend the previous work of Busch and 
Richards [4, 3, 2] with a narrowing of focus on innovative and creative type 
knowledge and a change of direction into application of the approach to personnel 
recruitment and training. The focus will be on the patterns of behaviour which 
emerge, how they fit into the various phases of the innovation process and how these 
responses correspond to our current understanding of innovation including the 
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various psychological models, instruments and approaches which exist [15, 19]. As 
in our previous work, the inventory will initially be based on case studies in the 
literature, interviews and a pilot study. In this study we will additionally allow 
experts to enter and maintain their own experiences via a supporting tool. Easy and 
self-managed maintenance is an important feature when dealing with knowledge 
which is by nature continually changing and evolving. 

We have adopted the Novelty-Generation-Model (NGM) developed by 
Schweizer [14] a clinical psychologist in the Dept of Technology and Innovation, 
Erasmus University Rotterdam. The NGM is well-grounded in the theory and 
previous work on creativity and innovation and provides definitions and concepts 
which we apply to the development of an innovation knowledge inventory. The 
NGM is a bio-psycho-social approach. The approach recognises that at a genetic 
level some people are, for instance, more inclined to look for new problems and able 
to come up with novel solutions. In the model, the first step is novelty seeking 
followed by creativity which is broken into novelty-finding and novelty-production. 
To move beyond the novelty phases requires development of something that can be 
recognised by others and is highly dependent on two specific motivations that are 
part of motivation and achievement goal theory: (1) mastery goals which concerns 
the degree to which an individual personally wishes to become competent in 
something and (2) performance goals which concerns the degree to which the 
individual wishes to prove their competence to others [18]. These two motivations 
can be classified as intrinsic and extrinsic, respectively. The existence of extrinsic 
motivations highlights the importance of social factors when it comes to creativity 
and innovation. Schweizer's model will be used as a fi-amework for structuring the 
capture and application of the innovation knowledge inventory. We will seek to 
capture scenarios that address each of the personality/cognitive traits and skills; 
individual behaviours, individual motivations and the behaviour of others. 

In conjunction with content analysis of the related literature to clarify the 
concepts and phases, development of our inventory has begun with possible 
scenarios based on innovation stories recorded in the literature. Professor Gordon 
Bell's [1] book on ''High Tech Ventures: The Guide To Entrepreneurial Success", 
see Figure 1 for an example, and Edward De Bono's 30+ books related to thinking, 
and 'lateral thinking' in particular, provide excellent starting points. Schoen's [13] 
landmark book "The Reflective Practitioner" provides valuable vocation specific 
guidance in the interpretation of the literature and interviews. Initial validation of 
our scenarios with innovation experts, such as Bell, is also underway. For example, 
the initial scenario in Figure 1 has been reviewed by Bell resulting in 8 answer 
options instead of the original six evaluated by novices in our study described in the 
next two sections. 
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Scenario 1 

You've come up with an innovative new software product. You get a lot of money 
to start making this product. You start worl<ing on developing the software. 
However it seems that development isn't going as quickly and smoothly as you 
would wish. Your technology and product development departments are 
understaffed compared to your marketing and sales departments and you find 
that while you are making great progress marketing and sales-wise, your 
product development leaves a lot to be desired. You begin to fear that the 
product may never actually be completed. 

Do you; 

a) Cease operations and return any remaining funds to the investors because the 
technology is inadequate to support the product, (what Bell suggested) 

b) Reduce the company to a minimal marketing effort until a product can be built. 

c) Do nothing and hope the problem resolves itself, (what Bell suggested) 

d) Hire more technology and product development people. 

e) Give the product up for dead and instead concentrate on marketing and sales 
and spend more money with the hope of generating indeterminate future 
revenues, (what Bell actually did (bad)) 

f) Grab the money and escape to the Bahamas. 
Figure 1: Scenario 1 developed from Bell and McNamara [1] pp. 273 - 276 

Ovation: The case of the missing product 

3. THE APPROACH 

Similar to our previous work in developing an IT Tacit Knowledge inventory, 
we have established an inventory with twelve 'innovation' scenarios. A screenshot 
including a scenario based on Figure 1. We want our two sample populations to 
1, rate via a Likert scale the good(ness) or bad(ness) of given answers to 

relevant innovation scenarios 
2. consider extending the inventory/questionnaire by adding innovative 

scenarios and answer options of their own, if the participants can think of 
any 
In other words we would like not only to capture data with regard to how people 

answer our scenarios, we would also like to extend our questionnaire for future use. 
Each individual (innovator or novice) will work with no more than about 4-5 

scenarios. We feel from prior research that respondents are likely to concentrate 
more if given less to do. We value the quality of their feedback. The time taken 
would be roughly 30 minutes. 

We will be using our two sample populations to; 
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1. obtain 'expert' innovative feedback from our innovators. 
2. obtain 'novice' feedback who will be acting as a 'control' group 

We hope to find differences in the responses to our questionnaire/inventory 
based on the sample populations. Through incorporating biographical information 
we may find differences in the answering of the scenarios on the basis of gender, or 
employment seniority, language other than English and so on. As Information and 
Communication Technology (ICT) is'our field of expertise, we will initially focus 
on this discipline. 

As our novice population we have chosen the MPCE360 (Maths, Physics, 
Computing, Electronics) class. MPCE360 is a 'management' unit rather than a 
Maths, Physics, Computing or Electronics unit per se. The unit is concerned with 
innovation and how to come up with an idea, turn it into a product, how to build a 
business plan and market it. The unit is offered to all students at Macquarie 
University, although usually only (Division of) ICS (Information and 
Communication Sciences, i.e. Departments of Maths, Physics, Computing, 
Electronics) students tend to enroll in it. They require (at least) 41 credit points of 
subject completion and a GPA of at least 2.0 to be allowed to enroll in the subject. 
The MPCE360 class tends to vary from 20 (they are 3rd year students) to about 30 
years of age. 

For the innovators, we could expect recent (university) graduates and upwards to 
be involved in this study. Realistically though an innovator is likely to be somewhat 
older than an average fresh 'out of university' graduate. We would expect the age 
ranges to vary from roughly 30 to 80 years of age. These are however 'ballpark' 
figures. Of the 'innovator' cohort, we expect anywhere from 6 (pessimistically) to 
12 (optimistically) 'innovators' to participate. To be 'recognised' as an innovator, 
as opposed to merely 'claiming' to be one, infers a process of public scrutiny. 
Therefore, we intend to contact recipients of innovation awards and other known 
innovators. The individuals we will be approaching will by definition generally fit 
within the category of people experienced at what they do. 

4. RESULTS AND FINDINGS 

Seventy-three (73) MPCE360 students were introduced to the study in a 
practical session and invited to participate. Those who chose to participate (71) 
filled out the paper based version of the (anonymous) questionnaires with their 
biographical information and their responses to 4 randomly assigned scenarios. 

We present only a small selection of our results here to illustrate our technique. 
These results concentrate on the findings of our novices, of whom 23 answered 
Scenario 1 (figure 1) with its associated options for dealing with the given scenario. 
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Figure I. Scenario 1, answer 1 {n=23) 

An examination of table 1 reveals our sample population is young (20 to 27 
years of age, but heavily concentrated in their early 20s), mainly male (18 out of our 
23 participants), overwhelmingly ethnic (where ethnic in the Australian context 
refers to non Anglo-Celtic) and more specifically concentrated in the Chinese and to 
a lesser extent, the sub-continental ethnic groups. Finally the novices were generally 
school leavers (highest qualification was typically the HSC) as one would expect. 

Turning our attention to Answer 1 (figure 1) for Scenario 1 ("Hire more 
technology and development people. If your problem is understaffmg in the 
technology and product development departments then it's obvious that you need 
more staff), there is clearly a skew towards answering this question in the 
affirmative. 
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Table 
Fields: 
gained. 

1. Our sample population (MPCE360) who answered Scenario 1; n=23 
gender; age; I'" language other than English; occupation now; highest qualification 

G. 

M 

M 

F 

M 

M 

M 

M 

F 

F 

F 

M 

M 

M 

M 

M 

M 

M 

M 

M 

F 

M 

M 

M 

Age 
24 

23 

27 

23 

24 

23 

21 

21 

20 

22 

22 

22 

26 
21 

27 

21 

26 

23 
21 

22 

21 

23 

1st LOE 
Marathi 

Arabic 

Chinese 

Chinese 

Mandarin 

Hindi 

Farsi 

Indonesian 
Indonesian 

Chinese 

Chinese 

Farsi 

Italian 

Mandarin 

Cantonese 

Tamil 

German 

French 

Italian 

Chinese 

Occ. Now 
Student 

IT support 

Project Coordinator 

Student 

Student 

Student 

Student 

Student 

Student 

Assistant Accountant 

Student 

Student 

IT 

Student 

Sales 
Director/Manager (Telec Contr) 

Student 

Computer Developer 

Retail Assistant 

IT 

Student 

Highest Qual. 
Bachelor 

HSC 

HSC 

HSC 

Certificate 

Dipl. of Comp. Sci. 
HSC 

Associate Diploma 

B.Sc. 

SfBT Diploma 

B.Soft.Eng. 

Certificate 

HSC 

Diploma 

HSC 

HSC 

HSC 

HSC 

Our novices on the whole (with the exceptioti of a few ambivalent "Neither 
Good nor Bad") considered the hiring of more staff both ideally (ethically) and 
realistically a good idea. 

In responding to Answer 2 ("Recommend to the board to cease operations and 
return any remaining funds to the investors"), our novices tended towards the 
negative. Again a grouping were ambivalent, expressing a neutral opinion, but the 
majority clearly felt this answer was not a good idea, surprisingly feeling more 
strongly about this answer from a realistic point of view. 

Answer 3 ("Give the product up for dead and instead concentrate on marketing 
and sales and spend more money with the hope of generating indeterminate future 
revenues") was also greeted in the negative by the novice sample population. Very 
few thought this option a good idea. Again there were some 5 students who were 
undecided on this point. 

With regard to Answer 4 ("Reduce the company to a itiinimal marketing effort 
until a product can be built. It'd be a shame to give up on something so promising") 
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our novices were almost evenly divided in their opinions, although marginally more 
considered the reduction in marketing a generally good idea. Interestingly some 5 
and 7 novices (ethical and realistic) respectively took a neutral stance on this answer. 
One can speculate this is so either because they genuinely felt the option to be 
neither a good nor bad idea, or alternatively because they could not be bothered 
concentrating on the problem at hand (a couple of novices appeared to select 
"Neither Good nor Bad" for all answers). 

Turning our attention to Answer 5 ("Do nothing safe in the knowledge that the 
problem will most likely resolve itself) the novices were overwhelmingly opposed 
to this option. Again some 6 and 8 (ethical/realistic) out of 23 novices took an 
impartial stance. Only 2 novices felt this to be a good idea (ethically and 
realistically). 

Not that surprisingly, Answer 6 ("Grab the money and escape to Switzerland") 
was also viewed overwhelmingly negatively by the novices (18 ethically, 13 
realistically). A few novices (4 ethically, 8 realistically) felt running off with the 
money was actually not such a bad idea. Notably very few (1 ethically, 2 
realistically) remained impartial on this issue (probably the novices who had chosen 
to remain neutral for all questions. 

With regard to Answer 7 ("Call up someone you respect and ask them for help") 
our novices mostly thought of this as being a good idea (14 ethical; 16 realistic). 
Again a small proportion (5 ethical; 4 realistic) took an ambivalent stance, with 
some 4 novices (ethical) and 5 novices (realistic) considering asking for help from 
one more experienced to be a bad idea. 

The results for Answer 8 ("Attempt to buy more time, confident that the vast 
funds you have will allow you this") are more evenly distributed, with a slightly 
higher proportion (11 ethical, 13 realistic) feeling this was a good idea. At the same 
time a proportion of novices (9 ethical, 9 realistic) felt stalling was a bad idea. Three 
novices (ethical and realistic) didn't care one way or the other. 

Finally the last Answer option ("Find a scapegoat (someone who will take the 
blame)") was answered in the negative for the most part (14 ethical, 11 realistic). 
Five novices took a noncommittal stance, whilst 3 novices and 7 novices (ethical 
and realistic respectively) felt another to blame was actually a good idea, in fact of 
this last cohort, 4 novices thought this to be an extremely good idea. 

The results are as one would expect, insofar as our novice population appears to 
have answered our questions sensibly. Certainly a small proportion choose to avoid 
thinking carefully about the responses preferring to simply choose the middle of the 
road approach, but we estimate this to be no more than 2-3 students (after examining 
questionnaires). Even from this small subset of the data we can see that our novices 
believed that the options a), c) and e) in Figure 1 (which is what Bell had suggested 
and/or done in his book) were bad options and preferred other options which Bell, 
the expert, had not thought were a good idea. It will certainly be interesting to 
compare the results of the expert sample population with those of the novices. 
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5. CONCLUSION AND FUTURE WORK 

Through comparison of similarities and differences between the novice and 
expert populations we will be able to find if any patterns of novice versus expert 
behaviour exist when it comes to Innovation. As part of that analysis we intend to 
employ more elaborate data analysis techniques such as our use of Formal Concept 
Analysis [7] should provide more detailed results. 

Once we have developed and validated our innovation inventory, we intend to 
adapt and extend the tool to allow the scenarios to be randomly assigned to potential 
and existing employees so that it can be used to identify individuals, and to what 
extent, they behave similarly to the identified innovators. We will need to devise 
various algorithms to determine acceptable ranges of behaviour and incorporate the 
use of weightings to allow some scenarios to be more or less important in generating 
a score. For personnel selection, the goal would be to provide an innovation 
index/score ranking applicants to assist with the selection process. The tool may be 
extended to allow other details regarding other selection criteria to be included to 
make the process more streamlined. For training purposes, algorithms will be 
developed which will provide scores indicating what knowledge is currently lacking 
in the individual and to propose a training programme for the individual. To achieve 
this goal we will need to refer to and incorporate other research in the psychology, 
training and recruitment literature. 

We intend to compare our approach to the key psychometric approaches offered 
for innovation testing. We propose to administer techniques such as MBTI, KAI or 
other psychology-based techniques in order to correlate our findings with these other 
approaches and to validate the NGM. For instance, we will test whether certain 
personality traits and characteristics or motivations correspond to the phases in the 
NGM. 
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Abstract: Kernel functions are used in support vector machines (SVMs) to compute dot 
product in a higher dimensional space. The performance of classification 
depends on the chosen kernel. Each kernel function is suitable for some tasks. 
In order to obtain a more flexible kernel function, a family of RBF kernels is 
proposed. Multi-scale RBF kernels are combined by including weights. 
These kernels allow better discrimination in the feature space, and are proved 
to be the Mercer's kernels. Then, the evolutionary strategies are applied for 
adjusting the hyperparanieters of SVM. Subsets cross validation is used to be 
the objective fijnction in evolutionary process. The experimental results show-
that the accuracy of the proposed method is better than the ordinary approach. 

Key words; Support Vector Machines, Evolutionary Strategies, Kernel Methods, Radial 
Basis Function 

1. INTRODUCTION 

Support Vector Machines (SVMs) are learning algorithms that have been widely 
used in many applications such as pattern recognitions and function approximations 
[1]. Basically, SVM operates a linear separation in an augmented space by means of 
some defined kernels satisfying Mercer's condition [1,2, 3]. These kernels map the 
input vectors into a very high dimensional space, possibly of infinite dimension, 
where linear separation is more likely [3]. Then, a linear separating hyperplane is 
found by maximizing the margin between two classes in this space. 

Hence, the complexity of the separating hyperplane depends on the nature and 
the properties of the used kernel [3]. There are many types of kernel functions such 
as linear kernel, polynomial kernel, sigmoid kernel, and RBF kernel. The RBF 
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kernel is a most successful kernel in many problems, but it still has the restrictions in 
some complex problems. 

Therefore, we propose to improve the efficiency of classification by using the 
combination of RBF kernels at different scales. These kernels are combined by 
including weights. These weights, the widths of the RBF kernels, and regularization 
parameter of SVM are called hyperpammeters. In general, the hyperparameters are 
usually determined by grid search. These hyperparameters are varied with a fixed 
step-size in a range of values, which consume a lot of time. Hence, we propose to 
use the evolutionary strategies (ESs) for choosing these hyperparameters. 
Moreover, we propose to use subset cross validation for evaluating our kernel in 
evolutionary process. 

A short description of support vector machines is presented in Section 2. In 
Section 3, we propose the multi-scale RBF kernel and apply evolutionary strategies 
to determine the hyperparameters of the kernel. The proposed kernels with the help 
of ES are tested in Section 4. Finally, the conclusions are described in Section 5. 

2. SUPPORT VECTOR MACHINES 

Support vector machine is a classifier which finds an optimal separating 
hyperplane. In the simple pattern recognitions, SVM uses a linear separating 
hyperplane to create a classifier with a maximum margin [4]. Consider the problem 
of binary classification. The training dataset are given as 
(,v,,i/i),(-^2'y2)'-'(-t|'y/)'where X; e R*̂  and i/,e{-l,l) for i = l,...,l when Xj is 
a sample data and y, is its label [5]. A linear decision surface is defined by the 
equafion; 

i!)-x + b = 0. (1) 

The goal of learning is to find we R^ and the scalar b such that the margin 
between positive and negative examples is maximized. An example of the decision 
surface and the margin is shown in Figure 1. 

(K...!),.>.»,-• 

Figure I. An example of decision surface and margin 
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This surface can be achieved by minimizing ||?u| , and the conditions for 
classification without training error are i/,((ty-A:,) + fc) > 1 for i= \,...,l, that are a 
quadratic optimization problem [4]. This yields the decision function as 

f{x) = sig7i\ 2^a, y,- X, X + b\. (2) 

The data examples x, which correspond to non-zero a, values are called support 
vectors. 

However, the quadratic programming solutions cannot be used in the case of 
overlapping because the constraints cannot be satisfied [4]. In such a situation, this 
algorithm must allow some data to be unclassified, or on the wrong side of a 
decision surface [4]. In practice, we allow a soft margin, and all data inside this 
margin are neglected. The width of soft margin can be controlled by a 
corresponding regularization parameter C that determines the trade-off the training 
error and the VC dimension of the model [4]. 

In most cases, seeking a suitable linearly hyperplane in an input space has the 
restrictions. There is an important technique that enables these machines to produce 
complex nonlinear boundaries inside the original space. This performs by mapping 
the input space into a higher dimensional feature space through a mapping function 
<i> and separating there [6]. This can be achieved by substitution <J>(.t,) for each 
training example x,. 

However, a good property of SVM is that it is not necessary to know the explicit 
form of 0. Only the inner product in feature space, called kernel function 
K{x, y) = (^(x) • <X>[y), must be defined. The decision function becomes the following 
equation: 

/ ( i ) = sign ^ a , - 1 / ; /<(x,,x) + b\. (3) 

where a^ > 0 is the coefficient associated with a support vector x, and b is an 
offset. 

3. EVOLVING MULTI-SCALE RBF KERNEL 

The evolutionary strategies (ES) are the algorithms that imitate the natural 
processes (natural selection and survival of the fittest principle), which were 
developed by Rechenberg and Schwefel [7, 8, 9]. ES was developed for numerical 
optimization problems, and they are significantly faster than traditional genetic 
algorithms [10]. In this section, the multi-scale RBF kernel is proposed for SVM on 
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classification problems. Then, tlie evolutionary strategies are applied to evolve 
hyperparameters of SVM. 

3.1 Multi-scale RBF kernel 

The Gaussian RBF kernel is widely used in many problems. It uses the 
Euclidean distance between two points in the original space to find the correlation in 
the augmented space [3]. Although, the RBF kernel yields good results on various 
applications, it has only one parameter for adjusting the width of RBF which is not 
powerful enough for some complex problems. In order to get a better kernel, the 
combination of RBF kernels at difference scale is proposed. The analytic expression 
of this kernel is following: 

K{.t,y) = X«,.K{x.y,r,.). (4) 

where n is a positive integer, a, for i = \,...,n are the arbitrai7 nonnegative 

weighting constants, and 

^^'y'ri) = expi-nlx-yf). (5) 

is the RBF kernel at the width y , for i = \,...,n . 

The RBF is a well-known Mercer's kernel. Therefore, the non-negative linear 
combination of RBFs in equation 5 can be proved to be an admissible kernel by the 
Mercer's theorem [5] that is showed in Figure 2. 

Corollary, The non-negative Hneat' combination of Mei'cer's 
kei:nd3 is a Mercer's keniel. 
Rioof. Let K^{:x,y) beMei"cer's kemd, for i= l,...,j-i, and lei 

wbeti aj for i-\,..,,n are non-siegatiue values. According to 

the Mercer' 

for 1 = 1, 

s theorem, we know that 

J|^((-^.y)g(^)g(VS^^^ £̂  0,V5 
. . ,n. By taking the linear combination with 

noime^tive coefficients a-. we will get 

And then 

Tltei'efore, 
i-l 

J |K(a,y)x( .x)g(y)ifa4/ > 0 , V g 

Hence, tlie fimction K(.i:,y)= ^aiK^ixAj) is a Mercer's kerad 
i - l 

D 

Figure 2. Proving ofthe proposed kernel 
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When the various RBF functions are combined, the results of classification are 
more flexible than using a single RBF function. The examples of classification with 
a simple RBF kernel and a combination of two RBF kernels are showed in Figure 3. 

(a) RBF kerne) (b) 2-RBF kernel 

Figure 3. The examples of classification 

In these examples, the training data are non-linearly separable. The SVM with a 
single RBF and 2-RBF (the multi-scale RBF kernel with n =2) kernels can correctly 
classify the data. However, the 2-RBF kernel yields the result that is more flexible 
and easier to comprehend. Moreover, the margin of the 2-RBF kernel in this 
example is larger than the single RBF kernel. This means that the classification 
results of the 2-RBF kernel on unseen data are more plausible than those of the 
single RBF kernel. 

3.2 Evolving hyperparameters of SVM 

In this sub-section, the ES is applied to evolve the optimal hyperparameters of 
SVM. There are several different versions of the ES. Nevertheless, we prefer to use 
the (// +X )-ES where /; parents produce 1 offspring. Both parents and offspring 
compete equally for survival [11]. 

Form equation 4, there are 2n parameters when n terms of RBF kernels are 
used (n parameters for adjusting weights and n values of the widths of RBF), 
However, we notice that the number of parameters can be reduced to 2n-lby 
fixing a value of the first parameter to 1. The multi-scale RBF kernel that will be 
used in the rest of this paper is in the form: 

K(x,y) = Kix,y,n) + "ta,K(x,y,rd • (6) 

Let V be the non-negative real value of the hyperparameter vector that has 
2n + l dimensions. The vector ii is represented in the form; 
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V = (C, M , r„, fl| , r , , flj , /-J, ... , a„_, , r„-, )• 
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(7) 

where C is the regularization parameter, n is the number of RBFs, x, are the widths 
of RBFs, and a, are the weights of RBFs. Our goal is to find v that maximizes the 
objective function/(v). The {5+10)-ES is applied to adjust these hyperparameters. 
The algorithm of (5+10)-ES is showed in Figure 4. 

t = o,-
initializalionfvi,..., v^, a); 

evalualion /(v,),..., /(V;); 

while (l< lOOOjrfo 
for i =1 (o 10 do 

v/ = recombinalionfVf,..., v^J; 

v'j = mutate(vl); 

evaluate fiv'): 

end 
f'v,,.,,, v^) = selecl(v^,..., v^.v,',,.., v,',,; 

a = mutate ij (a): 

t = t+l; 
end 

Figure 4. (5+10)-ES algorithm 

This algorithm starts with the 0''' generation (t=0) in which 5 solutions v,,,,., v^ 
and standard deviation a e Rf"*' are selected randomly. These initial solutions are 
evaluated. Then, the solutions are used to create 10 new solutions by the global 
intermediary recombination method. Ten pairs of solutions are selected from 
conventional 5 solutions. The average of each pair of vector solutions, element by 
element, is a new solution. 

: ( v i + v 2 ) (8) 

Vj = - ^ ( V l + V j ) (9) 

Î'fl - ^ k + V s ) (10) 

After that, these solutions are mutated by the following function: 
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mutatefv ) = (C+z^,n +z^, rn^ -2 ", + -3 , r, + =4 > ••• > «„-̂ i + -2,, > r„-i + -2„+i )(11) 

--, ~/V,(0,(T,.^). (12) 

The v] for i =1,..,10 are mutated by adding v' with (2, ,2^ ,,..,r2„+|), and z, is 
a random value from normal distribution with zero mean and tr,̂  variation. In each 
generation, the standard deviation will be adjusted by the equation 13. 

mutate ^ (a) = (c , -g"' , a^ •£"' , ... , crj,̂ ., •«''"' ) (13) 

. - , - A / , ( 0 , T ' ) , (14) 

when T is an arbitrary constant. 
Only the 5 fittest solutions are selected from 5+10 solutions to be the parents in 

the next generation. These processes will be repeated until a fixed number of 
generations have been produced or the acceptance criterion is reached. 

For evaluating the hyperparameters of SVM, there are many ways to define an 
objective function. Although, training rate will be the easiest objective function, it 
maybe over-fit with training data. In many time, our data has a lot of noise. If the 
decision functions over-fit to these noisy data, the target concept may be wrong. 
Therefore, we propose to train the decision function with subsets cross validation; a 
good set of parameters should perform well on all these subsets. 

At the beginning, the training data are divided into five subsets, each of which 
has the same number of data. For each generation of ES, the classifier is trained and 
validated five times. In the /'' ' iteration (/ = 1, 2, 3, 4, 5), the classifier is trained on 
all subsets except the i"" one. Then, the accuracy of classification is evaluated for 
the I"' subset. 

Only real training data sets are used to produce the classifiers by a set of 
parameters. Then, the validation set are used for calculating the accuracies of the 
classifiers. The average of these five accuracies is used to be the objective function 
/ (v ) . It is a rather good estimate of the generalization accuracy for adjusting the 
parameters. The testing data set is reserved for testing the final classifier with the 
best parameters found by the evolutionary strategy. 

4. EXPERIMENTAL RESULTS 

In order to veriiy the performance of the proposed method, SVMs with the 
multi-scale RBF kernel are trained and tested on datasets from the UCI repository 
[12]. The evolutionary strategies are used to find the optimal hyperparameters of 



276 IIP 2006 

SVM. The proposed method is evaluated by 5 folds cross-validation. The 
regularization parameter, the widths of RBFs (;K,) , and the weights of RBFs (a,) are 
real numbers between 0.0 and 10.0. The number of RBF terms is a positive integer 
that is less than or equal to 10. These hyperparameters are inspected within 1000 
generations of ES. Then, the best hyperparameters will be used to test on validation 
data. The value of T in evaluation process of these experiments is 1.0. The 
experiments are divided into 2 parts as two-class problems and multi-class problems. 

4.1 Two-class problems 

Fifteen datasets from UCI are used for testing. Each of datasets contains two 
classes. The proposed method is compared with GridSearch and the ES that uses 
training rate as the objective function. GridSearch is applied on single RBF kernel, 
while ES with training rates is applied on multi-scale RBF kernel. The number of 
attributes, the sample size, and the average accuracies on 5 folds of each dataset are 
shown in Table 1. 

Table 1. Results of two-class problems 

Datasets 

Checkers 
Spiral 
LiverDisorders 
hidiansDiabetes 
ThreeOfNine 
TicTacToe 
BreastCancer 
ParityBits 
SolarFlare 
ClevelandHeart 
Australian 
German-org 
Ionosphere 
Tokyo 
Sonar 

No. of 
attributes 

2 
2 
6 
8 
9 
9 
10 
10 
10 
13 
14 
24 
34 
44 
60 

No. of 
examples 

192 
582 
345 
768 
512 
958 
699 
1024 
1066 
270 
690 
1000 
351 
959 
208 

RBF 
GridSearch 

83.32 
100.00 
61.74 
64.97 
53,51 
65,34 
86,41 
48,05 
80.87 
55,56 
55,51 
70,10 
66.10 
81,02 
70,67 

Average accuracy 
Multi-scale 
RBF kernel 
+ ES (obj: 
training rates) 
81,73 
100.00 
63,19 
65,10 
53,51 
65,34 
88,41 
48,54 
80.87 
55,55 
55,51 
70,20 
66.38 
82,17 
75,96 

Proposed 
method 

83,31 
100.00 
66.38 
76.16* 
100.00* 
99.48* 
95.99* 
57.71 
80.87 
83.34* 
56.38 
74.80 
95.15* 
90.82* 
89.41* 

* Statistical significance at level 
GridSearch, 

0.01 for the difference between the proposed method and RBF 

These results show the accuracies of the proposed method (using the multi-scale 
RBF kernel and ES with 5 subsets cross validation) that are significantly higher than 
GridSearch on almost all datasets. Although the training rates can be the objective 
function, their average accuracies is not higher than GridSearch for some datasets. 
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This is because it may over-fit training data when the kernel is more flexible. 
Hence, subsets cross validation is a good choice to avoid the over-fitting problem. 

4.2 Multi-class problems 

SVM is the binary classifier for two-class data. However, the multi-class 
classification problems can be solved by voting schema methods based on a 
combination of many binary classifiers [3], One possible approach to solve A-class 
problem is to consider the problem as a collection of k binaiy classification 
problems. A-classifiers can be constructed, one for each class. The /c''' classifier 
constructs a hyperplane between class k and the k-l other classes [3]. A new 
example will be classified according to a classifier that yields the maximum value of 
decision function. This schema is commonly called one against the rest and showed 
in Figure 5. 

I'cstarf CEED \\H'th\iim 

Figttre 5. Multi-class problem 

The proposed method has been tested on two multi-class problems from UCI. 
Both problems are composed of 3 classes. The experimental results are shown in 
Table 2. These results show that the accuracies of the proposed method are better 
than those of the RBF kerne! using GridSearch on both problems. 

Table 2. Results of multi-class problems 

Datasets No. of attributes No. of examples 

BalanceScale 4 625 
Waveform 21 5000 

Average accuracies 
RBF GridSearch Proposed method 
85.92 88.16 
33.92 46.84 

CONCLUSIONS 

The non-negative linear combination of multiple RBF kernels with including 
weights is proposed for support vector classification. The proposed kernel is proved 
to be the admissible kernels by Mercer's condition. Then, the evolutionary strategy 
is applied to adjust the hyperparameters of SVM. Subsets cross validadon are 
considered to be the objective function in evolutionary process to escape from the 
over-fitting problem. 
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The experimental results show the abilities of the proposed method through their 
average accuracies on 5 folds cross validation. The multi-scale RBF kernel yields 
the better results. Furthermore, the experimental results also show the evolutionary 
strategy is effective in optimizing the hyperparameters, especially when the ranges 
of each parameter are large. Other methods for optimizing the parameters can also 
be used, such as gradient based methods. We decided to use (5+10)-ES because the 
ability to escape from local minima and the population size is not large so that it fast 
converges to an optima! solution. Therefore, this method is very suitable for the 
problems where we have no prior knowledge about parameters. 
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An Iterative Heuristics Expert System for Enhancing Consolidation Sliipment Process in 

Logistics Operations 

HCW Lau, WT Tsui 
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Abstract 

Shipment consolidation is a laborious and, sometimes, tedious task for airfreight forwarders since 

there is enormous information to be considered and literally quite a number of practical constraints to 

be fulfilled. In Hong Kong, the unique forwarding operation and rapid cargo flow has further 

complicated the consolidating process in such a way that local forwarders are almost impossible to 

achieve the best selection of logistics workflow through the functions of human brain solely. However, 

none of the currently available intelligent logistics system is able to aid forwarders in making decisions 

on this crucial operation through the entire supply chain. 

This paper presents an Iterative Heuristics Expert System (IHES) for solving shipment 

consolidation problem, adopting rule-based reasoning to provide expert advice for cargo allocation and 

subsequently applying container loading specific heuristics to support the cargo loading process. 

Afterwards, the iterative improvement mechanism of IHES undertakes all outcomes until the most 

optimal solution is found. A presentation of the concept of IHES and its development are included in 

this paper with a case study conducted in Oriented Delivery Limited (a Hong Kong-based company) to 

validate its feasibility. 

Keywords; Airfreight forwarding; rule-based reasoning; heuristics; iterative, consolidation shipment 

process; logistics. 

1. Introduction 

Airfreight forwarders are typically third party logistics. They are responsible for supervising the 

movement of cargoes from receiving shippers' cargo to dedicated consignees. They are also responsible 

for suggesting and offering variety of professional services which is able to fulfil the customers' needs. 

In general, consolidation of shipments is the primary means to lower costs among shipments by 

achieving better utilization of resources. 

The current consolidating shipment process is done manually and based on the personal 

experiences of a few experts. As a result, it is uncertain that this approach can achieve the most 

optimized decision in terms of profit maximization, high efficiency and delivery accuracy. Therefore, a 

systematic and reliable approach is strongly desired for obtaining the most optimal decision that is able 

to deal with all related activities within the chain of shipment consolidation. 

This article presents the development of an expert system which can be easily deployed by 

airfreight forwarders. This system aims at enhancing the problem-solving capabilities which normally 

rely on human experts. An Iterative Heuristics Expert System (IHES), which comprises rule-based 
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inference, container loading specific heuristics and iterative algorithm, is constructed and embedded in 

the system for enhancing decision capability of shipment consolidation. IHES is developed for 

optimizing the essential activities within the chain of shipment consolidation, including the flight 

selection, ULD identification and load plan generation, taking into account the profit, cost and other 

practical constraints. 

In this research, shipment consolidation has a number of operations which includes cargo 

allocation and cargo loading domain. By means of a computer model of expetl inferencing mechanism, 

the IHES not only deals with cargo allocation problem more quickly but also gets solutions as good as 

experts (Liebowitz, 1998; Building, 1996). ."̂ fter that, the cargo loading problem is solved by container 

loading specific heuristics so that optimal load plan can be generated. In particular, the quality of 

generated solutions can be enhanced through the iterative continuous improvement process in a 

cost-effective manner. By doing do, the forwarders could make decision based on the level of 

optimization. 

2. Traditional approacli of sliipment consolidation in Hong Kong 

Figure 1 shows the traditional approach of shipment consolidation in Hong Kong. The 

shipment consolidation includes two domains, i.e. cargo allocation and cargo loading. These two 

domains are completely different but highly interrelated. However, due to the fact that these two 

domains are performed separately by two groups of specialists, forwarders have no idea about the way 

to link up these two domains, thus hindering the optimization of related activities within the chain of 

shipment consolidation. Hence, an expert system approach, which should be able to leverage and 

exploit the interaction between cargo allocation and cargo loading domains, is necessary to be in place 

to aid forwarders in enhancing their quality of shipment consolidation decision as well as operational 

efficiency. 

K 
Logistics coordinators 

I Domain of cargo allocation 
I - f l ight select ion 

- U L D identif ication 
• - Shipment al locat ion 

Pallet loaders H 
Domain of cargo loading 

loading pool of cargoes to the 
apoointed ULD 

Shipment consolidation 

Figure I. Domain knowledge involved in shipment consolidation 

3. Literature Review 

Expert systems have been a subject of considerable research in wide-range applications in recent 

years. This section briefly describes several previous works of expert systems. After that, the rule-based 

inference technique and container loading specific heuristics are presented respectively. 

3.1. Expert system 

The advantage of applying expert systems to assist problem solving is that the confidence of 
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correct decision can be greatly increased (Giarratano and Riley 1994). Such approach has been widely 

used in various industries. It has the potential to provide solution of shipment consolidation which is 

usually worked out by limited and unconstructive experience of human experts. 

3.2. Rule-based reasoning 

The efficiency of expert systems depends largely on the design of inference mechanism. A 

number of contemporary publications in this area are available (Krishnamoorthy and Rajeev 1996; Lee 

and Kwon, 1995; Hartle and .lambunathan, 1996; Kamel, 1995; Ragothaman et al., 1995). All of them 

state that the inference processes operate by selecting knowledge rules then matching the symbols of 

facts. In this research, the inference mechanism employs a "data-driven" technique. The design and 

inference process of this technique is described in Figure 2. 

Design of 
Facts 

T 

Formuiation 
of Rules 

' ™ : Inference |_ 
Process r 

Figure 2. "Data-driven" inference mechanism 

3.3. Container loading problem and Heuristics 

For dealing with container loading problem in varies shape rather than rectangular solely, 

Pisinger (2002) suggests a doable approach which is based on the design of wall-building method 

(George and Robinson, 1980). This approach is a new heuristics method focusing on arranging the 

given cargo into a number of vertical layers which again are spilt into a number of strips. This is done 

through a tree search algorithm with a backtracking technology to improve solution quality. The 

packing of a strip may be formulated and solved optimally as knapsack problem with capacity equal to 

width or height of the container. However, imagining that the cargo loading process starts at building a 

single vertical layers into the pallet, the wall must fail down since it the wall lacks of support from its' 

neighbors. Therefore, the approach needs to be modified so that layers are built horizontally and 

initialized from the bottom of the ULDs. The proposed method is shown in Figure 3. The advantages of 

doing this are that all different shapes of ULDs, such as trapezoid, could be catered, and the solution 

becomes practical to be implemented in the real situation. 

xi/^s--
Take in Figure 3. Modified wall building approach for ULDs 
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In summary, review of contemporary publications indicates tliat whilst many researches are done 

on expert systems, rule-based forward chaining and container loading heuristics, the research related to 

the seamless integration between thein and the application for consolidating shipment process have not 

received the attention it deserves. These issues are addressed in this paper with the introduction of an 

expert system incorporated with an innovative technology which will be fully described in the 

following section, 

4. Iterative Heuristics Expert Technology (IHET) 

IHET is the embedded technology of the proposed expert system (IHES) in this research. The 

aim of IHES is to support optimization of shipment consolidation by utilizing two problem domains, 

namely, cargo allocation and cargo loading. The information flow of IHES is shown in Figure 4. 
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Figure 4. Information Flow of IHES 

The IHES starts with adopting computational intelligence technologies such as rule-based 

forward chaining to utilize cargo allocation knowledge for supporting the generation of cargo 

allocation plans. Afterwards, container loading specific heuristics is applied to support the generation 

of load plans through the use of cargo loading knowledge. In order to guarantee the solution quality, it 

is necessary that the acquisition of useful expert knowledge is in place to assist in identifying flaws and 

improvements. Therefore, based on the result performance, problems and correspondent improvements 

will be searched automatically in order to enhance the solution quality in terms of practicability and 

feasibility. If problerns and possible improvements are identified, appropriate knowledge rules will be 

retrieved and inserted into the inference engine for conducting the inference operation again. Generally, 

it will provide a more competitive cargo allocation advice and consequently form a more favorable 
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toad plan through the operation of specific container ioading heuristics. This iterative process will 

operate continuously until the most optimal solution is found. 

Generally speaking, the innovative technology (IHET) covers the all related activities in the 

chain of shipment consolidation by the adoption of rule-based forwarding chaining and container 

loading specific heuristics. Moreover, the quality of a particular consolidating decision can be further 

enhanced through continuous improvement mechanism. Thus, the IHET not only rectifies the existing 

problems but also provides a more optimal and reliable solution that cannot be easily conducted by 

human experts. The implementation of !HES is described in the next section. 

5. System design 

The proposed system in this research is used for local airfreight forwarders to master its core 

competence by means of shipment consolidation. The structure of the IHES is shown in Figure 5. 

Information i ' User Interface (Ul) 
Update (lU) I 

Central Processing System (CPS) 

I Iterative Heuristics Expert System jIHES) Tecfinofogy . 

System : I ( Control Subsyslem (CS| ) 

Database i ' T 4 I 

I /Rule-based inference^ f Heuristics Loading ^ I 
- - ; 1 \^ Operation (RIO) J ^ 1 (HI) J i 

Figure 5. Structure of IHES 

IHES consists of four components, i.e. the User Interface (Ul), System Database (SD), 

Information Update (tU) and Central Processing System (CPS). The Ul is the communication "outlet" 

between the users and the system. The SD is the central data storage system and the lU enables system 

administrators to update the information in the repository which store various groups of data for 

different processes. The CPS is the "brain" of the whole system, responsible for running IHES 

technology and monitoring the operations carried out within the system. The CPS consists of three 

main components, i.e. the Control Subsystem (CS), Rule-based Inference Operation (RIO) and 

Heuristics Loading (HL). 

After the completion of knowledge acquisition stage and system design, the knowledge 

representation had been started. This section will focus on the components in the CPS. 

Rule-based Inference Operation (RIO) - RIO consists of knowledge rules that are given by the expert 

in the field. The RIO draws the conclusion based on the information (facts) supplied by users and 

knowledge rules. RIO starts at retracting inappropriate flight schedule for stowing one or more 

customers' shipments. Some critical criteria of searching process includes Port of Load (POL), Port of 

Discharge (POD), Loading time. Arrival time. Accepted cost. Number of via and Quotation. After the 
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completion of inference process, RIO returns a list of cargo allocation plans, in which contain one or 

more possible combinations among customers' shipments and suggested ULDs. However, such plans 

are formed according to preliminary considerations, such as total size of cargoes and ULD size. These 

plans may be impossible to be implemented because the spaces occupied by cargoes in a load plan 

actually exceed the size limit of container. Therefore, Heuristics Loading(HL) is necessary in place to 

evaluate such plans through the process of load plan generation. 

Heuristics Loading (HL) - According to the work of Pisinger (2002), a tree-search algorithm, which is 

based on the wall-building approach presented by George and Robinson (1980), is developed. This is 

an improved algorithm that incorporates a backtracking step to improve the solution quality. This type 

of heuristic is relevant to apply in load plan generation process. In this part, the mechanism of 

Heuristics Formulation (HF) is built based on the work of Pisinger, but some of those are simplified 

and redesigned. 

For each cargo allocation plan, frequency functions, which are labeled b y , / , / a n d / , are applied 

to analyze the cargoes' physical features for arranging the priority of cargo loading sequences. Before 

going on, some information must be given: 

(1) Let a and P be the smallest and largest dimensions of the cargoes 

respectively. 

(2) k is a given value 

(3) The width, height and depth of a cargo is represented by Wi_, h; and dj. 

The first frequency function f' returns the number of occurrences of this dimension among the 

cargos, considering ail dimensions W;; ĥ ; d, of the cargoes: 

1 n 

k L .Mwi=kVhi=kVdi=k) for k= XI,...,*, 
1=1 

The second frequency function f' returns the number of occurrences of dimension k among the 

remaining cargoes, considering only the largest dimension of each cargo: 

K- / • (max(wi,hi,dil=k) for k= Xi,,.,,», 
i=l 

The third frequency function f returns the number of occurrences of dimension k among the 

remaining cargoes, considering only the smallest dimension of each cargo: 

k L—, (min{wi,hi,di)=k) tor k= Xi,...,*. 
i=l 

After three statistics results are provided by correspondent frequency function. A ranking rule is 

then applied to those results to choose the most frequency occurrence of dimension in order to obtain a 

strip. The ranking rule is defined as: the dimension with larger frequency is chosen first. Then, the 
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dimension with decreasing frequency is chose, if two different dimensions have the same frequency, 

the dimension, which is near to the previous chosen dimension, will have the priority to be used first. 

After ranlting all dimensions, heuristic formulation will set the ranked dimensions as the depth of 

boxes. The strip is tilled by the box that is defined as the first of priority after ranking result. Then, the 

strip is filled by the remaining box in order During the strip filling process, box needs to be rotated 

such that, height is minimized and Wbô  <= Wstrip. By following the same way, the strip will be 

generated until no space can be filled. 

For each load plan, the total weight of each horizontal layer is calculated and then ranked in 

order. The heaviest layer is placed at the bottom of the container while the lightest layer is placed at the 

top of the container. The planned wall is generated after the completion of the process. 

Control Subsystem (CS) - The CS has two functions. The first is to work as a system coordinator, 

ensuring smooth and efficient exchange of information within the CPS as well as between UI and CPS. 

Besides, it also manipulates the input and output data, and therefore deciding whether running the 

iterative process to modify the solution. 

6. Case study 

In order to demonstrate the feasibility of adopting IHES in the logistics community, five 

reference sites were selected as the pilot users for evaluating the system prototype and for system 

performance tooling. In this section, the case study of IHES is conducted in Oriented Delivery (HK) 

Limited is discussed. 

Oriented Delivery is a local freight forwarder, offering transportation service by sea and by air. 

IHES is applied in the areas of simplifying the company's operational workflow and providing 

decision support for optimal shipment consolidation. 

The first step of using IHES is to enter customers' order. From the Input Shipment Screen shown 

in Figure 6, the explicit information such as customer name, schedule, cargo and necessary remarks, is 

required to enter into the interface thoroughly. 

Figure 7 shows the Flight Schedule screen. Each load device is specified by an individual Pallet 

ID. According to the expertise' experiences, there are a number of pallets with given flights to be 

adopted frequently, because the allotment have been made with particular airline company. Therefore, 

the storage of frequent used pallets will make users more convenient when using the program. The 

specific pallet information will be displayed by highlighting the particular pallet in the list of Pallet ID 

on the right hand side of the screen. Some essential information like the given flight number, carrier, 

type, quantity and cost charged are shown. 
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Figure 6. Shipment input Screen 
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Figure 7. Fliglit Schedule Screen 

Ryle Selection 

Figure 8. Rule Selection Screen 

Rule Selection screen aims at assisting users in determining the specific settings of the proposed 

system. As seen from Figure 8, the Rule Selection screen includes three main elements, namely, Space 

Utilization, Exit Criteria and Heuristics Settings. After inputting all information, IHES applies IHET 

for identifying appropriate load device and then determines the optimal solution of shipment 

consolidation. The output data will be ranked in descending order according to their competence. 

In figure 9, the option '0 ' got the highest utilization rate, 82.81%. The details of option '0 ' are 

shown at the left hand side when highlighting it in Option Summary. Under this option, the pallet 

"160-96270636" is adopted. The details of this pallet are shown in the left hand side. The cargoes 

stowed in this pallet are listed in the frame of cargo loaded. The 3D load plan of pallet 160-96270636 

is shown in Figure 10. 
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Figure 9. The list of cargo allocation arrangement Figure 10. The 3D load Plan 

7. System evaluation and benefits 

In order to demonstrate the practicality of the IHES, Oriented Delivery conducted experiment to 

evaluate the system performance in respect to level of optimization and computational time. To 

perform the experiment, 24 sets of historical shipment projects have been obtained. Each set contains 

ten different data which have the same number of combination among cargoes and load devices. As 

shown in Figure 11(a) and 11(b), the results conducted by both e,xperience-based approach and expert 

system approach have been obtained. 

After implementing IHES for the shipment consolidation in various logistics projects, the 

performance was compared with those using experience-based approach. The performance criteria are 

the company satisfaction rate, degree of delay in delivery, service quality and the customer claims. As 

shown in Table 1, there is significant improvement using IHES in the process of shipment 

consolidation, which is shown by the increase in the percentage of service quality. Also, the significant 

decrease in the percentage of delay in delivery and customer claims indicates that expert system 

contributes to the improvement of performance of logistics operations. Moreover, the total saving 

based on the IHES model is about 1% comparing with the traditional approach, contributing to 

additional saving cost of about HK.$ 70,000. 

Figure 11(a). The computational time between IHES and experience approach 



288 IIP 2006 

Figure 11(b). The volume utilization between IHES and experience approach 

Delay in delivery 

Service quality 

Customer claims 

By human (%) 

20 

75 

23 

By IHES (%) 

12 

85 

18 

The company expected(%) 

10 

90 

15 

Table 1. The performance indication by human and IHES. 

8. Conclusion 

This paper provides an insight related to the problems of logistics shipment issues and the 

approaches to deal with them, suggesting the design and implementation of an expert system 

embedded with a new technology which is based on a combined artificial intelligence and heuristics 

techniques. This system is primarily designed for the use in airfreight forwarding environment, 

however, the same principle can be applied to other forwarding support systems, e.g. those used in the 

loading of railway, truck as well as ship. The case study of this paper demonstrates that it can be used 

in an actual freight forwarding environment, resulting in the enhancement of competitiveness and 

efficiency of local forwarders in the marketplace. In conclusion, this system is favorable to the 

progressive introduction of captured knowledge into the operation and is expected to influence the 

design of the next generation of logistics supporting systems particularly in airfreight forwarding 

business. 
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Abs t rac t— in this paper, we present an interesting filtering 
algorithm to perform accurate estimation in jump Markov 
nonlinear systems, in case of multi-target tracking. With this 
paper, we aim to contribute in solving the problem of model-
based body motion estimation by using data coming from visual 
sensors. The Interacting Multiple Mode! (IMM) algorithm is 
specially designed to track accurately targets whose state and/or 
measurement (assumed to be linear) models changes during 
motion transition. However, when these models are nonlinear, 
tiie IMM algorithm must be modified in order to guarantee an 
accurate track. In order to deal with this problem, the IMM 
algorithm was combined with the l^nscented Kalman Filter 
(I'KF) (6|. Even if the later algorithm proved its efficacy in 
nonlinear model case; it presents a serious drawback in case of 
non Gaussian noise. To deal with this problem we propose to 
substitute the UKF with the Particle Filter (PF). To overcome the 
problem of data association, we propose the use of an accelerated 
JPDA approach based on the depth first search (DFS) technique 
[12], The derived algorithm from the combination of the IMM-
PF algorithm and the DFS-JPDA approach is noted DFS-.JPDA-
IMM-PF. 

Index Terms— Estimation, Kalman filtering, Particle fdtering 
JPDA, Multi-Target Tracking, Visual servoing, data association. 

1. INTRODUCTION 

This paper hope to be a contribution within the field of 
visual-based control of robots, especiaily in visual-based 
tracking [3]; tracking maneuvring targets, which may 

themselves be robots, is a complex problem, to ensure a good 
track when the target switches abruptly from a motion model 
to another is not evident. Because of the complexity and 
difficulty of the problem, a simple case is considered. The 
study is restricted to 2-D motions of a point, whose posifion Is 
given at sampling instants in terms of its Cartesian 
coordinates. This point may be the center of gravity of the 
projection of an object into a camera plane, or the result of the 
localisation of a mobile robot moving on a planar ground. 

Several of maneuvering target tracking algorithms are 
developed. Among them, the interacting multiple mode! 
(IMM) method based on the optimal Kaiman filter, yields 
good performance with efficient computation especially when 
the measurement and state models are linear with Gaussian 
noise. However, if the later are nonlinear and/or non Gaussian 

noise, the standard Kalman filter should be subsfituted. in 
our study we choose the Particle Filter (PF). The algorithm 
derived from this combination is called IMM-PF. The other 
problem treated in this paper, is about the data association. 
Effectively, at each sample time, the sensor (camera) present, 
several measures and observations, coming from different 
targets; the problem is how to affect each measure to the 
correct target, to deal with this problem we choose an 
accelerated version of the JPDA algorithm based on the depth 
first search (DFS). The algorithm derived from the 
combination of DFS-JPDA and the non linear IMM 
algorithms is noted DFS- .!PDA-1MM-PF. 

The paper is organized as follows. In section U the 
mathematical formulation of 2-D motion is presented. In 
section III we describe the IMM algorithm PF based. In 
section !V we present the DFS algorithm and than in section V 
we present DFS-JPDA-IMM-PF algorithm. In section VI we 
present and discuss the results of simulations. Finally in 
section Vil we draw the conclusion. 

11. MATHEMATICAL FORMULATION OF 2-D MOTION 

The mathematical formulation of 2-D motion used is 
mainly inspired from Danes, Djouadi, and al in [4]. They 
make the hypothesis that the measurements are only the 2-D 
Cartesian coordinates of the moving point. 

Let s(.) denote the curvilinear abscissa of M over time onto 
its trajector>', the origin of curvilinear abscissae is set 
arbitrarily. Functions x(.) and y(.), represent the Cartesian 
coordinates of M. The measurement equation may be written 

y(')J 
= h(lW>P(')) 

Where p ( . l is a parameter vector function of minimal size. 

We can see that equation (1) is independent of the type of the 
motion of M onto its trajectory. 
The state equation could be written as: 

X{/) = AX(/) (2) 
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with X ( ( ) = 

A equals i 
TA. 

0 
, with Ac the n X n zero matrix with ones 

added on its first upper diagona!, and 0 the matrices of 
convenient sizes. The continuous time state equation (2) is 
linear time invariant and independent of M's trajectory, except 
on the sizes of s_f.) and p ( . ) . Moreover, it may be shown 

that the fundamental matrix F involved its exact discretization 
at the period T takes the form 

F=exp(Ar) = 2 : :^ 
The dynamic and measurement noises are supposed to be 

stationary, white and Gaussian, non inter-correlated with 
known covariances. 

A. Canonical motion equations 

The point M is supposed to move on straight or circular 
trajectories at constant or uniformly time-varying speed 
(constant speed or constant acceleration). Those motions 
belong to the set of the possible behaviours of a non-
holonomic robot whose wheels are driven at constant 
velocities or accelerations. 

1) Output equations: One minimal description of a straight 

line is defmed by the vector \i={a,d\ shown in figure i(a), 

which is related to Plucker coordinates. Concerning a circular 

trajectory one minimal description is defined by the 

vectorp - (i;0,x^,>'o)^ shown in figure 1(b). The origin of 

curvilinear abscissa is uniquely defined from those 
parameterizationa. 

(a) Line 

(b) Circle 
Fig.l. Trajectory Parameterization 

The output equations are as follows (trajectory parameter are 
considered time-invariant): 

Straight Line: 
VyWj \dm-\a - s{k)cQsa J 

s(k)-\ 

ziky-
\y(k) 

X,. + /?Ocos-

y„ + ROsin^ 
fiO 

-v(A) (4) 

with j(y,-) distance covered by the target and v(-) measurement 

noise wi/h density d^c^jiv). 

2) Stale Equations 

Constant velocity \-^ ' Ifl I j 

[p(t+l)= p(t)+-i',(*) 
Constant acceleraiion 

(5) 

s(* + l) = 

T 1 
1 T — 

2 

0 1 T 

0 0 I 

s:(li) + w,{k} (6) 

p(A + l)= P W + W , ( A ) 

where the random vectors 

x(o)=is(or,p(ofr,«(-)=(.<i(f.»i(rr 

s(k) = 

s(k) 

s{k) 

S(k) 

p,k) 

vector of the point M dynamics 

Trajectoiy parameters vector 
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lil. THE IMM'PARTICLE FILTER ALGORITHM 

The basic idea is to combine the IiMM approach [1], with a 
particle filter one. in the derivation of the standard !MM filter, 
a merging and filtering process are defined. We adopt a 
regularized particle Htter for this filtering step, and perform 
the merging step on the probability densities, represented by a 
Gaussian mixture. One consequence of the discrete nature of 
the approximation of the a posteriori density is that it cannot 
directly be applied to an IMM framework as it is used in [1]. 

To obtain a good continuous approximation of the a 
posteriori density, we use a regularized version of the 
bootstrap filter as first reported In [8,9] for tracking targets in 
clutter, in this hybrid version of the bootstrap filter, the 
probability density function, that has been computed as a point 
mass probability density on a number of grid points in the 
state space, is fitted to a continuous probability density 
function that is a sum of a prefixed number of Gaussian 
density functions. Moreover, by using a hybrid type of 
sampling filter as an alternative for direct resampling, 
degeneracy in the effective number of particles is avoided 
[8.9]. The main advantages of the new method that we 
propose here are: 

•̂  the method is able to deal with nonlinearities and non-
Gaussian noise in a mode: 

•̂  the method uses a fixed number of particles in each 
mode, independent of the mode probability. 

Algorithm 

Let a system be described by the equations: 

(7) 
x(k) = f[xik-r),k'\,Mik)]+w{k~\,Mik)] 

z(k) = h[x{k),k,J^ik)]+v[k,M{k)] 
The process noise and the measurement noise are possibly 

mode-dependent. Their densities are denoted by: irfw[k,M(k)j(w) 
and rfv[k,M(k)](v). 

Where M{k) denotes the model at time k. It's a finite state 

Markov process tacking values inJA/ I , according to a 

Markov transition probability matrix p assumed to be known. 

The probabiiity density of the Initial state is known, x(0) -
Po(x). Define the information up to and including time step k 
as: 

Z ( i ( ) = | 2 ( l ) , 2(/<)j 
The filtering problem that has to be solved is: 

Given a realization of Z(k) associated with (7) compute 
p(x(k)|Z(k)); i.e. the conditional probability density of the state 
x(k) given the set of measurements Z(k). 

A cycle of the IMM algorithm couid be summarized in 
four steps: 

*̂  Interaction stage 

Compute Mixing probabilities 

c . 

Compute Normaiizing factors 

' ^ i = Z A , f t ( * : - l ) (9) 

Compute A priori probability density in modey 

2 ] p'ix,(k ~ l/Z(k - l)))* f,,,iik - l/k ^ 1 ) 

(10) 

^ Filtering stage 

Vye^Wdraw N samples x/{k-~\) according to 

The predicted samples are: 

i',(k) = f{x'i{k-\lk^\,j))+w'{k~l,j) (11} 

Where w {k — ],]) are samples obtained from J^v^_, A(VI') 

The predicted output 

z]{k/k-])=^h{x'^\k\k,j) (12) 

The probability weight 

q',{k)=d,.^,Jz{k)-z'j(k/k-l)) (13) 

Normalizing 

g,(khj:g',{k) (14) 

Normalized probability masses 

Mean of the state over the sample set 

x,(k)=f^g',i'(k) (16) 

Covarianceof the state over the sample set 

?,(*)= ±g',(x',{k)-x,{k)li',(k)-x,{k))' (17) 
/ = ! 

From the conditional probability density function for the state 
in modey based on a mixture of N Gaussian densities 

Pi(x,(k)/Z{k))=f^q'N{x',{klv,PXk)) (18) 
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Where K̂  = 0.5N "' ', and d^ is the dimension oFthe state 

space. 

We obtain the probability density function for the stale in 
mode J after mixture reduction, i.e. based on a mixture of 
A^̂  < JV Gaussian densities. 

p'[x.(k)iA^1)-x<?;'M^?'(*)'",A"w) (19) 

The mean of predicted output over the sample set 

ft,(/t)=|;A(.T;(4i:,/) (20) 

Residual covariance over tlie sample set 

(21) 

Innovations 

r'^(k)=z{k)-h[i'j(k),k,j) (22) 

Probability density function for the innovations 

p'(r,(*)/z(^))=I?;A'(oi,(A))= 4o,s^(k)) 

(23) 

Likelihoods 

i ' , ( A ) = A ' ( / ; ( t ) ; 0 , 5 , ( A ) ) (24) 

Mode probabilities 

M^{k)=^~Lj{k)c. (25) 
c ' ' 

Where 

C=2]^/(^)c, (26) 

"^ Combination stage 

The a posteriori conditional probability density function 

for the stae 

p{x{k)/Z{k])= 2 P ' { ^ , ( ^ ) / Z ( A ) K ( * ) (27) 

IV. DFS ALGORITHM 

Let m and n be the numbers of measurements and targets, 
respectively, in a particular cluster. The computational cost of 
data association increases CKponentially with m and n. The 
efficiency of the algorithm used in the generation of the data 

association hypothesis is particularly important when m and n 
are large. In order to develop an efficient algorithm to generate 
all data association hypotheses, a mathematical model is 
developed for data association. One of the most used models 
for a combinational problem is called exhaustive search with 
consti-aints [13]. 

In the context of tracking muhitargei. data association can 
be modeled as an exhaustive search with a set of proper 
notations. Let X \j = 1,2,...,m) denote measurement^. The 

value of A', belongs to a set Z .̂ The value of Ay identifies the 
target which is hypothesized to be associated with 
measurement J. For example, X ~ 2 implies that 

measurement^ is hypothesized to be associated with target 2. 
There, the set Z, is defined by: 

2,^j/|; 1̂ J' : 1,2,...,OT a n d r = 1,2,. 

Where vi'-̂  takes two values, 1 if measurement J is 

associated to target t, 0 else. 

Based on the validation matrix £!( W-^), data association 

hypotheses [14] are generated subject to two restrictions: (1) 
each measurement can have only one origin, and (2) no more 
than one measurement originates from a target. 

In a JPDA scenario, the above two constraints can be 
easily translated into the language of exhaustive search 
problem for data association. Usually, an m-tup!e, 
[X^,X2•••••^X ,...,X ,...,X^^J, is a solution the these two 

constraints are satisfied: 
1. If p ^ g , A;, ̂  0 , and A;̂  T 0, then - V ^'cf 
2. If X^r X,, and pi^q , then A), =-X,, = 0 . 

All data association hypotheses can be generated by 
solving the exhaustive search problem considered above. 

Here we use the specialized DFS algorithm proposed in 
[12] for the generation of data association hypotheses. 
In general, in exhaustive search problem, no solutions are 
known in advance. However, in the problem of data 
association, a solution which is always known, is (0,0, ,0). 
The other solutions can be generated systematically from 
various valid combinations of non-zero values of the elements. 
For more precision see [12], 

V. DFS-.iPDA-IMM-PF ALGORITHM 
The principle of the .IPDA algorithm is the computation of 

probabilities association for each track and new measurement. 
These probabilities are then used as weighting coefficients in 
the formation of the averaged state estimate, which is used for 
updating each track. For a better description of the JPDA 
algorithm, see [2,5]. 

The combination of the .!PDA and the IMM-PF algorithms 
done as follows. A single set of validated measurements for 
JPDA-IMM-PF is obtained by considering the intersection Zi, 
offsets of measurements corresponding to individual models: 

z,. = nz/ 
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Where Z / represents the set of validated measurements 
under the assumption that model y is effective. The combined 
likelihood functions for the r modes of the !MM-PF algorithm 
are computed as in [6]. 

The prior mixed state estimates for model j and the 
validation regions for individual models are also computed as 
in [2,6]. The new mode probabilities, output state estimates. 
and corresponding error covariances are obtained as in [2,6]. 

VI. SIMULATIONS AND RESULTS 

In this section, we perform some simulations to evaluate 
our algorithm (DFS-JPDA-IMM-PF). 

The motion models considered are: - constant velocity on 
straight line {MO, -constant acceleration on straight line (M2), 
- constant velocity on circle (M^). - constant acceleration on 
circle (M4). 

To explore the capability of our JPDA-IMM-UKF 
algorithm to track maneuvring targets, various scenarios are 
considered; among of them w-e select the typical case of three 
highly maneuvring targets with crossing trajectories. 

We assume that the target is in a 2-D space and its position 
is sampled every T==ls. we run the DFS-JPDA-IMM-PF with 
1000 samples in each mode. 

- The probability transition matrix of tour models is 

c) Target 3 (green): 

The target starts moving according to mode! M) until the 
50'" sample when an abrupt acceleration about 0.2 m/s occur 
and still moving according to this during 50 samples 
(switching from model Mi to M2)-

d) Targel 4 (red): 

As the target 3 ,the target 4 starts moving according to 
model M, until the 50'" sample when an abrupt acceleration 
about 0.2 m/s' occur and still moving according to this during 
50 samples (switching from mode! M; to M2). 

/ 

Fig.2. Real and Esteemed Trajectories 

0,97 0.0! 0.0 i 0.01 

0.01 0.97 0,01 0.01 

0.01 0,01 0.97 0.0! 

0.01 0.0 i 0.01 0.97 

- The initial probability of selecting a model is 0.25, that's 
to sa), at the start all models have the same chance to be 
selected, 

- The curvilinear abscissae (.) remains continuous even if 
a trajecton' jump occurs. 

A. Considered scenario 

We consider that we have to track simultaneously three 
maneuvring targets. In order to complicate the scenario, we 
suppose that the targets follow during there movements, 
crosshig trajectories. 

Time Step 

Fig.3. Models Probabilities for target 1 

a) Target l(black): 

The target starts moving according to model M^ until the 
50"' sample when an abrupt trajectory change occur and still 
moving according to this during 50 samples (switching from 
mode! Mi to MO-

h) Target 2 (blue): 

The target starts moving according to model iVI:) until the 
50"* sample when an abrupt acceleration about 0.2 m/s" occur 
and still moving according to this during 50 samples 
(switching from model M3 to M4), 

r me Step 

Fig.4. Model-s Probabilities 2 
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result is conHrmed by the figures (3,4,5,6,7,8), from this we 
can say that the tracker based IMM-PF algorithm is a pertinent 
solution to the problem of visual-based tracking highly 
maneuvering tai-gets. In the Other hand figure 2 shows also 
that the data association'is correctly done even if the 
trajectories cross each other. This should permit us to say that 
the JPDA algorithm computes perfectly and its combination 
with the IMM-PF algorithm (DFS-JPDA-IMM-PF) would be 
an eftlcient solution to the problem of highly maneuvering 
multi-target visual-based tracking. 

Time Sfep 

Fig.5. Models Probabilities 3 

Tme Siep 

Fig 6 Models Probabilities 4 

Fig.7. RMS X and y position error 

Fig,8. RMS Acceleration and Speed Error 

B. Results interprelaUon: 
Figure 2 shows that the esteemed and the real trajectory for 

the three targets are superposable and almost identical even if 
an abrupt change occurs on the tracked target dynamic. This 

VII. CONCLUSION 

The model-based body motion estimation by using data 
coming from visual sensors still an open problem on which we 
try to provide a contribution. In this paper we presented a 
nonlinear algorithm which attempts to track efficiently a 
highly maneuvering target whose trajectory and'or dynamic 
couid change abruptly, and the noise distribution is not 
necessaiy Gaussian; the algorithm proposed is noted IMM~PF. 
To extend this algorithm to multi-target case, we combined the 
later with a fast version of the .IPDA algorithm noted DFS-
.IPDA to ensure good data association. 

Simulations show that the DFS-.iPDA-IMM-PF is a good 
investment while we are asked to track a highly maneuvrable 
targets whose measurement and/or state models present a 
strong nonlinearlties, and the noises are not Gaussian and 
when there different trajectories cross each other. 
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AN IMPROVED PARTICLE FILTER 
ALGORITHM BASED ON NEURAL NETWORK 
FOR TARGET TRACKING 

Qin Wen, Peng Qicoiig 
140 Lab, Institution of Communication and Information Engineering, University of Electronic 
Science and Technology of China, Chengdu, China 

Abstract; To the shortcoming of general particle filter, an improved algorithm based on 
neural network is proposed and is shown to be more efficient than the general 
algorithm in the same sample size. The improved algorithm has mainly 
optimized the choice of importance density. After receiving the samples drawn 
from prior density, and then adjust the samples with general regression neural 
network (GRNN), make them approximate the importance density. Apply the 
new method to target tracking problem, has made the result more precise than 
the general particle filter. 

Key words: particle filter, target tracking, general regression neural network 

1. INTRODUCTION 

In practice of target tracking, the dynamic system usually is non-linear 
and non Gaussian. The general method (e.g. Kalman filter) is unable to reach 
the optimal estimate of target. However, particle filter algorithm based on 
Bayesian rule uniformly made very good result in state estimate of non
linear and non-Gaussian system. So, it will be a good choice to apply particle 
filter to the target tracking system. 

But, the shortcoming of particle filter can not be ignored either. Because 
the importance density function is difficult to realize in project practice, so 
usually adopt prior density and substitute it. This kind of method will reduce 
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Information Processing m , eds. Z. Shi, Shimohara K., Feng D., (Boston: Springer), pp. 297-305. 



298 IIP 2006 

the precision of state estimate. So, people are always studying a better 
method to approximate the importance density. This paper explores the 
possibility of using neural network to get optimal result. The below will 
describe this kind of method and analyze the performance improvement 
brought by it. 

2. PARTICLE FILTER 

2.1 Bayesian Rule 

The problem of tracking is a process of the state sequence estimated. The 
dynamics of single state vector at time k is described by a stochastic 
difference equation 

where Wk-\ is an i.i.d. process noise vector with a known distribution and/ 
is a possibly nonlinear function of the state Xk-\- At each discrete time point 
an observation Zu is obtained, related to the state vector by 

z^=/2(x^,vj (2) 

where Vt is an i.i.d. measure noise vector and h is called the measurement 
function. 

Then the state prediction equation 

Pi^k I hk-^) = \pi^k I ^A-i )P(.^k-\ I h:k~\ )(^k-\ (3) 

The state update equation 

p^^^,^^^pMiMhllMA (4) 

Pi.^k\\k-x) 

where the normalizing constant 

Pi^k I hk-\ ) = Jpih I ^k )P(Xk I 1̂:4-1 )d^k (5) 
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The above describes the Bayesian estimate rule. Generally, the analytic 
solution in (3) does exist in some dynamic system. But, it cannot be 
determined analytically in nonlinear and non-Gaussian system. Therefore, 
particle filter is a good choice to approximate optimal Bayesian solution. 

2.2 Particle Filtering Method 

Particle filter is a technique for implementing a recursive Bayesian filter 
by Monte Carlo simulations. The key idea is to represent the required 
posterior density function by a set of random samples with associated 
weights and to compute estimates based on these samples and weights. As 
the number of samples becomes very large, this M C characterization 
becomes an equivalent representation to the usual functional description of 
posterior probability density function, and the SIS (Sequential Importance 
Sampling) filter approaches the optimal Bayesian estimate [1]. 

Let 1X4,^41. denote a random measure that characterizes the posterior 
1 iv', 

=1 

density function j!7(Xjj |Z|./,) , where <.x',^J = 0,---,N\ is a set of support 

points with associated weight | w ^ , / = : l , - - - , A ^ i . Then, as A^,.-> 00 , the 

posterior density at k can be approximated as 

,v, 

Pi^k\hk)^'tj^'k^(^k-K) (6) 
( = 1 

In the SIS algorithm, the samples x̂  are drawn from an importance 

density ^(x^ I x)^_,,Z|,̂ ) , then the weights in (6) update equation can be 

shown as 

, ^ . ;^(2,|x;)j7(x;ix;_,) 
^k °^ "^k-\ 7T7~i ; ;— <•'-' 

'i\^k I •"•/t-l' ̂ k ) 

In the paper [2], the optimal importance density function that minimizes 

the variance of the true weights w ,̂ conditioned on x^_, and z,, has been 

shown 

^\^k I •'^k'\ '^k) ~ P\^k I -^A-l' ^k) (8) 
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The SIS algorithm consists of recursive propagation of the weights and 
support points as each measurement is received sequentially. A pseudo-code 
description of this algorithm is give by Algorithm 1. 

Algorithm 1 . SIS Particle Filter 

•for z = 1: N^ 

— draw x[ ~ q{x^\x[_^,z^) 

— assign the particle a weight, w[ according to (7) 

•end for 

-normalize the weight w[ = w[ /sum[{w^}^'^',] 

•resample the sample w'* 
1-

3. CHOICE OF IMPORTANCE DENSITY BASED 
ON NEURAL NETWORK 

3.1 Shortcoming of SIS 

In practice, it is often convenient to choose the importance density to be 
the prior 

^\^k I ^k-\ '^k)~ Pi^k I •"•/t-I ) (-9 •) 

Then, substitution of (9) into (7) 

^'k^^'k-iP(h\K) (10) 

In a situation that the observe precision is low, this method can make 
better result, but the precision of estimate is not high. Because the current 
measure value ẑ  is not considered in importance density function, the 
samples drawn from importance density and from the real posterior density 
have greater deviations. Especially when likelihood function is at the end of 
system state transfer probability density function or measure model has very 
high precision, the kinds of deviation are more obvious. This can see from 
Figurel. 
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(a) (b) 

Figure I. The prior density and likelihood function, (a) The likelihood function is peak, 
(b) The likelihood function is at the end of prior density function. 

To the shortcoming of SIS algorithm, A.Doucet proposes to construct 
suboptimal importance density to the optima! importance density by using 
local linearization techniques [2]. R van der Merwe, A.Doucet, etc. propose 
to estimate a Gaussian approximation to importance density using the 
unscented transform [3]. Yuan Zejian and Zheng Nanning, etc. propose 
using Gauss-Hermite filter to sample and reconstruct the importance density 
in [4]. Peter Torma, etc. propose a local search method to adjust samples, 
make it more approximate importance density function [5], 

This paper applies artificial neural network to the choice of importance 
density. Using general regression neural network (GRNN) to adjust samples 
after prediction step can get good result, make samples accord with the 
posterior density further. 

3.2 GRNN 

GRNN is a novel neural network proposed by Donald F.Specht in 
1991 [6]. The basic theory is nonlinear regression analysis. GRNN is 
different with the BP network. The traditional BP neural network is one kind 
of typical universal approximation network. One or more weights are 
influence to each output in network. It causes study speed to be slower; 
moreover, the weight determined is stochastic, which causes the relationship 
between input and output after each step of training unstable and the forecast 
result deviation. The GRNN only needs a simple smooth parameter, does not 
need to carry on the training process circularly, and does not adjust weight 
between the neurons in the training process. The network is steady and the 
computation speed is quick. Therefore, in the real-time target tracking 
application, GRNN has the superiority compared to BP. 
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What show in Figure 2 is a feed forward networic that can be used to 
estimate a vector 7 from a measurement vector X 

Input Pattern Summation Output 

Figure!. GRNN block diagram 

Let X be a particular measured value of random variable x, and X is 
sample value of x. 

Defining the scalar function 

Df={X-X'y{X-X') (11) 

and performing the indicated integrations yields the following 

X r e x p ( - ^ ) 

Y{X)^^ ^ (12) 

E e x p ( - ^ ) 

where Y' is sample value of Y. a is the width of sample probability for 
each sampleZ' and Y'. 

GRNN can be used to adjust samples in particle filter algorithm 
according to measurement value Zk. 

Because when in a concrete target tracking scene, the profile of 
likelihood function is fixed at any time of k, but its mathematic expression is 
not clear, only can be obtained by some separate observed values through 
image processing methods. So we may train the network according to the 
observed value and make it approach the likelihood function, and then 
utilizes this network to any samples to carry on the adjustment. 

Firstly, the input vector and object vector should be structured to train the 
network. A group of samples are obtained by sampling equal-space 
likelihood function, n neighborhood samples and their likelihood function 
values constitute the input vector and object vector respectively. The 
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dimension of input vector n and the number of study sample m determine the 
network configuration: n><mx{n-^\)>^n. 

After the network is trained, the samples in particle filter algorithm 
should be adjusted in form of input vector, and then it can be apply to the 
network. Firstly, construct a n dimension vector Jf̂  = [x[,x[ ± /A] ,JA<L, 
(j= \,---,nl2 ). The parameter L defines the adjustment range. Then, 
transform X[ -> h{X[ )~Zi^ as the input vector of GRNN trained. 

Finally, through the indication of output vector of network, the sample 
x[ is substituted by optimal pointx^ l / A . A series of samples adjusted are 
more optimally approximate the importance density. 

4. SIMULATION 

Let Xk represent the state variable at time k, corresponding to the position 
of the target in the state space 

The two-dimensional target dynamics is given by [5] 

x,,,=x,+s,,A, + w, 

^k+\ = ^i+i-^i+i + (1 ~ ^k+i )^k 

where Wk~ N{0,a^) are i.i.d. Gaussian random variables, and Bk is a 
Bernoulli variable. 

The measure model is Z^ = X,, + F*, where Vk~ N{0,S^) i.i.d. The 
dynamics is highly nonlinear. 

We test the general SIS algorithm and the improved algorithm based on 
GRNN to this dynamics model respectively. Figure 3 shows a typical 
sequence of tracking a ball. The number of particles was chosen to be as 100 
in two kinds of algorithms. The dimension of input vector in GRNN is 7. 
Obviously, the two algorithms all find the position of ball precisely along 
with the movement of target. However, the improved algorithm has higher 
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accuracy than general one. Figure 4 shows the trackhig precision as a 
function of the time. The improved algorithm has the obvious superiority 
compared to the general particle filter algorithm at the average deviation 
pixels. 

Figure 3. The result of simulation, (a) Tlie result of tracking with the general SIS 
algorithm, (b) The result of tracking with the improved algorithm based on GRNN adjustment 

4 • 

2 2 

PF based on GRNN 
Gsnaral PF 

. • ^ ' • - • v - -

^x-^^-wv,^ 

50 100 
frame 

150 200 

Figure 4. Tracking precision as a function of time 

CONCLUSION 

In this article, an improved particle filter algorithm based on GRNN is 
proposed to solve the problem of importance density function choosing. The 
new method is shown to improve the performance of samples and to increase 
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robustness as compared with the previous method proposed, whilst the novel 
algorithm minimizes the expected distortion in the configuration space. 

One weakness of the approach is that the GRNN will spend more time 
than general particle filter algorithm. However, the price of time is worth. 
Moreover, it is in the range that the system can bear. 

hi conclusion, we believe that it is a significative exploration to adopt 
neural network to solve the optimal importance density. It will be a valuable 
step towards the implementation of highly efficient tracking. 
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A MIMETIC ALGORITHM FOR REFINEMENT 
OF LOWER BOUND OF NUMBER OF TRACKS 
IN CHANNEL ROUTING PROBLEM 

Debasri Saha', Raj at K. PaP and Samar Sen Sarma^ 

Abstract: Study of algorithms and its design can be progressed in various 
dimensions. In this paper, we have a definite refinement of lower bound 
on the number of tracks required to route a channel. The attack is from a 
complementary viewpoint. Our algorithm succeeds to avoid all kind of 
approximation. The approach performs exact mapping of the problem into 
graphical presentation and analyzes the graph taking help of mimetic 
algorithm, which uses combination of sequential and GA based vertex 
coloring. Performance of the algorithm depends on how effectively 
mimetic approach can applied selecting appropriate values for the 
parameters to evaluate the graphical presentation of the problem. This 
viewpoint has immense contribution against sticking at local minima for 
this optimization problem. The finer result clearly exemplifies instances, 
which give better or at least the same lower bound in VLSI channel 
routing problem. 

Key words: Manhattan Routing model, Channel routing problem, Constraint graphs, 
Maximum Independent set, Mimetic algorithm 

1. I N T R O D U C T I O N 

1.1 Channel routing problem 

Channel rotJiting problem{CRP) is NP hard in nature [10]. Extensive effort 
and attention has been attempted to tackle it. With the advancement of VLSI 
technology, as millions of gates have been accommodated in a tiny chip area, 
wiring the terminals of logic blocks altogether using minimum possible area has 
become a tedious task. If electrically equivalent pins are wired using rectangular 
routing region with teraiinals only on opposite sides, this strategy is termed as 
channel routing. 
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CRP is constrained form of optimization problem, where horizontal span of 
nets are assigned in horizontal tracks, avoiding conflicts so that track 
requirement is minimized. As CRP is NP hard [1,2,3], to design an algorithm 
with much lower complexity, we have taken heuristic support. As practical 
lower bound deviates much from the trivial one, our algorithm focuses on the 
computation of nontrivial lower bound on the number of tracks. The 
evolutionary techniques of mimetic algorithm, which efficiently handles hybrid 
optimization problems, are effectively incorporated here to find a better non-
trivial solution. It generates near-optimal results for a number of well-known 
benchmark channels in reasonable time. 

Here we consider grid based reseiTed layer Manhattan routing model, 
which is rectilinear in nature and each layer is restricted to accommodate a 
certain type (horizontal or vertical) of wire. 

1.2 Constraints of CRP and their significance 

Routing of wires should satisfy both kind of constraints- Horizontal 
constraints and Vertical constraints. Two nets ni and n, are said to have 
horizontal constraints, if their horizontal spans have at least one column 
common. Two nets n\ and nj are said to have vertical constraints, if there exists a 
column such that the terminal on the top of the column belongs to net n; and the 
terminal on the bottom of the column belongs to net n, or vice versa. 

These constraints can be well visualized by two constraint graphs -
HCG(Horizontal Constraint Graph) and VCG(Vertical Constraint Graph)[4]. 

HCG G=(V,E) is an undirected graph where each vertex Vj C V represents 
a net ni, and each edge (Vj,Vj) C E represents horizontal constraint between net nj 
and net Uj. It signifies that if there is an edge between vertices Vjand Vj, then nets 
ni and Uj cannot be placed in the same track. 

Horizontal constraint can have a complementary representation through 
HNCG(Horizontal Non-Constraint Graph). HNCG G=(V,E) is an undirected 
graph where each vertex Vj C V represents a net iv, and each edge (V|,Vj) € E 
indicates that net n, and net n, are horizontal constraint-free i.e. horizontal span 
of net n, and nj have no common column. It implies that if there is an edge 
between vertices v, and v,, then net n, and nj can be placed in the same track if 
only horizontal constraint is taken into account. 

VCG G=(V,E) is a directed graph where each vertex Vj C V represents a 
net Hj, and each directed edge <Vi,Vj> G E represents vertical constraint between 
net n, and net n, such that there exists a column for which the top terminal 
belongs to net n; and the bottom terminal belongs to net n,. Interpretation of 
VCG is that if there is a directed edge from vertices Vj to v,, then net n; must be 
placed in a track above the track where net nj is placed. That means it emphasize 
the ordering of net assignments in the channel. 

The maximum number of nets, which crosses a column gives the 
knowledge of Channel Density (dmax)- If we neglect vertical constraint, 
minimum number of track requirement is equal to d„-,^^ , This information is 
extracted either from HCG or from HNCG. In case of HCG, computation of 
Clique Number generates the value of channel density where as if HNCG is 
considered, we have to calculate Independence Number. Here we introduce the 
definition of clique number and independence number of a graph. 
Definition 1 iClique Number of a graph is the size of maximal complete sub
graph of the graph. 
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Definition 2;A set of vertices in a graph is said to be an independent set of 
vertices or simply independent set if no two vertices in the set are adjacent. 
Definition 3:A maximal independent set is an independent set to which no other 
vertex can be added without destroying its independent property. 
Definition 4:The number of vertices in the largest independent set of a graph is 
called the independence number. 

On the other hand, VCG contributes the value of Vn,a, which is nothing 
but the length of longest chain in VCG. It indicates that, if we consider only 
vertical constraints, at least Vmax number of track is required. 

The rest of the paper is organized as follows. SeGtion2 discusses the 
motivation of the work. Sections discusses the proposed algorithm and section4 
throws light on the time complexity of the algorithm. Sections illustrates the 
execution of the algorithm by an example. Section6 focuses on the definite 
refinement on minimum number of tracks to route a channel and discusses the 
empirical observations on some randomly generated instances. Section? extends 
our proposed algorithm for two-layer restricted doglegging model. Sections 
concludes the paper & discusses scope for future work. 

2. MOTIVATION AND CONTRIBUTION 

Our work is motivated as we have analyzed a lots of practical instances of 
channel, which cannot be routed using either d,„ax or v̂ ax number of tracks. 
Apparently max (d,„ax,Vmax) is formulated as an estimate of trivial lower bound. 
But simultaneous consideration of both the constraints generates a practical 
situation where a greater number of tracks are necessary to route a channel. It 
encourages us to combine the information from two constraint graphs into a 
single one, so that the resulted composite constraint graph can conjointly helps 
us to find the non-trivial lower bound. 

HCG is an interval graph, whereas it's complement graph is a comparability 
graph [5]. The common feature of them is that they are both perfect in nature. A 
graph is said to be perfect, if it has no induced sub-graph with odd cycle of 
length greater than or equal to five. 

But VCG can be any directed acyclic graph (if we take only cycle free 
VCG). If we proceed by extracting constraint based information from VCG and 
incorporating those into HNCG, it results into a modified HNCG, which may 
not still remain perfect in nature. Although Clique number or Independence 
number of perfect graph is polynomial-time computable, the possibility for 
modified HNCG of being non-perfect restricts us guaranteeing a deterministic 
polynomial time algorithm for independence number computation, 

Success of mimetic algorithm in handling NP hard optimization problems 
inspired us to introduce it in our problem solving [6,9]. In our paper, mimetic 
algorithm tries to optimally color the vertices of the composite graph. The result 
is equivalent to finding maximal independent set of maximum cardinality. 

In our previous paper[7], we deliberately kept composite constraint 
graph(Modified HCG) chordal as clique number of chorda! graph is 
polynomially computable. But to do so, some vertical constraint based 
information is lost, which is treated as approximation. Hence there the Modified 
HCG reflects only approximated lower bound, not the exact one. Here we 
preserve all constraint related information in modified HNCG and this 
information is processed using GA operators to produce practical lower bound. 
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3. CONTRIBUTION OF THE ALGORITHM 

3.1 Construction of composite graph 

We propose a hybrid GA based heuristic algorithm to determine the non-
trivial lower bound on the number of tracks required to route a channel in 
polynomial time. An edge between vertices V; and Vj in HNCG signifies that, 
net n\ and HJ have no horizontal overlapping. That doesn't mean those can be 
placed in the same track, as vertical constraint may impose ordering on their 
tracks. In VCG, if directed edges <i, j> and <j, k> are present, that indicates 
net ni has to be placed above net HJ and net n, above net n^,. Hence net Uj has to 
be placed above net n .̂ This transitive closure property is strictly followed by 
vertical constraints. So net Uj cannot be accommodated with net ni<. even if those 
are horizontal constraint free. . It is focused that none of the constraint graph can 
alone cover all constraint information So we extract this vertical constraint 
based information from VCG and incorporate those into HNCG to highlight all 
constraint information through a single graph. 

We find out all possible directed paths between each pair of source 
(indegree zero) and sink (Outdegree zero) vertices in VCG, then apply transitive 
closure property (if a-> b and b-> c, then a-> c) to construct an edge list E, 
which contains edges between all pair of vertices having a directed path 
between them in VCG, but without any directed edge between them. The 
directed edges already present in VCG reflects direct vertical constraint, hence 
those are automatically covered by horizontal constraint consideration. Hence E 
contains only those edges, which reflect indirect or derived vertical constraints. 

Each edge (Vj, Vj) of edge list E, if present in HNCG, indicates that the 
corresponding nets n; and n, are not horizontally constrained but only vertically. 
Our strategy is to delete all such edges from HNCG. The Modified HNCG, thus 
obtained, is termed as Composite graph as it focuses combined effect of all 
constraints. 
Definition 5; For composite graph G = (V, E), each vertex Vi € V represents a 

net Ui and each edge (v;, Vj ) C E implies corresponding nets n; and iij are 
constraint-free and can be placed in same track. 

Conversely we can say, two disconnected vertices Vj and Vj reflects the fact 
that corresponding nets Uj and n, are mutually constrained, hence occupy 
separate tracks. Independence number I, i.e. the maximum number of mutually 
unconnected vertices of the Composite graph gives an estimate of lower bound 
(Lbound) of tracks. 

3.2 Computation of Independence Number using Mimetic 
Algoritiim 

The problem of finding Independence number I of Composite graph is 
mapped into the problem of proper coloring of vertices, where connected 
vertices are colored with distinct colors. Our algorithm proceeds with proper 
coloring of Composite graph satisfying the objective that as many vertices as 
possible are colored by each color applied. That means, if each color is assigned 
to as many vertices as possible obeying proper coloring, the maximum number 
of vertices colored with identical color specifies Independence Number I. 

In this context, the order of sequential coloring of vertices is of great 
significance. The vertices of composite graph are arranged in increasing order of 
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tiieir degree and considered for proper coloring in this sequence. We stack for 
use as many colors as the number of vertices in Composite graph. Each color is 
encoded as an integer. GA works by evolving a population of strings over 
generations. We use random selection of a color, consider vertices in minimum 
degree sequence, continue assigning the color till the violation of proper 
coloring, followed by selection of another color. Fitness value of a string is 
evaluated as the maximum occurrences of a single color (integer) in the string. 
GA attempts to optimize this fitness function through effective application of 
GA parameters Reproduction, Crossover and Mutation [8] with appropriate 
probability. Reproduction emphasizes survival of highly fit strings. Crossover 
provides encouraging results against sticking to local optima. Random selection 
of mutation location also helps to reach global minima. 

3.3 Detection of obstruction condition 

Let us consider the following two channel specifications; 

TOP: 3 1 2 0 2 0 
BOTTOM: 0 3 0 1 4 4 

TOP; I 1 4 0 2 0 
BOTTOM: 0 3 0 3 4 2 

Figl HNCG Fig2 VCG Fig3 HNCG Fig4 VCG 

In both cases. Composite graph is same as HNCG. Independence number I 
is 2 but track requirement is 3, as net 1 and net 2 can't be placed in same track 
for figl and net 3 and net 4 can't be placed in same track for fig3. So at least 
three tracks are required to route the channel. 

Lemmal: For a pair of directed paths (chain) from source to sink vertices, 
with length difference <=1 and at least one with length then if source 
vertices, or sink vertices, or both pairs are disconnected in HNCG, at least one 
extra track is the essentially required. 

Our proposed algorithm searches for the presence of obstruction condition, 
if found, at least one extra track is needed. Hence minimum increment in 
number of track requirement, INCR is 1, 

3.4 Algorithms 

Algorithm MlWETIC_LBOUND 

Input: Channel specification 
Output; Lbound, Non-trivial lower bound on the number of tracks. 
Stepl: Construct HNCG and VCG from channel specification. 
Step2: Using the transitive closure property, compute the list of edges, E 

between all possible pair of vertices having shortest directed path 
length>=2 between them in VCG. 

Step 3: If E is empty, consider HNCG as Composite graph (Modified HNCG). 
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Go to Step 5. 
Step 4: Delete each edge e of the list E from HNCG, if present in HNCG. 

Finally resulted graph is denoted as Composite graph (Modified 
HNCG). 

Step 5: If the Composite graph is a null graph (having only isolated vertices), 
then 
Lbound = No of vertices in Composite graph, 
Else compute independence number, I, of the Composite graph using 
mimetic algorithm. 

Step 6: Check for the presence of obstruction condition 
If present, compute increment in lower bound, INCR due to that. 
Else INCR = 0. 

Finally, Lbound = I + INCR. 

Following are the steps of mimetic algorithm to compute the independence 
number of a graph 

Mimetic Algorithm I_number 

Input; Composite graph, size of initial population. No of iteration n, Crossover 
probability pcross.Mutation probability pmutate. 

Output; I, Independence number of Composite graph. 
Stepl;Generate initial population containing valid and unique strings of colors 

using sequentialvertex coloring. 
Step2: Compute maximum fitness value, max_fitness, of strings in current 

population. 
Repeat up to step6 for n times 
Step3: Select strings of high fitness value to generate mating pool. 

(Reproduction) 
Repeat step4 for ncross* times 
Step4:Select parents and crossover site; Perform crossover, 

Check validity of new strings; if vahd, replace previous one by it. 
Repeat step5 for nmutate* times 
StepS; Select string for mutation, site and replacing color; perform mutation. 

Check validity of new strings; if valid, replace previous one by it. 
Step6;Compiite maximum fitness value, new_max_fitness, of the new 

generation population. 
If new_max_fitness > max__fitness, iTiax_fitness<— new_max_fitness; 
Replace current population with new generation population 

Step?: I *— max_fitness 
*(Compute ncross(number of crossover) from pcross and nmutate(number of 
mutation) from pmutate.) 

4. COMPLEXITY ANALYSIS OF MIMETIC_LBOUND 

Complexity calculation in Mimetic algorithm based design is not 
straightforward. This paper emphasizes on finding a better non-trivial lower 
bound than our earlier deteiTninistic algorithm [7]. Let us tiy to give some 
highlights of time complexity of our algorithm, Sequential vertex coloring 
requires O(n^), where n is the number of nets. The initial population of Genetic 
algorithm is thus obtained in O(n^) time complexity. 
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For mimetic algorithm based heuristic search, we know that it is 
suitable for MIMD parallel computing and distributed computing environment 
as these are composed by network of workstations. However we have seen that 
CPU time required for executing our algorithm using single Pentium4 processor 
is reasonable for all practical purposes. 

5. ILLUSTRATION WITH EXAMPLE 

0 2 1 7 2 3 4 5 6 5 
0 2 1 7 2 3 4 5 6 5 

1 0 4 0 3 6 5 7 0 0 

1 0 4 0 3 6 5 7 0 0 

Fig5: Channel Instance and its routing 

Fig6: HNCG Fig7: VCG Fig8: Composite graph 

Using transitive closure property, the final edge list E is constructed. 
E={(1,5),(1,7),(4,7),{2,6)} Edges in these list indicates derived or indirect 
vertical constraints between corresponding nets. Among these edges, (1,5), (1,7) 
and (2,6) are present in HNCG and those have to be eliminated from HNCG. 
Deletion of those edges generates Composite graph. The Maximum Independent 
Set is {2,3,4,6,7}.Independence number 1=5. Analyzing VCG, it is revealed that 
there are 2 directed paths from source to sink vertices with lengths 4(Vn,ax) and 3. 
Those are ( l->4->5->7) and (2->3->6). The source vertices 1 and 2 are 
horizontally constrained and the edge (1,2) is absent in HNCG. Thus obstruction 
condition is satisfied for this channel instance. So INCR=1. Hence minimum 
number of track requirement by our algorithm MIMETIC_LBOUND is 5+1 or 
6. Practical solution shows that, the minimum number of tracks requirement is 
6, Hence the result obtained by MIMETIC_LBOUND tallies with practical 
solution. 
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6. REFINEMENT OF LOWR BOUND OF NUMBER OF 
TRACK REQUIREMENT THROUGH OUR ALGORITHM 

Theorem; MIMETIC_LBOUND computes exact lower bound on the 
number of track requirement to route a channel without any approximation, and 
result is better or at least equal to that found in LOWERBOUND algorithm. 

We demonstrate the refinement in results achieved by MIMETIC_LBOUND 
in comparison to other algorithms in tabular form. 

Table /.Lower bound using MIMETIC_LBOUND and comparison with other algorithms 

Channel 
Instance 
CHI 
CH2 
CH3 
CH4 
CHS 
RKPCl 
RKPC6 
RKPC8 
RKPC9 
DDE 

^ m a x 

4 
3 
4 
4 
5 
3 
4 
5 
6 
19 

^m:ix 

4 
5 
4 
4 
5 
3 
5 
5 
6 
23 

Max(d„,„x, 

4 
5 
4 
4 
5 
3 
5 
5 
6 
23 

Lbound by 
our algo 
6 
6 
6 
6 
7 
4 
7 
7 
10 
28 

CPU time 

.002s 

.0023s 

.0025 s 

.0024s 

.0034s 

.002s 

.lis 

.06s 

.16s 
Imin 
54.16s 

Best solution 
known 
5 
5 
5 
5 
6 
4 
7 
7 
10 
28 

The result is achieved implementing MIMETIC_LBOUND in matlab using 
PentiiuTi4 machine with clock frequency 1.5 GHz. CHI through CHS 
[mentioned in appendix], clearly demonstrate refinement in results. For next 
four channel instances [10], MIMETIC__LBOUND resuhs tally with previous 
results. MIMETIC_LBOUND also provide result as good as other conventional 
algorithm for Deutsch's difficult example (DDE). 

Table 2: Suitable values of GA parameters to obtain optimum solution for some channel 
instances using MIMETIC_LBOUND 

Channel 
instance 

CHI 

cm 
CH3 
CH4 
CHS 
RKPCl 
RKPC6 
RKPC8 
RKPC9 
DDE 

GA related parameters for optimum Lbound 
Initial 
Population 
10 
10 
10 
10 
20 
16 
14 
12 
30 
140 

No of 
iteration 
2 
2 
2 
2 
6 
6 
4 
2 
4 
12 

Crossover 
Probability 
.4 
.4 
.4 
.4 
.8 
.8 
.6 
.4 
.8 
.8 

Mutation 
Probability 
.001 
.001 
.001 
.001 
.001 
.001 
.001 
.001 
.001 
.001 

Regarding track minimization problein of CRP, our proposed algorithm is 
able to overcome approximation included in our previous paper and ascertains 
better results for a number of channel instances. With the help of algorithm 
LOWER^BOUND of previous paper [7] minimum number of tracks required to 
route the channel (described in section 5) is 5. This result varies from practical 
solution as it is an approximated result. But MIMETIC_LBOUND concludes 
nontrivial lower bound is 6, which tallies with the practical solution. As our 
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approach preserves all constraint-based information in composite graph, it 
enhances the accuracy in result. 

7. TWO LAYER RESTRICTED DOGLEG ROUTING 

For channels with multi-terminal nets, restricted doglegging often remove 
cycles from VCG and can route such channels. It sometimes produces belter 
routing solution. Our algorithm can invariantly be applied for multi-terminal 
nets, if horizontal wire segment of such net is splitted into set of two terminal 
subnets and HCG (or HNCG) and VCG are constructed as follows. 

For both HCG G„'= (V',E,') and VCG Gv'=(V', E2'), V is the set of 
vertices con-esponding to two terminal subnets of nets. If ea and Ci, are two 
subnets of net Uj and nj respectively, then (en, ei,) C E]'when en and e^ overlaps. 
HNCG GHN' is obtained by complementing the edges of Gn', For constmcting 
edges of VCG, if net Uj and n, both cross through some column c, where 1, and r; 
are subnets of net ni and 1, and ij are subnets of net HJ to the right and left of 
column c, then directed edges <li,lj>, < li ,r\ >, <r\, 1, >and <rj, rj> have to be 
introduced in VCG. Construction of HNCG and VCG and hence lower bound 
on number of tracks for channels with multi-terminal nets can be demonstrated 
by an example. 

I2 
\j 2 , 3 4 

li 3 

2 3 0 4 I2 

Fig9: Channel instance and its routing 

VCG of this channel forms a cycle, so doglegging is applied. 11 and 1? are two 
subnets of net 1. 

FiglO: HNCG G^ 

0 
FigJl.VCGGr' Fig!2:Composite Graph 

Composite graph is null graph. Hence Independence Number 1=5 and lower 
bound on number of tracks requirement is also 5, which tallies with the practical 
solution for routing the nets, as shown. 
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8. CONCLUSION 

Heuristic algorithm in general, outperforms Approximation algorithm. In 
this paper, we tried to solve noir-trivial lower bound in the restricted two layer 
(VH) channel routing problem. The algorithm presented is non-deterministic in 
nature and specifically NP hard. The deteiTninistic version that was presented in 
the paper [7], approximates the problem and solved it deterministically in 0(n'') 
time. However the sohition is ratio-bound to lower bound solution. We have 
taken here the exact problem and solved the problem by a mimetic algorithm 
that gives near-optimal solution. The result is encouraging as it shows a better 
lower bound on number of tracks in many instances. 

The extension of the work in multi-layer environment is our next projected 
extension of the work. 

APPENDIX 

CHI: 

CH2: 

CH3: 

CH4: 

CHS; 

TOP; 0 
BOTTOM: 1 
TOP: 9 
BOTTOM: 0 
TOP; 0 
BOTTOM:! 
TOP; 0 
BOTTOM: 1 
TOP; 0 
BOTTOM; 1 

2 
0 
8 
0 
2 
0 
4 
0 
4 
0 

1 
4 
7 
9 
1 
3 
1 
3 
1 
3 

7 
0 
5 
8 
9 
0 
4 
2 
11 
0 

2 
3 

6 
7 
2 
4 
2 
6 
4 
2 

3 
6 
1 
6 
4 
6 
0 
9 
2 
6 

4 
5 
0 
2 
0 
9 
3 
5 
3 
5 

5 
7 
0 
1 

3 
5 
5 
7 
5 
7 

6 
0 
2 
4 
5 
7 
9 
0 
6 
8 

5 
0 
4 
3 
6 
8 
6 
8 
7 
9 

3 
5 
7 
0 
7 
0 

8 
10 

0 
8 
0 
8 

0 
11 

9 0 
0 10 
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Abstract In this paper we propose a novel training algorithm for RBF networks that is 
based on extended kalman filter and fuzzy logic. After the user choose how many 
prototypes to include in the network, the extended kalman filter simultaneously 
solves for the prototype vectors and the weight matrix.The fuzzy logic is used 
to cope with the devergence problem caused by the insufficiently known a priori 
filter statistics. Results are presented on RBF networks as applied to the h"is 
classification problem. It is shown that the use of the extended Kalman filter and 
fuzzy logic results in faster learning and better result.s than conventional RBF 
networks. 

Keywords: kalman filter, fuzzy logic, RBF networks 

Please use the foUmving format when citing this chapter: 

Wang, J., Zliu, L., Cai, Z., Gong, W., Lu, X., 2006, in IFIP International Federation for Information Processing, Volume 
228, Intelligent Information Processing III, eds. Z. Shi, ShimoharaK.,FengD., (Boston: Springer), pp. 317-326. 



318 IIP 2006 

1. Introduction 

Radial Basis Functions emerged as a variant of artificial neural network in 
late 1980's. Their excellent approximation capabilities have been studied in 
[1,2]. RBF networks have been successfully applied to a large diversity of ap
plications including interpolation [6], system identification, control engineer
ing [7], data fusion [8], etc. 

Training a neural network is, in general, a challenging nonlinear optimiza
tion problem. Various derivative-based methods have been used to train neural 
networks, including gradient descent [3], Kalman filtering [4, 5], and back-
propagation [9], etc. Gradient descent training of RBF networks has proven to 
be much more effective than more conventional methods [3].However; gradi
ent descent training can be computationally expensive. Another method based 
on Kalman filtering proves to be quicker than gradient descent training [10], 
However, a significant difficulty in designing a KF (refers to both LKF and 
EKF) can often be traced to incomplete a priori knowledge of the process 
noise covariance matrix Q and measurement noise covariance matrix R. It 
has been shown that insufficiently known a priori filter statistics can on the one 
hand reduce the precision of the estimated filter states or introduces biases to 
their estimates. In addition, incorrect a priori information can lead to practical 
divergence of the filter. 

This paper extends the results of [10] and formulates a training method for 
RBFs based on extended kalman filter and fuzzy logic. The fuzzy logic tech
niques are used to adjust the R matrix of the extended kalman filter so that the 
method can be self-tuning and adaptive. This idea comes from [11, 12] .We 
refer this method as FKF which means fuzzy adaptive kalman filter. There 
have been studies and applications on extended kalman filter and fuzzy logic. 
However, this paper is the first known use of these techniques to train the RBF 
network. We demonstrate the proformance of the method on the Iris classifica
tion probleiu and compare it with RBF optimization using gradient descent and 
extend kalman filter. It is shown that the new method converges more quickly 
than gradient descent and finds a better solution than extend kalman filter. 

2. RBF Network 

A radial basis function (RBF) neural network is trained to perform a map
ping from an m-dimensional input space to an n-dimensional output space. 
Suppose there are c neurons in the hidden layer. Each of the c neurons in the 
hidden layer applies an activation function which is a function of the Euclidean 
distance between the input and an m-dimensional prototype vector. Each hid
den neuron contains its own prototype vector as a parameter. The output of 
each hidden neuron is then weighted and passed to the output layer. The out
puts of the network consist of sums of the weighted hidden layer neurons. 
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In this paper, the RBF network is used in supervised applications, we set 
the hidden layer functions of the form of Eq.(l) 

g{\\x-vf) = i \ \ x - v f + i r i (1) 

Where x is the input matrix and v is the prototype matrix, and || • ||'̂  is the 
sum of the squares of the elements of the matrix.Our task is to minimize the 
training error, we can define the error function; 

E=l\\Y-Yfp (2) 

Where Y is the matrix of the target (desired) value for the RBF output, Y is 
the matrix of the actual value of the RBF output, and || • |i|, is the square of 
the Froebinius norm of a matrix, which is equal to the sum of the squares of 
the elements of the matrix. 

3. Fuzzy adaptive kalman filter 

3.1 Extended kalman filter 

The extended kalman filter is a widely used estimation algorithm.ln this 
section we briefly outline the algorithm and give the extended kalman recur-
sion.More details of the extended kalman filter are widely available in the liter-
ature[14]. Consider a nonlinear finite dimensional discrete time system of the 
form; 

9k+i = f{0k) + m: ^3j 
yk = h(dk~i) + i^k 

Where the vector 6^ is the state of the system at time k, cĵ is the process 
noise, y^ is the observation vector, ẑ fcis the observation noise, and /(•) and 
h{-) are nonlinear vector functions of the state. Assume that the initial state 
9Q and the noise sequences {/ŷ } and {wĵ } are Gaussian and independent from 
each other with AE{eQ) = eQ,AE[{da - ^o)(6'o - GQV] = 'PQ,AE{ujk) = 
0,AE{ukiof) = Q5kt,AE{uk) = 0,AE{ukuf) = Rvkt, where AE{-) is the 
expectation operator and 8kt is the Kronecker delta. The problem addressed 
by the extended Kalman filter is to find an estimated 6n+i of 6k^\ given ijj 
(j = 0 , . . . , k) by the recursion 

Kk = PkHkiR + HlPkHk:)-^ (4) 
P,+i = Fk{Pk - KkHlP,,)F'i' + Q 

where F^ and Hf can be obtained by 

H, T _ dh{») 1 (5) 

Kk is known as the kalman g&m,Q is the process noise covariance matrix and 
R is the measurement noise covariance matrix. 
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3.2 Fuzzy adaptive Kalman Filter 

The optimality of the estimation algorithm in the KF setting is closely con
nected to the quality of a priori information about the process and measure
ment noise. If a priori filter statistics is, insufficiently known, the precision 
of the estimated filter states can be reduced and biases to the estimates may 
be introduced. In addition, incorrect a priori information can lead to practi
cal divergence of the filter. From the aforementioned it may be argued that 
the conventional KF with fixed R and/or Q should be replaced by an adaptive 
estimation formulation. In this paper an innovation adaptive estimation (lAE) 
approach coupled with fuzzy logic techniques is used to adjust the R matrix 
of the KF. Here the innovation Inrik at sample time k in the KF algorithm is 
the difference between the real measurement yfc,received by the filter and its 
estimated (predicted ) y^, and is computed as follows: 

Imik = yk - i/k- (6) 

The predicted measurement is the projection of the filter predicted states Ok^i 
onto the measurement space, 

:yfc = h{ek-i) (7) 

The actual covariance is defined as an approximation of the Inrik sample 
covariance through averaging inside a moving estimation window of size N 
which takes the following form: 

d , = — ^ ( / n n t / n n D (8) 
' • — ' ' • ( 1 

Where io = A; — M + 1 is the first sample inside the estimation window. 
An empirical experiment is conducted to choose the window size M. From 
experimentation it was found that a good size for the moving window in Eq.(8) 
is 15. 

The theoretical covariance of the innovation sequence is defined as 

Sk = HkP,: HJ + R, (9) 

The logic of the adaptation algorithm using covariance matching technique 
can be qualitatively described as follows. If the actual covariance value 6^ is 
observed, whose value is within the range predicted by theory Sk and the dif
ference is very near to zero, this indicates that both covariances match almost 
perfectly and only a small change is needed to be made on the value of R. If 
the actual covariance is greater than its theoretical value, the value of R should 
be decreased. On the contrary, if Cr, is less than Sk, the value of R should 
be increased. This adjustment mechanism lends itself very well to being dealt 
with using a fuzzy-logic approach based on rules of the kind: 

IF < antecedent > THEN < consequent > (10) 
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Figure 1. Membership function of deltai-, and ARk• 

Where antecedent and consequent are of the form x 6 Mi, y G Ni, i = 
1,2,.,. respectively, where x and y are the input and output variables respec
tively, and Mi and iV,: are the fuzzy sets. 

To implement the above covariance matching technique using the fuzzy 
logic approach, a new variable called delta, is defined to detect the discrep
ancy between Q . and 5^. The following three fuzzy rules of the kind (10) are 
used : 

IF < dettak Si 0 > THEN < Rk is unchanged > 
IF < deltak > 0 > THEN < Rk is unchanged > 
IF < deltak < 0 > THEN < Rk is unchanged > 

Thus R is adjusted according to Rk = Rk-i + A/?/c, where ARk is added or 
subtracted from R at each instant of time. Here deltak is the input to the fuzzy 
inference system (FIS) and ARk is the output. 

On the basis of the above adaptation hypothesis, the FIS can be imple
mented using three fuzzy sets for deltak', N = Negative, Z — Zero and 
P = Positive. For ARk the fuzzy sets are specified as / = Increase, M = 
Maintain and D = decrease. The membership functions of these fuzzy sets 
are shown in Fig.l. 

By excuting the FIS, we obtain the adjusting value AR of R.Thus,the ex
tended kalman filter recursion of Eq.(4) can be modified as follows: 

(II) 

(9, = / ( ! , ) +-f^*:[j/fc-M^*-l)] 
Kk = PkHk{Rk + H'[PkH,,r' 
Rk = Rk-i + ARk 
Pk-,i = FkiPk ~ KkHlPk)Fl + Q 

4. Training RBF networks with the fuzzy adaptive 
kalman filter 

In this section we apply the fuzzy adaptive Kalman filter to the training of 
RBF networks. In general, we can view the optimization of the weight ma
trix W and the prototypes Vj as a weighted least-squares minimization prob
lem, where the error vector is the difference between the RBF outputs and the 
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target values for those outputs. Consider the RBF network with rn inputs, c 
prototypes, and n outputs. We use y to denote the target vector for the RBF 
outputs,and h{9k) to denote the actual outputs at the fcth iteration of the opti
mization algorithm. 

y = [ j / u • • • yiM • • • Vnl • • • y„.M^'^ 

Hdk) = [yii • • • yiM • • • y„i. • • yv.M]i 
r (12) 

Note that the y and y vectors each consist of riM elements, where n is the 
dimension of the RBF output and M is the number of training samples. In 
order to cast the optimization problem in a form suitable for fuzzy adaptive 
kalman filter, we let the elements of the weight matrix W and the elements 
of the prototypes Vj constitute the state of a nonlinear system, and we let the 
output of the RBF network constitute the output of the nonlinear system to 
which the fuzzy adaptive kalman filter is applied. The state of the nonlinear 
system can then be represented as 0 = [wf ... w'^vj ... uj']" ,̂the vector 9 thus 
consists of all(n(c;+1) + mc) of the RBF parameters arranged in a linear array. 
The nonlinear system model to which the fuzzy adaptive kalman filter can be 
applied as 

dk+i = 6k + ujk , , 
I/A: = h{9k) + Uk 

where /?,(0fc) is the RBF network's nonlinear mapping between its parameters 
and its output, tok and i^k are artificial process noise and measurement noise 
added to the system model. Now we can apply the fuzzy adaptive kalman filter 
recursion of Eq.(l l)./(-)is the identity mapping and yk the target output of the 
RBF network.(Note that although yk written as a function of the Kalman itera
tion number k, it is actually a constant.) h{6k) is the actual output of the RBF 
network given the RBF parameters at the A;th iteration of the fuzzy Kalman re
cursion. Hk is the partial derivative of the RBF output with respect to the RBF 
network parameters at the A;th iteration of the fuzzy Kalman recursion. Fk is 
the identity matrix(a constant even though it is written as a function of A;). The 
Q and R matrices are tuning parameters which can be considered as covari-
ance matrices of the artificial noise processes and , respectively. The partial 
derivative of the RBF output with respect to the RBF network parameters is 
given by 
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where Hy is given by 

~wug'ii2{xi - Vi) 

H„ = 

-'i-uiig'ii2[xi ~vi) ... 

-Wnig'u2{xi 

—Wiig'„,i2{x,n - Vi) . . . 

-Wug',nl2{x,n - Vl) ... 

-Vl) . . . —UJn l .g™l2(Xm. " l ) 

-M„c.gin2(a;i - Vr.) 

(15) 

~'W„.r.g'rnr.'2(3:n,. ~ Uc) _ 

where Wij is the element in the ith row and jth column of the W weight 
matrix, g'j^j — g'{\xi - Ujp) = -g(j|a;i - tijp + 1)^3 (where (/,(•) isthe 
activation function at the hidden layer),x'.j is the ith input vector, and v] is the 
jth prototype vector. H.^ in Eq.(15) is an rnc x nM matrix. Hyj is given by 

Hm 

H 
0 

0 
H 

... 0 

. . . 0 

0 H 

(16) 

Where H is given by 

H = [h;... AM] = 

hai 
hii 

hci 

hiM 

hcM 

(17) 

Where hok = l(/c = 1,, M),hjk = g{\\xk - v,f)ik = 1,, M), (.7 = 1,, c). 
Hy, in Eq.(l6) is an n{c + 1) x nM matrix. And iffc in Eq.(14) is an [ri{c + 
1) + rnc] X nM Matrix. Now that we have the /ffc matrix, we can execute 
the recursion of Eq.( 11), thus using the fuzzy adaptive kalman filter in order to 
determine the weight matrix W and the prototypes Vj. 

5. Simulations 
In this section we describe and illustrate the use of fuzzy adaptive kalman fil

ter training for the parameters of an RBF network. We tested the algorithms on 
the classical Iris classification problem [13]. The networks were trained to re
spond with the target value yik = 1, and y^k = 0 Vj j^ i, when presented with 
an input vector Xk from the ith category. The reformulated RBF networks were 
trained using the hidden layer function of Eq.(l). The training algorithms were 
initialized with prototype vectors randomly selected from the input data, and 
with the weight W set to 0. In order to test the performance of the algorithm, 
we compare the results with gradient descend and extended kalman filter from 
the following aspects: percent of correctly classified (Fig.j), average number 
of iterations required for learning convergence (Fig. 2) and average GPU time 
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Figure 2. Average percent of correctly classified. 
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Figure 3. Average number of iterations required for learning convergence. 

required for learning convergence (Fig. 3). The gradient descent optimiza
tion algorithm was terminated when the error function of Eq.(2) decreased by 
less than 0.1%. The extend kalman filter parameters of Eq.(9) were initialized 
with PQ = 40/, Q = 40/,and R = 40/, where / is the identity matrix of 
appropriate dimensions. The extended kalman filter recursion was terminated 
when the error function of Eq.(2) decreased by less than 0.1%. The fuzzy 
adaptive kalman filter parameters of Eq,(15) were initialized with PQ = 40/, 
Q = 40/,and BQ ~ 40/,and where / is the identity matrix of appropriate di-
mensions.The number of hidden units in the RBF network was varied between 
1 and 15. 
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Figure 4. Average CPU time required for learning convergence. 

Fig. 1. depicts the performance of the RBF network on the test data when the 
network was trained with gradient descent, extended kalman filter and fuzzy 
adaptive kalman filter. It can be seen from the figure that, at first, gradient 
descent training resulted in a better performing network than extended kalman 
filter and fuzzy adaptive kalman filter. But as the number of hidden units in
creases, the fuzzy adaptive kalman filter training resulted in better performance 
than gradient descent training and extended kalman filter training gradually. 
The RBF network reaches a peak performance of about 97% by the fuzzy 
adaptive kalman filter training while the best performance by extended kalman 
filter training and gradient descent training is about 96% and 95% respectively. 
Fig.2 shows the number of iterations required for convergence for gradient de
scent training, extended kalman filter training, and fuzzy adaptive kalman filter 
training. Fig. 3 compares the CPU time required for convergence for the three 
training methods. (The CPU time is measured in seconds on a Pentium(R) 4 
2.93GHz CPU running MATLAB.) With just one or two hidden units, the CPU 
time is comparable for each of the three methods. But as the number of hidden 
units increases above one or two, the CPU time is required by gradient descent 
reaches a fully order of magnitude greater than that required by the extended 
kalman filter and the fuzzy adaptive kalman filter. The fuzzy adaptive kalman 
filter requires a little more amount of CPU time than required by the extended 
kalman filter. This is because that the fuzzy adaptive kalman filter requires a 
fraction of the computational effort to compute the fuzzy control system. 
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6. Conclusion and Future Work 

This paper demonstrates that how to train RBF network kalman filter. The 
problem with incomplete a priori knowledge of Q and R matrices is considered. 
An adaptive Kalman filter approach, based on the filter innovation sequence 
coupled with fuzzy logic techniques is discussed. A performance comparison 
is made among gradient descent, extended kalman filter and fuzzy adaptive 
kalman filter. Simulation results show that fuzzy adaptive kalman filter train
ing converges more quickly than gradient descent training and finds a better 
solution than extended kalman filter training. 

Further research could focus on the application of fuzzy adaptive kalman 
filter to other type networks. Additional efforts could be focused on applying 
the technique to large problems. 
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MRBF: A METHOD FOR PREDICTING HIV-1 
DRUG RESISTANCE 

Anantaporn Srisawat and Boonserm Kijsirikul 
Computer Engineering Department, Chulalongkorn University, Thailand 

Abstract; This paper presents the MRBF network, a new algorithm adapted from the 
RBF network, to construct the classifiers for predicting phenotypic resistance 
on 6 protease inhibitors. The performance of the prediction was measured by 
10-fold cross-validation. The results show that MRBF gives the lowest average 
mean square error (MSE) when compared with the traditional RBF network 
and multiple linear regression analysis (REG). Moreover, it provides the best 
average predictive accuracy when compared with HlVdb, REG, and Support 
Vector Machines (SVM). 

Key words; RBF Network, RReliefF, predicting HlV-1 drug resistance 

1. INTRODUCTION 

Nowadays, there are seventeen approved antiretroviral agents: seven drugs for 
Nucleoside Reverse Transcriptase Inhibitor (NRTI), three drugs for Non-Nucleoside 
Reverse Transcriptase Inhibitor (NNRTl), and seven drugs for Protease Inhibitor 
(PI), but HIV-1 therapies are still not very successful. The limit of treatment success 
is the decrease of the viral sensitivity to the drug called drug resistance. The cause of 
drug resistance is the mutations in the reverse transcriptase (RT) and protease 
enzymes of HIV-1. In addition, it has been estimated that every possible single point 
mutation occurs between lO"* and lO' times per day in an untreated HlV-1 infected 
individual and that double mutants also occur commonly [!]. Thus resistance testing 
is an important role in management of HIV infections. 

Currently there are two methodologies for resistance testing: genotyping and 
phenotyping [2]. For genotyping, resistance testing can be performed by scanning 
the viral genome for resistance-associated mutations, where phenotyping can be 
performed by measuring viral activity in the presence and absence of drug. The 
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advantages of genotyping are faster and cheaper than phenotyping. On the other 
hand, phenotypic results are easier to interpret than genotypic results because the 
phenotypic results are represented by a single number for each drug called fold 
change. 

The fold change refers to the fraction between 50% inhibitory drug 
concentration value (IC50) of the patient's virus to the IC50 value of the standardized 
wild type virus (ICscKpatiem/ ICsodrference))- If the fold change is above a certain value 
called cutoff the virus is resistant to that drug. 

To overcome the drawbacks of genotyping and phenotyping methods, the 
advantage of genotyping and phenotyping are combined by using genotypic data to 
predict phenotypic results. This paper proposes a new method, called Multi-RBF 
(MRBF) network. This method applied the Radial Basis Function (RBF) network for 
predicting the fold change of 6 protease inhibitors (PI): saquinavir (SQV), indinavir 
(IDV), ritonavir (RTV), nelfmavir (NFV), amprenavir (APV), and lopinavir(LPV). 

Since the number of amino acid positions of HIV-1 protease gene is quite large 
(99 positions), we also used the RRelietF algorithm [3], a feature subset selection 
technique, to select the amino acid positions that are considered to be relevant to the 
drug susceptibility and eliminate irrelevant amino acid positions. 

2. RELATED WORKS 

A variety of techniques have been applied to predict phenotype from genotype 
such as rule-based, statistical analysis, and machine learning techniques. The 
phenotypic results from these techniques are classified into two or more classes of 
drug susceptibility depending on the certain cutoff values. 

Rule-based algorithms such as HlVdb [4], ANRS [5], Rega [6], and VGI [7] 
contain the rules encoding information from the medical literature as the knowledge 
base. The HIVdb system used the mutation scoring tables to calculate a score from 
each sequence and interpreted drug susceptibility into one of five classes ranging 
from susceptible to high-level resistant. 

For statistical analysis, multiple linear regression analysis (REG) was applied to 
construct a separate regression model for each drug [8]. In the model, the dependent 
variable is the logarithm of the IC50 fold change, while the independent variables 
are dummy variables corresponding to mutations. In addition, this technique used 
the stepwise regression method to optimize the parameters for each independent 
variable. 

Besides rule-based and statistical analysis, machine learning is the most popular 
approach applied to predict phenotype from genotype. Many supervised learning 
algorithms have been used to deal with this problem such as decision trees [9, 10], 
support vector machines (SVMs) [9, 11], and artificial neural networks (ANNs) 
[12]. These algorithms classify drug susceptibility into one of two classes: 
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susceptible or resistant. Furthermore, the self-organizing map (SOM), an 
unsupervised learning algorithm, was used to classify drug susceptibility into one of 
three classes: high, medium, or low resistant [13]. 

3. RADIAL BASIS FUNCTION (RBF) NETWORK 

The RBF network is an approach for function approximation that is closely 
related to distance-weighted regression and also to artificial neural networks [14, 15, 
16]. The construction of the traditional RBF network involves three layers with 
entirely different roles as illustrated in Figure 1. 

Input Hidden lay(̂ v of 
/«/ niilial bnsi.v 

ftniftioH.s 

Figure /.The RBF Network 

As shown in Figure 1, the RBF network consists of three layers [17]. The first 
layer is composed of input nodes whose number is equal to the dimension of the 
input vector. The second layer is a hidden layer. This layer consists of nonlinear 
units that are connected directly to all of the nodes in the input layer. The activation 
functions of the individual hidden units are defined by a Gaussian function. The 
output layer consists of a single linear combination unit, being fully connected to the 
hidden layer. In this approach, the value of the output unit is a function given in (1). 

' " I 

F{x) = Wa +^w,.G(| |x-; , | | ) (1) 

where m\ is the number of centers, vector / represents the center points, vector w is 
the weights in the output layer, and G is the Gaussian function (see Figure 1). 

In training step, the weight vector M> in the output layer of the network will be 
calculated by matrix computation as shown in (2). 

w = G'd (2) 
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Where G"̂  is the pseudo inverse of matrix G defined in (3) and d is the desired 
response vector in the training set. 

G" ={G''GyG' (3) 

where G = {g,) 

g/i =exp 

l|2A 

2a, 

(4) 

(5) 

where /'=/=1,2,...,OT), XJ is the/ th input vector of the training sample and /, is the / th 
vector of the center and a denotes the width of the Gaussian function. 

4. MULTI RBF (MRBF) NETWORK 

To improve the performance of the RBF network in estimating the IC50 fold 
change (FC) for predicting HlV-1 drug resistance, we present a new approach called 
Multi RBF (MRBF) network. The idea of MRBF is to separately construct the RBF 
networks class by class to increase the ability of estimating the output value. This 
method consists of three RBF networks: RBF-all, RBF-S, and RBF-R for estimating 
the IC50 fold change. The construction of an MRBF network is shown in Figure 2. 
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Figure 2. The MRBF Network 
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In the MRBF learning step, the calculation of vector w of each network of the 
MRBF is the same as the RBF network described in section 3. The center vectors in 
a hidden layer of 3 networks have to be determined in a different way. The centers 
of the RBF-al! network are whole training examples whereas the RBF-S uses only 
the training examples belonging to the susceptible class and vice versa for the 
RBF-R network. 

There are three parts in the testing process of the MRBF network. First, an 
RBF-all network (see Figure 2) roughly estimates the FC of an instance x , then it 
uses the logarithm of the cutoff value to classify the FC of the instance ;<: into one of 
two classes: susceptible or resistance. 

The second part is called FC condition checking. This step checks the output of 
the instances; from the RBF-all network with two criteria. The criteria are following. 
1. FC falls in the boundary zone. 
2. The class labels between RBF-all and kNN algorithm are different. 

If the FC satisfies both criteria, the final FC of the instance x is the output from 
the RBF-all network, and the testing process is terminated. If any of them is not 
satisfied, the instance x will be fed into the RBF-S or RBF-R network. 

The boundary zone in the first criterion has the value between cutoff-bound and 
cutoff+6o«Ka', where bound is calculated by (6). 

bound = \\— (6) 

where « is total training instances, FCj is target value of the training instance /. 
For the second criterion, kNN classification is used to measure the confidence of 

the prediction from the RBF-all network. In another word, if the output of RBF-all is 
the same as that of kNN, it is probable that RBF-all gives the correct classification 
result, and thus the instances: is fed to the third part to estimate more precise FC. On 
the other hand, if the output of RBF-al! and kNN are not the same, the testing 
process is terminated since RBF-all may misclassify. This condition prevents 
feeding the instance x into the wrong network in the third step. As the distance 
between the training instances are already computed in the learning process of 
RBF-all, kNN is a suitable technique for checking the confidence of the RBF-all 
network. 

In the third part, the instance x is fed again into another RBF network: RBF-S or 
RBF-R depending on its class label. If the FC from RBF-all of the instance x is 
labeled as susceptible, the instances will be an input of the RBF-S network. On the 
other hand, it will be fed into the RBF-R, if its output is labeled as resistant. Finally, 
the final FC of instances: is the output from the corresponding network. 



332 IIP 2006 

5. FEATURE SELECTION PROCESS 

Since the total amino acid positions ofHIV-1 protease gene are 99 and some of 
them are irrelevant or redundant, these attributes may decrease the performance of 
the learning algorithm. To solve this problem, we used feature selection techniques 
to select important attributes in the preprocessing step. 

Moreover, the time complexity of learning the RBF network is depended on the 
number of dimension of the input. It takes O(mn^) for calculating Gaussian functions 
of the hidden layer, where m is the number of input nodes and n is the number of 
training instances. When an amino acid position is transformed to a vector of the 
input node of the RBF network, each amino acid position provides 20 binary input 
nodes (there are 20 variables of amino acids which may occur in any position). As 
there are 99 positions in the sequence of an HIV-1 protease gene, the number of 
input node is 1980. Thus, it takes a lot of time in the MRBF learning step. For that 
reason, if we use feature selection techniques to select some important amino acid 
positions (or attributes) to construct the MRBF model instate of using all positions, 
the number of the input nodes will be reduced significantly. Subsequently the 
learning time is decreased. 

In this paper, three different approaches of feature selection techniques are used 
in the preprocessing process: Allmutant, Rule-based, and RRelietF. In Allmutant 
approach, the attribute with only one value on the total transactions of each drug was 
eliminated. For Rule-based, we selected the important attributes, recommenced by 
Stanford HIV Drug Resistance Database and [18]. For RRelietP, we ran RReliefF, a 
classical feature estimation algorithm, to select important attributes for each drug. 
The main idea of RReliefF is to estimate the weight of each attribute according to 
how well its value distinguishes between instances that are near to each other [3]. 
Using RReliefF, we selected the attributes, which have the weight higher than or 
equal to 0, where 6'was set to 0.01. Table 1 shows the number of input attributes 
selected by each feature selection approach. 

Table I. The number of input attributes for each feature selection approaches 
Feature selection 

approach 
Allmutant 
Rule-based 
RReliefF 

LPV 
72 
19 
33 

Number of input attributes for 
APV 

77 
19 
27 

NFV 
78 
18 
22 

IDV 
78 
20 
27 

each drug 
SQV 
78 
16 
28 

RTV 
78 
19 
26 
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6. EXPERIMENTS 

6.1 Data source 

In the experiments, genotype-phenotype data for 6 protease inhibitors were 
downloaded from Stanford HIV RT and Protease Sequence Database (http://hivdb. 
stanford.Edu/cai-bin/PR Phenotype.cgi) with the ViroLogic Susceptibility test 
method. The total cases and the cutoff value for each PI drug are shown in Table 2. 
The phenotypic results were assigned into one of two classes: susceptible or resistant 
according to the cutoff value of each PI. Each case of genotype-phenotype data was 
compared with HIV reference strain NL4-3 to create the full strain of HIV-1 
protease gene as the input of the MRBF network. 

Table 2. Total case and cutoff value for each PI drug 
PI drug LPV APV NFV 
Number of cases 319 541 626 
Cutoffvalue 10,0 2.0 2.5 

IDV 
595 
2.1 

SQV 
606 
1,7 

RTV 
573 
2,5 

6.2 Prediction by RBF and MRBF 

For constructing the classitlers using the RBF network, each training example 
was represented as a center in the hidden layer and a for each center was set to the 
same value. Thus the number of hidden nodes is equal to the number of total training 
examples. The target value is the logarithm of the IC50 fold change. We used the 
logarithm of IC50 fold change because the distributions of 1C50 fold change are 
usually highly range because of a few highly resistant variants. 

For constructing the classifiers using the MRBF network, we also set the value 
of G as same as in the RBF network. In the preprocessing process of the MRBF 
network, we selected one of three feature selection approaches which has the highest 
predictive accuracy of the RBF network. Since the outputs of the MRBF network are 
real values representing the fold change, to evaluate the performance of the MRBF 
network and other algorithms, the outputs are classified into two classes: susceptible 
and resistant according to the logarithm of the cutoff values described in section 6.1 
and used 10-fold cross-validation to assess the predictive accuracy. 

6.3 Prediction by other algorithms 

The predictive accuracy of the MRBF network was compared with the HIVdb 
system, REG, SVM, and the original RBF network. The phenotypic prediction by 
HIVdb was done through the HIVdb version 4.1.2 online system 
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(http://hivdb6.stanford.eclu/asi/deployed/HiVdb.htiTil). For REG, the prediction of 
this technique was done through the statistics software SPSS version 12. For SVM 
classification, a linear kernel function was used to construct the classifier. In 
addition, RReliefF was used for selecting the relevant attributes in the preprocessing 
step of SVM. The performance of the prediction of REG, SVM, and the 
conventional RBF were measured by 10-fold cross-validation on the same datasets 
as those of the MRBF network. 

7. RESULTS 

In the learning step, the classifiers of the three models with different input 
attributes depending on each feature selection approach in Table ! were constructed 
by the conventional RBF network. The predictive accuracy of each model is shown 
in Table 3. 

Table 3. The predictive accuracy for three feature selection approaches 
Drug 
LPV 
APV 
NFV 
IDV 
SQV 
RTV 

Average 

AUmutant 
88.70 
89.82 
92.97 
91.58 
88.93 
92.32 
90.72 

Rule-based 
87,16 
89.82 
93.29 
92.60 
89,25 
93,89 
91.00 

RReliefF 
88,06 
88,34 
93.29 
93.93 
90.91 
94.94 
91.58 

The result in Table 3 shows that most of the drugs, using RReliefF in the 
preprocessing step, have the highest accuracy, compared with the other feature 
selection approaches. In addition, RReliefF also has the highest average accuracy of 
6 drugs. From this result, it confirmed that RRelietP efficiently selected attributes 
important to data classification. Thus, in the following experiments, we used the 
important attributes that were selected by RReliefP for the MRBF network and 
SVM. 

Table 4. The comparison of MSE with various algorithms 
Drug 
LPV 
APV 
NFV 
IDV 
SQV 
RTV 

Average 

REG 
0.148 
0.163 
0,180 
0,135 
0,184 
0,118 
0.155 

RBF+RReliefF 
0,189 
0,157 
0.110 
0.092 
0,154 
0,114 
0,136 

MRBF+RRelietF 
0.121 
0.116 
0.113 
0,094 
0.144 
0.105 
0.115 

The result in Table 4 shows that most of the drugs of MRBF have the smaller 
mean square error (MSE) than the RBF network. It indicates that MRBF improved 
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the performance of the traditional RBF network in estimating the fold change 
values. Furthermore, MRBF provided the lower MSE than REG for all drugs. 

Table 5. The comparison of the accuracy for various algorithms 
Drug HlVdb REG SVM+RReliefF MRBF+RReliefF 
LPV 
APV 
NFV 
IDV 
SQV 
RTV 

Average 

73.98 
85.58 
94.25 
92.10 
86.80 
94.24 
87.83 

83.35 
85.01 
92.82 
90,74 
88.44 
93.54 
88.98 

88,09 
87,79 
93.30 
92.43 
88.94 
94,41 
90,83 

89.01 
88.16 
93.93 
93.77 
90.75 
95.46 
91.85 

As shown in Table 5, MRBF with RReliefF has the highest average accuracy 
when compared with HIVdb, REG, and SVM. Furthermore the predictive accuracy 
of MRBF also outperforms the others in 5 drugs expect for NFV. 

8. CONCLUSION 

This paper presents MRBF network, a new method adapted from the RBF 
network, to predict HlV-1 phenotypic resistance from genotypic data. The main idea 
of MRBF is to separately construct the RBF networks class by class to increase the 
ability of estimating the phenotypic value (FC). The MRBF network consists of 
three RBF networks; RBF-all, RBF-S, and RBF-R. In the first step of testing MRBF, 
an RBF-all network roughly estimates the FC. Then, FC from the RBF-all network 
is checked with two criteria. Finally, if any of the criteria is not satisfied, the RBF-S 
or RBF-R network is used to estimate more precise FC. 

To enhance the performance of the classifier, we also used three different feature 
selection approaches for selecting the relevant attributes in the preprocessing step. 
Experimental results on the RBF network show that RReliefF gives the highest 
average accuracy tor 6 drugs compared with other feature selection techniques. Then 
we used RReliefF in the preprocessing step of MRBF and SVM. 

The results indicate that MRBF improves the ability of RBF in estimating the 
fold change values. In conclusion, MRBF has high ability in predicting HIV-1 drug 
resistance since it provides the highest predictive accuracy for 5 drugs except for 
NFV when compared with other techniques such as HIVdb, REG, and SVM. 
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Abstract: The research into the impersonality and information of the Traditional Chinese-
medicine Diagnosis (TCMD) is recognized to be a crucial work, especially for 
the Traditional Chinese-medicine (TCM) medicine examination system. 
However the tongue is like a mirror of the Viscera, and the pathological 
changes of them can reflect on the tongue. So according the information of the 
Sizhen for the syndromes of the Kidney, we design the initial structure of the 
PGNN(Probabilistic Genetic Neural Network), and its connection weight and 
the structure of the PGNN automatically will be optimized by the GA and 
others optimal way. It is certain that the groping research will be use for the 
modernization of the TCM, 

Keywords: TCMD (Traditional Chinese Medical Diagnosis); Differentiation of Syndromes of 
the Viscera; Syndromes of the Kidney; PGNN; Genetic Algorithm (GA). 

1. INTRODUCTION 

Sizhen is the crucial way to collect information for the TCM diagnosis, 
specially the inspection of the tongue, which is the symptom information. 
Because in the clinic it has been proved that the syinptom of the tongue 
changed rapidly and brilliantly during the developing of the diseases. It is 
like a mirror of the Viscera, and the pathological changes can reflect on the 
tongue, namely the symptom information of the tongue is changed. So it 
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becomes the important evidence for the TCMD. But in fact, only using the 
symptom information of the tongue to diagnose the Syndromes of the 
Viscera is not enough, so some others common manifestations are also used 
auxiliarily. 
Many successful medicine systems are based on the theory of the western 
medicine, which uses the symbol processing method to express the medicine 
information. It is mostly because the computer can process the formalized 
information of the western medicine. But this way does not suit the TCMD, 
which information is fuzzy, incomplete and unclear, if we also use the 
symbol processing method to express the information of the TCMD, it will 
easily lose much important information, and lots of information can not be 
processed, which makes the system has low validity. 
So the TCM medical examination system which we design integrates some 
AI technologies, such as logic, ANN (Artificial Neural Network), GA, and 
others soft computing. The main theories are: First according the 
characteristics of the manifestation, and get the logical rule. Second 
construct the ANN for every kind of the TCMD diagnosis. The common 
ANN has very weak automaticity, which can not satisfy the variety of the 
TCM clinic, so using the Probabilistic GNN to construct the TCMD NN 
database. In the practices, the TCM medical examination system will select 
ANN form TCMD ANN database to compute the diagnosis result. So the 
computing capability of the TCMD ANN is the most important knowledge 
database to the TCM medical examination system. 
This paper is organized as follows. In section 2, we mainly present the 
PGNN, which base on the symptoms of tongue and others common 
information for the differentiation of syndromes of the Kidney, In section 3, 
we introduce the improved GA to optimize the PGNN, which forms are 
presented in section 2. In section 4, the test results are discussed. The 
conclusions and the future work are disused in section 5. 

2. THE PGNN FOR THE DIFFERENTIATION OF 
SYNDROMES OF THE KIDNEY 

2.1 The structure of the PGNN for the Differentiation of 
Syndromes of the Kidney 

The initial PGNN is a forward NN, which consists of three layers. The first 
layer is the input layer ( the Xie [0,1]), generally consisting of sixty neural 
cells determined by the symptom manifestations. The second layer is the 
hidden layer, which is determined initially by our experience, but finally is 
determined by input training set. The last layer is the output layer, which has 
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generally the same size as the syndromes which need to be diagnosed by the 
PGNN. The initial structure is shown in figurel. 

<IXr ~7( ' A 
A. / \ \ ...-̂ " y 

"\ > >c-
--/ 

Input layer l-liddcn layer Outpm layer 

Figure 1. the three-layer PGNN's structure 

2.2 The region division of the tongue 

, ^ root -!•, J- liver and gall 

kidney 

spleen and 
stomach 

heart 

Figure 2, the division of the tongue body 

During clinical practice, human discover the pathological changes of the 
bowels can reflect to the change of the tongue features. So it has been 
formed the dissertation that the pathological changes of the viscera will be 
reflected on the tongue, and the pathological changes of the different viscera 
organs will reflect on different subareas of the tongue. Usually the tongue 
would be divided five subareas''', as show in picture 2, according to the 
symptoms on the different subareas, the diagnosis system will select 
different ANN from the diagnosis ANN database. The sides of the tongue 
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reflect the pathological changes of the liver and gall. The tip of the tongue 
reflects the pathological changes of the heart. The middle of the tongue 
reflects the pathological changes of the spleen and stomach. The root of the 
tongue reflects the pathological changes of the kidney. So if some viscera 
organs have pathological changes, some symptoms will appear on the 
subareas of the tongue. So if the kidney has some disease, the root of the 
tongue will have some unusual symptom manifestations. 

2.3 The symptoms information of the Differentiation of 
Syndromes of the Kidney 

The symptom manifestations of the tongue are sorted to thirty-one, such as: 
The color of the tongue body: light white; light red; crimson; bluish purple. 
The shape quality of the tongue body: tender; old; fat; thin; fissured; 
prickled; emaciated; petechia; canker; Teeth-printed. 
The state of the tongue: wry; tremulous; stiff; shortened; flaccid. 
The color of the coating: white; yellow; gray-black. 
The color of the tongue vessel: light color; deep color. 
The proper of the coating: thin; thick; moist; dry; greasy; crude; exfoliative; 
These informations of the tongue are very important to diagnose the 
syndrome. For example, if the color of the root of the tongue body is yellow, 
the kidney maybe has the hot syndrome. So each symptom like that is an 
input neural cell in the Probabilistic GNN. This information is summed up 
form the clinic case of the Shanghai University of Traditional Chinese 
Medicine and the Hospital of Taicang, which are our cooperators. 

2.4 Others manifestation of symptoms 

In order to improve the validity of the diagnosis, some others common 
symptom manifestations are added, which are auxiliary informations to 
differentiate the Syndrome of the Kidney Disease. Such as. Interrogation 
informations: fearing cold; fearing heat; the pain (such as head; chest; coerce; 
stomach; abdomen; waist; extremity, est.); the state of the head and the body 
(such as swirling; swimming; thin; fat, est.). 
For the sake of confinning the correction of the diagnosis, those 
informations are also necessary. 

2.5 The PGNN 

According the symptoms manifestations of the patient, the Probabilistic NN 
differentiates the syndrome can be simply abstract to this formula: 

f{R xCxD)-^ pix^) X p{x2) X • • • X p{x„) 
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The R means the set of the subareas of the tongue body; the C means the set 
of all the unusual symptom manifestations of the tongue; the D means the set 
of all the others unusual symptom manifestations, / i s a value function that 
is used to compute the strong-wreak degree of the syndrome's appearing. 
The X|,X2,...,x„ means there are n syndromes is needed to diagnose, 
theO < p{x^) < 1 is the appearing probability of the x, syndrome. So in here, 
the probability of the symptom manifestations in the sets of the R, C and D 
is the input value of the Probabilistic NIM, the/)(x,) is the output value of the 
Probabilistic GNN, the / is just the Probabilistic NN. According the 
experience of the TCM expert, there is a threshold a is needed, which 
compare with the/7(x,). If « < pix^), the x,. syndrome maybe appear, else 
it maybe not. At the same time, in order to make the Probabilistic NN is the 
best for the CTMD, the structure and the link-value of the Probabilistic NN 
is optimized by the Genetic Algorithm, which is the Probabilistic GNN 
(PGNN). 

THE OPTIMIZING ALGORITHM 

The main steps of the GA for optimizing the PGNN are: 

(1). Hybrid encoding. The neural network (PGNN) is written to one real-
valued two-matrix and one binary-valued two-matrix. The real-valued matrix 
shows the link-weights of the network. The other matrix shows the validity 
of the link between neurons and the link-weights, which is propitious to 
adjust the construction of the PGNN. 

(2). Initialization. Randomly generate an initial population of the PGNN, 
which has the characters talked above. Before next step, each network is 
partially trained, which can avoid overstraining. At the same time, given the 
error value (5 > 0. 

(3), Fitness function. The stylebook data are divided into two sets, namely 
training set (T) and validation set (V), which will be adjusted properly 
during the computing process. After partially trained, calculate the fitness of 
each PGNN. The fitness function is: 

f(x) = axE{T) + j3xD{N) + rxLiN) 

E(T) 
MSE (x) 

Ths IXN) is the number of the hidden neural cells. TheZ,(AOis the number 
of the links. It means that the PGNN whose size is small is better than whose 
size is big, even if they have the same E(T). The a , /? and / are fixed 
parameter. 
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(4). Genetic operation. In order to keep the good genes, K individuals 
whose fitness is good are directly copied to next generation. The others 
offspring comes from these operators. 

® Selection; According the fitness, the ith individual is selected with such 
probabilistic of 

t /(-,) 
If the^ < /7,, the individual is selected. The;; is a random number. 
@ Crossover. In order to avoid the permutation, this is a difficult resolved 

problem in the structure adjustment. It means that after the crossover 
operation, the structure of the PGNN maybe became invaluable. So in this 
algorithm, the crossover operation has been canceled. 

@ Mutation. Select individuals and conduct mutations according to the 
current mutation rate/7„. Considering the method of the case learning which 
are always applied in the TCM expert systems, so the mutation uses the 
thought of PSO'̂ ', namely according the fitness of the best individual and the 
worst individual, randomly select two individuals, such as i and j , then 
mutation is implemented as follows: 

</ =HJ +̂ ! x(/(Pg(0)-/(\;)) +̂ 2 x(/(;.,(r))-/(x,,)) 
the p^{t) is the best evolutionary PGNN of the all generation, p^, (I) is the 

best evolutionary PGNN of this generation, (î p ĵ e [-1,1] are random 
number. This method simulates the thought of TCM case learning, and is 
propitious to the convergence of the G A. 

(5). Structure adjustment. If those operations can not prove the calculating 
capability of the PGNN, then adjust its structure. They include four operators. 
The first one is deleting one link between two hidden neural cells. The 
second is deleting on hidden neural cell, so the links between the deleted cell 
and others hidden cell are also delete. The third is adding one link between 
two hidden cells. And at last it is adding one hidden neural cell. As usually, 
the deleting operation is preceded the add operation, which is benefit for 
keeping the structure of the PGNN is small. In one time, as long as one 
operation works, the others operators do not be used and return to make a 
new computing. 

(6). Ending condifion. If the maximal evolutionary epoch is reached or the 
error value is less than the^ , the optimizing process is over. 
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4. DISCUSSION 

343 

The test data come from the Shanghai University of Traditional Chinese 
Medicine and the Hospital of Taicang. So in the test-data, there are hundred 
data come from the reference book[l], fifty clinical data(the Deficiency of 
the Kidney-yang or the Deficiency of the kidney-yin) comes form the 
Shanghai University of Traditional Chinese Medicine and the Hospital of 
Taicang. In next works, we will increase the clinical data to test it. 
In the optimizing process, the error value is shown as Figure 3. 

Figure 3. the training graph. 

After learning the clinical data, the diagnosis result of the PGNN could be 
consist with the clinic cases, which in the T set, but to the clinic cases in the 
S set, the correct ratio is about 70%. But not stable, however the PGNN 
exhibits the capability to distinguish the Deficiency of the Kidney-yang and 
the Deficiency of the kidney-yin, if the patient has the clinical manifestations 
of the Deficiency of the Kidney-yang or the Deficiency of the kidney-yin, 
such as lassitude in the loins and knees, cold limbs, feeling listless and inert; 
swollen tongue with white fur. If the probability of these clinical 
manifestations is more than 60% and there are not any other conflict 
information, the PGNN can diagnosis the patient who has the Deficiency of 
the Kidney-yang. So if the PGNN can learn more useful information form 
the clinical cases, it will be more stabile. But the computing time will be up. 
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the- piCibiibSlity o f inMrn synipu.; 

Figure 4. the approximate relationship between of the syndrome and the single main 
symptom. 

As shown in figure 4, a disease wii! appear some symptom with high 
probability. And the probability of the symptom is higher, the ratio of the 
syndrome is higher. But following the probability of the symptom up, the 
ratio of the syndrome stop going up (it is concluded form the experiment 
result, which adjust the probabilistic of one main symptom and only a trend 
line). For example the white tongue coating is the main symptom of the 
Deficiency of the Yang on tongue. If we increase the input probabilistic 
value, the probability of the Deficiency of the Yang will be up. But if we 
continue to increase the value, the value of the output will be stop to up. So 
in some degree, it makes us sure that if we can correctly conclude the main 
symptom of the syndrome, the PGNN can resolve some TCMD computing 
problems, which maybe still has some subjectivity. 
On the other side, the PGNN also can better process some problems than the 
traditional symbol technique, such as indeterminable inforrnation; low-
efficiency learning capability, and the difficulty to manage the information 
DB, which is decided by the characteristic of the PGNN. And it also can 
automatically learn information from the training data to adjust itself which 
lowers these demerits, such as the TCM expert's knowledge is deficient. 
And can prove the automaticity, reliability, validity and the intelligence of 
the TCM medicine examination system. 

5. CONCLUSION 

This paper discusses the PGNN, which is used to TCMD the 
Differentiation Syndromes of the Kidney based on the Sizhen information, 
especially the symptom of the tongue. And after optimizing the weight value 
and the structure of the PGNN by the GA, the PGNN has better performance 
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than common NN. In some degreed, it can diagnose the viscera syndromes 
correctly, but in some clinic data, it difficultly differentiate the syndromes, 
specially the clinic manifestations is not evidence, even if there are some 
conflict or faintness symptoms manifestations appear on the patient. So it 
need to add others technique to solve these information—Fuzzy technique, 
and some others optimized ways, which is our next research works. 
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DEVIATION ANALYSIS AND FAILURE 
DIAGNOSIS OF DIESEL ENGINE 

'Yihuai Hu, ^B. Gangadhara Prusty, 'YijianLiu 
^Shanghai Maritime University, 'University of New South Wales 

Abstract: A computer-based filling and emptying diesel engine simulation model has 
been developed, which can simulate the operational behavior of diesel engine 
under different performance failures and different running conditions. This 
paper firstly describes the simulation models and simulated results of a four-, 
stroke, turbo-charged diesel engine. The calculated results in terms of relative 
deviation are analyzed which reveal the relations between thermodynamic 
variables, performance failures, running conditions and ship operation 
conditions. Further, it provides more complete understanding of failures' 
behaviors under different running conditions and help to detect the failures 
amongst complex symptoms. Relative deviation of thermodynamic variables 
under different running conditions exhibits strong similarity, which induces a 
new information source for failure detection. Compared to experiments on 
board ship, this simulative modeling possesses advantages of shorter studying 
period, less research investment, lower risk in failure simulation and more 
symptomatic information. Finally an example is introduced to verify the 
feasibility of relative deviation analysis in the use of diesel engine failure 
diagnosis with artificial neural network method. 

Key words: deviation analysis, failure diagnosis, diesel engine simulation 

1. INTRODUCTION 

Condition monitoring and failure diagnosis techniques are considered of 
major importance to higher reliability of machinery and can be of great 
benefits in reducing manning levels, especially for big and critical systems 
such as gas turbines, aircraft, nuclear power stations and marine engines. 
With several unique properties of little disturbance from outside, high 
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quality of information, wide range for diagnosis and strong availability in 
application, thermodynamic variables of marine diesel engine are usually 
regarded as the most abundant symptomatic source for failure diagnosis. But 
large bore marine diesel engine is a complex system composted of 
mechanical, electronic, thermal and hydraulic subsystems. This kind of 
system always has lots of failure motivating sources and confusing 
symptoms. So far, most of knowledge about relations between performance 
failures and thermodynamic variables is mainly from experiments, which is 
very difficult to be carried out onboard ship. Experimental modeling of big, 
complex diesel engine for failure diagnosis has been the "bottleneck" in 
intelligent failure diagnosis of marine diesel engine. 

Deviation analysis based on simulation model, proposed in this paper, 
will give us a more complete understanding of failures' behaviors under 
different running conditions, help us to detect the failures amongst complex 
symptoms and, if accurate enough, provide modeling specimen for artificial 
neural network in failure diagnosis of marine diesel engine. 

2. SIMULATION MODEL 

The engine model referred to in this paper is based on a general purpose 
engine thermodynamic simulation code''l This model treats a multi-cylinder 
engine as a series of thermodynamic control volumes interconnected through 
valves and ports. Several modifications have been made to meet the demand 
for failure simulation and performance prediction at different running, which 
are described in this article. 

To take into account the influence of performance failures to combustion 
procedure, a term called combustion efficiency was introduced into the 
Wiebe's combustion function'^l The term is defined as the ratio of 
completely burned fuel and injected fuel, which is the function of excess air 
factor a defined as '̂ ' 

'la 15 (a < 1.25) 

;;_̂  =\{a + l ) / 3 (1.25 < a < 2) 

1 (« > 2) 

Then the rate of heat release can be defined as 
,<P^<PVIis 

d(p Iscp hep 

where the ignition advance angle is 
(Py„ = e^ + A^, + A6'2 

the heat release duration angle is 

(1) 

(2) 

(3) 
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the heat release shape factor is 

/^'^20 ^0,5 / Pa Ko •., UN ^^20-.0,5. Pa ''aO^.^O^0.8 

^^2 PaO Z n (5) 
where Qj released heat of combussted fueloil; 

(p : crankshaft rotating angle of diesel engine; 

9^ : fuel injection angle; 

A^,: injection lag angle; 

Adj • ignition lag angle; 

A(pg : heat release duration angle at rated condition with no performance 

failure; 
(2Q : excess air factor at rated condition with no performance failure; 

a : excess air factor at calculated condition; 
HQ : running speed at rated condition; 

n : running speed at calculated condition; 
WQ : heat release shape factor at rated condition with no performance 

failure; 
A(p2Q: ignition lag angle at rated condition; 

A(p2 : ignition lag angle at calculated condition; 

/?̂ ,Q : chamber pressure at compression stroke's beginning at rated 

condition; 

p^: chamber pressure at compression stroke's beginning at calculated 

condition; 
TgQ : chamber temperature at compression stroke's beginning at rated 

condition; 
T^ : chamber temperature at compression stroke's beginning at the 

calculated condition; 

The variables A^, and A ^ j ' " equation (3) are defined as: 

Ae,=Ad,,~ 
"o (6) 

A*?, =6nT. X 10" (7) 
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1967 

r,. =0.1 + 2.627e '•'• p''-^' 

where A^.Q : ignition lag angle at rated condition 

r.: ignition delay duration; 

(8) 

T : chamber temperature at compression stroke end; 

p: chamber pressure at compression stroke end. 
To simulate the scavenging process a three-zone scavenging mode, with 

fresh air, exhaust gas and mixing zones, was utilized. Turbocharger 
compressor and turbine experimental performance maps were included in 
digitized form and the code can interpolate within the data to find the 
operating point. 

Example: A large, medium speed, four-stroke, six-cylinder fish-boat 
main diesel engine, adapted with a VTR-201 type turbocharger, was chosen 
to be simulated. Previous publication had formed good agreement of the 
model prediction with available experimental data'"'. By carefully 
adjustment of the appropriate input data and model coefficients, 14 typical 
performance failures and 4 ship operation conditions were simulated. The 
selected input data and model coefficients of simulated failures refereed to 
the normal condition are presented in Table 1. 

Table 1. Input data and model coefficients 
Failure Performance Failure 

Index Operation Condition 

Input Data and Model Coefficients 

Normal Data Abnormal Data 
"^ Blocked turbocharger exhaust 

casing 

Data Descriptions 
poT=0.!033(MPa) poT=0,1074(MPa) turbine outlet Back-pressure 

Air inlet temperature of 
compressor 

Low ambient temperature To=27CC) To=-20CC) 

High ambient temperature To=27CC) To=40CC) 
"^ Blocked air filter of 

turbocharger 

Air inlet temperature of 
compressor 
Air inlet pressure of 
compressor 

Pi,=0.1033(MPa) P„=0.095(MPa) 

Poorly cooled cylinder liner TW=200(*C) TW=500("C) Average temperature on liner 
surface 

Poorly cooled piston cap TWI=300("C) TW1=600CC) 

~Z High inlet cooling water 
° temperature of intercooler 

~fj Low inlet cooling water 
temperature of intercooler 

Average temperature on 
piston head 
(Pooling water inlet 
temperature of intercooler CMX0=45(*C) CMX0=70CC) 

Cooling water mlet 
temperature of intercooler CMXO=45CC) CMX0=10CC) 

Air flow coefficient at inlet 
port. 

Deposited air intake manifold USM=0.4S USM=0,I5 

Air fiow coefficient at output 
port 

j Deposited gas exhaust UEM=0.50 
manifold 

UEM=0.20 

Cooling efficiency and 
resistance efficient 

Fouled intercooler on air side CMXN=0,8 
CM=I4^8 

CMXN=0.35 
CM=8,0 

Geometric flow area of 
turbine nozzle 

I Deposited turbine nozzle FC=0.0054(m') FC=0.0044(m") 

NTM=0.98 NTIVI=0,95 Mechanical efficiency of 
turbocharger bearing 

m Worn turbocharger bearing 

n Air-blocked inside cylinder 
jacket 

C.I=1,0 C,I=0.25 Heat transfer' correcting 
coefficient of burning gas to 
liner wall 

Retarded injection timing AZ1=-6(CA) AZI=13(CA) Ignition angle 
Heat release duration and 
shape factor 

p Worn fuel pump plunger DAZ=80(CA) 
M=1,0 

DAZ=104(CA) 
M=l,3 
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""^ 2S" rudder angie adjusted Pe = 73 55(kW) Pe=91 94(kW) Effective power of single 
_2 ; • cylinder ^_^_,_ 
~ r 4 class wind encountered Pe==73 55(kW) Pe=li0 33(kW) Effective power of single 

cylinder 

3. SIMULATED RESULTS 

As thermodynamic variables usually vary within very wide range, the 
simulated results are normalized in terms of relative deviations ^ in order to 
indicate the relations between different thermodynamic variables and 
performance failures. The term ^ is defined as 

The parameters Xo and x refer to the thermodynamic variables at normal 
and abnormal conditions respectively. The calculated relative deviations at 
rated condition with 450 r/min engine speed and 44i.3kW effective power, 
and at a partial condition with 315 r/min engine speed and 308.9 kW 
effective power are shown in Figure 1 and Figure 2 respectively. From 
Figure 1 and Figure 2 it is easy to find the variable, which is most sensitive 
to failure. Several interesting phenomena can be found after further analysis 
as: 

Blocked turbocharger exhaust casing (a) mainly makes decrease in 
temperature difference DT^ and pressure difference of intercooler air Dpi^ 
and slight rise in exhaust manifold temperature Zi,, due to higher 
backpressure of turbocharger. Blocked turbocharger filter (d) makes obvious 
decrease in pressures of compressor discharge air/7k, intake manifold air ps, 
maximum combustion gas presure Pzmax, intercooler air pressure difference 
Dp\, and obvious rise in gas exhaust manifold temperature T[-,t due to bigger 
resistance of air flow and less air/fuel ratio inside chamber. 

Poorly cooled cylinder liner (e) and piston cap (f) due to failures from 
cooling water system have very similar symptoms of obvious rising in 
compressor discharge temperature T ,̂, air intake manifold pressure p^, air 
temperature difference of intercooler DT,^ , maximum combustion gas 
pressure p^,^^^ and metal temperature of liner or piston cap. This is because 
poor cooling water takes away less heat and leaves more energy, but cylinder 
liner has a bigger influence due to its larger cooling surface. Air-blocked 
inside cylinder jacket (n) reduces its cooling efficiency and hence induces 
increase in pressure difference Z)p^ and temperature difference Z)?]. of 
inter-cooler and decrease in fuel consumption ratio G^,. The symptoms of 
this failure are like that of poorly cooled cylinder liner due to the same 
reason. 

High inlet cooling water temperature of intercooler (g) due to failures 
from cooling water system only induces obvious decrease in air temperature 
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difference of intercooler DTj^ and obvious increase in air intake manifold 
temperature T^ , and vice versa (h). Symptoms of fouled intercooler on 
airside (k) are similar to that of high inlet cooling water temperature failure 
except for the decrease in pressure difference of intercooler Dp/^. This is 
due to its less heat exchange efficiency and higher airs flow resistance. 

; 0,05 

' 0 

', -0,05 

' -0,1 

(a) Blocked turbocharger exhaust casing 

n 
n r 1 2 3 4 5 6 7 

— (b) Low ambient temperature 
I 05 
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-1 

I 02 r 
! 01 
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(e) Poorly cooled cylinder liner 
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(h) Low in cool, water temp, of intercooler 
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(i) Deposited air intake manifold 
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(k) Fouled intercooler on air side 

(i) Deposited gas exhaust manifold 
: 05 f 
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; -0,6 '• 

1 r -
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- 1 •• 

; - , (I) Deposited turbine nozzle 
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(m) Worn turbocharger bearing 
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01 j • 
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-01 L -

(o) Retarded injection timing , 
0,6 
04 
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(p) Worn fuel pump plunger 

1 2 3 4 5 6 7 8 9 10 11 

(q) 25 rudder angle adjusted 
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Figure 1 Relative deviation of failures at rated condition 

Deposited turbine nozzle (1) increases gas exhaust manifold pressure P;,, 
and turbocharger running speed N,^. . This therefore makes the rise in 
compressor discharge air temperature Tj^ and pressure p/^, maximum gas 
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combustion pressure p,^^^ and temperature difference of intercooier £)2] 
due to the increase of circling airflow G,^ . Worn-out turbocharger bearing 
(m) affects turbocharger's working efficiency and has just a opposite 
symptom due to the decrease of circling air flow G^ 

i (a) Blocked turbocharger exhaust casing 
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Figure 2 Relative deviation of failures at partial condition 

Retarded injection timing (o) and worn-out fuel pump plunger (p) have 
very similar symptoms of the most obvious rise in temperature difference of 
intercooier and obvious increase in compressor discharge air temperature 7],, 
maximum gas combustion pressure jĈ ^̂ ĝ  , gas exhaust manifold 
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temperature 7],, and pressure P|^^, turbocharger running speed A'̂ ,̂ , and fuel 
consumption ratio G ,̂. This is mainly because the too late injection timing 
increases the diffusion combustion and worn pump plunger harms the fuel 
atomization which all worsen the combustion inside combustion chamber. 
To supply the same power under the same running speed diesel engine 
needed more fuel and more fresh air. 

Ship rudder angle (q) and encountered strong wind (r) during navigation 
enlarge ship's resistance and need bigger engine power for the same running 
speed. This brings with the increase in most of variables similar to retarded 
injection timing and worn fuel pump plunger failures. Ambient temperature 
(b)(c) has some influence on engine performance. With lower ambient 
temperature the temperature difference of intercooler DT/^ descends greatly 
and compressor discharge air temperature 7], drops obviously. So in 
practical failure diagnosis procedure ship navigation condition and weather 
condition have to be taken into account. 

Comparing Figure 1 and Figure 2, it is found that relative deviations 
represent very similar trends at rated condition and partial condition. It is 
implied that relative deviations can be utilized as symptomatic parameters 
even diesel engine thermodynamic variables usually vary within very wide 
range at different running conditions. In this way different engine conditions 
can be taken into account and artificial neural network method can be used 
in diesel engine failure diagnosis without much modeling work and great 
difficulty. 

Due to the inherent relations beyond diesel engine working principle 
some variables always have congruent behavior such as compressor 
discharge air pressure P/^ and air intake manifold pressure p^. . It is 
necessary to make some cancellations of variables to simplify the modeling 
process in practical failure diagnosis. 

4. FAILURE DIAGNOSIS 

With diesel engine simulation method reference values and symptomatic 
parameters under different performance failures can be obtained without 
much experimental modeling. With relative deviation analysis of 
thermodynamic variables one failure's modeling can be utilized at any 
probable running condition encountered during ship navigation. By this way 
artificial neural network can be used in failure diagnosis of marine diesel 
engine. 

Assuming the network input vector, X e R", the output vector, Y e R", 
and the network conjunction weight set W\ (l=l,2,...,L) then the artificial 
neural network can be defined in equation (10) and shown in Figure 3 . 
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Y=f(WJ(W,,_,--fiW,X)-)) (10) 

- O , ' /O »• . . • ^ Q >-yi 

-*oA / o <- • • • O ^ys 

% K i y O *• • • • O f- yk 

Figure 3 Sketch of the artificial neural network 

Then the relative deviations under different failures at partial condition 
were used as input vector Z together with the calculated Wi(\=\,2,...,L) as 
network conjunction weight set. The diagnosis results are shown in Table 2, 
where values in row i and column j indicate the confidence of relative 
deviation sample i to failure j . As can be seen from the diagnosed results (in 
black) in table 2 that only failure (q) was completely failed to be detected 
amongest the 18 failures and failures (j), (n), (o) were mistaken as other 
failures because of their similar symptoms. To get more accurate results, 
more parameters have to be taken into account such as fuel injection 
pressure, cylinder liner temperature and superficial vibration signals. 

Table2. The diagnosed results with artificial neural network method 
* 

a 
b 
c 
d 
e 
f 
g 
h 
1 

J 
k 
1 

m 
n 
0 

P 
q 
r 

a 
1.0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

b 
0 

1.0 
0 
0 
0 

0,01 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

c 
0 
0 

1.0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.01 
0 
0 
0 
0 
0 

d 
0 
0 
0 

0.98 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

e 
0 
0 
0 
0 

0.79 
0.01 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

f 
0 
0 
0 
0 
0 

Specimen Record Code 

g h 
0 0 

0.01 0 
0 0 
0 0 
0 0 

1.0 0.14 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1.0 0 
0 1.0 
0 0 
0 0.02 
0 0 
0 0 

0.03 0 
0.01 0 

0 0 
0 0 
0 0 
0 0 

i 
0 
0 
0 
0 
0 
0 
0 
0 

1.0 
0 

0.02 
0.87 

0 
0 
0 
0 
0 
0 

i 
0 
0 
0 
0 
1 
0 
0 
0 
0 

0.19 
0 
0 
0 
0 
0 
0 
0 
0 

k 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1.0 
0 
0 
0 
0 
0 
0 
0 

1 
0 
0 
0 
0 

0.81 
0 
0 
0 

0.03 
0 
0 

0.99 
0 
0 
0 

0.02 
0 
0 

m 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1.0 
0 
0 
0 
0 
0 

n 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 

0 

0 
0 
0 
0 

P 
0 
0 
0 
0 

q 
0 
0 
0 
0 

r 
0 
0 
0 
0 

0.660.650.05 0.97 
0 
0 
0 
0 
0 
0 
0 

.15 
0.0 0.02 
0.99 0.0 

0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.940.94 
0 
0 

0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.06 
0 

0.96 

* Failure Code 
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CONCLUSION 

Relative deviation analysis, proposed in this article, is proved to be a 
good tool for failure analysis of diesel engine thermodynamic variables with 
different performance failures and under different running conditions. It is 
easier to find out which variable is the most sensitive to some a failure and 
which failures have similar symptoms under different running conditions. 
This will make the modelling quite easier for the large bore diesel engine 
failure diagnosis with artificial neural network method. Further research is 
needed to find the similar behaviors between different thermodynamic 
variables and between different performance failures in order to reduce 
modelling variables and make the failure diagnosis more practical. 
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Abstract In this paper, wc propose to take structural context of image regions into account 
for region classification tlirough a structural neural network. Firstly, a tree struc
ture of each region is formed to characterize the relationship among the region 
and its neighbours. Such structures integrate both visual attributes of regions and 
their structural contexts. Then the structural representations are learned through 
a Back-propagation Through Structure (BPTS) training algorithm. Comprehen
sive experimental results demonstrate that our proposed approach has a great 
potential in region classification. 

Keywords: Region Classification, Structural Context, Neural Networks 

1. Introduction 
While an ever increasing number of digital images play a more and more 

important role in improving the quality of daily life, users are also confronted 
with the difficulties in accessing specific images. Content-based image re
trieval (CBIR) has been proposed and investigated to allow users to access 
images in terms of their true content, due to the great demand posed by the 
drastic growth of digital visual content (Smeulders et al., 2000). However, it 
is also realized that the semantic gap between low level visual features (e.g. 
color, shape, and texture) and semantic contents (e.g. objects and events) is 
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the biggest obstacle of the successful applications of image access (e.g. re
trieval, filtering, and summarization) in terms of semantic contents. Automatic 
or semi-automatic image content understanding is a key to build intelligent 
image management systems. Image regions, which are meaningful primitives 
of images, contribute to semantic content of images significantly. In addi
tion, region semantics can be utilized to derive high level semantic concepts. 
Therefore, it will be ideal to classify individual region into one of the semantic 
classes. 

Various Pattern recognition approaches have been widely employed for re
gion classification. In general, there are two key issues, feature extraction and 
classifier, involved in region classification. For example, based on visual fea
tures (e.g. color, texture, shape, size, and centroid), Campbell et al. proposed 
to classify image regions into semantic classes (e.g. sky, vegetation, and road) 
by using a three-layer neural network (Campbell et al , 1997). However, the 
performance of traditional region classification has been seriously limited due 
to segmentation noise and ambiguity of visual features (e.g. cloud vs. snow). 
On the other hand, contextual information of regions can be utilized to fiirther 
improve the performance of region classification, since it is certain that the 
presence of some concepts or contents can provide important information for 
identifying other concepts or contents. • 

There are generally two types of contexts, conceptual context (i.e. global 
context) and content context, in region classification. Conceptual context is 
useful for modeling semantics at image level and can be utilized to increase the 
confidence of assigning certain labels to certain regions as well as the confi
dence of excluding some labels in terms of a given image theme. For example, 
it is much less possible to assign grass to a green region if an image has been 
identified as indoors. Conceptual context is generally obtained through image 
classification. For example, Vailaya et al proposed a Bayesian classificafion 
approach to classify vacation images hierarchically (e.g. City vs. Landscape, 
Mountain vs. Coast)(Vailaya et al., 2001). Recently, conceptual context can 
also be derived through a set of words, since more and more images are ac
companied with abundant annotations (e.g. web images). Therefore, many 
approaches consider extracting conceptual context as a problem of associating 
a bag of words with images by exploiting the co-occun-ence of two modalities, 
visual attributes and labels, of images. The co-occurrence of those two modal
ities was first investigated by Mori et al. (Mori et al., 1999). It is assumed 
that a region corresponds to a label if they co-occur in images frequently. In 
(Barnard et a l , 2G03a), a translation model is proposed to translate a vocabu
lary of blobs to a vocabulary of terms based on the joint probability of images 
and terms, and a probabilistic model was established to classify each region 
into one of the terms. However, such classification is only a by-product of 
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Figiji-e J. An illustration of an adjacency structure of region 1, 

the model, since not all the textual labels correspond to a particular region or 
object. 

Content context, which represents the context of individual regions, can 
also be employed to enhance region classification and even identify objects. 
In (Singhal et al , 2003), content context was represented as the spatial rela
tionship (e.g. above and below) between regions. However, structural context 
based on spatial adjacency, which is seldom investigated, is also important in 
region annotation. For example, a white region can be labelled as cloud with 
higher confidence if it is surrounded by sky regions. In this paper, we propose 
to characterize such structural context existing among regions by forming an 
adjacency graph. In such a graph, each node representing a region receive two 
inputs, its visual features and structural context (i.e. connections among its 
neighbours). Therefore, both attributes and context are integrated seamlessly. 
As shown in our previous study (Wang et al., 2002)(Wang et a l , 2004), this 
graph representation is also effective and efficient in characterizing image con
tent with only a small number of features. 

Neural networks have been proposed to process structural data and the back-
propagation through structure (BPTS) algorithm can be employed to learn the 
tree-structure representation(Frasconi etal., 1998). Such an algorithm has been 
successfully utilized for scene classification (Wang et al., 2004). Therefore, in 
this paper, we employ such learning algorithm to perform the task of region 
classification. 

2. Representation of Structural Context 

It is noticed that human beings perceive the real world in a structure way so 
that both entities and their relationship can contribute to their content represen
tation. For example, being told that a region is surrounded by "sea", we may 
think of "beach", island, and "ship". Therefore, the more structural context is 
available, the more accurate the classification will be. As a result, a formal 
representation needs to be formed to characterize such structural context for 
each region. As shown in Figure 1, the neighbour regions of Region 1 form its 
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Figure 2. An illustration of a tree-structure encoding network with a single hidden layer. 

stmctural context through a graph. Such structure representation can be noted 
as a graph G = {V, £} , where V and i? mdicate the set of nodes (i.e. regions) 
and edges (i.e. structural context among regions), respectively. 

To process the graph representation, we need to figure out what structure 
infonnation is and how to model it for each region class. In general, any 
relationship among regions can be abstracted as structural information, such 
as spatial relationship and visual similarity. In (Chang et al., 2004), it was 
proposed to expUcitly utilize graph matching methods based on the similarity 
assigned to each edge and graph isomorphism. As explained in the next sec
tion, we employ a structural neural network model to process such structural 
representation adaptively. 

3. Back-propagation Through Structure (BPTS) 
Connectionist models have been successfully employed to solve learning 

tasks characterized by relatively poor representations in data structure such 
as static pattern or sequence. Most structured information presented in real 
world, however, can hardly be represented by simple sequences. Although 
many early approaches based on syntactic pattern recognition were developed 
to learn structured information, devising a proper grammar is often a very dif
ficult task because domain knowledge is incornplete or insufficient. On the 
contrary, the graph representation varies in the size of input units and can or
ganize data flexibly. An encoding process of a tree structure is shown in Fig
ure 2. Each node represents a neural network on the right of Figure 2 and all 
the nodes share the same set of parameters. Neural networks for processing 
data structures have been proposed by Sperduti (Sperduti and Starita, 1997). 
It has been shown that they can be used to process data structures using an al-
gorithiB namely back-propagation through structure(BPTS). The algorithm ex
tends the time unfolding carried out by back-propagation through time(BPTT) 
in the case of sequences. A general framework of adaptive processing of data 
structures was introduced by Tsoi (Tsoi, 1998) and Frasconi et al. (Frasconi 
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et al , 1998). Considering a generalized formulation of graph encoding shown 
in Figure 2, we have 

x = F „ ( A q - V + Bu) (1) 

y = F^(Cx + Du) (2) 

where x, u and y are respectively the n dimensional output vector of the n 
hidden layer neurons, the m dimensional inputs to the neurons, and the p di
mensional outputs of the neurons, q"^ is merely a notation to indicate that the 
input to the node is taken from its children. The A matrix is defined as follows: 

A = [AiA^.-A'^] (3) 

where c is the maximal out degree of the graph. A' , -i = 1,2,..., c is an n x p 
matrix, and is formed from the vector a'p j = 1,2,..., n. A is a c x {n x p) 
matrix. And B, C, and D are respectively matrices of dimensions nxm,pxn 
andp X m. F,i(.) is an n dimensional vector given as follows: 

F „ ( a ) - [ / ( a ) . / ( a ) . . . / ( a ) f (4) 

where / ( . ) is the nonlinear function such as a Sigmoidal function. 
Note that we have assumed only one hidden layer in the formulation, be

cause a single hidden layer with sufficient number of neurons is a universal 
approximator (Scarselli and Tsoi, 1998). 

The training process is to estimate the parameters A, B, C and D from a 
set of input/output samples by minimizing the cost criterion: 

•̂  = ^E^H|di-ydP (5) 
i= l 

where y^ denotes the output of the root of the i-th sample, dj denotes the de
sired output of the 'i-th sample, and NT is the number of the samples. The 
derivation of the training algorithm minimizing the cost criterion ( 5) will fol
low a fashion similar to gradient learning by computing the partial derivation 
of the cost J with respect to A, B, C and D. 

4. Experiments and Discussions 
The image database used in our experiments has 304 images taken by our

selves, half of which is used for training, the other half for testing. A sample 
of each category is shown in Figure 3. All the images are segmented by using 
EdgeFlow technique (Ma and Manjunath, 2000) since the segmentation can be 
finely tuned by specifying different scales a of Gaussian functions. By setting 
(7 to 4, 3064 training regions and 2091 test regions are obtained. These regions 
are manually labelled with a set of terms. The region classes with less than 20 
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instances have been removed. Finally, we identified 13 region classes, audito
rium, building, field, flower, grass, gi'ound, people, sand, sky, stone, tree, wall, 
water. Each region is characterized with 7-dimension features including the 
number of colors, percentage of the three most dominant color, average pixel 
values, standard deviation of pixel values, and region size. 

Neighbour regions are not equally important in modeling spatial context, 
which should be taken into account for structure context. For example, sky re
gion is more informative than building region in classifying a region as moun
tain. Furthermore, due to the error-prone segmentation, some neighbors are 
not true neighbors. In order to select important and representative neighbor 
regions, the length of the boundary between a neighbor region and the target 
region is considered to investigate the impact of different neighbor regions. In 
our experiments, the top M,M — 0, ...5 regions with the longest boundary 
length other than the biggest region size will be studied. While M is set to 0, 
the experiment is the baseline. 

Three experimental tasks have been conducted to evaluate the performance 
of our proposed approach. At first, our approach is benchmarked with neu
ral network methods by using multi-layer perceptrons. Then, the impacts of 
different segmentation and different visual features are investigated. 

Performance Against Multi-layer Perceptron 
We compare the proposed approach with the classical pattern classifica

tion approach, multi-layer peceptron (MLP). In order to make the comparison 
fair, we also consider neighbor information by concatenating feature vectors of 
neighbor regions into a higher dimension feature vector in the MLP method. 
That is, the feature vector is in (A?" -h 1) x d-dimension, if A'̂  neighbor regions 
are taken into account and each region is represented with a d-dimension fea
ture vector. In this evaluation, regions are segmented by setting a to 4 and 
represented with 7-dimension features, and neighbor regions are selected in 
the descending order of the length of the boundary adjacent to the target re-
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Table 1, Comparison between the proposed approach and the MLP method on the test set 

0-neighbor 
1 -neighbor 
2-ncighbor 
3-neighbor 
4-neighbor 
5-neighbor 

MLP Approach 
Accuracy (%) 

54.15 
54.53 
60.46 
61.65 
63.25 
55.46 

#Hidden neurons 

15 
20 
20 
10 
10 
15 

Proposed Approach 
Accuracy (%) 

N/A 
62,36 
61.08 
60.46 
56.08 
57.50 

#Hidden neurons 

N/A 
20 
10 
10 
10 
15 

gion. An MLP with single hidden layer is adopted in this evaluation, since it 
can be a universal approximator provided with a sufficient number of hidden 
neurons (Scarselli and Tsoi, 1998). In order to tune the performance of the 
MLP method, we vary the number of hidden neurons from 5 to 20 and choose 
the best performance in each case. 

As shown in Table 1, our proposed approach clearly outperforms the MLP 
method while not many neighbour regions (e.g. 1 or 2 neighbour regions) are 
utilized. In particular, the performance increases 14% while one neighbour re
gion is utilized. It is also noticed that utilizing more neighbor regions is not 
always helpful, because the performance of both our proposed approach and 
the MLP method decreases while 5 neighbour regions have been utilized. For 
example, the performance of 5-neighbor (55.46%) is not as good as that of 2-
neighbor (60.46%) for the MLP method. Such experimental results coincide 
with our assumption that not all the neighbour regions equally contribute to 
the classification task. More neighbour regions may add noise into the train
ing session and demands higher learning capacity from classifiers. It is no
ticed that the most significant performance improvement happens while only 
one neighbor is taken into account. Therefore, it is essential to identify the 
most informative neighbor regions more effectively, other than simply using 
the boundary length, to further improve the perfoimance. 

Table 1 also shows that MLP methods achieve higher accuracy exceptionally 
while 4 neighbors are considered. The reason may be that our current database 
favors the MLP method for such a particular case. For our proposed approach, 
the classifier learns both structural information and region attributes, which 
requires more representative training data. Further research on this issue will 
be conducted. 

Impact of Different Segmentation 
Segmentation under different conditions generally introduces variations in 

region extraction and spatial context. As shown in Figure 4, images will be 
over-segmented at small scales and less over-segmented at great scales. In or-
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Figure 

(a) (b) (c) (d) 

Segmentation samples at different scales, (a) and (b) (7 = 4; (o) and (d) CT=12; 

Table 2. The number of regions of images segmented at different scales 

CT=4 

<T=12 

Training Set 
3064 
1972 

Test Sot 
2901 
1807 

# of Region Classes 
13 
13 

TaMe i. Classification accuracy (%) of different segmentation 

cr=4 
cr=12 

1 -neighbor 
62.36 
61.21 

2-ne)ghbor 

61.08 
61,10 

3-neighbor 

60.46 
60.43 

4-neighbor 

56.08 
60.10 

5-neighbor 
57.50 
58.99 

der to evaluate the impact of different segmentation, images are segmented by 
setting a to 4 and 12 since these settings can generate a reasonable number 
of homogeneous regions for our image set. The number of training regions, 
test regions, and the number of region classes are listed in Table 2 for different 
segmentation scales, respectively. Obviously, segmentation at scale 4 gener
ates more regions than at scale 12. As shown in Table 3, both segmentations 
can achieve similar performance. There are also two differences between them. 
First, performance of a larger scale (i.e. (7=12) decreases slighly, It may be that 
over-segmentation is reduced while segmentation scale increases. Hence, each 
segmented region is less homogeneous, which demands efficient content rep
resentation through visual feature extraction. As a result, we also investigated 
the impact of using different visual features. Second, the proposed approach is 
more robust at a larger scale. As can bee seen in Table 3, the classification ac
curacy of the segmentation at scale 12 is more around 60%. It may be that less 
over-segmentation introduces less variation for neighbor structures and makes 
learning slightly easier. Hence, additional experiments will be conducted to 
explore these discoveries. 

Impact of Different Features 
Besides the 7-dimension features, five more features including averages of 

R, G, B components and region centroid (a;, y) are used to evaluate the impact 
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Table 4. Impact of different feature sets at segmentation scale 4 

Dimension 

7 
12 

1-neighbor | 2-neighbor | 3-neighbor 

62.36 1 61.08 
75.11 1 75.35 

60.46 
71.49 

4-neighbor 

56.08 
73.22 

5-iicighbor 

57.50 
70.15 

Table 5. Impact of different feature sets at segmentation scale 12 

Dimension 

7 
12 

1-neighbor | 2-ncighbor 

61.21 61.10 
73.82 1 73.60 

3-neighbor 

60.43 
72.16 

4-neighbor | 5-neighbor 

60.10 
71.94 

58.99 
69.29 

365 

of different feature sets. As shown in Tables 4 and 5 where the best perfor
mance of each case is listed, much better performance has been achieved while 
the new I2-dimension features are adopted. Compared with the 7-dimension 
features, the I2-dimension features present more helpful information (e.g. re
gion centroid) and benefit region classification, although both of them are quite 
simple. It can be expected that more representative feature sets will further 
improve the performance of our proposed approach. As indicated in (Barnard 
et al , 2003b), color and texture are the most representative features for scenery 
images, we need to include more texture features such as oriented energy co
efficients in our future study. 

5. Conclusion and Future Work 

A novel region classification approach is present in this paper. Such an 
approach integrates structural context of image regions and the unique and 
powerful learning capacity of the BPTS learning algorithm. Comprehensive 
experiments have been conducted to evaluate our proposed approach. Exper
imental results demonstrate that our proposed approach can gain significant 
improvement even when only one neighbour region is utilized. In addition, 
our proposed approach is robust to the selection of neighbour regions, if suit
able segmentation can be obtained. 

It is also observed that segmentation and visual features do affect the per
formance of the proposed approach. For example, more neighbour regions do 
not always contribute to better classification accuracy, since structural variation 
also increases the requirement of learning capacity. Therefore, it is worthwhile 
to investigate how to identify more salient neighbour regions more efficiently 
based on large scale image databases. Since segmentation, salient regions, and 
visual features are closely related and interact with each other, it is also es
sential to balance them to achieve optimal classification perfomiance. Another 
extension to our cuiTent work is to discover the second order structure rather 
than the adjacency structure exploited here. 
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Abstract 

An auto adoptive newo-fuzzy segmentation and edge detection architecture is presented. This system consists of a 
multilayer perceptron (MLPj-like network that performs image segmentation by adaptive thresholding of the input 
image using labels automatically preselected by kernel based fuzzy clustering technique. The proposed architecture 
is feed forward, but unlike the conventional MLP the learning is unsupervised- The output status of the nelM'ork is 
described as a fuzzy set. fuzzy entropy is used as a measure of the error of the segmentation system as well as a 
criterion for determining potential edge pixels. Exponential entropy was employed to overcome the drawbacks of 
using conventional logarithmic entropy. The proposed system is capable to perform automatic multilevel segmentation 
of images, based solely on information contained by the im.age itself. No a priory assumptions whatsoever are made 
about the image (type, features, contents, stochastic model, etc.). Such an "universal" algorithm is most useful for 
applications that are supposed to work with different (and possibly initially unknown) types of Images. The proposed 
system can be readily employed, "as is. " or as a basic building block by a more sophisticated and'or application-
specific image segmentation algorithm. By monitoring the fuzzy entropy relaxation process, the system is able to 
detect edge pixels 

Keywords: Image Segmentation, Adaptive Tresholding, Error backpropagation Neural Network System and 
Kernal Fuzzy C-means Clustering algorithm. 

l.O ADAPTIVE NEURO-FUZZY SYSTEM WITH 
KFCM 

The Adaptive Neuro-Fuzzy system consists of a multilayer 
neural network that performs adaptive, multilevel 
thresholding of the image using labeis automatically pre 
selected by a ftjzzy clustering technique. The ieaniing 
technique employed is self-supervised allowing, therefore, 
automatic adaptation of the NN. The output status of the 
network is described as a f u z ^ partition. Fuzzy entropy is 
used as a measure of the error of the system as weil as a 
criterion for determining potential edge pixels. Given an 
input image, the system is forced to evoive toward a 
minimum fuzzy entropy state in order to obtain image 
segmentation. Pixels most affected by the consecutive 
training iterations (due to the amount of their contribution 
to the fuzzy entropy of the system) are labeled as edge 
pixels. 

I.l Description of Adaptive Neuro-Fuzzy System 

Block diagram of the system is shown in fig. 1. Labels are 
found by applying the KFCM algorithm to the image 
histogram. Then, the • information about the labels is 
employed to build the network activation and error 
functions. The input to a neuron in the input layer is 
normalized between [0-1], proportionally to the gray value 
of the correspondent pixel. The image information is first 
propagated forward using (1) to get the output status of the 
network. The output value of each neuron lies in the 
interval [0-1], Then, the output error is calculated and back 
propagated to update the weights [(4)]. Training continues 
either until a minimum error or until a maximum number of 
iterations reached. The output of the system at this stage 
constitutes the segmented image, integrating (summing) the 
thresholded (binared) differences between the outputs at 
consecutive epochs yield the edge image. 

Please use the following format when citing this chapter: 

Reddy, G.R., Suresh, E., Maheshwar, S.U., Reddy, M.S., 2006, in IFIP International Federation for Information 

Processing, Volume 228, Intelligent Information Processing III, eds. Z, Shi, Shimohara K,, Feng D., (Boston: Springer), 

pp, 367-372, 
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Inpu-t 

Output mage 

Fig. 1: Block Diagram of Neiiro Fuzzy System 

1.1.1 Error Function Definition Block 

The purpose of this block is to provide the objective error 
function to be used by the adaptive thresholding block. 
First, the cluster validity block determines the number of 
objects in the input image, then the fuzzification block 
divides the input image into that number of fuzzy sets using 
KFCM as shown in Fig. 2(b), and then the error function 
definition block generates error function by determining the 
contribution of each gray level to the fuzzy entropy of the 
partition as shown in Fig. 2(c). The cluster validity block 
automatically determines the number of objects in the input 
image, for this it iterates the KFCM algorithm for a range 
of hypothesized number of clusters and chooses best option 
based on a cluster validity measure (e.g., the partition 
coefficient and the partition entropy). 

1.1.2 Adaptive Thresholding Block 

This contains the Neural Network (NN) block, the fuzzy 
entropy calculation block and NN tuning block. Its inputs 
are the input image and the error function determined by 
the block (A), and its output is the segmented image. 
Neural Network: The neural network block performs 
adaptive thresholding of the input image. The network 

architecture is shown in Fig. 3. It consists of an input layer, 
an output layer and at least one hidden layer. Each layer 
consists of M x N neurons, every neuron corresponding to 
an image pixel. Each neuron in the one layer is only 
connected to the corresponding neuron In the previous layer 
and the neurons in its d-X\\ order neighborhood. 

A neighborhood system over a M x N lattice L is defined as 

.J r\ n- =\n; (zL:(J,J)e L] 
where n^ , called the d-Xh order neighborhood of ( /' y), is 

such that 

There are no connections between neurons in the same 
layer. The NNs' weights cannot be randomly initialized or 
they will alter the input image, in this work, all weights 
were initialized to 1, but it is also possible to initialize the 
weights using some kind of weighting window within the 
neighborhood of each pixel. 
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Fig. 2: (a) Histogram of the Panda image (b) Partion fount! by 
KFCM (c) Error function 

Activation function: A muld-sigmoid activation function 
was used to allow more than two stable states of the neuron 
output. The multi-sigmoidfunc'don is defined as (Fig.4). 

.m=. 
yt-JkA 

\^ 

Vt 

,<'-iiy% 
+yJMx~y^_,*d)--i(x-y,*di (T) 

step function; 
thresholds; 

target level of each sigmoid, will constitute 

the systems' labels; 
steepness parameter; 

size of the neighborhood, as defined in the 
previous section 

The thresholds and the target values are obtained from the 
error function, as the gray levels with the maximal and with 
the minima! levels of fuzziness respectively. Because the 

range of the neuron input levels depend on the number of 
neurons in the previous layer to which it is connected (the 
size of the neighborhood), the threshold values, are adapted 
to reflect this dependency (by multiplying them by ci~, the 
number of input links). 

Fig. 3; Neural Net%vork 

Fig 4 Mufli Sigmoid Activation function 

Training; The back-propagation algorithm is employed for 
training. As we apply Input image the neurons in the first 
layer receives the input, and will apply it to the Linear 
Combiner and the Activation Function and produce the 
output this output, will become the input for the neurons in 
the next layer. So the next layer will feed forward the data, 
to the next layer. And so on, until the last layer is reached 
We compare the desired and actual output compute the 
error as the difference between desired output and actual 
output. Once we decided what adjustment we need to do to 
the neurons in the output layer, we back propagate the 
changes to the previous layers of the network. Indeed, as 
soon as we have desired outputs for the output layer, we 
make adjustment to reduce the error (the difference 
between the output and the desired output). Adjustment will 
change weights of the input nodes of the neurons in the 
output layer. The weights are updated as follows: 



370 IIP 2006 

AM', = 

dE\co, 

do, \dl, 

dEdOf. 

do,, dl. 

outputlaye 

n 
(2) 

^ki I \—^0i otherlaysr 

where 

/ . total input to the i th neuron; 

w^^ weightof link from neuron /in one layer to 

neuron j in the next iayer; 

0^ output of the /th neuron in the previous layer; 

E error in the network's output (relative to the 
desired target image); 

7] learning rate. 

Note; For simplicity l-D indexes in the above equations 
are used, the extension to fit the 2-D NN is straighlfonvard. 

For a muhi'Sigmoid as previously defined 

do,. 

dl 
- = o.{y^ ~>^„-i -o^) (3) 

and the equations for Aw become 

CO* "4 )) 

(4) Aw,, 

hi-
for the output and the other layers respectively 

Defuzzification: The output of the neural network is 
initially obtained in terms of the gray levels, which are then 
"fuzzyfied" in order to determine the error. In the idle case 
when the network converges with no error at al! (E=0), the 
outputs have only vaJues who's membership values are "I" 
or "0," defuzzification is not necessary. When the network 
does not converge completely (whether stopped 
intentionally or not), the fuzzification of the output image 
does not result in merely crisp membership values. The 
inforniation about the membership values of the pixels 
might be useful for further processing, depending on the 

application at hand. If crisp labeling is required, a 
defuzzification stage must be added. For display purposes, 
the simplest defuzzification method is thresholding the 
fuzzy partition, so that each pixel is uniquely assigned to 
the class in which it has the highest membership value. 

1.1.3 Edge Detection Block 
This subsystem is based on the assumption that the edge 
pixeis have the most ambiguous values in the image, i.e., 
they give the largest contribution to the fuzzy entropy of the 
output image at each iteration. Thus, these pixels are those 
that undergo the changes during the training/tuning of the 
system. Here, monitoring the changes that take place in the 
pixels' values between two consecutive iterations and 
integrating these changes over the whole training period 
obtain the edge image. 

2.0 RESULTS 

The Adaptive Neuro-Fuzzy system is implemented in 
MATLAB environment. The execution time of the Neural 
Network training epochs depends on the image size and the 
neighborhood size. Theoretically, the number of required 
epochs depends on the error and activation functions 
(which intern depend on the nature of the data), on the 
learning rate and on the required precision. Practically, the 
training may usually be stopped after about ten epochs. In 
terms of runtime memory requirements, these systems 

require four floating-point matrices of size d' ^' M ^ N 
(neighborhood size multiplied by the size of the image) are 
needed for the two layers of weights and their 
corresponding updates, and three floating-point matrices of 
size M ^ N (the image size) are needed to store the three 
layers of the network (input, hidden, and output). 

2.1 Segmentaion Results 

The output of the system is the segmented image enhancing 
the object over the background. As we can observe in the 
figures followed. The effect of using KFCM, Selecting 
thresholds by second derivative of the image histogram and 
considering exponential form of fuzzy entropy as error 
function can be seen very clearly. They give smoother 
image which is more robust to noise. Moreover by 
employing KFCM instead of FCM makes it applicable to 
wider range of images, i.e., for those having spherical and 
non spherical edges. Use of Kfcm made the Adaptive 
Neuro-Fuzzy system robust to some real life 'complication' 
like the addition of noise, and changing illumination 
conditions. Kfcm is also capable of handling uneven sized 
clusters. 
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2.2 Convergence Analysis 

The convergence of the adaptive threshold system of 
Adaptive Neuro-Fuzzy system is visualized in Fig.6. This 
figure shows the histogram of the output image after 2 and 
50 and 100 training epochs (when applied to the Panda 
image), clearly indicating the convergence of the pixel 
values to the chosen labels. 

/ r \ . jKs 

Fig. 5: (a) Original Image (b) Segmented Image 

2.3 Edge Detection Results 

The edge detection subsystem of Neuro-fuzzy system was 
found to perform poorly compared to some of the better 
edge detected algorithms existing today, sometimes even 
worse than the classical, gradient type edge detector 
{Prewitt, Sobel, etc.). Fig.7 below shows the results of the 
edge detection subsystem of Neuro-Fuzzy system applied to 
the cameraman image, compared to the results of the Sebel 
operator. 

'mmi^^mxsi. 

-ifter IHIq,, I, 

Fig. 6: Convergence Analysis 

Fig. 7: (a) Edge image of Neuro-fuzzy System (b) Edge image 
using Sobel operators 
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3.0 CONCLUSION REFERENCE 

The proposed adaptive neuro fuzzy system has been proven 
to be efficient than many other existing methods of 
segmentation. It does not require any priori assumptions of 
the input. Employing KFCM made the system applicable 
wider range of images. As you can observe in the results it 
worked for spherical edges in panda and non spherical 
edges in cameraman image. Use of exponential entropy 
yielded smoother images at less number of iterations as 
compared to logarithmic form .It is also robust to noise. 
Increase of neighbourhood results in more loss of details. 
This system can also be extended for edge detection but this 
isn't as efficient as general canny or sobel operators 

[1] Victor Boskovitz and Hugo Guterman (2002), "An 
Adaptive Neuro-Fuzzy System for automatic Image 
Segmentation and Edge Detection", IEEE Trans. On 
Fuzzy Systems, Vo!ume_l 0(No. 2), pp. 247-252. 

[2] Rafael C. Gonzalez and Richard E. Woods, 
(2002), "Digital Image Processing", Pearson 
Education, New Delhi 
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Abstract: This paper is proposing tlie method for Thai handwritten character recognition. 
The methods are Robust C-Prototype and Bacl-c-Propagation Neural Network. 
The objective of experimental is recognition on Thai handwritten character. 
This is the result of both methods to be appearing accuracy more than 85%. 

Keywords: Robust C-Prototype, Back-Propagation Neural Network, Thai Handwritten 
Character Recognition 

1. INTRODUCTION 

Pattern recognition scheme has numerously become a suffice tool utilized 
in character recognition. Generally, computer will be programmed to provide 
the functionality in order to classify each of character's property separately, 
defined as input character. These inputs will be determined for matching 
with the provided character patterns consequently. This paper proposes the 
offline processing, which the input data, gray scale of 256 levels. The 
processing is based on Thai characters on which preprocessing have been 
conducted. There are 44 Thai characters: 

Please use the foil owing format, when citing this chapter: 
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n u ^ fi PI ^ -J 

u LJ w tJ vj IA1 

D % 11 iJ ai nj 

^ <?1 f1 Vl 3 U 

n w u 1 a 1 

2. DATA PREPROCESSING 

Character-images are images of Thai handwritten characters written 
down on a piece of paper. The outputs are stored as digital data by scanning. 
One bitmap file with grey scale pattern (256 levels) specifies one character. 

2.1 Edge Detection 

Edge detection is an important step of the image processing phase. 
Detecting edges in any object has two important conventions: the object 
(image) must be a continuous image and the image must be scaled as black 
and white tone. This paper uses a Chain code technique to detect the image's 
edge. Simply put this technique move along the edge of the image and stops 
at the beginning position in order to get the image's edge. [1] 
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Figure 1. A diagram of extracting the object component from 
the background component an the image. 

2.2 Binarization 

Binarization converts grey-level image to a black-white level image. 
Basically, an image is separated into two components. The first component 
is the object, while the other is background. The object in general is smaller 
(in size) than the background. To extract the object component from the 
background component, this scheme checks every point of pixel value with 
one intermediate value (called the Thresholding value). The thresholding 
value can be calculated from the following formula: [2] 
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r 0 if g{x,y)<T 

g'{^,y)=\ , .,. / . ^ (1) 
I 1 ij g{x,y)>T 

In this paper, data (the image file of the Thai handwritten character) is 
stored in bitmap pattern. The individual bit carries one of two possible 
values: 

1 refers to background and, 
0 refers to object or content 

2.3 The extraction of the outer edge from the object 
component 

From the previous step, we have got the object and have got rid of its 
background in which all bits contain 1. This step is then used to detect the 
outer rims (laying on the object's edge) of the object and to separate them 
from the object in order to get the edge. There are several methodologies 
used on this particular case, e.g. chain code, morphology, etc. This paper 
uses a chain code convention. [2] 

The resulting image (from binarization) is actually a structural character, 
comprising many points lying on the image. Therefore, detecting the 
direction of those points has been applied in order to simplify the processing. 
This implementation is based on a chain code technique to change the points 
to a numerical representation. Eventually, the direction is classified by 8 
categories. 

Once the edge of the image has discovered, the process needs to find the 

character line. The coordinate \x^,y,j is then represented by a complex 

number as the following formula: 
^•k^^k^^yk (2) 

2.4 Fourier Descriptors 

Fourier Features are used to describe an edge of an object. They work by 

identifying coordinates (x^, J^^); k- 0,1,..., Â  - 1 where N is any other area 

in the image. All points (x^,^'^.) are represented as complex numbers, 

shown as: [3, 4, 5] 

"/. = ^i + % (3) 
Where 

i = 4^ 
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Therefore, the DFT (Discrete Fourier Transform) ( / J can be derived 

from: 

fi=2_^u,QxH-j-—-lk (4) 
t=o \ ^ J 

Where 
l = Q,\,...,N-\ 

From the above formula, a coefficient vector is automatically calculated. 
This vector fits as one dimension with the size of (l x lO) or (ix n) 

3. FUZZY C-MEAN (FCM) ALGORITHM 

The FCM algorithm minimizes the following objective function [6] 
c ,v '" 

J,(5,f/;X) = £XK)<; (5) 
(=1 ,/ = ! 

Where 
c 

w,e[0,l]and J^M,/=l V j 
/=i 

X = the set of feature vectors Xj 

j = 1,2,..., A :̂ Â  represents the image pixel 

C = the group of images 
m e [ l , a ) = Fuzzifier 

dj- = the distance from Feature Vector to the group of patterns 

U-^i = member indicator of x^ in/?, 

B = (/?,,...,/?() = C-tuple indicating C - Cluster 

U = [_M,y J = matrix, Cx N in size, representing the condition 

3.1 Object-Function Minimization in Robust 
C-Prototypes (RCP) 

RCP can be determined in grouping phase in order to estimate 
C-Prototypes spontaneously, utilizing loss function (/?) and square distance 
to reduce some noise. The definition can be expressed as: [6, 7] 
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J,{B,U;X)=2Tk) P^dl (6) 
'=1 ,/ = ! 

Where 

u 
11 

[ 0 , l ] a n d 5 ] w , = l y / 

The highest efficiency can be calculated as follow: 

u,= ^ - T T T (7) 

E 
P,[d, m-l 

The best portion of weight function is that function with significant 
impact and efficiency in the RCP-AIgorithm. This weight function used for 
general estimation, has been designed as symmetric distribution, whose 
center is the original point that differs from RCP-Algorithm used in this 
experiment. Therefore, the weight function must be rebuilt: 

M^-.yi* -> [0,l] Subject to 

' • V / ; Monotonically function 

:^r-Ad')=^ for d'>T + aS 
T and S are robust estimates of the average of the square of distance and 

standard deviation, while a is any constant. 
/?,: w(0) = 1, w{r) = 0.5, M / ( 0 ) = 0 

T and S are truly important for constructing the weight function. 
Therefore, the process needs the efficiency estimation. Obviously, Med-
Median and Median of Absolute Deviation have been identified to be used in 
estimation, which is: 

T,=Med{dl) and (8) 
x,eX, 

S,= 1.418 xMADidf,) 

Where 
(9) 

X,=\x^,\dl<dl m^i\ 

The weight function w: 9̂ ^ -^ [0,lj is defined as 5, - 3 , , which is 
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1 -
2r 

ifd'^[0,T] 

^^'(^')= [d'-{T,aS,)] ifd'4T,J,+aS] 
la's] 

, 0 ifd->T,+aS, 

(10) 

The Loss function derived from the weight function can be calculated 
regarding to (10) 

P, ia^)-

d' 
d' 
6T 

ifd'-G[Q,T] 
(11) 

Ki is a constant; 

K, = max-
l< , /<c 

[d--{T,+aS^^ 5T,+aS, 
6a'Sf ^ 6 

5T,+aS, ^ 

'5T^-+aS^] 5T,+aS^ 

6 I 6 

ifd' e[T,,T,+aS,] 

if d' >f+ aSi 

for i = \,...,C 

In (11), Ki must be added in order to impede any noise. This will force 

the total values of the loss function to be at least the average value of normal 
data, which every point of noise has the same member value. 

3.2 Calculating the distance between groups of images 
and the relation among them 

The required conditions to adjust the pattern characters for the 
Mahalanobis Distance is 

d]^{x^-c,yM{x^-c^) (12) 

x^; The feature vector of group of data 

c, ; Center vector of each cluster 

M,; Symmetric vector, which is a positive definite matrix derived 

from 
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N '" N 

./=! 7 = 1 

and 

M,=|i?,|""i?~' (14) 

Where 

^'Z 
7=1 ./ = 1 

C, is the "Robust Fuzzy Covariant Matrix" 

4. ARTIFICIAL NEURAL NETWORKS 

An Artificial Neural Network (ANN) is an information processing 
paradigm that is inspired by the way biological nervous systems, such as the 
brain, process information. It is composed of a large number of highly 
interconnected processing elements (neurons) working in unison to solve 
specific problems. An ANN is configured for a specific application, such as 
pattern recognition or data classification, through a learning process. Figure 
2 shows the diagram of a neural network. [8] 

Inputs Synapses "̂ Qô e" '*""" Output 

Figure 2. A diagram of a neural network [8] 

Figure 2 shows that an artificial neuron consists of synapses connecting 
the neuron inputs with the nucleus, a neuron nucleus processing input signals 
and an axon connecting the neuron with those of the next layer. Every 
synapse has its own weight, which determines how the corresponding neuron 
input influences its condition. The neuron condition is calculated by the 
following formula; 
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p 

S = X^'^' (15) 

Where 
n = number of neuron inputs 
X, = neuron input value 

Wi = synapse weight 

4.1 Back-Propagation Neural Network 

Back-Propagation neural networks are tools for searching regularities, 
forecasting, and qualitative analysis. Back propagation neural network use a 
learning algorithm use in which an error moves from the output layer to the 
input one. 

Back-Propagation neural networks consists of several neuron layers, each 
neuron of layer / being connected to each neuron of layer / + 1 . 

The task of training neural network comes down to finding a functional 
dependence y = f{x), where x is an input vector and y is an output one. 
In the general case this task with a limited set of input data has an infinite set 
of solutions. To limit the search space during the training, the task is allotted 
to minimize the efficiency function of the neural network error, which is 
found with the least squares estimator. 

4^h\tiyi~d,y (16) 
Where 

y. = network output value 

di = target value of output 
p = number of neurons in the output layer 

The neural network training is conducted by the gradient descent method, 
in each iteration the weight change is made according to the following 

(17) 

formula: 

AWy = -T] 

Where 

dE 

^ ' i j 

Where 

3̂ / = 

^ dE 

dE 

^ j 

dyj 

'dS^ 

55, 

'dw,j 

neuron output value. 
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5"̂  = weighted total of output signals determined by the formula 

(15). 
With the I 

^ S X , 

Tiultiplier 

(18) 

Where 
X, = the neuron input value 

In the training phase, the correct class for each record is known (this is 
termed supervised training), and the output nodes can therefore be assigned 
"correct" values - "1" for the node corresponding to the correct class, and 
"0" for the others, (hi practice it has been found better to use values of 0.9 
and 0.1, respectively.) It is thus possible to compare the network's 
calculated values for the output nodes to these "correct" values, and calculate 
an error term for each node (the "Delta" rule). These error terms are then 
used to adjust the weights in the hidden layers so that, hopefully, the next 
time around the output values will be closer to the "correct" values. [9] 

5. EXPERIMENTAL RESULT 

The data in this experiment have 2 sets. The first set is "the learning set" 
containing 4,400 characters. The second set is the "test set" containing 440 
characters. All data is Thai handwritten and generated by 100 persons. 

The experiment is divided into two parts. The first part is "Robust C-
Prototype". And the second part is "Back-Propagation neural network". The 
features of these structures are shown in table I. The comparisons of both 
methods are shown in table 2. 

Table I. Back-Propagation Neural Network Structure 
Training Algorithm Back-Propagation 
Performance Function Mean-Square Error 
Performance Goal 0.002 
Minimum Gradient le-9 

Table 2. Comparison between Robust C-Prototype and Back-propagation neural network 
Topic Robust C-Prototype Back-Propagation 

neural network 
Time of learning 1.5 Hour 2.45 Hour 
Accuracy test on "Test 91.5% 88% 
set" 
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6. CONCLUSION 

This paper looks at Thai handwritten character recognition. We compared 
Robust C-Prototype and Back-Propagation neural networks. The 
Experimental results of both methods have accuracy more than 85%. This 
paper is concerned with the recognition of only a single character. Future 
work is to recognize entire handwritten words or signatures. 
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Abstract For grid-based image classification, an image is divided into blocks, and a fea
ture vector is formed for each block. Conventional grid-based classification al
gorithms suffer from inability to take into account the two-dimensional neigh
borhood interactions of blocks. We present a classification method based on 
two-dimensional Conditional Random Fields which can avoid the limitation. As 
a discriminative approach, the proposed method offers several advantages over 
generative approaches, including the ability to relax the assumption of condi
tional independence of the observations. 

Keywords: multimedia data mining, image classification, 2D conditional random fields, 
loopy belief propagation 

1. Introduction 
Image classification is one of the most actively researched areas in multime

dia data mining. Given a training set {x'^.y'^) for fc = 1, ...,K, where x'^ is the 
fc'th image and y^ is the corresponding label, i.e. the category of the image, 
we would like to learn a model that maps images to labels. In general, cur
rent image classification algorithms can be divided into two groups according 
to the features used in classification; global approaches and component-based 
approaches [1]. The global approaches use global features which are usually 
computed with little cost. For example, Chapelle et al. [2] trained Support 
Vector Machines (SVMs) on color histograms to classify the images into the 
predefined categories. Vailaya et al, [11] extracted edge direction histograms 
and used Bayesian classifiers to discriminate between city and landscape im
ages. However, global features are often unable to depict the internal structure 
and important details of an image. Therefore, a lot of component-based ap
proaches have been proposed to exploit local and spatial information of the 
images. Fergus et al. [3] proposed a generative model to recognize object 
classes from unsegmented cluttered scenes. This classification system models 
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the appearance, shape, occlusion and relative scale of local parts extracted by 
an interest point detector. Smith and Li [9] proposed a method for classifying 
and querying images based on the spatial orderings of regions or objects using 
composite region templates. In the method introduced by Szummer and Picard 
[10], an image is partitioned into non-overlapping blocks; color and texture 
features are extracted for each block. The image is then classified as indoor or 
outdoor scenes by combining the classification results of these blocks. 

Our work was intended to proceed along the same philosophical lines as 
Szummer and Picard's method [10] which is referred to as the grid-based 
method. For grid-based image classification, an image x is divided into M-
by-N blocks x •= {a;o,o,i'o,i-•••,a:M-i,A'-i}, and a feature vector ^{xi^j) is 
formed for each block Xjj. Traditional grid-based methods don't take into ac
count the two-dimensional neighborhood interactions of image blocks. Gener
ative models such as Bayesian networks or Markov random fields can be used 
to address this problem. However, generative models have fundamental Hmi-
tations. One limitation is that they require specification of the data generation 
process, i.e., how data can be sampled from the model [7]. In many cases, 
this process is unknown and not of interest for the classification task. A sec
ond limitation is that to make the model support tractable inference, one has to 
assume conditional independence of the observed data given the labels. Con
ditional random fields [5] (CRFs) are a probabilistic framework for labeling 
and segmenting sequential data. The conditional nature of CRFs means that no 
effort is wasted on specification of the data generation process and one don't 
need to make unwarranted independence assumptions about the observations. 

In this paper, we present an image classification method based on two-
dimensional conditional random fields (2D CRFs). We introduce a sequence 
of image block labels h = {/io,o, /̂ o,i, •••, /^A'/-i,iV-i} and assume (a:,ft) is a 
CRF. Since the image blocks are two-dimensionally laid out, we specify the 
graphical structure of this CRF as a 2D grid, where the relative location of ver
tex hij is determined by the relative location of patch Xij in an image x. Bor
rowing ideas from [8], we define a conditional probabilistic model j>(y, h\x) to 
combine the 2D CRF (x, K) and image labels y into a unified framework for 
image classification. Hence p(y|x) = ^\Ji{^\)-,h\x^. In this model, inference 
and parameter estimation can be carried out using loopy belief propagation [6]. 

The rest of this paper is organized as follows. We introduce 2D CRFs in 
the next section. Section 3 describes the details of our model. In section 4, 
we present our experimental setup and results. Section 5 brings this paper to a 
conclusion. Finally, we give our acknowledgements. 
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2. 2D Conditional Random Fields 

2.1 Standard CRFs 
A conditional random field is an undirected graphical model that defines a 

single exponential distribution over label sequences given a particular observa
tion sequence. Let X be a random variable over the observations to be labeled, 
and H he a. random variable over corresponding labels. All components Hj, 
of H are assumed to range over a finite label alphabet H, In a discriminative 
framework, CRFs construct a conditional model p{H\X) from paired observa
tions and labels. Formally, we have the following definition of CRFs [5]: 

D E F I N I T I O N 1 Let G = (F, E) be an undirected graph such that H = 
{H.u]y^y. Then {X,H) is a conditional random field if, when conditioned 
on X, the random variables Hy obey the Markov property with respect to the 
graph: p{Hv\X, Hv^{v}) — piMvl^^^Nv)' where V — {v} is the set of nodes 
in the graph except the node v and N,, is the set of neighbors of the node v in 
graph G. 

Thus, a CRF is a random field globally conditioned on the observations X. 
In theory the structure of graph G can be arbitrary, provided it represents the 
conditional independencies in the models. 

If the graph G is a tree (of which a chain is the simplest case), its cliques are 
the edges and vertices. According to the Hammersley-Clifford Theorem [4], 
the conditional distribution of the label sequences H given the observations X 
has the form: 

^ (x) = J]exp{'(M^i,x"^)} 

veVJ eeE,l 

where Z{x) is a normalization factor known as the partition function; h\v and 
/i|e are the components of h associated with vertex v and edge e respectively; 
fl and f^ are feature functions and 9 (including 6} and 9f) are parameters to 
be estimated from the training data. 

2.2 2D CRFs 

2D CRFs are a particular case of CRFs. The graphical structure of 2D CRFs 
is a 2D grid (see Figure 1). Here X denotes the random variable over ob
servations, and H denotes the random variable over the corresponding label 
sequences. Hij is the component of H at the vertex (i, j ) . Apparently, the 
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cliques of this graph are its edges and vertices, so the conditional distribution 
of 2D CRFs has the same form as tree-structured CRFs. 2D CRFs can also be 
viewed as a finite-state model [12]. Each variable Hij has a finite set of states. 
Out labels are associated with the states. It is possible for several states to have 
the same label, but in this paper we assume a one-to-one correspondence. 

i ( 0 :W- l ) 

Figure J. The graphical structure of 2D CRFs 

3. Application to Image Classification 

3.1 2D CRFs with Hidden Variables 
Our task is to learn a model that maps images x to labels y. These labels 

belong to a finite image label alphabet y, e.g. y = {City, Landscape]. 
We divide an image into M-by-N non-overlapping equal-sized blocks, and 

assume these image blocks can be classified into several categories, although 
these categories might not carry exact semantic meanings. Thus, we introduce 
a set of hidden variables /io.Oi ̂ o,i, •••,^Af-i,iV-i, that correspond to block 
labels of an image x and form a label sequence h. Intuitively, (x, h) can be 
modeled with a 2D CRF. However, what we are concerned about is not block 
labels but image labels. Motivated by [8], we define a conditional probabilistic 
model: 

ey.^{i>{y,h,x]6)) 
p{y, h\x,6) 

E exp{'i/'(y',/i,a;;6')} 

iiy,h,x;9) - J2 ^}fl^:"^y^Kv'^-) + Yl Sffi{e.,yJim,nJH,j,x) (1) 
v€V,l e€E,l 

where (x, li) is a 2D CRF; G = {V, E) is the graph of the 2D CRF; hij is the 
component of h associated with vertex v; {hm,n, hij) are the components of 
h associated with edge e; / / and ff are feature functions and 9 (including O] 
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and df) are the parameters of the model. It follows that 

X;exp{'0(y,fi,x;0)} 
piy\x,9) = '^p{y,h\x,0) = -^ 

exp{i>{y',h,x;9)} 
y' ,h 

Given the parameters 6* estimated from the training data, a test image x will 
be labeled with 

We define 

•4>iy, h, x;0) 

y = argmaxp(j/|:c,6*) 

•t/j to take the following form as described 

veV vev 

in [8] ; ' 

eeE 
,h; ^.y) (2) 

Here 6{p) e W^ for p e H is a parameter vector corresponding the p'th block 
state (block label). The inner-product (t>ixij] • 6{p) can be viewed as a measure 
of the compatibility between block Xjj and state p. d{p, j/) G K for p e 
7i,y e y can be interpreted as a measure of the compatibility between state 
p and image label y. 0{p,q,y) e K for p,q G H and y e y measures the 
compatibility between the label y and an edge with states p and q. Apparently, 
Eq. 2 can be written in the same form as Eq. 1. 

3.2 Parameter Estimation 

Given the training set {x''\y'^)foTk = l,...,K, we use the following objec
tive function in training the parameters; 

L{d) = Y.logp{y''\x',e) - :^\\9f (3) 
k 

where the first item is the log-likelihood of the training data, and the sec
ond item is the logarithm of a Gaussian prior with variance a"^, i.e. p{9) ~ 
exp(2^ P i f )• The parameter estimation problem is to find the parameters 9* 
that maximize L{9). It is worth noting that due to the use of hidden variables, 
L{9) has multiple local extrema, i.e., this method is not guaranteed to reach the 
global optimal point [8]. During the course of optimization, it's very important 
to compute the gradient of L{9). In the rest of this section, we discuss how 
the gradient can be calculated efficiently. Consider the likelihood term that is 
contributed by the k'th training data: 

ki,„k a\ • L'{e) = logp{y'\x 
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Taking the partial derivatives of L''{9) vv'itli respect to the parameters 6, we 
have the following equations: 

^ 1 ^ = ^ K ^ , , , =a|J/^x•^0)//(^^•/,a,x•^) 
' veV,a 

^ Yl •P{h:i = a,y'\x^,9)fl{v,y',a,x'') 

dL'^iff) 
def 

eeE,a,b 

y ,e^E,a,b 

It is obvious that dL'^{Q)/dd\ can be expressed in terms of components p(/i,;j = 
a|y, x^, 6) and j)(y|x^', ^), which can be approximately calculated using loopy 
belief propagation, for 2D grid contains cycles. Similarly, dL^{9)/d9f can 
also be expressed in terms of expressions which can be approximately calcu
lated using loopy belief propagation. 

4. Experiments 

4.1 Experimental Setup 

We carried out three sets of experiments to distinguish car from background, 
city from landscape, and indoor scene from outdoor scene. 

The image data set consists of 600 Corel images. All the images are in 
JPEG format of size 384 x 256 or 256 x 384. As a result of the tradeoff between 
cost and accuracy, every image is partitioned into 8-by-8 blocks, and a fea
ture vector is formed for each block. The feature vector is made up of color 
histogram (CH), edge direction histogram (EDH), texture statistics based on 
Gabor filters and Discrete Cosine Transform (DCT) coefficients. CH is ob
tained by quantizing each component of the RGB color space into 16 bins. For 
the shape feature, EDH is selected. Sobel edge detector is applied to obtain 
the edge images. The computed EDH from the edge image of each block is 
quantized into 36 bins. To calculate the texture feature, we first apply a set 
of 2D Gabor filters to the blocks, and then calculate the means and standard 
deviations of the transformation coefficients. The filter bank is created with 5 
orientations (0°, 30°, 60°, 90°, 135°) and 6 frequencies (0, 2, 4, 8, 16, 32). The 
DCT transform is performed on each block, and the 16 coefficients from the 
uppermost left 4-by-4 matrix are taken as features, representing the energy in 
the lower frequencies. Hence, a feature vector of 160 dimensions is formed 
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for each block. Finally, Principal Components Analysis (PCA) is applied to 
reduce the feature vector of each block to 2 dimensions. 

In our experiments, images within each category were randomly partitioned 
in half to form a training set and a test set, and five-state models were trained. 
We repeated each experiment for 5 random splits, and reported the average of 
the results obtained over 5 different test sets. The parameter <T̂  of the Gaussian 
prior in 2D CRFs was selected according to a two-fold cross-validation on the 
training set. 

4.2 Experimental Results 
To provide a more objective evaluation, we compared our method with a 

SVM based method. Different from the method in [2], the SVM based method 
we used in our experiments is a grid-based method. It packs the block feature 
vectors of an image into a single feature vector. 

The average classification accuracies are presented in Table 1. From the 
results shown in Table 1, wp can see that the proposed 2D CRFs based method 
performs better than the SVM based method. Though the SVM based method 
extracts local features and partially considers the spatial information of image 
blocks, it loses sight of the fact that the blocks are two-dimensionally laid out. 

Table I, Comparison of the classification results for different methods 

Experiment 2D CRFs SVM 

Car vs. Background 88.8% 87.0% 

City vs. Landscape 89.0% 86.2% 

Indoor scene vs. Outdoor scene 90.6% 86.4% 

5. Conclusions and Future Work 
In this paper, we have presented a novel probabilistic model for grid-based 

image classification. Based on two-dimensional conditional random fields, the 
model not only takes into account the spatial information of image blocks, 
but also incorporates the two-dimensional neighborhood interactions of blocks. 
Experimental results show our method outperforms the SVM based classifica
tion method. In the future, we'll try to deduce the forward-backward vectors 
of this model for efficient inference. 
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Abstract: This paper presents a novel technique of image Enhancement which can be 
widely used in medical and biological imaging to improve the image quality. 
The principle objective of enhancement is to process an image so that the 
result is more suitable than the original image for a specific application. Image 
enhancement enhances weak edges or weak features in an image while 
keeping strong edges or features. All existing methods of image enhancement 
decompose images in a separable fashion, and thus cannot use the geometric 
information in the transform domain to distinguish weak edges from noises. 
Therefore, they either amplify noises or introduce visible artifacts, when they 
are applied to noisy images. The NonSubsampled Contourlet transform built 
upon NonSubsampled pyramids and NonSubsampled directional filter banks 
can provide a shift invariant directional multi resolution image representation. 
The geometric information is gathered pixel by pixel from the NonSubsampled 
Contourlet Transform coefficients. The proposed method achieved better 
enhancement results than the wavelet based methods of enhancement. 

Key words: Enhancement, NonSubsampled, Contourlet Transform. 

1. INTRODUCTION 

The aim of image enhancement is to improve the interpretability or perception of 
information in images for human viewers, or to provide 'better' input for other 
automated image processing techniques. It enhances weak edges or weak features in 
an image while keeping strong edges or features. Traditional image enhancement 
methods such as unsharp masking, split an image into different frequency subbands 
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and amplify the high pass subbands. Although the wavelet transform has been 
proven to be powerful in many signal and image processing applications such as 
compression, noise removal, image edge enhancement, and feature extraction; 
wavelets are not optima! in capturing the two-dimensional singularities found in 
images. Several transforms have been proposed for image signals that have 
incorporated directionality and multiresolution and hence, could more efficiently 
capture edges in natural images [1]. Recently Do and Vetterli proposed an efficient 
directional multiresolution image representation called the Contourlet transform [2]. 
The Contourlet transform employs Laplacian pyramids to achieve multiresolution 
decomposition and directional filter banks to achieve directional de-composition. 
Due to downsampling and upsampling, the Contourlet transform is shift-variant. 
However, Shift sensitivity is an undesirable property because it implies that the 
transform coefficients fail to distinguish between input signal shifts [3]. Shift-
invariance is desirable in image analysis applications such as edge detection, contour 
characterization, and image enhancement. 

In this paper, the Nonsubsampled Contourlet transform (NSCT) is presented, 
which is a shift-invariant version of the Contourlet transform. The NSCT is built 
upon iterated nonsubsampled filter banks to obtain a shift-invariant directional 
multiresolution image representation. Based on the NSCT, a new method for image 
enhancement is introduced. 

2. CONSTRUCTION 

2.1 NonSubsampled Contourlet Transform 

The NSCT is a fully shift-invariant, multi-scale, and multidirectional expansion 
that has a fast implementation. Figure 1 (a) displays the overview of the proposed 
NSCT. The structure consists in a bank of filters that splits the 2-D frequency plane 
in the subbands illustrated in Figure 1(b). Our proposed transform can thus be 
divided into two shift-invariant parts which are as follow; 

1. A nonsubsampled pyramid structure that ensures the multi-scale property and 
2. A nonsubsampled DFB structure that gives directionality. 

The contourlet transform employs Laplacian pyramids for multiscale 
decomposition, and directional filter banks (DFB) for directional decomposition. To 
achieve the shift-invariance, the nonsubsampled contourlet transform is built upon 
nonsubsampled pyramids and nonsubsampled DFB [4]. 
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Figure !. The NonSubsanipled Contourlet Transform, (a) NonSubsampled filter bank 
structure that implements the NSCT. (b) The idealized frequency partitioning obtained with 

the proposed structure 
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Figure 2. The proposed NonSubsampled pyramid is a 2-D multi-resolution expansion similar 
to the l-D NonSubsampled wavelet transform. 

2.2 NonSubsampled Pyramids 

The multiscale property of the NSCT is obtained from a shift invariant filtering 
structure that achieves a subband decomposition similar to that of the Laplacian 
pyramid. This is achieved by using two-channel nonsubsampled 2-D filter banks 
[4],The nonsubsampled pyramid is completely different from the counterpart of the 
contourlet transform, the Laplacian pyramid. The building block of the 
nonsubsampled pyramid is a two-channel nonsubsampled filter bank as shown in 
Figure 2(a). A nonsubsampled filter bank has no downsampling or upsampling, and 
hence it is shift-invariant. The perfect reconstruction condition is obtained provided 
the filters satisfy the Bezout identity: 
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This condition is much easier to satisfy than the perfect reconstruction condition 
for critically sampled filter banks, and thus allows better filters to be designed [5], 

Hof»C?o(^) 

Figure 3. Ideal frequency response of the building block of (a) NonSubsampled Pyramid; (b) 
NonSubsampled DFB 

The ideal frequency response of the building block of the nonsubsampled 
pyramid is given in Figure 3(a). To achieve the multiscale decomposition, we 
construct nonsubsampled pyramids by iterated nonsubsampled filter banks. For the 
next level, we upsample all filters by 2 in both dimensions. Therefore, they also 
satisfy the perfect reconstruction condition. Note that filtering with the upsampled 
filter H(ZM) has the same complexity as filtering with H(z) using the 'a trous' 
algorithm. The cascading of the analysis part is shown in Figure 4. These filters 
achieve multiresolution analysis as shown in Figure 5(a). 

2.3 NonSubsampled Directional Filter Banks 

The nonsubsampled DFB is a shift-invariant version of the critically sampled 
DFB in the contourlet transform. The building block of a nonsubsampled DFB is 
also a two-channel nonsubsampled filter bank. However, the ideal frequency 
response for a nonsubsampled DFB is different, as shown in Figure 3(b). The 
NSDFB is constructed by eliminating the downsamplers and upsamplers in the DFB. 
This is done by switching off the downsamplers/upsamplers in each two-channel 
filter bank in the DFB tree structure and upsampling the filters accordingly. 

To obtain finer directional decomposition, we iterate nonsubsampled DFB's. For 
the next level, we upsample all filters by a quincunx matrix given by 

Q = 
1 1 

1 - 1 
(2) 
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The frequency responses of two upsampled filters are given in Figure 6 and the 
cascading of the analysis part is shown in Figure 7. Then we obtain a four-direction 
frequency division as shown in Figure 5(b). The higher level decompositions follow 
the similar strategy, although they are more complex. 
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Figure 4. Iteration of two-channel nonsubsampled filter banks in the analysis part of a 
nonsubsampled pyramid. For upsampled filters, only effective pass bands within dotted boxes 

are shown. 
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Figure 5. Frequency divisions of: (a) A NonSubsampled pyramid given in Figure 4. (b) A 
NonSubsampled DFB given in Figure.7 
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Figure 6. Upsampling filters by a Quincunx matrix Q 
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Figure 7. The analysis part of an iterated nonsubsampled directional filter bank. 

2.4 NonSubsampled Contourlet Transform 

The nonsubsampled contourlet transform combines nonsubsampled pyramids 
and nonsubsampled DFB's as shown in Figure 8. Nonsubsampled pyramids provide 
multiscale decomposition and nonsubsampled DFB's provide directional 
decomposition. This scheme can be iterated repeatedly on the low pass subband 
outputs of nonsubsampled pyramids. First, a nonsubsampled pyramid split the input 
into a low pass subband and a high pass subband. Then a nonsubsampled DFB 
decomposes the high pass subband into several directional subbands. The scheme is 
iterated repeatedly on the low pass subband [5]. 

Figure 8. The NonSubsampled Contourlet Transform: (a) Block diagram, (b) Resulting 
frequency division, where the number of directions is increased with frequency, 

In constructing the nonsubsampled contourlet transform, care must be taken 
when applying the directional filters to the coarser scales of the pyramid. Due to the 
tree-structure nature of the NSDFB, the directional response at the lower and upper 
frequencies suffers from aliasing which can be a problem in the upper stages of the 
pyramid. Its remedy is to judiciously upsample the NSDFB filters [4]. 
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3. IMAGE ENHANCEMENT ALGORITHM 

The nonsubsampled contourlet transform provides not only multlresolution 
analysis, but also geometric and directional representation. Since weak edges are 
geometric structures, while noises are not, we can use this geometric representation 
to distinguish them. The NSCT is shift-invariant such that each pixel of the 
transform subbands corresponds to that of the original image in the same location. 
Therefore, we gather the geometric information pixel by pixel from the NSCT 
coefficients. It has been observed that there are three classes of pixels: strong edges, 
weak edges, and noises. First, the strong edges correspond to those pixels with big-
value coefficients in all subbands. Second, the weak edges correspond to those 
pixels with big-value coefficients in some directional subbands but small-value 
coefficients in other directional subbands within the same scale. Finally, the noises 
correspond to those pixels with small-value coefficients in all subbands. Based on 
this observation, pixels can be classified into three categories by analyzing the 
distribution of their coefficients in different subbands. One simple way is to 
compute the mean (denoted by mean) and the maximum (denoted by max) 
magnitude of the coefficients for each pixel, and then classify it by 

StrongEdge if mean >ca 

WeakEdge if mean< ccr,max >ccr (3) 

Noise if mean < ca, max < ca 

where c is a parameter ranging from 1 to 5, and is the noise standard deviation 
of the subbands at a specific level. We first estimate the noise variance of the input 
image with the robust median operator and then compute the noise variance of each 
subband. The goal of image enhancement is to amplify weak edges and to suppress 
noises. To this end, we modify the NSCT coefficients according to the category of 
each pixel by a nonlinear mapping function. 

y{x)-

^ StrongEdgePixels 

max((^)^l)x, WeakEdgePixels (4) 
' ' NoisePixek 

0 

where the input x is the original coefficient, and 0 < p < lis the amplifying ratio. 
This function keeps the coefficients of strong edges, amplifies the coefficients of 
weak edges, and zeros the coefficients of noises. We summarize our enhancement 
method using the NSCT in the following algorithm: 
I. Compute the NSCT of the input image for N levels. 
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For each level DFB, 
a) Estimate the noise variance. 
b) Compute the threshold and the amplifying ratio. 
c) At each pixel, compute the mean and the maximum magnitude of all 

directional subbands at this level, and classify it by (3) into strong edges, 
weak edges, or noises. 

d) For each directional subband, use the nonlinear mapping function given in 
(4) to modify the NSCT coefficients according to the classification. 

Reconstruct the enhanced image from the modified NSCT coefficients. 
Calculate the Detail and Background Variance. 

EXPERIMENTAL RESULTS 

*^ 

Figure 9. (a) Original Zoneplate image, (b) Enhanced by the NonSubsampled Contourlet 
Transform 
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Figure 10. (a) Original Lena image, (b) Enhanced by the NonSubsampled Contourlet 
Transform. 
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Figure 11. (a) Original Lena image, (b) Enhanced by the NonSubsampled Contourlet 
Transform 
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Figure 12. (a) Original Peppers image, (b) Enhanced by the NonSubsampled Contourlet 
Transform. 

Table I. Detail and Background Variance of different Images 
Image 

Zone plate 

Lena 

Barbara 

Peppers 

Origi 

Detail 
Variance (DV) 

8186.665 

692.266 

805.487 

1142.621 

nal Image 
Background 

Variance (BV) 

114.383 

25.150 

55.447 

32.987 

Reconstructed linage 

Detail Variance 
(DV) 

69244.110 

1061.337 

4379.570 

2842.605 

Background 
Variance (BV) 

816.018 

38,227 

113.118 

78.889 

To evaluate the enhancement performance objectively, the detailed variance 
(DV) and background variance (BV) is calculated. The DV and BV values represent 
the variance of foreground and background pixels, respectively. Detail and 
background variance is calculated around every pixel by taking the variance of 
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image intensities and classifying tlie pixel into foreground or background based on a 
threshold. The average of variance of foreground pixels gives Detail Variance (DV) 
and the average of variance of background pixels gives Background Variance (BV). 
A good enhancement method should increase the DV of the original image but not 
the BV. It has been observed that proposed algorithm offers better results in 
enhancing the weak edges in the textures. 

5. CONCLUSION 

The proposed nonsubsampled Contourlet transform is constructed by iterated 
nonsubsampled filter banks. This transform provides shift-invariant directional 
multiresolution image representation. This new algorithm for image enhancement 
using the nonsubsampled Contourlet transform will show that better enhancement 
results can be obtained than the previous enhancement techniques. 
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Abstract Image matching is an inarguably important operation for many practical sophis
ticated systems in machine vision and medical diagnosis. Many gray-level im
age matching applications use the sum-of-squared-difference (SSD) or sum-of-
absolute-differences (SAD), which are very sensitive to noise. Almost all images 
have some kind of noise, which causes the matching tasks significantly difficulty. 
In this paper we explore a new, less noise sensitive image-matching technique. 
It uses non linear similarity measure min or median on interest points to find 
a match. The algorithm has been tested using a range of images with differ
ent gaussian noise. The result shows a significant improvement over traditional 
Euclidean distance measure technique for image matching. 

Keywords: Computer vision. Image processing, Interest points, Non maximum suppression, 
Feature points. 

1. Introduction 

Image matching is a common operation in many applications which include 
object tracking, motion estimation of objects in two successive frames, med
ical diagnosis[l], etc. The greatest challenge in matching two images lies in 
coping with the effects of noise. Noise may be caused by a wide variety of 
effects, e.g., detector sensitivity variations, transmission or quantization error, 
environmental variations, etc. Presence of noise in an image is very common 
due to the nature of image capturing devices. 

There are various techniques for image matching. They can be categorized 
broadly into two classes; low-level (intensity level) image matching, and high-
level matching techniques. Depending on how the features for matching are 
produced, the matching process can be divided into two types: 

• Algoritlims that deal with pixels directly for matching (low-level), for 
example cross-correlation techniques. In cross-correlation approaches 
two points are matched using some distance measure among the neigh-
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bouring pixels of the two considered pixels. In an ideal situation this 
distance should be zero for a perfect match. This is not the case in the 
real world: as we mentioned earlier, the presence of noise is very com
mon in digital images. 

• The second category of matching uses description by extracted features, 
for example identifying edges and their relationships. Algorithms of this 
type highly depend on effective grouping of features and relationships 
among them. 

The second type of matching relies on feature extraction and finding rela
tionships among the extracted features. Finding relationships can be compu
tationally expensive. One of the main disadvantages of cross-correlation or 
traditional Euclidean distance measures for image matching is that these tech
niques are significantly sensitive to noise and perturbations. Both of these 
two categories of matching algorithms may adopt some kind of probabilistic 
approach—like maximum likelihood image matching [2]. 

In this paper we describe a new technique for image matching which uses 
a nonlinear similarity based technique. Although our approach falls under the 
heading of low-level image matching technique, we try to improve the match
ing technique making it less sensitive to noise. Fuzzy logic has been an area of 
research in engineering since 1965. There are very few works, e.g., [3], using 
fuzzy information for image matching. Our algorithm has the flavour of fuzzy 
logic but does not strictly follow the steps of a fuzzy system, so we do not call 
it a complete fuzzy system based technique. A brief description of the steps is 
given in the next paragraph. 

For matching two images it is very costly, in terms of time and memory, 
to match every point. Therefore, most of the matching techniques use a few 
hundred or so pixels, called interest points (IP). We first extract IPs from two 
images and take the few hundred best points for pairing as matches. We use a 
7 x 7 Moravec interest operator [4] for extracting IPs. The matching process 
treats the first image as a template which would be matched to the second. 
For similarity measures of an interest point the dot products of the normalized 
vectors, obtained by slicing a 3 x 3 neighborhood in the directions of NS, EW, 
NE, NW, are calculated. These four features are used to find the degree of 
similarity between interest points in two images. See Figure 1. 

Our matching technique is based on the basic idea that the overall similarity 
of two points to be matched depends on the similarity of individual correspond
ing vectors. The experimental results show that our approach can detect 5 to 
10% more correct matches than the traditional Euclidean distance transform 
measure. 
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I 

Figure 1. Vectors considered for feature extraction. 

In Section 2 some related work is discussed. Section 3 describes our pro
posed technique; experimental results are shown in Section 4. Some final con
clusions are drawn in Section 5. 

2. Related Work 

Various approaches have been adopted for image matching (or finding a 
patch inside an image). One of the techniques uses the Hausdorff Distance [5] 
for naatching. In this approach, edge extraction is usually done with one of 
the many edge detectors Icnown in the image processing literature, like the 
Canny edge detector [6], Laplacian, Sobel, etc. After applying some algorithm 
that minimizes the Hausdorff Distance between two images, the best match 
is taken. This approach considers the shape of the objects in an image but 
does not consider the intensity value and it is feasible to find matches only for 
objects that exhibit sharp edges. 

Another low-level feature-based image matching technique is RIMA [7] 
which is an extension to distance transform {chamfer) matching. In this tech
nique, edge points are extracted from digital images, converted to binary im
ages, which are distance transformed, and then the distance transform is used 
for image matching. The nnatching is estimated by superimposing the distance 
transform of the template on the distance transform of the source image. RIMA 
needs to keep a distance-transform image as well as the binary edge map. An 
advantage of our technique is that it does not use a binary image like RIMA, 
hence it requires less memory. 

Matching algorithms based on fuzzy information are an interesting area of 
research and some work has been done on this. One piece of work based on 
fuzzy features is [8]. We claim our approach is somewhat fuzzy, but the signifi
cant difference between [8] and our work is that our algorithm does not strictly 
follow the steps of fuzzy systems. In [8], the matching task is done by coarse-
to-fine matching; Fuzzy information is used for fine matching using steps of 
fuzzy systems like defining membership functions, creating fuzzy rules, etc. 
We do not use any membership function or fuzzy rules, although it can be a 
future work as discussed in Section 5. 
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(a) Left view. (b) Right view. 

Figure 2. Different stereo views of corridor image. 
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Figure 3. Comparison for corridor image. 

3. Nonlinear Similarity based Matching 

The general idea behind this approach is that two unit vectors are very sim
ilar if their dot product is very near to unity. This resembles to the fuzzy 
IF-THEN rule based formulation. In this section we describe our method of 
interest point extraction, how fuzzy features are extracted and what fuzzy op
erator is used and the reason behind that. 

Interest Point Extraction 

For extracting interest points we use a 7 x 7 Moravec operator [4], slightly 
modified to reduce directional bias, followed by 3 x 3 non-maximum suppres
sion, with provision for resolving ties. We then choose the strongest few hun
dred points. However, to reduce the number of points that need to be solved, 
we first apply a conservative threshold to filter out the weaker interest points. 
For more details see [9]. 

Similarity Measure 

In order to find a match we have to have some kind of similarity measure. 
To formulate such a measurement we consider the 3 x 3 neighborhood of the 
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point of interest and extract four vectors as shown in Fig 1. Let a, b be two 
unit vectors and 0 be the angle between them. So the dot product of these 
two vectors is a • 6 = cos 0. As cos 9 approaches 1 the degree of similarity 
between these two vectors increases to the maximum. For a mathematical 
formulation of our algorithm let us consider two interest points i and j from the 
first and second images respectively. Let y V v),, v] , v\,f be the normalized 
vectors along the NE (right diagonal), NW (left diagonal), EW (horizontal) and 
NS (vertical) directions, respectively, with respect to the center pixel /. Here, 
v''-^^ = [I{x + l,y - 1), /(a;, y), I{x - ! , ' ( / + 1)] and the definitions for the 

others are analogous. Now, four similarity measures 5̂ -̂ , Ŝ ';J, S^fj,, and Sl-j^ are 
calculated taking the dot product of the pair of corresponding vectors of the 
two considered pixels i, j . For example, 5^^ — v^ j • v^j. 

We are treating this similarity measure (zero to one) as a fuzzy grade of truth 
in the proposition that the corresponding vectors match. Using these values, 
we can take some decision about the degree of similarity of two considered 
pixels from the two noisy images. Because of noise, pixel values may change 
and hence the orientation in feature space of the four vectors will also change. 

The Combination Operator 

For estimating the similarity between two points from two images, we have 
to have some fuzzy operator. We can have fuzzy rules like; 
(5^^ e High) A (Sill e High) A (Sg e High) A {S% e High) => (Pixels i and j 
are Highly Similar). 

We know that traditionally the minimum operator is used for evaluating this 
AND connective (and maximum is used for OR). But the minimum and max
imum, operators are not good estimators. Zimmermann and Zysno (1980) re
vealed through experiments that the minimum operator does not work well as a 
model of the and connective, producing too conservative (low) results. There
fore they proposed some compensator operator. Let us consider a scenario 
from our experiment. Assume that the similarity measure along the right di
agonal, S^^^i, is small because of some noise in that direction. On the other 
hand, the remaining three of the similarity measures are very high, because the 
two pixels are in fact really similar. Then it would be unjust to the three high 
values if we chose the minimum by using the minimum operator. Hence, we 
choose the median operator (we take the average of the middle two values), 
which as its very meaning explains that it is not biased towards any particular 
directional intensity change (caused by some random noise). Experimental re
sults also conform with our view of choosing the median operator, as will be 
evident in Section 4. 
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(a) Cameraman image. (b) Pepper image. 

Figure 4. Images used for experimental purpose. 

4. Experiments 

Our experimental metiiodology is as follows: We have two images to be 
matched. We extract the best one hundred interest points from each image. For 
each interest point in the first image, we find the best match among the interest 
points in the second image. The best match is determined in three ways: The 
first way by finding the point with the maximum similarity according to our 
nonlinear similarity based approach, as laid out in Section 3, using the median 
to combine the similarities from the four neighborhood slices. The second way 
is similar, but uses the minimum of the four neighborhood-slice similarities 
instead of the median. And the third is by finding best match as the point with 
minimum Euclidean distance, treating the 3 x 3 neighborhood around each 
point as vector in a 9-dimensional Euclidean space. 

For each way we compute the percentage of correct matches. A match is 
deemed to be correct if it lies within the neighborhood used for computing the 
interest points, that is, in our case, within three pixel positions of the exact-
match position, for our 7 x 7 Moravec operator. Obviously, computing the 
percentage of correct matches requires knowing which matches are correct, 
that is, knowing the "ground truth" for the matching. 

Figure 2 shows a pair of synthetically generated images (a stereo pair), taken 
from [10], for which the true matches are laiown. Figure 3 shows the percent
age of correct matches for each of the three measures, for different levels of 
added Gaussian noise. 

It is difficult and time-consuming to determine the ground truth for many 
pairs of images. Therefore, as an expedient for obtaining more data for com
parisons, we adopt a tactic of matching an image to itself In this case the 
ground truth is known trivially: a point should match to itself. Of course, for 
two identical images, the matching task is far too easy to be a fair basis for 
evaluation of matching techniques. However, we can make the matching task 
sufficiently difficult by adding two different sequences of noise respectively to 
two copies of the same image. This approximates reasonably well two frames 
from a motion sequence for which the motion just happens to be zero. Since 
the matching algorithm searches for the best match according to the measure 
that it is using, and does not "know" the ground truth, this does represent a 
reasonable task for evaluating matching techniques. 
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(a) Comparison for cameraman image. 
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(b) Comparison for pepper image. 

Figure 5. Comparison results. 
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Figure 6. Images used in experimentation. 

Figures 5(a) to 5(b) (among a number of experimental results) show the 
matching perfomiance for the different measures for different levels of noise 
on the task of self matching for the images shown in Figure 4. It is re-assuring 
that the results are reasonably similar to those obtained for the stereo pair of 
images in Figure 2, giving support to the idea that self-matching under noise 
does provide a reasonable way of evaluating matching techniques. 

Some inore experimental results for the images in Figure 6 are shown in Fig
ures 7 and 8. While there is some variation across the images, and all methods 
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(b) Comparison for Building Image 
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(d) Comparison for Lighthouse Image. 

100 

« 70 

^uctid§an 

^oniinear Similarity Measure (median) 

^Nohlinear Similarity Measure 
\ ^ \ (min) •_, . , 

5 10 
Standard Deviation of Noise, a 

(e) Comparison for Gentleman Image. 
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(f) Comparison for Palm Tree Image. 

Figure 7. Comparison for images used in experimentation. 
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Figure 8. Comparison for images used in experimentation(Continued). 
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perform worse as noise increases, in most cases the proposed teclinique with 
median performs noticeably better, in terms of percentage of correct matches, 
than either of the other matching techniques (the proposed technique with min
imum and conventional Euclidean distance). In only a few cases does our 
matching approach with median perform equally with, or slightly worse than 
one of the other techniques. 

5. Conclusions 

The proposed method is novel. Although it is a little more computationally 
expensive than matching using a Euclidean distance measure, its matching per
formance is in most cases appreciably greater. The experimental results show 
that our approach is less sensitive to noise, which is a common phenomenon in 
images. For future work, it would be very interesting to investigate in more de
tail why this method does perform better than euclidean distance measure, and 
whether the matching performance can be increased using steps of a fuzzy sys
tem model. It may be possible to make it more tolerant to noise by following 
fuzzy steps as done in the noise reduction in images by fuzzy filtering [8]. 
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Abstract: Multi-Document summarization strictly needs distinguishing 
the similarity between sentences & paragraphs of texts because 
repeated sentences shouldn't exist in final summary so in order 
to applying this anti-redundancy we need a mechanism that can 
determining semantic similarities between sentences and 
expressions and paragraphs and finally between texts. In this 
paper it's used a fuzzy approach to determining this semantic 
similarity. We use fuzzy similarity and fuzzy approximation 
relation for gaining this goal. At first, lemma of Persian words 
and verbs obtained and then synonyms create a fuzzy similarity 
relation and via that relation the sentences with near meaning 
calculated with help of fuzzy proximity relation. So we can 
produce an anti-redundant final summary that have more 
valuable information. 

Key words: Multi-Document Summarizer , Fuzzy Similarity Relation , 
Fuzzy Proximity Relation , Lemma , Fuzzy Relations 
Composition , Anti-Redundancy , Syntax Parser , Meta 
Variable , Meta Rule , Paradigmatic , Tokenizer, Lemmatizer. 

1. INTRODUCTION 

In a Multi-Document Summarizer opposite of a single document 
summarizer there exist a great need to distinguish of similar sentences & 

Please me the following format wtien citing this chapter: 

Shahabi, A.S., Kangavari, M.R., 2006, in IFIP hitemational Federation for hiformation Processing, Volume 228, 
Intelligent hiformation Processing III, eds. Z. Shi, Shimohara K., Feng D., (Boston: Springer), pp. 411-420. 



412 IIP 2006 

texts in order to achieving the anti-redundancy factor that one of the most 
important factors in Multi-Document Summarization [Goldstein J. , et al . 
(2000)]. For obtaining this goal many different efforts has been done that 
one of them is discussed in this paper. At this discussion a fuzzy approach 
used in order to distinguishing similarity of two sentences via their concept. 
This effort is done for Persian language and is based on concept and 
meaning of words, expressions, noun phrases and verb phrases in Persian 
language [Natel Khanlari , P. (1991)] , [Aboumahboob , A. (1996)]. For this 
job we should distinguish word and noun and verb phrases from a Persian 
text that is done by a grammar, tokenizer and parser [Shahabi , A. Sh. 
(1997)]. After finding words and nouns and verb phrases by tokenizer and 
syntactic parser the lemma of words and verbs is created by lemmatizer 
[Natel Khanlari , P. (1991)] , [Siemens R. G. (1996)] , [Dichy J. , et al. 
(2001)] , [Bateni , M. R. , (1992)]. Then for determining the meaning of the 
words we need to a special knowledge base. This knowledge base is created 
by a fuzzy relation. All words that can be substituted with their synonyms 
based on a paradigmatic relation, create a fuzzy similarity relation 
[Zimmermann H. J. (1996)], [Wang L. X. (1997)] and this relation creates 
our knowledge base. Then creating a fuzzy relation for any sentence in the 
text makes system capable of determining similarity between sentences via 
fuzzy relations composition. With compositing a relation of a sentence by 
our knowledge base we can conclude a new relation that tell us in a sentence 
which words from knowledgebase exist and which words can be substituted 
with their synonyms. We do this job for all sentences in the text and obtain a 
fuzzy relation for each sentence then select a pair of these relations and 
create a fuzzy proximity relation for them and then we can determine the 
similarity between those [Dubois D. et al.(1980)] , [Fujimato T. et al.(1997)]. 
Repeating this job for all pairs of sentence relations results clustering 
sentences based on their meanings. Clustering sentences is done by a -cut 
ru!e[MarcuD. etal. (2001)]. 

2. TEXT TOKENIZING AND SYNTAX PARSING 

For obtaining words as a noun , verb , noun phrase or verb phrase that 
can extract it's meaning from corpus we need first distinguish it's part of 
speech via a tokenizer and a syntactic parser based on Persian language 
grammar. For reaching this goal we need a suitable grammar. As we know a 
natural language grammar is unrestricted and this matter makes trouble for 
parsing because of ambiguity and making several parse tree for a sentence. 
For avoiding this problem a method is selected that converts a natural 
language grammar to a context free grammar that is not ambiguous, named 
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two level grammar that contains some meta variables with initializing them 
we can obtain a context free grammar based on the value of those meta 
variables and then this grammar can be parsed much more easier [Krulee G. 
K. (1991)]. Of course for this job we need a bulk of rules that initialize the 
value of these meta-variables and this restriction makes us unable to cover 
wide area of a language. 

3. LEMMATIZING 

Lemmatization is a function that eliminates the overhead of any word and 
extracts root or lemma of it. If the root of a word is obtained then finding the 
meaning of that word becomes much more convenient [Siemens R. G. 
(1996)]. Persian's and Arabic's words have four overhead types that includes 
[DichyJ.,etal. (2001)]: 
1. Enclitics - objective connected pronouns like BICHAREAM that the 

lemma is BICHARE (means poor) [Natel Khanlari P. (1991)]. 
2. Suffixes - plural sign or relative adjective signs like BARG HA that 

BARG is the lemma of it or IRANI that its lemma is IRAN. 
3. Proclitics - like AL in Arabic words. 
4. Prefixes - that can be noun, adjective or pronouns like HAMANDISHI 

that its lemma is ANDISHE. 

4. KNOWLEDGE BASE CREATION FOR 
SYNONYM WORDS 

As we said before the knowledge base for the synonym words is a fuzzy 
relation. Our universal set is W that is set of all words in the text. These 
words can be noun , adjective , verb or any phrasal expression those are 
used in our Persian text. Now we want to obtain words that can be 
substituted with each other in sentences [Aboumahboob , A. (1996)] and for 
reaching this we need a fuzzy relation between set W and itself 

[Zimmermann H. J. (1996)]. We name this relation P the first letter of the 
word Paradigmatic. 

P = {{{w^,w^),^i.{w^,w,))\{w^,w^)&W xW) 
I' 
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w^,W2 are the words in Persian language and W is their set. P is the 
paradigmatic relation between these words that is also a fuzzy relation. Its 
membership function is as below: 

/ / ^ (WpH- j ) 

the value of this function is between zero to one based on how much the 
words w, and w, are near to each other. Let's make an example. Assume 
that we have three sentences with their words as below and each of these 
words are related with each other via a membership function and this value 
express semantic similarity between them and should be determined by a 
literature specialist. Based on these sentences and above assumption we can 
define our knowledgebase. First of all we state the sentences in English: 
- SI. Students go to school at educational year. 
- S2. Students present in class at fall. 
- S3. Lessons stated by instructors should have been learned by students. 
At these sentences there exists similarity relation in meaning that we intend 
to find it via this method. Now we should create a knowledgebase of words 
and synonyms of these sentences. The word and phrase set of our example is 
as below: 

W = {student, togo, school, ediicationalyear, topresent, class, fall, lesson, 

tostate, instructor, tolearn) 
and the fuzzy relation that specifies our knowledgebase is as follows: 

Table I. Fuzzy Relation P for W 

student To 
go 

school Educational 
year 

To 
present 

class Fall lesson To 
state 

instructor To 
Learn 

Student 
Togo 
School 

Educational 
Year 

To present 
Class 
Fall 

Lesson 
To state 

Instructor 
To team 

1 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 

0 
I 
0 
0 

0.7 
0 
0 
0 
0 
0 
0 

0 
0 
1 
0 

0 
0.8 
0 
0 
0 
0 
0 

0 
0 
0 
1 

0 
0 

0.9 
0 
0 
0 
0 

0 
0,7 
0 
0 

1 
0 
0 
0 
0 
0 
0 

0 
0 

0.8 
0 

0 
1 
0 
0 
0 
0 
0 

0 
0 
0 

0.9 

0 
0 
1 
0 
0 
0 
0 

0 
0 
0 
0 

0 
0 
0 
1 
0 
0 
0 

0 
0 
0 
0 

0 
0 
0 
0 
1 
0 
0 

0 
0 
0 
0 

0 
0 
0 
0 
0 
1 
0 

0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
1 
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5. DISTINGUISHING OF SENTENCES SIMILARITY 
RELATION 

At first a fuzzy relation for any sentence should be created. This relation 
likes a vector that have n components and n=\W \. It means this fuzzy 
relation relates a sentence with all the words in our knowledgebase. If a 
word exists in a sentence its membership function value is 1 and if it doesn't 
exist the value is 0. For our example the fuzzy relations for each sentence are 
as follows: 

Table 2. Fuzzy Relation of each sentence 
student To School Educational To class fall lesson 

„S0„ year present 
To 
State 

instructor To 
Learn 

SI 0 

Ri 

S2 I 0 0 1 1 1 0 0 0 0 

Ri 

S3 1 0 0 0 0 0 1 1 1 1 

R3 

Now we should determine which words in the knowledgebase can be 
substituted with the word in a sentence. For reaching this goal we can 
compose this sentence relation with the relation that shows our 
knowledgebase, so any words that could be substituted with its synonym in 
the sentence its membership value is between zero to one. This composition 

is a fuzzy max-min composition between the sentence relations Ri,R2,R3 

and the knowledgebase relation named P described in previous section. At 
this point we have a fuzzy relation for any sentence that shows which words 
or their synonyms exist in it. For our example the results of their 
compositions are as follows: 

Table 3. Fuzzy Max-Min Composition between sentences & knowledgebase 
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student To school Educational To class fail lesson To instructor To 
go year present state Learn 

SI 1 1 1 1 0.7 0.8 0.9 0 0 0 0 

Ri°P 

R20P 

R3°P 

S2 1 0.7 0.8 0.9 1 1 1 0 0 

S3 1 0 0 0 0 0 0 1 

Now for determining the similarity between these sentences we use a 
fuzzy proximity relation between the fuzzy relations of the sentences. The 
name of this relation is fuzzy tolerance relation [Dubios D. et al. (1998)]. 
This relation must be reflexive and symmetric and if transitive property adds 
to it, it will be a similarity relation. We define this relation as follows 
[FujimatoT. etal.(1997)]: 

If we have a relation between two sets X = {x, ,x,,...},F = {>',,_y2'---} and 
fuzzy relation R^ is a set or subset of X s that relates with y^ and i?,, is a 

set or subset of 7 s that relates with y. then the similarity between R^, and 

R„ is defined as below: 

. = . I " ' - ' ' ' 
n\m{\Ry 1,1 i?̂ ,, 1} 

as you see if J is a fuzzy set then according to definition , | ŷ  j is 

cardinality of fuzzy set A and it's value is obtaining as follows [Wang L. X. 
(1997)][Zimmermann H. J. (1996)]: 
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and here S is the cardinality of intersection of i?„ and R„ divide by 

minimum of cardinality of one of /?,, or R^^ . The S relation defined above 

is a proximity relation because it is reflexive and symmetric so we can use it 
for distinguishing the similarity of sentences. For our example the fuzzy 
proximity relation of the example's sentences are as follows: 

S„ = M = 0.90625 
" 6.4 

5,, a = 0.2 

s,.=~ = 0.2 
5 

So the similarity between the first and second sentences is so much but they 
differ from the third sentence. 

We can use a-cut for clustering of sentences those are similar to each 
other. This is reached via a fuzzy similarity relation like S > S^ based on a 

suitable a - cut and this is a very good progress in a multi-document 
summarizing system. 

6. RESULTS 

This system is tested by a text with 58 sentences that contains 15 clusters of 
the same meaning sentences based on distinguishing of a human specialist. 
Each cluster has some sentences that have the same meaning and number of 
these sentences and their normal weights mentions in the table below. 
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System initializes S^ = 0.7 and after running on this sample makes 22 
clusters of the same meaning sentences based on the knowledgebase that 
contains 946 words and synonyms. The error rate of the system shows in the 
table below: 

Table 4. Results of performing system run on a text with 58 sentences 
Text clusters 
Based on 
Human 
specialist 
Detection 

CI 
C2 
C3 
C4 
C5 
C6 
C7 
C8 
C9 
CIO 
Cl l 
C12 
C13 
C14 
C15 

Number of 
Sentences 
Per 
Cluster 

9 
6 
10 
4 
3 
8 
9 

2 

Normal 
Weight 
Of a 
Cluster 

0.9*1/15 
0.6*1/15 
1.0*1/15 
0.4*1/15 
0.3*1/15 
0.8*1/15 
0.9*1/15 
0.1*1/15 
0.1*1/15 
0.1*1/15 
0.2*1/15 
0.1*1/15 
0.1*1/15 
0.1*1/15 
0.1*1/15 

Number of 
Sentences 
per 
Cluster made 
By system 

7 
6 
5 
4 
2 
8 
7 
2 
1 
1 
2 
2 
2 
1 
1 

Error rate 
Per 
Cluster 

22.2% 
0% 
50% 
0% 
33.3% 
0% 
22.2% 
50% 
0% 
0% 
0% 
50% 
50% 
0% 
0% 

So if we calculate the average of error rate based on cluster weights 
as below; 
l/15*[22.2*0.9+50*l+33.3*0.3+22.2*0.9+50*0.1+50*0.1+50*0.1] = 7.66 
We will reach to 7.66% error. This means that system works at rate of 
92.34% correctly on this sample. 

DISCUSSION 

In this approach we found that text can be segmented via a fuzzy proximity 
relation. The point that is obtained from this research is if the a value in 
S^ is increased and get near to one then the system error will decrease. But 

we set iS"̂  to 0.7 because in creating knowledgebase we had error in 
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determining fuzzy membership between words and phrases that increase the 
error so with setting S^ = 0.7 we are trying to delete the effect of that error. 

8. CONCLUSION 

This manner prepares a solution for detecting the same meaning 
sentences based on paradigmatic relation. It means that if a word substitutes 
with it's synonym in a sentence, this manner can help distinguishing the 
similarity and preparing the ability of selecting one of them for inserting in 
summary in order to avoiding redundancy in it. 
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Abstract: The modeling of diagnostic systems of taxonomies using fuzzy logic is 
presented in this paper. Specifically the taxonomies system solo is studied, 
which that can be applied in a wide range of fields of diagnostic science. The 
intelligent system that is developed based on the presented modeling can make 
easier the use of diagnostic systems in education since the test correction is 
extremely hard and demands experts that are not always available. 
Addifionally, the rate of the extraction of results is a reason for using and 
distributing such tools (diagnostic systems) in the educational process. It is 
very useful for e-leaming systems [1], [2], and distance diagnostics systems. 

Key words: fuzzy system, solo, taxonomy, diagnostics system, distance education, e-
learning system 

1. INTRODUCTION 

An intelligent system is based on an extended quantity of knowledge 
relevant to an area of problems. Tliis knowledge is organized under the form 
of a set of rules, which allow inferencing of the systein from the available 
data. This "knowledge-based" methodology that have been used for solving 
problems and generally designing systems, has constituted an evolutionary 
change in Artificial Intelligence, since it substituted the traditional forin of a 
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program (data + algorithm = program) with a new architecture. This new 
architecture has as its core a Icnowledge base and an inference engine and is 
of the form: 

Knowledge + Inferencing = System (1) 

The specific problem that has to be solved is the construction of an 
intelligent system, which will be able to evaluate and categorize students in 
different levels of knowledge based on some information that will be 
extracted from their answers. The results are based on a research that was 
made on some High School students and was about the broader field of 
Mathematics. The problems of categorizing student into different levels of 
knowledge, the study of transition in between knowledge levels, as well as 
the study of the semantic change, as it is mentioned, that takes place when 
students stop using an nai've (erroneous) model and start using a scientific 
(correct) model, are three of the most important problems in Cognitive 
Science. Many researchers have proposed methodologies for knowledge 
acquisition into different fields of science (Mathematics, physics, etc.) under 
the aid of computational systems and Artificial Intelligence models. The 
methods of computational intelligence present great interest from theoretical 
point of view, since they cope with complexity and uncertainty which are 
two of the most important problems of system theory that are strongly 
related to reality.[3]In the specific application the analysis begins with the 
processing of the answers from correctly formed and selected questionnaires, 
which are filled up by students. By this analysis some information is 
extracted that leads the categorization into levels in five different theme 
sections. Each section consists of four questions, and each question 
corresponds to one of the following knowledge levels: Single-Structural (S), 
Multi-Structural (M), Correlative (C), and Abstractive (A). [4], [5]. 

Table 1. Different fields of science 

ARITHMETIC 

ALGEBRA 

SPACE 
PERCEPTION 
APPLICATION 

PROBABILITIES 

(M) 
Quest. 

1 
Quest. 

4 
Quest. 

7 
Quest. 

10 
Quest. 

13 

(C) 
Quest. 

2 
Quest. 

5 
Quest 

.8 
Quest. 

1 
Quest. 

14 

(A) 
Quest. 

Quest. 
6 

Quest 
.9 

Quest. 
12 

Quest. 
15 
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At this point it should be mentioned that the question that corresponds to 
the abstractive level couldn't be answered by students of this age. 
Consequently, it can be said that each theme section has three questions. In 
addition, if none of the three questions of a theme section is answered by a 
student, the student is categorized to the pro - structural (P) level. The 
questionnaire analysis is illustrated in the following figure (fig. 1). 

LEVELS 

Thematic categories 

PS 

Algebra 

Space Conception 

Applications 

Probabilities and 
Data 

SS 

Q,1 

Q,4 

Q7 

Q,10 

Q13 

IVIS 

Q 2 

Q,5 

Q.8 

Q.11 

Q.14 

R 

Q.3 

Q.6 

Q.9 

Q.12 

Q.15 

S 

Figure I. Questionnaire Analysis. 

SYSTEMS OF STUDENT LAYER 
SPECIFICATION TO THEME SECTION: 
CONTROVERSIAL ANSWERS 

For the evaluation of these answers the following factors (that correspond 
to the factors that the teachers consider when they evaluate such 
controversial cases): 1) Difficulty of the specific theme that obviously 
affects its grading. 2) The number of the blank answers, meaning the number 
of unanswered questions for each student. This factor is considered since it 
affects the student's evaluation. For instance, let us consider the case where 
we want to grade a controversial answer (e.g. Answer 4 -> WRONG, 
Answer 5 -> CORRECT, Answer 6 -^ CORRECT,) and the student has a 
great number of unanswered questions. This means that the student probably 
doesn't answer randomly, but he/she answers after serious consideration of 
the question. We conclude that is most probable that the incorrect answer at 
question 4 is a careless mistake, since the correct answers at questions five 
and six (which are obviously more difficult than question 4) are not given by 
chance. Consequently the student can be categorized to the Correlative level 
for the corresponding theme section 3) The level of the student, meaning the 
general presentation of the student [6]. 
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In general, it can be said that the selection of the layer for the 
controversial cases differs from one student to another. It is affected from 
the student's answers, the number of the questions that he/she left 
unanswered, and the level of the question. For the modelling of the 
controversial cases there have been designed and developed two fuzzy 
systems, which are analyzed in the following section. [7],[8]. 

2.1 Rigidity grading specification sub-system 

The systems consist of three inputs and one output. The inputs are the 
factors that affect the grading of each controversial answer: the number of 
the unanswered questions, the level of the question and the level of the 
student. The output is just one: the rigidity (fig.2): 

Figure 2. Inputs and Outputs of the System. 

In this specific case the grades of every input are between two rates. The 
Difficulty of the Subject and the Number of the Blank Answers takes rates 
between 0 and 100, and the Child's Level between 0 and 3. The Difficulty 
of the Subject is calculated from the answers of the rest of the students. The 
X axis is normalized and takes rates obviously from 0 to 100. We can set a 
taxonomy on the definition level of the Difficulty of the Subject, for example 
we can say that if a rate of Difficulty belongs to the aggregation (0,30) then 
it is large, if it belongs to (30,65) then it is medium and finally if it belongs 
to (65,100) then it is small. This specific way of classic taxonomy inputs in 
principle a big uncertainty in some sections, e.g. close to 30, 65 and 100. 
That is if the rate of Difficulty is equal to 29 then the Difficulty consider 
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small but if it is equal to 30 then it is considered medium. To avoid tiiis 
problem we define a fuzzy taxonomy (one per input) in the definition levels 
of every input Al, A2 and A3. 

Every fuzzy taxonomy is class 3. A fuzzy taxonomy B, class 3, we define 
also in the output definition level, which as we mentioned is [9]. The fuzzy 
taxonomies AI, A2, A3 and B are linguistic images of the definitions levels 
therefore their elements are linguistic terms of the form "SMALL", 
"LARGE", "MEDIUM". 

2.2 Student level relevant to theme section specification 
sub-system 

Figure 3. Inputs and outputs of the system 

The second system specifies the level of the student at each theme 
section. The system has two inputs and one output. The first input is the 
rigidity and the second input is the three answers to that theme. The output 
is the number from 0 to 3 that corresponds to one of the four levels of 
knowledge (pro-structural, single-structural, multi-structural and correlative) 
for each theme section. The result for the controversial cases can be a 
decimal nurnber. At fig. 3 the inputs and output of the system can be seen. 
[10] 

The output takes rates from 0 to 3. 0-1 corresponds to single-structural, 
1-2 in multi-structural and 2-3 in correlative. 

The rules that join the inputs and output are the following: 
1. If rigidity is "LARGE" then the Level is "SMALL". 
2. If rigidity is "MEDIUM" then the Level is "MEDIUM". 
3. If rigidity is "SMALL" then the Level is "LARGE". 
4. If the Answers are "FEW" then the Level is "SMALL". 
5. If the Answers are "ENOUGH" then the Level is "MEDIUM". 
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6. If the Answers are "PLENTY" then the Level is "LARGE". 
An analytical representation of the rules sows in the Schematics, (fig 4) 

Figure 4 

3. SPECIFICATION OF THE FINAL LEVEL 

Up to this point there have been estimated the levels of knowledge for the 
students in five theme sections. Based on these levels the estimation of the 
final level will be implemented. The final level is a number from 0 to 3 that 
corresponds to one of the four levels of knowledge. At the previous sections 
we described the procedure of level estimation based on theme sections. The 
following procedure examines the students' answers based on the levels of 
knowledge and not the theme sections. This means that a grade of 
confidence should be estimated for each level. The grades of confidence will 
correspond to the percentage that each examined student belongs at each 
level. The grade of confidence is a number in the range from 0 tol. 

The grades of confidence are three: one for the single-structural level, 
one for the muld-structural level, and one for the correlative level. For the 
pro-structural level no confidence number is estimated since its value is 
always set to 1, because there are no questions or answers and it is also the 
lowest level. Consequently the grade of confidence cannot be less than 1. 
Next, we estimate the final level by averaging the three available confidence 
grades. The averaging is done in accordance with the relevant level. Setting 
the confidence grade to 1 for the pro-structural level, 2 for the multi-
structural level and 3 for the correlative level we then have: 

e = —* ^ ^ (2) 
C1+C2 + C, 
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Where £• is the final level, e can also be a decimal number. 

4. CASE STUDY: THE SOLO PROGRAM 

The SOLO program is the interface that contains a powerful Neural 
Network engine, which basically manages the data of the class and the 
students. It is very simple and easy to use, providing help support. 

Below are stated some selections provided by the interface: 
New Database: 
This function provides to the user the possibility to create a new 

database. The window contains combo boxes and textboxes where the user 
inputs the variables. Using the add button the user inputs a new record to the 
database. With the delete button the user can delete the present record. By 
pressing the refresh button the user can refresh the database (for multi-user 
environment only). With the update button the user can post the database for 
the changes done, and with the exit button the user closes the window and 
returns to the main window of the application. By pressing the SaveDB the 
user saves the database to the hard-disk. 

l i 

iV£,te.' a.:J.i£ -f-.'rj : -.•:" - -̂  ̂ iT iVt f VJ^Ji'sJiBliiiiSiiMiCffiArr ". 

^ : . 1 ; • U ! !'••: 

' 1 Ibl •• 1. III1I 11 !•• 

î -v. iis^./^: i.'i^':^;.: x^srr. • ;/.:-^' 

\mJL 

1 ^ ' " 

l > i i 

figure 4 1 New Database Window 

Open Database: This selection is used to load a database which is added 
to the main application's window, in the Combo box under the title 
Available Databases. By clicking there the user selects this database which is 
loaded in the form. 



428 IIP 2006 

vmmUmmMM^ts-

Database :«>:)>iot)»,imf*irt<Mre*))j<» Stui;i«8Wsu^BjiSK5.«Mswoi«(t>tuj-rv uem^tSi 

Class ; : S8> I B Age Q l Cr<,de: 0 

Level |»r . 
Subject 

TTrMmSio 

I «gebra 

I Space f'ftrception 

f Protabiiitiss & Oats " 

Confifience.LeBei 
Single Sinjctursi 

Correlative 

Multi Strudural HH 

EiFdiiiatiOii 
Coi i f l i ienee 

EBSi .yHj 

Existing D«rtab9Ses 

pff'iji^im KSs««i!y«j>Spi)iMlS« îajfcjiStoî Sft 

Figure 4.2. Open Database Window 

Figure 4.3. Students Per Level Graph 
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With this last selection above, the user is provided in 2D or 3D graph the 
distribution on the students depending on the level the students are. 

5. CONCLUSION 

The developed system was applied on 100 high school and senior high 
school students, and it was tested on mathematics. The correction results 
obtained by the system were compared to the results obtained by the 
cognitive science expert. The system's results were found to be very close to 
the expert results, as it can be seen on the following table (fig. 5).[11] 

Concluding, we can say that the diagnostic tools are trustworthy tools for 
the educators' cooperation and contribution. 

IS! EXPERT 
I e SYSTEM 

*—igag 

3 

Figure 5. System - Expert Results Comparison, (blue color corresponds to the expert and red 
color corresponds to system). 
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Abstract 
This paper describes the development of a memory-based lemmatiser for 

Afrikaans called Lia. The paper commences with a brief overview of Afrikaans 
lemmatisation and it is indicated that lemmatisation is seen as a simplified pro
cess of morphological analysis within the context of this paper. This overview 
is followed by an introduction to memory-based learning - the machine learn
ing technique that is used in the development of the Afrikaans lemmatiser. The 
deployment of Lia is then discussed with specific emphasis on the format of the 
training and testing data that is used. The Afrikaans lemmatiser is then evaluated 
and it is indicated that Lia achieves a linguistic accuracy figure of over 90%. The 
paper concludes with some ideas on future work that can be done to improve the 
linguistic accuracy of the Afrikaans lemmatiser. 

Keywords: Natural Language Processing, Machine Learning, Lemmatisation, Afrikaans, 
Memory-Based Learning 

1. Introduction 

In 2003, a rule-based lemmatiser for Afrikaans (called Ragel - "Reelgeba-
seerde Afrikaanse Grondwoord- en Lemma-identifiseerder") [Rule-Based Root 
and Lemma Identifier for Afrikaans] was developed at the North-West Univer
sity and is cun-ently included in a spelling checker for Afrikaans (Afrikaanse 
Speltoetser 3.0). Ragel was developed by using traditional imethods for stem-
ming/lemmatisation (i.e. affix stripping) (Porter, 1980; Kraaij and Pohlmann, 
1994) and consists of language-specific rules for identifying word-forms in 
the lexicon of the spelling checker However, Ragel cannot be considered ei
ther a "pure" lemmatiser or a "pure" stemmer in the true sense of the word, 
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since it was developed specifically for purposes of spelling checking. In this 
sense, both derived and inflected word-forms that are not in the lexicon of the 
spelling checker are analysed by Ragel, only until a word in the lexicon is 
found, whether that word is a lemma or not (e.g. "ontbossing" 'deforestation' 
will be analysed as "ontbos" 'deforest' and not necessarily as "bos" 'forest'). 
Although no formal evaluation of Ragel was done, it obtained a disappoint
ing linguistic accuracy figure of only 67% in an evaluation on a random 1,000 
word dataset. 

The purpose of this study is to develop a more "pure" lemraatiser for Afrika
ans, using an alternative approach (i.e. memory-based learning). It is important 
that Lia [Lemma Identifier for Afrikaans] should achieve a better linguistic 
accuracy figure than Ragel, and the focus and objective are therefore to achieve 
a linguistic accuracy figure of at least 90%. 

The following section presents background information on the problem of 
lemmatisation for Afrikaans and briefly discusses the inflectional morphemes 
used in this study. Memory-based learning and the Tilburg Memory-Based 
Learner (TiMBL) (Daelemans et al., 2004) are briefly introduced in Section 3, 
before discussing the actual development of Lia at length in Section 4. Here the 
focus will be explicitly on the architecture of the system, and the representation 
of the data for optimal linguistic accuracy. Section 5 describes the evaluation 
of Lia, with some general concluding remarks in Section 6. 

2. Lemmatisation for Afrikaans 

Within the context of this study, lemmatisation is defined as a simplified 
process of morphological analysis (Daelemans and Strik, 2002) through which 
the inflected forms of a word are converted/normalised under the lemma or 
base-form (i.e. the simplest forni of a word as it would appear as headword 
in a dictionary (Erjavec and Dzeroski, 2004; Hausser, 1999)) by removing 
inflectional affixes (Bussman, 1996). In this sense, lemmatisation should not 
be confused with stemming, which is the process whereby the stem of a word is 
retrieved by removing both inflectional and derivational morphemes from the 
word (Gearailt, 2005; Manning and Schutze, 1999). Also, it is usually expected 
of a lemmatiser to produce independent word forms, while a stemmer might 
also produce dependent forms, such as roots or stems (Plisson et al, 2004). 

Given this general background, it would therefore be necessary to have a 
clear understanding of the inflectional affixes to be removed during the process 
of lemmatisation for a particular language. With regard to Afrikaans, there 
is still no general agreement among Afrikaans linguists on what the list of 
inflectional affixes should be. For instance, Combrink (1974) rejects the notion 
of inflection for Afrikaans altogether and describes it as a useless Latinism. 
On the other hand, linguists such as Du Toit (1982), Van Schoor (1983), and 
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Carstens (1992) have each defined their own Hsts of inflectional morphemes 
for Afrikaans. Although there is some degree of agreement between these 
lists, differences still exist. For the purpose of this study, we therefore simply 
accept all the inflectional categories presented by the previously-mentioned 
three authors. These inflectional categories are: 

1 Plural (e.g. the "-s"m "tafels", 'tables'and the "e"in "mense", 'humans') 

2 Degrees of comparison (e.g. the "-er" or "sle" in "kleiner" 'smaller' and "kleinste" 
'smallest') 

3 Diminutive form (e.g. the "-//e"in "hondjie" 'puppy') 

4 Past Tense (e.g. the "ge-" in "geloop " 'walked') 

5 Past Participle form (e.g. the "ge- -te " in "getmpte " 'trampled') 

6 Infinitive (e.g. tlie "-e" in "drinke" 'drink') 

7 Attributive (e.g. the "-e"in "praglige" 'exquisite') 

8 Partitive Genitive (e.g. the "s" in "pragtigs" 'exquisite') 

Lia, or any lemmatiser for Afrikaans, should therefore be able to remove all 
affixes in these eight inflectional categories, yielding linguistically correct lem
mas. Although it seems easy, Afrikaans lemmatisation proves to be no trivial 
task; it entails more than just removing the correct affix from the word to ob
tain the correct lemma. Lia has to deal with a number of further complexities, 
such as: 

1 A ruie-based lemmatiser will tend remove the suffix -tjie erroneously in the case of 
words like "johskraaltjie" (a grass species) and "simrpootjie" (a tortoise specie), be
cause -tjie normally indicates the diminutive form. The -tjie in these words however 
does not indicate the diminutive form, as it forms part of the lemma of the word. 

2 Words that contain prefixes like acmge- and opge- like in "aangedryf" 'drove' and 
"opgelaai" 'picked up' should be lemmatised by only removing the second prefix -ge-
in the middle of the word. 

3 "Words that are in the past participle form like "itigedraaide" 'screwed in' should be 
lemmatised as "indraai" 'screw in'. This can be confusing, because it is differs from 
the lemmatisation method described under (2) above. 

4 Words that are in the past participle form that start with onge- are not lemmatised ac
cording to the manner that other past participle form words are lemmatised. Only the 
suffixes -de or -le should be removed during lemmatisation. "Ongenooide" 'uninvited' 
must accordingly be lemmatised as "ongenooi", instead of the invalid lemma "*on-
nooi". 

5 Due to morphonological processes, some words like "paaie" 'roads' are not lemmatised 
by just removing the -e that indicates the plural form; a -rf should also be appended at 
the end of the word during the transformation to the lemma. 
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The next section describes the approach taken in this research to train Lia to 
produce grammatically correct lemmas for Afrikaans words. 

3. Memory-Based Learning 

Previous experience with Ragel proved that it is quite difficult to define ex
pert rules for accurate lemmatisation of Afrikaans word-forms. It was there
fore decided to take an alternative computational approach in developing Lia, 
namely a machine-learning approach, using memory-based learning algorithms. 
Based on Mitchell's definition of machine learning (Mitchell, 1997), our basic 
assumption in this study can be fomiulated as follows; 

Lia is said to learn from a database of correctly lemmatised words (i.e. Experience), 
with respect to lemmatisation (i.e. Task) and the percentage of correctly lemma
tised words (i.e. Performance Measure), if its performance at lemmatisation (T), 
as measured by the percentage of correctly lemmatised words (P), improves as 
the size of the database of correctly lemmatised words is increased (E). 

This implies that Lia will improve (leam) with more and more experience 
(i.e. a larger and better database of correctly lemmatised words), so that pre
dictions about new cases can be made based on the outcomes of similar cases 
in the past (Aloaydin, 1997). In order to foster such learning, we decided to 
follow a memory-based learning approach to train Lia. 

Memory-based learning is based on the classic k-Nearest Neighbour (k-NN) 
algorithm, which is a powerful, yet basic classification algorithm. The assump
tion here is that all cases of a certain problem can be represented as points in an 
n-dimensional space, where the nearest-neighbour points can be computed us
ing a distance formula A(X,Y). The class (categoiy) of a new case is assigned 
by considering the classes that are most common with the nearest neighbours 
of the new case (Daelemans et al., 2004). It has been proven in the past that 
memory-based learning could be used with great success for natural language 
processing (NLP) tasks such as lemmatisation (Daelemans and Strik, 2002; 
Baldwin and Bond, 2003; Gustafson, 1999). A possible reason for this is that 
each instance is viewed as equally important during the classification process. 
(Daelemans et al, 1999). 

The memory-based learning system on which Lia is based, is called TiMBL 
(Tilburg Memory-Based Learner). TiMBL was specifically developed with 
NLP tasks in mind, but it can be used successfully for classification tasks in 
other domains as well (Daelemans et al., 2004). 

4. Lia'. Lemmatiser for Afrikaans 

Architecture 
The first step in the architecture of Lia consists of training the system with 

data. During this phase, the training data is examined and various statisti-
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Figure I. The architecture of Lia 
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cal calculations are computed that aid the system during classification. This 
training data is then stored in memory as sets of data points. The evaluation 
instance(s) are then presented to the system and their class is computed by in
terpolation to the stored data points according to the selected algorithm and 
algoritlim parameters., The last step in the process consists of generating the 
correct lemma(s) of the evaluation instance(s) according to the class that was 
awarded during the classification process. 

Data 

As was mentioned earlier, machine learning systems improve with experi
ence. In the case of Lia, this "experience" is based on the amount of data used 
during training. The assumption here is that the more data Lia has access to 
during the training phase, the better the linguistic accuracy will be. The an
notation of training data is, however, a labour-intensive, time-consuming pro
cess, especially for resource-scarce languages such as Afrikaans. The training 
data for this project was extracted from the lexicon of a spelling checker for 
Afrikaans that consists of 350,000 words (Afrikaanse Speltoetser 3,0). All the 
words that correspond in form to the inflectional forms defined for this project 
were extracted. For example, both the words "geel" 'yellow' and "geslaap" 
'slept' were extracted during this process, because both words begin with the 
possible prefix "ge-". The lemma of "geslaap" is "slaap" 'sleep', but the 
word "geel" 'yellow' is already a lemma. However, it is important to also 
train Lia with lemmas such as "geel" 'yellow', since Lia should not only learn 
how to lemmatise, but also when to lemmatise words and when not to. This 
extraction yielded 110,000 words, of which approxiinately 30% do not contain 
inflectional morphemes. 
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Defining the format of the classes was an important part of the data-con-
stniction phase. The logical way to go about the problem is to use grammati
cally motivated classes. For example, the class of the word "hondjie" 'puppy' 
should then have been -jie, implying that the suffix -jie should be removed from 
the word to lemmatise it. This approach turns out to be problematic in some 
cases, such as "beeldskone" 'beautiful' where the correct lemma is "beeld-
skoon ". The linguistically correct class of "beeldskone " is -e (attributive), but 
simply removing an -e at the right-hand side of "beeldskone " will leave us with 
"beeldskon " which is not a valid lemma. This problem was overcome by using 
non-grammatically motivated classes as described in the next two paragraphs. 

The extracted data is annotated manually by providing the lemma for each 
instance, after which the class of the instance is then automatically awarded on 
the basis of a comparison between the word and the correct lemma by means of 
a Perl script. The classes are derived by determining the character string (and 
the position thereof) to be removed and the possible replacement string during 
the transformation from word-form to lemma. The positions of the character 
string to be removed are annotated as L (left), R (right) and M (middle). If a 
word-form and its lemma are identical, the class awarded will be "0", denoting 
the word should be left in the same form. This annotation scheme yields classes 
like in column three of Table 1. 

Table 1. Data preparation for Lia 

Extracted Word-Form I Manually Identified Lemma I Automatically Derived Class 

Geel 'yellow' 
Geslaap 'slept' 

Hondjie 'puppy' 
Bote 'ships' 

Omgedraaide 'turned over' 

Geel 'yellow' 
Slacip 'sleep' 
Hond 'dog' 
Bool 'ship' 

Omdraai 'turn over' 

0 
Lge> 
Rjie> 
Rle>ot 

MgeRde> 

The class of "geslaap" 'slept' will be Lge>, where the L implies that the 
inflectional prefix "ge-" should be removed on the left-hand side of the word to 
lemmatise it. Accordingly, the class of the word "bote" 'boats' will \)QRte>ot, 
denoting the "te " at the right-hand side of the word should be replaced by "at". 
Words in the past participle form, for instance "omgedraaide" 'turned over', 
will receive the class MgeRde>, meaning that the "-ge-" and the "de " should 
be removed respectively at the middle and at the right-hand side of the word. 

This method of class assignment eliminates the generation of incorrect lem
mas like "beeldskon ", but in turn, it produces 311 different classes which also 
further complicates the lemmatisation process. An example of Lia's training 
data is shown in Figure 2. The data is presented to TiMBL in C4.5 format 
(Quinlan, 1993), where each feature of each instance is separated by a comma. 
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The data is presented in a format that ensures equal amounts of features for 
each instance as this is required by TiMBL, To do this, it was assumed that 
the longest possible word to be analysed by Lia would consist of not more 
than 38 characters.-̂  Accordingly, all instances were fitted to this format and 
underscores were added to words shorter than 38 characters, as can be seen in 
Figure 2. Further experiments will be done to determine the optimal amount 
of features, because too many or too few features have a negative influence on 
iia's accuracy. Too many features also increase the classification time. 

Figure 2. Training data in C4.5 format (right aligned without feature positioning) 
-,-,_,_,_,-,g,e,e,l,0 
_,.,_,g,e,s,!,a,a,p,Lge> 
_,-,_,h,o,n,d,j,i,e,Rjie> 
_,-,-,-,-,_,b,o,t,e,Rte>ot 
m,g,e,d,r,a,a,i,d,e,Mge>Rde> 

The training data was at first left-aligned, but this resulted in very low ac
curacy figures. We then realised that, since the majority of inflectional afiixes 
are suffixes (only one inflectional prefix "ge-" occurs in Afrikaans, which can 
also be inserted between the preposition and stem in so-called particle verbs), 
the training data should be right-aligned. A remarkable increase in the accu
racy figures was achieved by the right-alignment of the data. Right-aligmnent 
ensures that the suffix part of every word is always at the same feature position, 
which is not the case if the data is left-aligned. 

A common mistake that Lia initially made was that the classes of words like 
"geabsorbeerde" 'absorbed' (class: LgeRde) was conflised with the classes 
of words like "verdofde" 'dimmed' (class: Rde>). The reason for this is 
that the letters of the inflectional prefix ge- was at different feature positions 
for different instances when the data was right-aligned. The same confusion 
was experienced with words that were in the past participle form. The suc
cess achieved by right-alignment of the data lead us to define the concept of 
"feature-positioning", in order to reduce the amount of confusion experienced. 

Figure 3. Training data in C4.5 format (right aligned with feature positioning) 
g,e,„,_,_,_,_,_,̂ ,̂ ,.,_,-,_,-,_,_,̂ ,-,_,_,-,_,-,_,_,.,_,_,_,_,_,_,„,_,_,e,l,0 
g,e,_,_,_,_,-,_,-,-,.,.,_,_,_,-,_,-,.,_,-,_,_,_,_,_,_,_, ,_,_,_,s,l,a,a,p,Lge> 
_,-,-,_,_,-,-,_,_,-,-,_,-,-,-,-,-,-,-,-,_,-,-,.,-,-,_,-,_,_,_,h,o,n,dj,i,e,Rjie> 
-,-,.,-,-,.,_,-,.,-,-,-,-,-,_,-,-,-,-,-,-,-,-,-,_,_,_,_,-,-,_,-,.,-,b,o,t,e,Rte>ot 
o,m,_,_,_,_,_,g,e,_,_,-,_,-,.,_,_,-,..,..,.̂ ,̂ ,_,_,_,.,_,,,_,_,_,d,r,a,a,i,d,e,Mge>Rde> 

Feature-positioning iinplies that all words containing the possible prefix 
"ge-", is treated like "geslaap " 'slept' in Figure 3, or alternatively like "omge-
draaide" 'turned-over' when "-ge-" is inserted in a participle verb. Feature-
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positioning ensures that similar features are always aligned at the same feature-
positions and thereby eliminates any conflision that may arise. The accuracy 
gained by the use of feature-positioning is presented in the next section. 

A dataset consisting of 56,000 words was randomly extracted from the orig
inal dataset of 110,000 words.^ This dataset was annotated as described above, 
then manually checked by linguists, after which it was used to train Lia for 
evaluation purposes. 

5. Evaluation of Z/a 

Table 2. Comparison of the results obtained with Right-Aligned data vs. Feature-Positioned 
Right-Aligned data 

Dataset 1 
Dataset 2 
Dataset 3 
Dataset 4 
Dataset 5 
Dataset 6 
Dataset 7 
Dataset 8 
Dataset 9 
Dataset 10 

Right-Aligned 

88.9027 
89.3118 
89,2051 
88.4225 
89.4185 
88.6893 
88.8672 
88.3514 
89.2228 
88.6893 

Riglit-AIigned 
with feature-positioning 

90.9285 
90.8945 
91.3036 
91.1242 
91.7823 
91.3925 
90.8929 
90.626! 
91.3569 
90.7862 

% Error 
Reduction 

18.2549 
14.8080 
19.4397 
23.3358 
22.3390 
23.8995 
18.1958 
19.5277 
19.8020 
18.5391 

Average 88.9081 91.1088 19.8141 

The IB 1 algorithm was used in this section to verify if an accuracy figure of 
90% is attainable. IB 1 is the basic instance-based algorithm used in TiMBL 
and its operation is similar to the basic k-NN algorithm. The algorithm param
eters used were detemiined through the use of the software package Param-
search 1.0 (van den Bosch, 2005). Paramsearch provides a (possibly optimal) 
set of algorithm parameters that are expected to do well on the task at hand. 
The parameters that Paramsearch yielded were: 

Distance Metric: Moditied Value Difference Metric 
Feature Weighting: Information Gain 
Nearest Neighbour Count: 11 
Class voting weights: Inverse Linear 

Table 2 shows a comparison of the linguistic accuracy figures for the cases 
where the data is right-aligned, compared to the cases where feature-positioning 
is used. The evaluation was done by means of ten-fold cross-validation. This 
means that the available data is split into ten equally sized parts. Each of the 
parts is then used as an evaluation set while the remaining nine sets are used 
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as training data. The results for each set are displayed in Table 2, together 
with the resulting percentages of error reduction obtained when using feature-
positioning. The error reduction is measured as the percentage of errors that 
was saved by using feature-positioning data. 

As was stated in the introduction, one of the aims of this study is to develop 
a lemmatiser for Afrikaans, with an accuracy score of at least 90%. Table 
2 shows that this objective is indeed achieved by the introduction of right-
aligned, feature-positioned data, which results in an average accuracy figure 
of 91.1088%. Table 2 also indicates that the use of right-aligned, feature-
positioned data results in an average error reduction of 19.8141%. 

6. Conclusion 

The evaluation shows that an average linguistic accuracy of 88.9801% is ob
tained by training Lia with 56,000 words. A further improvement to 91.1088% 
is achieved by using feature-positioned data. The objective of this paper, 
namely obtaining an accuracy score of at least 90%, was successfully reached. 
Compared to the 67% accuracy figure for Ragel, this indicates that memory-
based learning provides a suitable alternative to a rule-based approach consid
ering the problem of lemmatisation for Afrikaans. This also confirms the con
viction of Streiter and De Luca (2003) that example-based approaches (such 
as memory-based learning) offer an effective processing strategy for resource-
scarce languages. 

However, there is still much that can be done to improve the results obtained. 
Future work includes experimenting with different ways of data representation 
to see if fiirther improvements in linguistic accuracy can be achieved. Memory-
based learning algorithms are also very sensitive to changes in their parameter 
settings; experiments will therefore be done to determine the algorithm and 
optimal combinations of parameter settings to deliver the best performance for 
this particular task. We will also investigate why certain combinational settings 
deliver better results than other. 
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Notes 

1. Le.ss than 0,1 % of the words in the training set consist of inore than 38 characters. 
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2. Section 5 indicates that 56,000 words are enough data for obtaining the desired Unguistic accuracy. 
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Abstract: Arabic is a Semitic language that is rich in its morphology. Arabic has very 
numerous and complex morphological rules. Arabic morphological analysis 
has gained the focus of Arabic natural language processing research for a long 
time in order to achieve the automated understanding of Arabic. With the 
recent technological advances, Arabic natural language generation has 
received attentions in order to allow for a room for wider applications such as 
machine translation. For machine translation systems that support a large 
number of languages, interlingua-based machine translation approaches are 
particularly attractive. In this paper, we report our attempt at developing a 
rule-based Arabic morphological generator for task-oriented interlingua-based 
spoken dialogues. Examples of morphological generation results from the 
Arabic morphological generator will be given and will illustrate how the 
system works. Nevertheless, we will discuss the issues related to the 
morphological generation of Arabic words from an interlingua representation, 
and present how we have handled them. 
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1. Introduction 

Arabic is morphologically rich language in which a single inflected word may 
correspond to a full sentence, (e.g. "î ii»̂ ua"—i heard you). Arabic morphological 
analysis has gained the focus of Arabic natural language processing research for a 
long time in order to achieve the automated understanding of Arabic [8]. On the 
other hand, Arabic morphological generation has received little attention in spite of 
the fact that the types of generation problems can be as complex as those of the 
analysis [4], 

The basic principle of morphological generation is to get inflected forms from a root 
and a set of features (lexical category and morphological properties). Generally, 
there are two categories of approaches to developing an Arabic morphological 
generator: approaches that use finite-state transducers (FSTs) and approaches that 
use rule-based transformations. 

FSTs, such as the one described in [1], are limited to applications that are heavily 
dependent on morphological generation because the lexical and surface levels are 
very close. On the contrary, the rule-based transformation approach allows to 
morphologically generate an Arabic inflected word from the input which is usually a 
root with a specified feature list. This approach has been used by [3] [4]. The former 
is a prototype that is restricted in its coverage. The later follows the approach of [2] 
in that morphotactics and orthographic rules are buih directly into the lexicon itself. 
Our approach is rule-based that uses general transformational rules to address the 
issue of generating inflected Arabic words in various prefix/suffix contexts. Unlike 
[4], we use general computational rules that interact to realize the output. The 
advantages of our approach are that it is easy to incorporate domain knowledge and 
heuristic rules. 

In applications such as interlingua-based machine translation, Arabic morphological 
generation is an important issue for generating inflected Arabic word forms from 
semantic representation. This has led us to design and implement an Arabic 
morphological generator using Prolog. The Arabic word is represented as a feature 
structure (FS), a Prolog term, which is handled through unification during the 
morphological generation process. The morphological generator described here has 
also successfully been used in other natural language processing applications such as 
Arabic audio indexing [7] and intelligent computer assisted language learning for 
Arabic [6]. 

The Arabic generation approach described in this research is developed primarily 
within the framework of the NESPOLE! (NEgotiating through SPOken Language in 
E-commerce) multilingual speech-to-speech MT project. The goal of NESPOLE! is 
to provide speech-translation for common users engaged in real-world e-commerce 
applications for travel and tourism domain. There are six languages in NESPOLE, 
English, French, Italian, German, Japanese, and Korean. Arabic will be the seventh 
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in this family. The Arabic morphological generator has been developed using the 
interlingua in Carnegie Mellon University (CMU) machine translation' and is 
compatible with the NESPOLE! interlingua specification". 

The rest of the paper is organized as follows: description of the interlingua 
representation is summarized in section 2. This is followed by introducing the 
Arabic morphological generator in Section 3. Next, in Section 4, we discuss the set 
of important issues that we encountered during the design and implementation of the 
system. Finally, a conclusion and recommendations for further enhancements are 
given in section 5. 

2. The Description of Interlingua 

The NESPOLE! translation system [5] is designed to provide human-to-human 
speech-to-speech machine translation using an interlingua-based approach similar to 
that used in the JANUS system [9]. The domain addressed in NESPOLE! is the 
travel planning, a task-oriented domain. The NESPOLE machine translation project 
uses an interlingua representation called Interchange Format (IF), which is based on 
speaker intention rather than literal meaning. The IF defines a shallow semantic 
representation for task-oriented utterances that abstracts away from language-
specific syntax and idiosyncrasies while capturing the meaning of the input. IF is 
based on a set of domain actions (DA) with parametric arguments. Each DA has up 
to four components: the speech act, the concepts, the arguments, and a speaker tag. 
Plus sign separate speech acts from the concepts and concepts from each other. In 
general, each DA has a speaker tag and at least one speech act optionally followed 
by string of concepts and optionally, a string of arguments. DAs can be roughly 
characterized as follows: 

Speaker: speech act + concept* arguments* 
1. a:on the twelfth we have a single and a double available. 

a: give-information+availability+room (provider=we, 
room-type= (operator=conjunct,[(single_room, 
quantity=plural),(double_room, quantity=plural)], 
time=(iTid=12)) 

2. a:and vve+U see you on February twelfth. 
a: greeting(conjunction= discourse, greeting=goodbye, 
to-whom = we, time = (month=2, iTid = 12)) 

See Carnegie Mellon University (CMU) web site for NESPOLE, iitip:..7vvwvv.is.cs.cii-iLi.edu/iiespoie 
^ See interlingua specification for NESPOLE project, 

liltB://www.is.cs.cmu.edn/nespole/dl)/spccificati»n.htinl 
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3. c:thank you very much 
c: thank 

In example (1) the speech act is give-information, the concepts are 
a v a i l a b i l i t y and room and the arguments are t ime and room- type . The 
possible arguments of DA are determined by inheritance through a hierarchy of 
speech acts and concepts. In this case t i m e is an argument of a v a i l a b i l i t y and 
room- type is an argument of room. Example (2) shows a DA which consists of 
speech act with no concepts attached to it. The argument time is inherited from the 
speech act g r e e t i n g . Finally, Example (3) demonstrates a case of DA which 
contains neither concepts nor arguments. 

3. The Arabic Morphological Generator 

Arabic morphological generation is an important issue for generating inflected 
Arabic word forms from semantic representation. 

3.1 The Lexicon 

An Arabic lexicon was needed to successfully implement the morphological 
generator. In our approach, we shall consider four basic morphological categories 
for Arabic—noun, verb, and particle— each with a different set of features. The 
Arabic word is represented as a FS. We differentiate among three lexical entries: 
noun, verb, and particle. 

The lexicon entry is implemented as a Prolog fact, i.e. lex/2. The first argument is 
the Arabic stem and the second argument is the Arabic word FS written as a Prolog 
list. The following describes the forms of the lexicon entry: 
1. Nouns: A noun has the following form: 

lex('Arabic-noun'.[Stem,Category,Gencler,Nurnber,Sub_Cat,Case, 
Irrgularjilural]). Where: 

stera:'Arabic-noun' 
cat:noun 
gender:feminine/mascuiine/neuter 

• number:singular/dual/plural 
sub_cat:demonstrative/properjioun/common_noun/ 
adverb/adjective/question/..., 
definition:yes/no 
case:nomnative/accusative/genitive/... 

• irr_pl:'Broken_pl_form' 
Examples: 
• lex('»jWi',[stem:''OM',cat:noun,gender:feminine,number:sg, 

sub_cat:coiTOTion_noun, definition;no,case;nom,irr_pl:[]]). 
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• lex('̂ -ij '̂,[stem:''-4i '̂,cat:noun,gender;masculine,number:sg, 
sub_cat;common_noun, definition:no,case:nom,irrjl:[]]). 

.2 Verbs: A verb has the following form: 
Iex('Arabic-verb',[SteiTi,Category,Gender,NuiTiber,Tense,Case,Sub_Cat,Irregular_past]). 
Where 

stem:'Arabic-verb' 
cat'.verb 
gender; feminine/masculine 
number: singular/dual/plural 

• tense:past/present/future 
case:nominative/accusative/... 
sub_cat:intrans/trans/sentence 

• irr_past:'Past_Form' 
Examples: 
o iex('-i>i»ii',[stem:'-W=il 

',cat:verb,gender:masculine,number:sg,tense;present,case: 
nom,sub_cat;intrans, irrjast;[]]). 

• lex('sJ^j'',[stem:'̂ T^j'' 
',cat:verb,gender:masculine,number:sg,tense:present,case:n 
om,sub_cat:sentence, irrjast;[]]), 

,3 Particles: A particle has the following form: 
lex('Arabic-word',[Stem,Categor,Sub_Cat]). Where 

stem:'Arabicnoun' 
cat:particle 

• sub_cat:conJunct/preposition.,. 
Examples: 
• lex{'j',[stem:'j',cat:particie, sub_cat:conJunct]). 

lex('iJ',[stem;'J',cat;particle, sub_cat;preposition]). 

3.2 Morphological Features in the Interlingua Representation 

In the specificatioti of IF, there are some argument-value pairs which encode the 
deep semantic of the intended inflected words in the target language. They are 
morphological features that can be used to generate inflected Arabic word forms 
from these features. These arguments include: 
• o b j e c t - s p e c = p r o n o u n , In IF representation, this expression is used to 

indicate a third person pronoun (e.g. 'A^U^I'—I need it). The generation of this 
pronoun depends on the gender and number of the Arabic stem. 

• i d e n t i f i a b i l i t y = y e s / n o , indicates the definiteness of a lexeme (e.g. 
'2^jj>li AijiJi'—the double room ). Other values include n o n - d i s t a n t 
demonstrative (this— ' M ^ J ^ »J'^V' f^'') and d i s t a n t demonstrative (that— ' f̂ i 
iAxil SjUivt'). 

• s e x = m a l e / f emale, indicates the gender of a lexeme (e.g. '^jj '—wife). 
• whose=i /we/you/ . . . , indicates a possessor (e.g.'ts^jj'—my wife). 
• q u a n t i t y = a l l / e n t i r e / m a n y / r a u c h / s o m e / b o t h , indicates quantity and 

quantifier (e.g. 'A^JJ>1! ^jkl\ JS'—all double rooms). 
• q u a n t i t y = p l u r a l / i n t e g e r , indicates quantity (e.g. 'ij^'—two nights). 



446 IIP 2006 

• o b j e c t - r e f = a n y , indicates quantifier (e.g. '^LkoAji'—any restaurants). 
• e - t i m e = f o l l o w i n g / p r e v i o u s , indicates tense and in some cases it 

indicates verb "to be" (e.g. 'J-=i^'—we will arrive). 
• to-whom=i/we indicates first person pronoun such as "yeh el Khetab" (e.g. 

V->^''—tell me). 

3.3 Morphological Generation Rules 

A morphological generation rule takes a morphological feature-value pair to be 
applied and an Arabic word FS, retrieved from the lexicon, as input. Then it applies 
the required morphological generation action to update the current inflected Arabic 
word FS being constructed to reflect this change. Morphological generation rules 
can be classified into rules that are responsible for: synthesis of inflected noun, 
synthesis of inflected verb, and Synthesis of inflected particle. 

Rules for synthesis of inflected noun. Rules for synthesis of inflected Arabic nouns 
are provided to define noun, feminize noun, pluralize noun, dualize noun, and 
conjugate a pronoun. Figure 1 shows an example of a noun synthesis rule that 
defines an Arabic noun. This rule ensures that the noun is not a proper noun, applies 
the addition of the prefix definition article to the noun, (possibly, a compound noun), 
then updates the Arabic word FS with then new value of the stem and the definition 
features. 

rule: synthesize defined noun 
input: Noun or adjective 
output: defined noun or adjective 
Example: 'AK '̂ - iî iJiJl - 4JJ.J:I j-Jt ^jjili 

If noun.sub_cat = proper_noun 
Then return 
elseadd_prefix(noun.steiTi,"<Jl") 

Figure 1. An example of morphological generation rule for defining a noun 

Rules for synthesis of inflected verb. Rules for synthesis of inflected Arabic verbs 
are provided to conjugate the verb form with regard to tense, number, and affix 
pronoun. Figure 2 shows an example of a rule for synthesizing a plural form of a 
verb. This rule conjugates with regard to the tense the number for the verb that may 
follow the first person pronoun 'we' ( 'L>J')I or similar expressions, e.g. (' j iJ' 
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rule: synthesize plural verb 
input: verb 
output: pluralized verb 
Eampie: lJi>=.V - ̂ jWimi - ̂ l'i-.i.a 

If verb.tense = future 
then replacejrefixC'u"","'^") 
else if verb.tense = present 

then replace_prefix(verb.stem."u","^") 
else add_suffix(verb.stem,">J") 

Figure 2. An example of morphological generation rule for synthesizing a plural form of a 
verb 

Rules for synthesis of inflected particle. Rules for synthesis of inflected Arabic 
particle are provided to conjugate a particle with suffix pronoun. Figure 3 shows an 
example of a rule for synthesizing a particle suffix form. This rule conjugates the 
First person suffix pronoun 'cf' 'yeh' to the particle that connects two verbs. 

rule: synthesize suffixed pronoun 
input: pronoun 
output: noun suffixed with connected pronoun 
Example; i^' - Ijj' 

If Pronoun.number = sg AND 
Pronoun.person = first 

then add_suffix(particle.stem,"<^") 
else Pronoun.number = pi AND 

Pronoun.person = first 
then add_suffix(particle.stem,"U") 

Figure 3. An example of morphological generation rule for synthesizing a suffix pronoun 
form of a particle 

3.4 Morphological Generation Examples 

Table 1 shows some examples of the Arabic morphological generation results that 
are produced form running the morphological generator on the input FSs to get the 
target inflected Arabic words. These examples illustrate how the inflectional 
morphology can make use of morphological features. 



448 IIP 2006 

Table 1, Examples of generating inflected Arabic words from a stem and its morphological 
features. 

Input 

[...[...'ejj'...],'sex-,female, 'whose=', [... 'IJ''...] ,..] 

[...[...'^ji'...],'whose=',[... 'ciJi'...] ...] 

[•••[•••'E'-^''---]5 'e-time=', following, 'object-
spec-.pronoun ...] 

[...[...'S!jj'...],'object-spec=', pronoun ...] 

[...['e-time=',following] ...] 

[...[...'>^i'...],['e-time=', previous]..,] 

[.,.[...'J^i'...],'to-whom=',[,.. 'Ui'.,.] ...] 

[.,.[.,.'j^t'.,.];to-whom=',[... 'cd'...] .,.] 

[...['operator=[... 'j'],[[[...'• j^i'..,],'whose=',[... 'iji 

[...[,..'ui'...],'whose=', [... 'Ui'.,,] ,,,] 

[...[...''Mii"2^1 jj'...],'whose-, [.,. '6=^'...] ...] 

Inflected word Output 

[ . . . [ . . . '^jj ' , . . ] . , . ] 

[.,,[,,,'^jfe',,.],,,] 

[,,.[...'l^^lIi^U',,.],,,] 

[...[...'l«j)j'..,]...] 

[ , , . [ . , . 'OJSU., , ] . , . ] 

[,..[...'3^'...]...] 

[...[...'c^-i'...]...] 
[,,,[.,,'<iU^I',..],,,] 

[...[...'Ui'...],[,.,'j'..,] [...'^j-i 

'. , .]. . .] 

[...[...'^i'...]...] 
F.. . f... ' ' ^ j l t ^ l iJb^-ai j j ' . , . ] . , , 1 

4. Issues and Problems 

In this section, we will discuss issues related to the generation of Arabic text from an 
interlingua representation, and present how we have handled them. These issues 
have arisen when we were integrating the Arabic morphological generator with the 
Arabic generator module of the machine translation system. 

4.1 Issues Related to Definite Nouns 

The argument i d e n t i f i a b i l i t y = has two values that can be used as 
morphological features (yes to indicate definite noun and no to indicate indefinite 
noun). Another value is n o n - d i s t a n t that is used to indicate a demonstrative 
noun. They are mutually exclusive such that we cannot get a case where a noun is 
modified by a demonstrative and is also definite (i.e. substitution form). We found 
the substitution form is always the case with demonstratives. We solved this 
problem by assuming that the noun that the demonstrative modifies is definite with 
the article. 

Numbers that are values of the argument q u a n t i t y = indicates a number 
associated with a counted name—a value of the parent argument. Although we 
generate definite numbers in Arabic we cannot have this form because the IF 
specification of the argument q u a n t i t y = does not have i d e n t i f i a b i l i t y = 
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as a subargument. This problem is so specific to Arabic that we cannot generate 
definite numbers. 

4.2 Issues Related to Numbers and Counted Nouns 

Number-counted noun expression is governed by a set of complex rules for 
determining the gender, defmiteness, and case markings. The markings of numbers 
depend on the occurrence of the number within the sentence. 
• The number 'one', agreement is as expected, but there may be a reversal of word 

order (e.g. '-^b 0-='^' (oneperson) and '5.̂ 3.1 j AU' (one night)). 
• The number 'two' is expressed by the dual of the noun (e.g. 'ai'"'^'""—o' • ^^'"' 

(two person) and 'oi^—0^' (two nights)). 
• Numbers 'three' through 'ten' require the counted noun to be plural and the 

gender of the number to be the opposite of the gender of the singular noun. For 
example: o'^^ (five, masculine) ciiji^ (plural of ^ 'year', feminine) but ^̂ ^̂ ^ 
(five, feminine) -̂i=-Û  (plural of ^-i^^ 'museum', masculine). 

• Compound numbers 'eleven' and 'twelve' require a singular counted noun in the 
indefinite accusative and agrees in the gender with the counted noun. 

• Compound numbers 'thirteen' through 'nineteen' require a singular counted noun 
in the indefinite accusative. They also require the gender of the first part of the 
number to be the opposite of the gender of the counted noun and gender of the 
second part agrees with counted noun. 

• Decades (Numbers '20' through '90', and hundred, thousand, etc.) require a 
singular counted noun in the indefinite accusative and the number to be sound 
masculine plural. 
Conjunction of numbers (units, tens, hundreds, thousands, etc.) follows the above 
rules and the individual numbers are separated by the conjunction particle waw 

Agreement decisions are made in the generator to synthesis the correct form of the 
numbers and their counted nouns. 

Another issue is the mapping of ordinal numbers (first, second, etc.) and cardinal 
numbers (one, two, etc.). These depend on argument-value mapping. For example, 
the value of the argument hours= is mapped to a cardinal number and the value of 
the argument md= is mapped to an ordinal number. 

your room wi l l be a v a i l a b l e a t eleven o 'c lock 
a:give-information+feature+room (e-t ime=following, room-
spec=(room, whose=you), fea ture=(modi f ie r=ava i lab le ) , 
t ime=(s ta r t - t ime=clock=(hours=2) ) ) ) 

I and my wife w i l l be a r r i v i n g February e leventh 
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c : g i v e - i n f o r m a t i o n + a r r i v a l ( w h o = ( o p e r a t o r = c o n j u n c t , [ i , ( s p o u s e , 

s e x = f e m a l e , w h o s e = I ) ] ) , e - t i m e = f o l l o w i n g , t ime=(n ion th=2 ,md=l l ) ) 

4.3 Issues Related to Arabic script 

During inflectional morphology some letters of Arabic changes into other 
forms for example: 
• The Alef letter (''') of the definite article ' J ' is dropped when used with 

preposition 'J ' . For example, using ' J ' with 'JiiJl' produces 'Jii:^'. 
• The Hamza letter is changed to other forms during the morphological generation 

of the inflected word. For example, the use of Yeh ('cs') El-Khetab pronoun with 
the broken plural 'fSUj' should produce ' t r ' ^ j ' instead o f ' i j » ^ j ' 

• The feminine Teh ('»') is change into C'^') when a suffix is attached to it. For 
example, the dual of'<3jfc' is 'uf^J^-iP^J^'• 

5. Conclusions and Future Work 

In this paper, we described the development of a novel Arabic morphological 
generator. The morphological generator is implemented in SICStus Prolog and takes 
the advantage of Prolog's built-in term-unification. The morphological generator 
follows the rule-based approach. The advantages of this approach are that it is easy 
to incorporate domain knowledge and heuristic rules into the linguistic knowledge 
which provide highly accurate generations that represents a speaker's intention for 
each semantic segment. We have separately evaluated our Arabic morphological 
generator and the results were satisfactory. We have discussed the problems 
encountered in the generation of inflected Arabic words from the interlingua 
representation used in NESPOLE!. For these problems we have described how we 
handled them. Our morphological generator has also successfully been used in other 
natural language processing applications such as Arabic audio indexing and 
intelligent computer-assisted language learning for Arabic. 

Future work will include extending the Arabic morphological generator to colloquial 
dialects of Arabic. Another interesting challenge would be to introduce diacritics 
into the lexicon. Text in Arabic is generally written without the diacritics (or vowels) 
and these are sometimes essential for the disambiguation of words. 
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Abstract 
This paper describes design and creation of a multilingual parallel corpus for 

South African languages. One of the applications of the corpus, namely, the 
induction of a part-of-spcech tagger for Afrikaans from the data, is presented 
in the paper. Development of the Afrikaans part-of-speech tagger is based on a 
modified method for induction of linguistic tools from parallel corpora originally 
proposed by Yarowsky and Ngai (2001). 

Keywords: Natural Language Processing, Parallel corpora, induction of linguistic tools, 
South African languages, Afrikaans, Part-of-Speech tagging. 

1. Introduction 

Multilingual annotated corpora, such as the Multext (Ide and Veronis, 1994) 
and the Multext-East (Dimitrova et al., 1998) corpora, are among the most 
valuable resources in current natural language processing. They underlie sta
tistical research in multilingual tasks, such as machine translation, multilingual 
lexicography and word sense disambiguation, and can also be used in projects 
on monolingual studies. 

For multilingual communities, such as the community of South Africa with 
eleven official languages, creation of a multilingual corpus has a special signif
icance. It provides a basis for the development of multilingual language appli
cations that can be used to facilitate or even avoid labor- and time-consuming 
processes of manual handling of multilingual information. 

Additionally, such a corpus enables empowerment of minority languages 
of multilingual communities. With the use of a parallel corpus and the meth-
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ods which allow the transfer of linguistic annotations across languages, new 
resources and tools can be created for the minority languages. 

The goal of the research project presented in this paper is the develop
ment of a multilingual corpus and basic tools and resources for South African 
languages. The cuirent paper describes creation of such multilingual corpus 
and a development of a part-of-speech (POS) tagger for Afrikaans, one of the 
most prominent languages in South Africa. Although a member of the Indo-
European family, Afrikaans is a language with very few resources. Several 
collections of unannotated Afrikaans texts exist, but the only corpus with in
corporated linguistic information currently available for Afrikaans is a small 
corpus of approximately 20 000 tokens annotated with POS analyses (Pilon, 
2006). 

For the development of a POS tagger for Afrikaans, we apply a modified 
method of induction of linguistic tools from parallel data originally described 
in (Yarowsky and Ngai, 2001). project can be easily employed for additional 
development of tools for other South African languages. 

2. Potchefstroom Bible Corpus 
Different sources of multilingual texts have been discussed in the litera

ture. They include, among others, collections of law documents, such as the 
Canadian Hansard and the collection of European Parliamentary documents, 
translations of novels and other fiction, and multilingual versions of web pages 
(Resnik, 1999). 

In the current project, the text of the Bible has been chosen as the basis 
for the multilingual corpus. The motivation of this choice is twofold. First, 
the Bible is available in many languages and is often accessible in electronic 
format, even for such rare languages as Maori and Swahili^ This makes the 
future expansion of corpus to other languages possible. The second reason for 
selecting the Bible as the content of the corpus is the close correspondence of 
the Bible translations in different languages. 

At present, the corpus comprises the Bibles in five languages: Afrikaans, 
isiZulu, isiXhosa, English and Dutch. The first four languages are the most 
widely spoken languages in South Africa. An additional reason for the inclu
sion of the English data into the corpus is the high variety of freely available 
resources for English which can be used in annotation transfer. Dutch, the only 
language of the corpus which is not an official language of South Africa, has 
been included in the corpus since it is the closest relative of Afrikaans, which 
can make the transfer of linguistic analysis to Afrikaans more accurate. 

The following Afrikaans, English and Dutch translations of the Bible have 
been chosen; the 1983 version of the Afrikaans translation, the World English 
Bible, and the Dutch Statenvertaling Bible. The choice of these versions has 
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been motivated by two considerations; the modem language of the texts and 
the availability of the full text in machine-readable format. The size of the 
corpus ranges between 820 000 and 840 00 tokens for different languages. 

The Afrikaans, English and Dutch parts of the corpus have been aligned 
on sentence and word level with freely available tools. "̂  The Vanilla aligner 
(Danielsson and Ridings, 1997) has been used for sentence alignment, whereas 
word alignment has been performed with the GIZA software (Och and Ney, 
2003). 

Sentence Alignment 
With the use of Vanilla aligner, optimal sentence alignments have been 

found for each pair of the Indo-European languages of the corpus. The re
sults of the automatic alignment have been checked and connected manually. 
Next, bilingual aligmnents have been combined into trilingual alignments. The 
principle of maximal span has been used for the combination: the span of 
the resulting trilingual aligned chunks of text corresponds to the span of the 
"maximal" pair of aligned sentences. Thus, for example, if Afrikaans-Dutch 
alignment is 2:1 (two Afrikaans sentences to one Dutch sentence) and corre
sponding Dutch-English alignment is 1:1, the resulting trilingual alignment is 
2:1:1. 

Word Alignment 
For the word alignment of the corpus data, the GIZA software has been 

used. The software represents one of the open-source tools developed at the 
EGYPT project (Och et al., 1999) for machine translation. GIZA aligner relies 
on a statistical method based on co-occurrence of words of different languages 
in aligned sentences (Model 3 of the IBM statistical machine translation for
malism (Brown et al , 1990). 

GIZA produces only many-to-one alignments, i.e. any word of a source lan
guage can be aligned maximally with one word in a target language. The oppo
site situation, in which several words of a source language are linked to a single 
word in a target language, is possible. Since both many-to-one and one-to-
many alignments occur in natural language, we have produced two alignments 
for each pair of the Indo-European languages of the corpus, assuming different 
translation directions in the experiments. The word alignment incorporated in 
the Potchefstroom Bible corpus is a combination of the six aligrunents obtained 
in this way. The combination has been performed in several steps. 

First, the intersection of alignments for each language pair has been assumed 
to be a "safe", or "reliable" alignment. Second, semi-automatic heuristics 
have been implemented to increase the number of reliable alignments. By 
semi-automatic nature of heuristics we mean the following: candidates for re-
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liable alignments are proposed by a heuristic automatically, but a confirmation 
of a human is required for the inclusion of the candidate into the list of reliable 
alignments. 

The following heuristics have been used: 

• Transitivity heuristic: 

If reliable alignments exist between word Wa of language A and W^^ 
of language B, as well as between word Wi, and word Wc of language 
C, then a candidate reliable alignment between Wa and Wc is proposed, 
given that a link W^, - Wc has been established in one of the six alignment 
experiments. 

• Inter-span heuristic: 

Let IV^n-i, ^'n and W'^+i be a sequence of words in language A, and 
W^k-i-, ^'k and W^'k+\ be a sequence of words in language B. If reliable 
alignments exist between )^"„_i and W^k-i, as well as between W^n+i 
and W'^k+i, then a candidate reliable alignment between W"'n and W^k is 
proposed, given that GIZA established an alignment W°-n ~ ^k in one 
of the six experiments. 

The heuristic has been very helpful in alignment of determiners. How
ever, human inspection of the proposed links is necessary, since in many 
other cases the heuristic over-applies. 

• Correction heuristic: 

A list of common alignment errors has been compiled for the three lan
guage pairs. The most common systematic errors have been corrected 
manually. 

For example, the Dutch version of the Bible includes a word "En " in the 
beginning of many sentences. The Afrikaans and the English parts of 
the Bible more often that not do not have a corresponding conjunction 
in the beginning of their sentences. In such cases, the statistical mod
ule of GIZA incorrectly and systematically aligns the word "£•«" with 
determiners "Die" (in Afrikaans sentences) and "The" (in English sen
tences), because they often co-occur in the sentence pairs with "En ". 
This error is easy to identify and to correct. 

The share of reliable alignments compiled in the way described above is 
estimated to be 57.3% for the Afrikaans-Dutch language pair and 52.38% for 
the Afrikaans-English language pair. A manual inspection of a small portion 
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of reliable alignments randomly chosen from the data demonstrated that the 
English-Afrikaans alignments are coiTect in 98.54% of cases, Dutch-Afrikaans 
alignments - in 98.11% of cases, and English-Dutch alignments - in 97.04% 
of cases. 

Table 1 demonstrates an example of word-aligned data from the corpus. 
The first three lines represent aligned corpus sentences in Afrikaans, Dutch 
and English, A 6-column table under the sentences indicates alignment links 
for each word of the sentences. 

Table 1. An example of word-aligned data from the Potchefstroom Bible corpus. 

GEN 1 
GEN 1 
GEN 1 

0 
1 
1 

2 
3 
4 
5 
6 
7 
8 
9 
10 

n 
12 
13 

: 1 In die begin he 
• 1 In den beginne 
.1 In the beginnin 

GEN 
1 • 1 
J . 1 

In 
die 
begin 
het 
God 
die 
hemel 
en 
die 
aardc 
geskep 

t God c 
schiep 
g God 

0 
1 
1 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
5 

12 

ie hemel en die aa 
God den hemel en 

rde geskep . 
de aarde . 

created the heavens and the earth 

GEN 
1 • ! 
1 . i 

In 
den 
beginne 
schiep 
God 
den 
hemel 
en 
de 
aardc 
schiep 

0 
1 
1 

2 
3 
4 
6 
5 
7 
8 
9 
10 
1] 

6 

GEN 
1 • i 
1 . ! 

In 
the 
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3. Corpus Annotation 
Analysis of the English and the Dutch Parts of the Corpus 

Analysis of the English part of the Potchefstroom Bible corpus has been 
performed with the Charaiak's parser (Charniak, 2000) - an EM parser trained 
on the Penn Treebank corpus (Marcus et al., 1993). The choice of the parser 
has been motivated by its high performance: at present, the results reported 
for the parser performance are the highest results for English - 90.1%. Ad
ditionally, the annotation scheme of the Penn Treebank is the most cited and 
widely used scheme currently employed by computational linguists working 
on English. The parser performs full syntactic analysis together with POS tag
ging. It utilizes a POS tagset of 46 tags. The syntactic analysis is based on the 
annotation scheme of the Penn Treebank. 
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The Dutch part of the corpus has been analyzed with the Alpino parser 
(Bouma et al., 2001) developed for Dutch at the University of Groningen. The 
Alpino parser provides a full syntactic analysis of Dutch together with POS an
notation. It is the best parser of Dutch currently available. The results reported 
in the literature by the parser developers reach an accuracy of 81.3% (Bouma 
et al., 2001). The syntactic analysis is based on the annotation scheme of the 
Alpino corpus of Dutch. 

4. Induction of Linguistic Analyses for Afrikaans 
The annotation of the Afrikaans part of the corpus and the induction of a 

POS tagger for Afrikaans is based on the method proposed by Yarowsky and 
Ngai in (Yarowsky and Ngai, 2001). 

The Metliod of Yarowsky and Ngai (2001) 
The original model provides a high-quality annotation of a resource-poor 

language given a bilingual parallel corpus aligned on word level with annota
tion of one language part of the corpus. The method is based on an observation 
that linguistic analyses of translations of the same sentence in different lan
guages often coincide. 

Due to the differences in language structures and due to the often imperfect 
word alignments, the annotation resulting from a direct projection of analyses 
is of low quality. Yarowsky and Ngai (2001) report a performance of 69% 
for the direct projection of POS tags from English to French. The authors 
propose a method for robust learning from noisy POS projections by (a) down-
weighting or excluding poorly aligned sentences from consideration, (b) using 
a bigram model for learning, (c) training the lexical prior and tag sequence 
models separately using generalization techniques. (Yarowsky and Ngai, 2001) 
report an accuracy of 97%) for French using the proposed model. 

Modifications to tlie Original Method 
We follow the main principles of the described model: at first, the part-of-

speech tags are projected from the English data onto the Afrikaans tokens, and 
then an n-gram language model is trained on the POS tag projections. 

However, we modified the original model in the following ways: 

1 The Afrikaans language model is trained only on reliable alignments, 
excluding unsafe alignments completely. 

This modification is motivated by the low quality of the automatic word 
alignment in our experiments. 
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2 To compensate for the resulting data sparseness, not only reliably aligned 
sentences are taken into account, as proposed in (Yarowsky and Ngai, 
2001), but ail safe alignments identified by the heuristics described in 
Section 2.2. Such safe alignments may include subsequences of sen
tences and even separate words. 

3 A trigram model is used instead of the originally proposed bigram model. 

This modification is introduced based on the generally higher perfor
mance of trigram models, hideed, our experiments with a trigram and a 
bigram model have shown that the results are 1% lower for the bigram 
model. 

4 The Afrikaans language model uses the full Penn Treebank set of 46 
POS tags, unlike the originally described model which employs reduced 
tagsets of 14 and 9 core tags (representing main parts of speech, exclud
ing punctuation). 

5 No aggressive re-estimation of lexical probabilities in line with the orig
inal experiments is performed. 

Re-estimation of lexical probabilities has been advocated in (Yarowsky 
and Ngai, 2001) based on the low POS ambiguity of the data used in 
their experiments. However, a larger tagset leads to a higher POS am
biguity of tokens, which makes the aggressive re-estimation of lexical 
probabilities unfavourable. 

The Trigram'n'Tags (TnT) tagger, an HMM trigram tagger developed and 
implemented by (Brants, 2000) has been used in our tagging experiments. The 
TnT tagger has been trained on the corpus of reliable projections of English 
POS tags onto Afrikaans data. Such training corpus has a rather different struc
ture from the structure expected by TnT for training. First, the corpus is only 
partially annotated, since unreliable tag projections are not included. Second, 
a small part of the corpus is assigned multiple tags. These multiple tags are 
a result of one-to-many projections, such as projections produced in case of 
aligning a single Afrikaans token with an English phrase. 

Since the TnT tagger has not been designed to train on partially annotated 
data with multiple tags, the Afrikaans language model provided to TnT has 
been created externally: the lexicon and the n-gram statistics files have been 
compiled in the way described below. 

All tokens with reliable alignments have been used for the creation of the 
TnT lexicon file. For each token, a list of POS tags associated with the token in 
the corpus has been produced, together with the frequencies of the token and a 
tag/token pair. 

If an Afrikaans word has been aligned with more than one English word, 
tags of each English translation are included in the lexical entry of the Afrikaans 



460 IIP 2006 

token. However, the entered frequency of such tags is reduced and represents a 
corresponding share of//«, where « is a number of English words correspond
ing to the Afrikaans token. 

In the creation of an n-gram statistics file, all sequences of reliably aligned 
text of corresponding length have been used. For example, each sequence of 
three words reliably aligned in the corpus has contributed to the compilation 
of trigrams statistics. For obtaining the statistics on unigrams, each Afrikaans 
word with a reliable alignment has been used. 

Tagging Experiments 

The TnT tagger provided with the language model compiled in the described 
way has been used for tagging the Afrikaans part of the corpus. The perfor
mance of the tagger has been evaluated against a manually annotated portion 
of the corpus. The size of the test set is 36 400 tokens. The evaluation demon
strated an accuracy of 83.98%. 

When compared to the performance of the original tagger described in (Ya-
rowksy and Ngai, 2001), the tagger induced from the Potchefstroom Bible 
corpus achieves a much lower accuracy. The main reason for this is a higher 
granularity of the tagset used in our experiments: 46 tags versus 9 tags in the 
original experiments. 

An error analysis has demonstrated that the main sources of errors are confu
sion of verbal tags (32.31%), wrong tags for punctuation marks (18.06%), and 
mistakes that involve tag TO assigned in Peim Treebank to word "to " (15.28%). 
Mistakes in tagging of punctuation marks occur because punctuation often dif
fers in English and Afrikaans. Table 2 presents the statistics on the occurrence 
of punctuation marks in the English and Afrikaans parts of the corpus. It shows 
a clear discrepancy in the usage of commas, full stops and semicolons. Such 
discrepancy leads to the projection of incorrect English tags onto Afrikaans 
punctuation marks. 

Table 2. Statistics of the use of different punctuation marlcs in the Afrikaans and English parts 
of tlie CDipus. 

Punctuation mark English Afrikaans 

period (.) 8 695 37 386 
comma (,) 70 475 43 920 
colon (:) 35 696 39 714 
semicolon (;) 87 69 2 509 

Errors in the use of verbal tags and the tag TO are due to the language dif
ferences of Afrikaans and English. The verbal system of Afrikaans is sig-
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nificantly simpler than that of English and therefore a set of nine verbal tags 
that distinguish between form, tense, number and person does not make sense 
for Afrikaans verbs and leads to a decrease in tagging performance. Quite 
similarly, the use of a single tag for all translations of the English word "to" 
obviously leads to tagging errors, since it results in assigning the same analysis 
to a diverse group of words. 

To account for these phenomena, we have performed a second experiment 
with a modilied tagset. In the modified tagset, a single tag for all punctuation 
marks except for parentheses and quotes has been introduced. Verbal tags have 
been restricted to tags VB for present tense verbs and VBD for past participles 
and past tense verbs. Tag TO has been collapsed with the tag for prepositions 
(IN). The resulting tagset contains 33 tags. These modifications to the tagset 
have lead to a significant improvement of the tagging performance and resulted 
in an accuracy of 92.45%. 

Discussion and Future Work 
The proposed model for the induction of a POS tagger from parallel data 

represents a modified version of the original algorithm described in (Yarowsky 
and Ngai, 2001). The model performs training on parts of aligned sentences, 
including small sections of text of one or more words which the heuristics 
described in Section 2.2 identified as reliably linked to their counterparts in the 
other language. 

The induced POS tagger produces analyses of high granularity. Its perfor
mance has been compared to the performance of the only existing POS tagger 
for Afrikaans (Pilon, 2006) - a TnT tagger trained on the small corpus of man
ually annotated 20 000 tokens. Both taggers have been evaluated on the same 
test set. 

The comparison of the two Afrikaans POS taggers demonstrated that the 
tagger induced from the Potchefstroom Bible corpus outperforms the tagger 
described in (Pilon, 2006) by 10%. However, the difference in the results is 
influenced by the difference in tagsets employed by the two taggers. The tagset 
of the smaller Afrikaans corpus comprises 119 tags. 

Two main directions of research on the induction of linguistic tools for 
Afrikaans are intended for future. The first concerns expansion of the current 
model to trilingual data, including the Dutch part of the corpus into experi
ments. The second area for future research concerns induction of other tools 
from the corpus data, including a noun phrase bracketer, a chunker, a named 
entity recognizer and a parser. 
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5. Conclusion 

The paper described the development of a multiUngual parallel corpus for 
South African languages, together with the experiments on the induction of a 
POS tagger for Afrikaans from this parallel corpus. The induction experiments 
have demonstrated promising results: the new POS tagger for Afrikaans out-
perfomis a tagger trained on a small corpus of manually annotated Afrikaans 
corpus. 

The project on the development of the corpus continues. Further devel
opment includes expansion of the corpus to other Soutii African languages, 
deeper annotation of the Afrikaans part of the corpus, and aligimient and lin
guistic analysis of the isiXhosa ans the isiZulu parts of the corpus. 

Notes 

1. See, for example, the Bible database website at http://www.bibleclatabase.net/, which in April 2006 
contained 51 versions of Bible translations in 30 languages. 

2. Additional alignment of the isiZulu and the isiXhosa parts of the corpus is planned for immediate 
future. 
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Abstract; hi music search and recommendation methods used in the present tiine, a 
general filtering method that obtains a result by inquiring music information 
and recommends a music list using users' profiles is used. However, this 
filtering method presents a certain difficulty to obtain users' information 
according to their circumstances because it only considers users' static 
intbrmation, such as personal information. In order to solve this problem, this 
paper defines a type of context information used in music recommendations 
and develops a new filtering method based on statistics by applying it to a 
content-based filtering method. In addition, a recommendation system using a 
content-based filtering method that was implemented by a ubiquitous 
computing technology was used to support service mobility and distribution 
processes. Based on the results of the performance evaluation of the system 
used in this study, it significantly increases not only the satisfaction tor the 
music selection, but also the quality of services. 

Key words: Content-based Filtering, Ubiquitous Computing, OSGi 

1. INTRODUCTION 

The amount of multimedia data that is processed by users has 
exponentially increased since the development and popularization of the 
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Internet. An increase in multimedia data presents difficulties in searching 
information within a user's desired time frame, which currently exceeds the 
limitation of data processing time for an individual user. 

In order to solve these problems, a music search system that only 
provides the results of queries by rank using music information in a web 
environment has largely been used in the past and at the present time. 
Although a music search system has the advantage of being easily 
implemented, it may produce unwanted worthless information due to the 
exclusion of a user's interests and becomes a reason for a decrease in user 
satisfaction. In recent years, a recommendation system has been actively 
studied that predicts and recommends only information requested by a user. 
Various filtering methods are used in this recommendation system in order 
to estimate a user's preferences. For instance, a recommendation system 
using filtering methods have been used in some search engines such as 
Yahoo, Amazon online bookstore, and CDNow Internet shopping mall and 
have been well received by the user. 

In this recommendation system, the similarity between the content of an 
item and user information was measured to recommend information desired 
by the user, and a content-based filtering method that based the rank on this 
measurement was also used. However, the recommendation of multimedia 
data is still limited [1] and is not highly reliable due to filtering only being 
based on static information. In particular, with a music recommendation 
system in the present web service environment, it is difficult to exactly 
recommend music that is desired by users because real-time context 
information like weather significantly affects a user's music selection. 

Thus, this paper attempted to design a content-based music 
recommendation system (CBMRS) that is able to recommend music 
according to a user's interests and conditions by applying context 
information to a content-based filtering method. In order to apply context 
information to the CBMRS, data regarded as a factor in music selection was 
configured as context information and was based on ontology. In addition, 
data obtained using various sensors and an Radio Frequency Identification 
(RFID) Tag based on Open Service Gateway Initiative (OSGi) could be 
recognized as exact context information through an ontology database and 
inference engine. The recognized context information in this process could 
be used in a content-based filtering process based on statistics and also 
applied to provide a recommended list that was well received by the user. 
The system used in this study consisted of three large sections; a Context 
Manager section, Service Manager section, and Music Recommendation 
Manager section. The usefulness and results of this recommendafion system 
satisfies a large number of persons in the results of the performance 
evaluation of the system used in this study. 
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2. CONTENT-BASED FILTERING USING 
CONTEXT INFORMATION 

This system defines contexts to recommend music by considering 
surrounding contexts and user information and configures a music list using 
a content-based filtering method. The content-based filtering used in a 
recommend process first configures a list by searching the music that 
corresponds to user preferences and user information from a Music Content 
Information Database (MCIDB) and builds an initial profile using this list. 

The initial profile can be updated using the music title selected by users 
and the context information recognized in an OSGi environment in a music 
service. This profile is statistically analyzed and recommends a music list 
that corresponds to the context information from the MCIDB when a user 
inquires about a music service. 

2.1 Configuration and Definition of Context Information 

The definition of contexts created by Brown, defined information for a 
users' location or surroundings [2]. Brown's definition is an accurate method 
to develop application services, used to configure and determine proper 
context for a music recommendation service in this system. 

This system determines the following factors which affect music 
selection: user sex, age, temperature, and weather before the configuration 
and determinafion of context. 

The configurafion of context information for the CBMRS consists of user 
information (sex, age, pulsation), weather, and outdoor temperature. In 
addition, user location information in the home is configured as context 
informafion. This allows a music recommendation service to employ certain 
applications regardless of the user's location in the home. 

Table 1 presents the definition of context information as different spaces, 
such as class 2 for sex, class 5 for age, class 4 for pulsation, class 4 for 
temperature, class 7 for weather, and class 6 for location information. In 
particular, a pulsation below 40 or above 181 is defined as a dangerous 
condition to generate an event because the average pulsation of an adult is 
about 65-120. In addition, the service area is limited to homes, and the 
users' location is limited to the Balcony, Bathroom, Guestroom, Kitchen, 
and Living-room. 

This system was implemented the ubiquitous network based on an OSGi 
framework in order to acquire automatic sensing datas. User information, 
temperature, and location information can be input from sensors based on 
OSGi framwork. User sex, age, and location information can be traced using 
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an RFID Tag which is attached to a user's watch, and pulsation information 
can be obtained from a pulse sensor which is attached to a user's watch 
through real-time Zigbee communication. However, although weather 
information is predefined as ontology, its data can be established as a 
database retrieved from the Internet. 

Table 1. Configuration and Definition of Context Information 
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The context of the CBMRS based on the context information used in this 
study is defined as Web Ontology Language (OWL) that is used on a 
Semantic Web in order to configure and express exact contexts and various 
relationships. Fig. 1 presents the hierarchy of OWL classes. 
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Fig. I. Ontology for Context in Content-based Music Recommendation System 

2.2 Content-based Filtering Based on Statistical Method 

At the present time, the filtering methods used in recommendation 
system are rule-based filtering, learning agent, content-based filtering, and 
collaborative filtering methods. 

A rule-based filtering method identifies the preference of users and 
provides recommendations by connecting items to the characteristics of that 
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item. The rule used in this method is predefined by experts. This method is 
effective with an item that has a high unit price and complicated 
characteristics. A content-based filtering method keeps the information 
related to items and recommends these items to the user who inputs a 
keyword, which is related to the property of the information. This method 
has been largely used in the field of information search [3]. A collaborafive 
filtering method establishes a database according to the item preference of 
users and searches neighbors that have similar preferences when a new 
customer appears. In addition, the item that a neighbor is interested in is 
recommended to the customer under the assumption that the customer will 
be interested in the item [4]. 

This system remembers and creates a profile based on a selected item and 
context information when users are faced with specific context. In addition, 
when a user requires a recommended service, this system recommends a 
similar item to the user's former selection based on this profile. Thus, among 
previously mentioned filtering methods, a content-based filtering method can 
be used to configure a recommendation list. 

To establish a Music Content Information Database (MCIDB), an 
automatic establishing method in web documents and user input methods 
were used. In an automatic establishing method, web documents can be 
extracted by a web robot agent. In addition, a database can be built using the 
analysis of morphology. 

Table 2 shows the recorded value of the 'Winter Rain' in the MCIDB in 
which the key word was obtained by analyzing the song title using a 
morphological analysis. 

Table 2. Example of a Music Content Information Database 
Music Information 

Title 
Singer 
Genre 
Age 

Weather 
Temperature 

Keyword 

Extracted Nouns 
Winter Rain 
Earl Klugh 

Pop 
Young Adult 

Rain 
Cold 

Winter, Rain 

The earlier profile was configured as a title selected by the user according 
to the weather, temperature, and recommended ages from a music content 
information database. This means that context data, such as weather, 
temperature, and age profiles, could be obtained. Furthermore, a type of 
query profile is an additional profile configured using a music list which is 
selected from specific context. The query profile used in this profile 
becomes a selected music list according to the specific context of a user. For 
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example, the profile can be automatically configured with the selected music 
list when context is presented as snow-cold-young_adu]t-normal. A profile 
can be produced according to a user's selected item for each context data set. 

The recommendation method used in this system is as follows: 
First, the frequency of words reappearing can be calculated using a 

morphological analysis method for a profile that corresponds to context 
information when a user requires a recommended service. For instance, if the 
context information is assumed to be snow-cold-youngadult-normal when a 
user requires a recommended service, the frequency of words reappearing 
can be calculated by analyzing the morphology of snow, cold, and young 
adult profiles. The frequency of a specific word reappearing can be 
expressed as P{Wi) represented in Eq. (1). 

PiW]) = Freq^„^^(W^)/Y,Freq,^,,{W.)x]OQ, \<i<N (1) 

where w. is the fth word in a specific profile, Freq^^^^^{W,) is the total 
appearance number of w^ in the profile, and N is the total word in the 
profile except for the duplicated word. 

Second, this method searches for the word that appears most frequently 
with each profile and song fitle, which coincides with the key word in the 
MCIDB and configures a list based on the results of these searches. Third, it 
combines these results into a single list excluding duplicate song titles. 
Fourth, it configures the priority of the list. In this process, the morphology 
of the query profile (snow-cold-young_adult-normal profile) that 
corresponds to the context information is analyzed and the word that appears 
with the highest firequency is extracted. In addition, a new list is configured 
according to the priority of the music, which coincides with the extracted 
key word from the quei7 profile in the previously configured list. Moreover, 
music selected by users can be recorded in an inquiry profile, context data 
profiles and that be used as an accurate music list according to the repetition 
in selections. 

3. SYSTEM DESIGN AND IMPLEMENTATION 

This chapter designed and implemented the CBMRS that was able to 
recommend proper music by estimating context information in a Java-based 
OSGi framework using the context definition and filtering method proposed 
in Chapter 2. 

The system proposed in this study developed an OSGi gateway using the 
Knopflerfish 1.3.3, an open architecture source project which implemented a 
service framework. The OSGi is a type of industrial standard proposed by an 
OSGi organization in order to establish a standard connection method for 
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Internet devices, such as household information devices and security systems. 
It is JES-based gateway software, which is an open architecture Java 
embedded server able to provide high quality multimedia services with a 
high security level regardless of platform application software. In particular, 
it is an open architecture networlc technology that can support various 
network techniques, such as Bluetooth, Home Audio/Video Interoperability 
(HAVi), Home Phoneline Networking Alliance (PNA), Home Radio 
Frequency (RF), Universal Serial Bus (USB), Video Electronics Standards 
Association (VESA), and other networks [5]. 

Fig. 2 presents the diagram of the overall system. The CBMRS designed 
in this paper analyzed and suggested various data transferred from context 
recognition sensors and established it as information to recommend proper 
music through a filtering process for user profiles and MCIDB. In order to 
perform this process, the CBMRS consisted of a Context Manager, Service 
Manager, and Music Recommendation Manager. 
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Fig. 2. Ontology for Context in Content-based Music Recommendation System 

The Context Manager transfered data generated by events (sensing) to a 
context analyzer and that data was transfered to an OWL inference engine. 
The OWL inference engine transferred data received from the context 
manager to the Service Manager in which data was transformed as 
information using an OWL inferencer including OWL ontology object DB. 
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The Inference Engine in the Context Manager used an ontology inferencer 
Jena 2.0. 

The Service Manager consisted of a Bundle Service that provided music 
recommendation service as a bundle in a Simple Object Access Protocol 
(SOAP) Service, OSGi framework installed device in order to transfer 
information received from the OWL inference engine to the music 
recommendation system, and an Application and Bundle Manager Service 
that supported the management of the mobility of bundles. Communication 
between the Context Manager, Music Recommendation Manager, and Music 
Service can be performed using the SOAP Service. This service makes 
possible a real-time process in music recommendation service using the 
context information between different systems. The Bundle Manager Service 
automatically manages Bundles and supports service mobility. Service 
mobility in a music recommendation system means that service is not 
interrupted by a different device that has an OSGi middleware even though a 
user's location has changed. 

The Music Recommendation Manager played a role in the decision of an 
optimal music recommendation list in a recommendation module by 
applying the recommendation list that corresponded to certain context 
information received from the Service Manager with the user profile and 
MCIDB to a filtering process in a recommendation module. The Query 
Manager analyzed the context information received from the Service 
Manager, selected a proper profile according to user context information, 
and transfered it to the Recommendation Module. In addition, it performed 
an updating process for the music selected by users in the User Profile. The 
Recommendation Module performed the Morpheme analysis of the profile 
received from the Quei7 Manager and configured a recommendation list by 
searching music from the MCIDB. The configured music list was ranked by 
the Recommendation List Decision and that was transferred as a new list to 
the Interface Module. The new list was then transferred to the Application 
through the SOAP Service. 

4. EXPERIMENT 

This chapter tested whether user and context information is correctly 
recognized in an OSGi framework and whether a proper recommendation 
music list was provided by transferring this information to the Music 
Recommendation Manager in order to verify the CBMRS proposed in this 
study. The test environment consisted of the Context Manager and Service 
Manager as a bundle in an OSGi gateway on a home network in which the 
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Music Recommendation Manager was implemented on a deslctop Personal 
Computer (PC). In addition, the MCIDB consisted of 300 pop songs. 

Fig. 3 presents the output of context information produced by the Context 
Manager. The output was able to recognize the information as that of user 
Jong-Hun: age is Adult, sex is male, pulsation is normal, weather is snow, 
temperature is cold, and location is Guestroom. The transferred context 
information was used to make a proper music recommendation list for user 
context through the Music Recommendation Manager and was output to the 
PC in the Guestroom. 
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Fig. 3. An Execution View of Context Manager 

In the paper, survey is used to evaluation of system. 50 users participated 
in system estimation. Users responded by value to 1 - 5 on question of table 
3. Table 3 showed that user's satisfaction for system is high on the whole. 

Table 3. Questionnaire and Results 
Questionnaire 

Does the weather influence in music selection? 
Is music that recommend satisfied? 

Do you think that CBMRS is useful? 

Result (average of users' value sum*20) 
79.2 % 
93.2 % 
94,4 % 

CONCLUSIONS AND FUTURE WORK 

A music search and recommendation system that uses the conventional 
music search and recommendation method performs music search and 
recommendation by analyzing certain information that is passively received 
from users. This method presents a difficulty in a proper searching result for 
users' circumstances. Also, it has some problems that have to receive a lot of 
expressions from users in order to increase the satisfaction of users. 
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This paper actively obtained and recognized user context information and 
designed a Content-based Music Recommendation System (CBMRS) tliat is 
appropriate to thie user using the recommendation and inquiry of the content-
based music recommendation system. The context introduced in this study 
was defined as ontology in order to use it as context information. In addition, 
a content-based filtering method, which was based on a statistical method, 
was developed. Also, this system was designed based on an OSGi 
framework in order to provide services without any interruptions wherever 
and whenever in a home network and that increased user satisfaction. 

As a future study, a new filtering method that considers user information 
to solve a specialization trend, which doesn't exceed the limited preferences 
of the CBMRS, is required. Finally, a middleware that is able to perform 
music recommendations and services without any interruptions to other 
services by considering a users various context information in a home 
network, is also necessary. 
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Abstract: Undersampling and aliasing occurs frequently in many imaging systems 
leading to degradation of image quality. Super-resolution attempts to 
reconstruct a higii-resolution image by fusing the incotnplete scene 
information contained in the sequence of under-sampled images. This paper 
investigates iterative approaches to super-resolution. We propose algorithm 
that utilises a relatively small number of low-resolution images iind is 
computationally inexpensive. Experimental results of reconstruction are 
presented. 
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1. INTRODUCTION 

In many applications such as satellite imaging, remote sensing, forensic 
science and computer vision applications high-resolution imagery is 
essential. Despite the recent advances in sensor technology the requirements 
for high quality imagery very often exceed the capabiliries of imaging 
systems. In such cases it is desirable to develop image processing techniques 
that enhance the resolution of images. A promising technique of super-
resolution attempts to reconstruct a high-quality image from a number of 
undersampled images of the same scene. 

The super-resolution technique takes advantage of the existence of 
relative motion between the sensor and the scene during the acquisition 
process. In the presence of such motion each low-resolution image frame 
acquired by the imaging system carries slightly different information about 
the scene. Super-resolution attempts to fuse this information during the 
image reconstruction process. 

High-resolution image reconstruction techniques have been researched in 
both the frequency and the spatial domains. In general, the current 
techniques are unable to maintain a balance between improving spatial 
resolution and keeping the computational time low. Consequently, there is a 
challenge to develop new, more efficient techniques for super-resolution. 
Our aim is to address the shortcomings of algorithms proposed in literature 
and to explore the possibility of developing techniques that would be able to 
reconstruct high-resolution images without excessive computational cost. 

In this paper we present a simple, iterative technique for super-resolution 
that is computationally inexpensive without sacrificing quality of the 
reconstructed image. The paper is organized as follows. In the next section a 
brief review of the existing super-resolution techniques is given. Section 3 
describes image interpolation based super-resolution. The implementation of 
our algorithm is described in Section 4, and Section 5 describes iterative 
improvement technique. Finally, Section 6 presents our preliminary results 
of high-resolution image reconstruction. 

2. EXISTING SUPER-RESOLUTION TECHNIQUES 

A variety of approaches can be found in the literature for the 
reconstruction of high-resolution image by fusing data from a series of low-
resolution frames. For the purpose of this paper a brief description of 
existing techniques is presented in this section. More comprehensive 
overviews can be found in [1-3]. 
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The super-resolution model [1,3-7] is based on a sequence of Â  low-
resolution (LR) images bx {K-L..N) of the same scene. The scene is 
represented by a single high-resolution (HR) image X that we wish to 
reconstruct. Each measured LR image is the result of sampling of the ideal 
high-resolution real scene and is subjected to camera and atmospheric blur, 
motion effects, geometrical warping and decimation. It is assumed that a 
linear operator AK represents all these imaging factors and that the LR 
images are contaminated by an additive Gaussian noise E. Therefore, the 
super-resolution model is represented by the following equation: 

kK=^KK + E, (1) 

where the images are represented as vectors (shown by an underscore), 
ordered column-wise lexicographically. The problem of super-resolution is 
then solved, in the least-squares .sense, by minimization of the error t 
between the actually measured and the predicted LR images: 

^-V\kK-K^t- (2) 

The estimation of the HR image from the equation (2) is known to be an 
ill-conditioned problem, in the sense that small perturbations of LR images 
can lead to large changes in the reconstructed image. As a result the 
reconstruction problem is intrinsically unstable. A commonly used procedure 
that alleviates this difficulty is adding a Regularization term to equation (2): 

^^TitK-A.xf+AlQxf. (3) 

Q represents here a stabilization matrix and A, > 0 is the regularization 
parameter. The regularization term can incorporate some a priori knowledge 
about the real high-resolution scene (smoothness, for example) and has to be 
chosen in such a way as to ensure that the reconstruction X is stable with 
respect to small variations in the image data. 

Most published techniques attempt to solve equation (2) or its regularized 
version (3) for the case where image motion is characterized by a global 
translation or rotation [8, 9], Hardie ef al [8] used steepest descent and 
conjugate-gradient techniques for minimizing the cost function eq. (3) with a 
simple regularization term that enforced the smoothness of the solution. The 
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iterative back-projection method was adopted in [9]. Tuinstra ef al [10] 
proposed a method for treating non-global motion that used automated 
motion segmentation and registration. 

The techniques based on optimization of the reconstructed image by 
minimization of the cost function (2) or (3) are usually applied in the spatial 
domain. In contrast, Tsai and Huang [11] were the first to propose the 
frequency domain approach for solving the super-resolution problem. This 
method directly addresses the removal of aliasing artifacts. The frequency 
domain approach is based on an assumption that the original high-resolution 
image is band-limited and exploits the translational property of the Fourier 
Transform. It makes use of the aliasing relationship between the Continuous 
Fourier Transform (CFT) of the original real scene and the Discrete Fourier 
Transform (DFT) of the observed low-resolution images. 

In their paper, Tsai and Huang assumed the sequence of low-resolution 
frames to be free from distortions such as blur or noise. The computational 
cost of the method was found to be relatively low, but due to the limitation 
in geometric warping the approach did not gain much popularity. 

In general, however, the problem of super-resolution is computationally 
expensive, ill-posed and underdetermined. In an attempt to alleviate the 
computational cost, Nguyen et al. [12, 13] introduced the concept of 
Preconditioning to the super-resolution problem. Preconditioning transforms 
the original system into one with the same .solution but with better 
convergence properties. It therefore can be solved faster. 

In this paper, we adopt a fast iterative approach for solving the problem 
of image super-resolution. In this method, a well-defined interpolation kernel 
is used to generate a first approximation to the reconstructed image. This 
approximation is then iteratively improved to produce the final high-
resolution solution. The paper compares the most commonly-used 
interpolation kernels and evaluates the efficiency of the reconstruction as a 
function of the number of LR images. 

3. IMAGE INTERPOLATION BASED SUPER-
RESOLUTION 

It is well known result that the reconstruction X in equation (3) tends to 
the generalized inverse solution as the regularization term vanishes (A, --> 0). 
This result is the starting point for the method adopted in this paper. 
Although the method can be derived explicitly from the equation (3), for the 
purpose of this short communication we adopt more intuitive description, 
deferring mathematically rigorous derivation to a future publication. 
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The method consists of several steps. At the initial stage the camera 
motion has to be taken into account. To accomplish this, a sequence of 
observed low-resolution images of the scene we want to super-resolve is 
registered precisely relative to the reference LR frame. Once this is achieved, 
a high-resolution image grid is populated with pixels from low-resolution 
images by placing them at the appropriate grid-points according to the 
registration information. Since the number of low-resolution images is 
limited, the whole composite grid template is not completely filled. It is 
worth mentioning at that point that under certain conditions this sparse 
image is related to the generalized inverse solution of equation (2). 

The high-resolution image is finally estimated by interpolating the sparse 
grid to populate the empty pixels. This is an important step that has 
significant effect on the accuracy of the reconstruction. In an attempt to 
quantify the effect of interpolation on the reconstruction, the several image 
interpolation techniques were compared. Computer experiments were carried 
out using the following most commonly used interpolation methods; 

a) Linear Interpolation 
b) Nearest-Neighbor Interpolation 
c) Truncated Sine Interpolation 
d) Lanczos2 Windowed Sine Interpolation 
e) Lanczos3 Windowed Sine Interpolation 
f) Cubic Spline Polynomial (Order 4 and 5) 
g) Gaussian Interpolation (Order 2, 6 and 10) 

4. IMPLEMENTATION 

The algorithm described briefly in the previous section was coded in 
MATLAB, making use of the Image Processing Toolbox. A number of high-
resolution images of sizes 512 by 512 and 1024 by 1024 were used for our 
testing purposes, In order to quantify the accuracy of the reconstruction a 
synthetic set of low-resolution images was generated for each HR image by 
applying random translations. The reconstruction procedure was then applied 
to the LR images and the reconstructed HR image was compared with the 
original. The interpolation methods listed above were implemented. 

Two examples of the super-resolution reconstruction are presented here. 
Figure 1 shows LR images where only one image from each sequence is 
displayed. In these particular examples ten LR images were used for each 
reconstruction and the subsampling ratios were 16 and 12 for panels (a) and 
(b), respectively. The reconstructed HR images are shown in Figure 2, By 
inspecting the reconstructed images one can clearly see the deficiency of the 
reconstruction process. The periodic artifacts that are visible in the 
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interpolated images are due to the liigh number of empty blocks in the 
composite high-resolution grid. These empty blocks appear in the HR grid as 
a result of irregular sampling of the scene caused by random movements 
between LR frames. The quality of the HR image increases significantly 
with the number of LR frames used in the reconstruction process. For 
practical reasons, however, it is important to keep the number of LR images 
as low as possible. Therefore, in the next section, we adopt an iterative 
approach to remove these visible artifacts and improve the estimated high-
resolution solution. 
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Figure I. (a) One of the ten low-resolution image.s with samphng ratio of 16. Size - [64 x 641. 
(b) One of the ten low-resolution images with sampling ratio of 12. Size - f42 x 421. 
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Figure 2, First Approximation interpolated images, (a) f 1024 x 1024] (b) (504 x 504] 
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5. ITERATIVE IMPROVEMENT TECHNIQUE 

A solution of the least-square problem eq. (3) can be sought by solving 
the equivalent normal equation, which involves the inversion of a linear 
operator. Suppose that only an approximate inverse is known, the solution 
can then be improved by an iterative approach described in [14], 

In the context of super-resolution reconstruction, the approximate inverse 
operation is given by our interpolation-based reconstruction, as described in 
the previous sections. The interpolated HR image is fed into the iteration 
scheme as the first approximation image X;. This image is then exposed to 
the same imaging conditions as the original (unkhown) scene and as 
represented by the imaging operator AK in equation (1). The result is that the 
set of LR images bK "̂ is generated. Since the image X| is only an 
approximation of the real scene, these new LR images are different from the 
original LR images bK- The difference between the two sets forms the error 
vector that should vanish when the reconstructed image converges to the real 
scene. The error vector is now reconstructed into HR error image, using the 
interpolation procedure from the previous section, and added to X|. The 
resultant image forms the second approximation X2 of the real scene. The 
image X2 is the input for the next iteration. A new set of LR images is 
generated and subtracted from the original set to form the new error vector, 
which is reconstructed and added to X2. The resultant image is the third 
approximation X3. The process is repeated until convergence is achieved. 

6. RESULTS 

In order to quantify the fidelity of reconstruction we have again used 
several known high-resolution images to artificially generate lower-
resolution images. The reconstructed HR images were then compared with 
the original images. A modified version of Root Mean Square Error (RMSE) 
has been used as a similarity measure. The modification was to ensure that 
the local spatial contents of images were compared and not their global 
brightness. The value of RMSE was calculated between the iteratively 
reconstructed high-resolution image and the original high-resolution image 
to monitor the reconstruction process. 

It is worth mentioning that although the main purpose of the iteration 
procedure is to minimize artifacts appearing in the interpolated images, the 
process contains also an implicit regularization features. Both the size of the 
interpolation kernel as well as the number of iteration strongly affects the 
smoothness of the reconstructed image and controls the stability of the 
process. 
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Figure 3 shows two examples of the iterative reconstruction of the 
images from figures 1 and 2. It is evident that the algorithm successfully 
removed the artifacts that were visible in the interpolated images, figure 1 
and 2. 
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Figure 3. (a) and (b) - Iteratively Reconstructed High-Resolution Images 

A number of different high-resolution test images have been used in the 
simulation to compare and analyze the performance of the interpolation 
techniques in generating high-resolution images. For ail images the 
tendencies were similar. Although the RMSE numbers differed for each test 
image due to the different contents of the images, it has been observed that 
the most of the improvement occurred during the first few iterations. The 
further changes in the RMSE values were much smaller and eventually there 
was no discernible improvement. Typically, as many as 20 iterations were 
needed to achieve convergence. 

The quality of the reconstruction procedure scaled with the number of LR 
images used in the process. The greater the number of LR images a more 
densely populated HR grid was generated, and hence the accuracy of the 
interpolation and reconstruction improved. Note that for larger magnification 
factors increasing numbers of LR images are necessary to maintain the same 
level of performance. In most cases, about 10 LR images were sufficient for 
magnification factors as large as 16. 
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7. SUMMARY AND CONCLUSIONS 

A hybrid reconstruction scheme has been proposed here for application to 
the problem of super-resolution restoration of high-resolution images from 
sequences of low-resolution images. The method makes use of interpolation 
techniques to produce the first approximation for the reconstructed image 
and then employs an iterative approach to generate the final solution, 
Preliminary results show that the algorithm is efficient and has a promise of 
being applicable for real time processing. 

Computer experiments were conducted to validate the algorithm. The 
performance of the method was found to depend significantly on the 
interpolation method used in reconstruction. Several different interpolation 
techniques were implemented and tested. As expected, the higher degree 
interpolation methods were more accurate, leading to better reconstruction. 
The price for better accuracy, however, was longer computational time. Our 
results seemed to indicate that the cubic spline interpolation was the most 
promising in the tradeoff between the accuracy and the computational speed. 

The approach presented in this paper requires a relatively small number 
of low-resolution images for efficient reconstruction. Good results were 
obtained with only 10 LR frames and for magnification factors as large as 
16. This is important for practical applications, because if a large number of 
LR images were required the accumulation of errors would impede the 
reconstruction accuracy. 

Although the algorithm has been applied to grayscale images only, its 
extension to RBG images should be straightforward. Further work is also 
required to test the robustness of the method to noise and registration errors. 
The extension of the algorithm to more general geometric warping is another 
future challenge. These issues are currently under investigation. 
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Abstract; Human computer interaction is concerned in the way Users (humans) interact 
with the computers. Some users can interact with the computer using the 
traditional methods of a keyboard and mouse as the main input devices and the 
monitor as the main output device. Due to one or another reason, some users 
are enable to interact with machines using a mouse and keyboard device, 
hence there is need for special devices. If we use computer for more time it is 
really difficult to sit on the chair, keeping hands continuously on the keyboard 
or mouse and keep watching the monitor. 

To relax our body and interact comfortably with computer, we need some 
special device or method, so that computer will understand and accept 
commands without keyboard or by clicking mouse. 

Speech Recognition System helps users who are unable to use traditional Input 
and Output (I/O) devices. Since tour decades, man has been dreaming for an 
"intelligent machine" which can master the natural speech. In its simplest 
form, this machine should consist of two subsystems, namely Automatic 
Speech Recognition (ASR) and Speech Understanding (SU). The goal of ASR 
is to transcribe natural speech while SU is to understand the meaning of the 
transcription. Recognising and understanding a spoken sentence is obviously a 
knowledge-intensive process, which must take into account all variable 
information about the speech communication process, from acoustics to 
semantics and pragmatics 
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1. INTRODUCTION 

Speech is one of the oldest and most natural means of information exchange 
between human beings. We, as humans speak and listen to each other in 
human-human interface. The speech generation and production system is 
described in following figure. 
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Fig.: Speech Generation and Production system. 

Voice/speech recognition is a field of computer science that deals with 
designing computer systems that recognize spoken words. It is a technology 
that allows a computer to identify the words that a person speaks tlvough a 
microphone or telephone. 
Speech recognition can be defined as the process of converting an acoustic 
signal, captured by a microphone or a telephone to a set of words. 
Automatic Speech Recognition (ASR) is one of the fastest developing fields 
in the framework of speech science and engineering. In the new generation 
of computing technology, it comes as the next major innovation in man-
machine interaction, after functionality of Text-To-Speech (TTS), supporting 
Interactive Voice Response (IVR) systems. 
Nowadays, the statistical techniques prevail over ASR applications. 
Common speech recognition systems, these days can recognize thousands of 
words. The evolution of ASR, has improved its scope of applications in 
many aspects of daily life, for example, telephone applications, applications 
for the physically handicapped and illiterates and many others in the area of 
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computer science. Speech recognition is considered as an input as well as an 
output during the Human Computer Interaction (HCI) design. HCI involves 
the design implementation and evaluation of interactive systems in the 
context of the users' task and work 

2. SPEECH RECOGNITION TECHNIQUES 

Speech recognition techniques are as follows: 

i. Template based approaches matching: Unknown speech is compared 
against a set of pre-recorded words (templates) in order to find the best 
match. This has the advantage of using perfectly accurate word models. 
But it also has the disadvantage that pre-recorded templates are fixed, so 
variations in speech can only be modeled by using many templates per 
word, which eventually becomes impractical. Dynamic time warping is 
such a typical approach. 
In this approach, the templates usually consist of representative 
sequences of feature vectors for corresponding words. The basic idea 
here is to align the utterance to each of the template words and then 
select the word or word sequence that contains the best. For each 
utterance, the distance between the template and the observed feature 
vectors are computed using some distance measure and these local 
distances are accumulated along each possible alignment path. The 
lowest scoring path then identifies the optimal aligrunent for a word and 
the word template obtaining the lowest overall score depicts the 
recognised word or sequence of words. 

ii. Knowledge based approaches; An expert knowledge about variations in 
speech is hand coded into a system. This has the advantage of explicit 
modeling variations in speech; but unfortunately such expert knowledge 
is difficult to obtain and use successfully. 
Thus this approach was judged to be impractical and automatic 
learning procedure was sought instead. 

iii. Statistical based approaches; In this variation, speech is modeled 
statistically using automatic, statistical learning procedure, typically the 
Hidden Markov Models (HMM). The approach represents the current 
state of the art. The main disadvantage of statistical models is that they 
must take priori-modeling assumptions, which are liable to be 
inaccurate, handicapping the system performance. In recent years, a new 
approach of challenging problems of conversational speech recognition 
has emerged, holding a promise to overcome some fimdamental 
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limitations of the conventional Hidden Markov Model (HMM) 
approach. 
This new approach is a radical departure from the current HMM-based 
statistical modeling approaches. Rather than using a large number of 
unstructured Gaussian mixture components to account for the 
tremendous variations in the observable acoustic data of highly co-
articulated spontaneous speech, the new speech model that have 
developed provides a rich structure for the partially observed (hidden) 
dynamics in the domain of vocal-tract resonance. 

iv. Learning based approaches: To overcome the disadvantage of the HMMs, 
machine learning methods could be introduced such as neural networks 
and genetic algoritlim / programming, hi these machine-learning models, 
explicit rules or other domain expert knowledge need not be given. They 
can be learned automatically through emulations or evolutionary 
process. 

v. The artificial inteUigence approach attempts to mechanise the recognition 
procedure according to the way a person applies his intelligence in 
visualizing, analysing, and finally making a decision on the measured 
acoustic features. Expert system is used widely in this approach. 

3. MATCHING TECHNIQUES 

Speech-recognition engines match a detected word to a known word 
using one of the following techniques. 

i. Whole-word matching: The engine compares the incoming digital-audio 
signal against a pre-recorded template of the word. This teclinique takes 
much less processing than sub-word matching, but it requires the user (or 
someone) pre-record every word that will be recognized (sometimes 
several hundred thousand words). Whole-word templates also require large 
amounts of storage (between 50 and 512 bytes per word) and are practical 
only if the recognition vocabulary is known when the application is 
developed. 

ii. Sub-word matching: The engine loote for sub-words, usually phonemes 
and then performs further pattern recognition. This technique takes more 
processing than whole-word matching, but it requires much less storage 
(between 5 and 20 bytes per word). In addition, the pronunciation of the 
word can be guessed from English text without requiring the user to speak 
the word beforehand. On discussing the research in the area of automatic 
speech recognition, it has been pursued for the last three decades, that only 
whole-word based speech recognition systems have found practical use 
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and became commercial successfiil. Though whole-word models became 
successful but the researchers mentioned that, they still suffer from two 
major problems, i.e. co-articulation problems and requiring a lot of 
training to build a good recognizer. 

4. BUILDING AN APPLICATION BASED ON 
SPEECH INTERFACE 

For building an application based on Speech Interface we need to 
follow following steps: 

Speech 

Feature 
Extraction 

I 
Probability 
Estimation 

I 
Decoding 

I 
Language 

Models 

T 
Recognised Sentences 
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4.1 Input 

Accept conmiands through Microphone. 

4.2 Feature Extractions And Feature Matching 

Feature extraction is tlie process that extracts a small amount of data 
from the voice that can later be used to represent each speech. 
Feature matching involves the actual procedure to identify the unlaiown 
speech by comparing extracted features from his/her voice input. 
All speech recognition systems have to serve two distinguished phases. 
The first one is referred to as enrollment sessions or training phase while 
the other is referred to as operation sessions or testing phase. 

4.2.1 Speech Feature Extraction 

The purpose of this module is to convert the speech waveform to some 
type of parametric representations for further analysis and processing. 
This is often referred to as the signal-processing front end. 
A wide range of possibilities exists for parametrically representing the 
speech signal and the speech recognition task, such as Mel- Frequency 
Cepstrum Coefficients (MFCC), Linear Prediction Coding (LPC) and 
many more. 

4.2.2 MFCCmodel: 

MFCC's are based on the known variation of the human ear's critical 
bandwidths with frequency, filters spaced linearly at low frequencies and 
logarithmically at high frequencies have been used to capture the 
phonetically important characteristics of speech. This is expressed in the 
mel-frequency scale, that is linear fi-equency spacing below 1000 Hz and 
a logarithmic spacing above 1000 Hz. 

4.2.3 LPC Model 

Linear Predictive Coding (LPC) is one of the most powerful speech 
analysis techniques and is a usefiil method for encoding quality speech at 
a low bit rate. It provides accurate estimates of speech parameters and 
efficient for computations. It is a speaker and text independent, 
normalized speech model and therefore LPC is more suitable for this 
type of application. 
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4.3 Training and Matching 

In this part, by providing the Artificial IntelUgence to the machine it is 
trained to match new sample of data with the trained samples. 

4.3.1 Artificial Neural Networks 

Neural Networks are often used as a powerful discriminating classifier 
for tasks in automatic speech recognition. They have several advantages 
over parametric classifiers. However, there are disadvantages in terms of 
amount of training data required and length of training time. The 
FeedForward BaclcPropagation model is cominonly used for automatic 
speech recognition process. 

4.3.2 Hidden Markov Model: 

In the context of statistical methods for speech recognition, Hidden 
Markov Models (HMM) have become a well laiown and widely used 
statistical approach to characterize the spectral properties of frames of 
speech. It is a probabilistic model. As a stochastic modeling tool, HMMs 
have an advantage of providing a natural and highly reliable way of 
recognizing speech for a wide variety of applications. Since the HMM 
also integrates well into systems incorporating information about both 
acoustics and syntax, it is currently the predominant approach for speech 
recognition. 

4.4 Text-to-Speech (Speech Synthesis) 

After getting the results finally text results are converted into speech and 
outputted through speakers. 

5. PROBLEMS IN DESIGNING SPEECH 
RECOGNITION SYSTEMS 

ASR has been proved, that it is not an easy task. The main challenge in the 
implementation of ASR on desktops is the current existence of mature and 
efficient alternatives, the keyboard and mouse. In the past years, speech 
researchers have found several difficulties that contrast with the optimism of 
the first speech technology pioneers. According to Ray Reddy, in his review 
of speech recognition by machines says that the problems in designing ASR 
are due to the fact that it is related to so many other fields such as acoustics. 
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signal processing, pattern recognition, phonetics, linguistics, psychology, 
neuroscience, and computer science. And all these problems can be 
described according to the tasks to be performed. 

i. Number of speakers: With more than one speaker, an ASR system must 
cope-up with the difficult problem of speech variability from one 
speaker to another. This is usually achieved tlirough the use of large 
speech database as training data. 

ii. Nature of the utterance: Isolated word recognition imposes on the 
speaker the need to insert artificial pause between successive utterances. 
Continuous speech recognition systems are able to cope-up with natural 
speech utterances in which words may be tied together and may at times 
be strongly affected by co-articulation. Spontaneous speech recognition 
systems allow the possibility of pause and false starts in the utterance, 
the use of words not found in the lexicon etc. 

iii. Vocabulary size: In general, increasing the size of the vocabulary 
decreases the recognition scores. 

iv. Differences between speakers due to sex, age, accent and so on. 
V. Language complexity: The task of continuous speech recognizers is 

simplified by limiting the number of possible utterances through the 
imposition of syntactic and semantic constraints. 

vi. Environment conditions: The sites for real applications often present 
adverse conditions (such as noise, distorted signal, and transmission line 
variability) that can drastically degrade the system performance. 

6. CONCLUSION 

The dream of a true virtual reality, a complete human-computer 
interaction system will not come true unless we try to give some 
perception to machine and make it perceive the outside world as humans 
do. Machine perception comes before any intelligent system 
consideration. 
Speech understanding by the machine and interacting with the human 
like human-to-human will be the real interface for human-to-machine 
interaction. 
The Speech interface will be a boon for physically challenged people, 
aged people and people having computer operation phobia. 
Such apphcations can be further developed in different languages. 
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Abstract: Synchronization is used in dual redundant fault-tolerant system to make two 
computers work jointly. It determines the work mode and controls the 
operations of the system. The paper presents a dual redundant fault-tolerant 
system and proposes its process of synchronization based on task. The 
synchronization treats task as the minimal operation unit, And it is 
implemented with the assist of dual-computer-controller and outer memory, 
the latter includes task buffer and global data region. Dual-computer-controller 
controls the input and output of tasks that are stored in task buffer. The switch 
in of backup computer is implemented by duplicating global data from global 
data region used by host computer. Additional resolutions for key points, such 
as the switch between two computers, are also put forward in conclusion. It is 
proved that the task-level synchronization can make two computers work in 
phase, and the system is applicable to critical fields requiring high 
dependability. 

Key words: synchronization, dual redundant fault-tolerant system, task, dependability 

1. INTRODUCTION 

Computer systems, working in critical fields, such as bank and space, are 
commonly designed to be fault-tolerant to achieve high dependability, which 
generally increases exponentially by using linearly increasing redundant 
resources [1], In engineering realizing, most of dual redundant systems are 
isomorphic redundant and classified to four elementary types, namely, cold 
backup, warm backup, hot backup and duplex. User applications in backup 
computer are suspended in the systems working in cold backup mode or 
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warm backup mode, as a result of which there is no process of 
synchronization between two computers. And in the systems working in 
duplex mode, additional comparer, or arbitrator, is adopted to compare and 
output the results of two computers; more dependable as the systems are, 
high cost and complex structure limits their applications. Hot-backup 
systems own the advantages of easy realizing and quick switching; however, 
synchronization is required to ensure proper cooperation between two 
computers in different situation [2-3]. This paper presents a dual redundant 
fault-tolerant system, which works in hot backup mode. With the 
intercommunion between two computers in the system, its task based 
synchronization is introduced. 

The paper is structured as follows: after the introduction, the architecture 
of the dual redundant fault-tolerant system is presented. Afterwards, the 
process of synchronization is analyzed, including task control of the system. 
Finally, in Section 4 the conclusions are stated. 

2. DESIGN FOR DUAL REDUNDANT FAULT-
TOLERANT SYSTEM 

For the purpose of decreasing the system complexity and weakening the 
coupling between two computers, intercommunion should be as little as 
possible [4-5]. As a result, the importing and exporting of one computer 
should be processed without the participation of the other one. In this way, 
two computers can make coarsely granular synchronization, named the 
process of synchronization based on task or task-level synchronization. 
According to the above statement, we designed a prototype working in hot 
backup mode. The system architecture is shown in figure 1. 

The architecture includes two CPU-boards, one control-board and one 
connection-backboard, and the former two boards can be inserted into the 
connecter-backboard. CPU-board contains CPU, inner memory, interface 
circuit, self-detecting circuit and reset circuit. Therefore, one CPU-board, or 
computer-set, can be used as the minimal computer system that makes 
transactions independently. Control-board is used to administer two 
computer-sets and it consists of device interface, interface circuit, two outer 
memories and dual-computer-controller. Connection-backboard provides the 
channel of communications between CPU-boards and control-board; it 
comprises power circuit, protection circuit and bus of the system. 

Outer memory is visible for outer devices and computer-sets. As one part 
of outer memory, task buffer stores the commands sent to the system by 
outer devices; and at the same time, it can be accessed by its corresponding 
computer-set. Since outer devices send commands to two outer memories at 
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the same time, the contents contained in two task buffers should be same 
when the system works in dual-computer-working state. Another part of 
outer memory is called global data region, which stt)res global data, such as 
system parameters or temporary results. Device-communication-controllcr 
controls the direction of data stream, which means that only one computer-
set can export its results to outer devices, and that two computer-sets can 
import transaction, or task, at the same time. CP{J O-'l resets watchdog 0/| 
periodically, which locales in dual-computcr-conlroller and monitors the 
work state of computer-set. When both computer-sets are in well .state, task-
input-conlroller determines when task,̂  in task buffer are read by computer-
set. If one coiTiputer-sct fails. onl_\ the working computer-set can import 
tasks from task buffer, as is also handled by lask-inpiit-controller. 
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3. PROCESS OF SYNCHRONIZATION BASED ON 
TASK 

If host computer fails, the system should switch from dual-computer-
working state to single-coinputer-working state smoothly, '["hen. original 
backup computer should take over the transactions of the system with the 
status of new host computer. As a prerequisite, the process of switch should 
be invisible to outer devices, which are unaware of the architecture of the 
system. Therefore, two computer-sets must synchronize when they are bt)th 
in well stale, .so as to realize the smooth switch if host computer fails. 
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In single-task dual redundant systems, such as dual SCMs system, the 
synchronization can be achieved easily, because two computers' input and 
output is simultaneous. However, it is different to our system, which runs 
multi-tasks operating system, since its data input and output is asynchronous. 
Moreover, with smaller data granularity, it gets more cost and worse 
extension ability [6-8]. In this paper, we present the task-level 
synchronization, which uses coarsely granular, different to signal-level 
synchronization and instruction-level synchronization. 

For system users, task is a command sent to the system by outer devices. 
And it determines the anticipant operation and behavior. For the system 
itself, task is data with specific format, saved in the task buffer. Each task 
possesses its own unique signification; and there is no explicit affiliation 
between two different tasks. Task number or time stamp marks a task. 
Furthermore, task is provided with a priority, which means task with higher 
priority owns higher authority to be solved. Besides, task also has task head, 
task tail and task content. The format of task is shown in figure 2. 

; Head j Task nufiihor (lime .sUunp) • Prioi ' i ly Q^^Loa Tni 1 ; 

Figure 2. Task format 

a) Task input. Outer devices send tasks as commands to the system through 
the device interface. Then, tasks are stored in task buffer temporarily, 
waiting for the read-requests sent by computer-set. It is the dual-
computer-controller that controls when tasks are read from task buffer by 
computer-set. 

b) Task output. If task has finished, computer-set write data, with given 
format, to outer memory accessed by outer devices. 

c) Task synchronization. If two computer-sets run single-task operating 
system, own the same working frequency and import tasks 
simultaneously, they will complete the same task at the same time. 
However, in the system we present, with multi-tasks operating system 
running on both computer-sets, they are not likely to export their results 
simultaneously despite that they import a task at the same time. To tackle 
this problem, outer memory is divided into many blocks, each of which is 
used by a specific application in computer-set. In this way, there will be 
no interfering between two computer-sets; and the order of executing 
applications becomes unimportant. 

d) Switch out. Once watchdog detects the failure of host computer, it will 
inform the dual-computer-controller to connect outer devices with 
backup computer, leading the system into the single-computer-working 
state. Besides, a reset signal is sent to the failed computer-set by 
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watchdog. The signal is also captured by dual-computer-controller to 
change the work state of the system. However, if backup computer fails, 
nothing occurs except that backup computer restarts, 

e) Switch in. Supposing computer-set zero is in well state and computer-set 
one fails, watchdog one judges whether computer-set one has restarted by 
the periodical signals sent from CPU one. Affirming that computer-set 
one has restarted, dual-computer-controller will not permit computer-set 
zero to read new task from task buffer after the current tasks in computer-
set zero fmishes. Then, dual-computer-controller notifies computer-set 
zero to store global data to global data region zero, so that computer-set 
one could duplicate global data from global-data-region zero. Finally, 
dual-computer-controller permits both computer-sets to import and 
export tasks, leading the system into the state of synchronization between 
two computer-sets. In order to improve efficiency, the switch in of 
backup computer should arise at the time when host computer is in low 
workload; however, the system's dependability will decrease if it keeps 
on working in single-computer-working state for a longtime. 
The proposed synchronization is based on task and realized with the aids 

of dual-computer-controller and outer memory. And there is no monitor 
application running in computer-set and no communication between two 
computer-sets. Accordingly, with low overhead in operating system, the time 
of context switch decreases, as is favorable to improve the system efficiency. 

4. CONCLUSIONS 

It is a challenge to design dual-computer-controller for its bottle-neck 
position and complex functions. Therefore, in our system, dual-computer-
controller is realized in FPGA with particular ability of reprogramming and 
reconfiguring [9]. TMR is also used to increase the reliability of key 
components in dual-computer-controller. 

As mentioned above, once backup computer begins switching in and 
duplicates global data from global data region, used by host computer, to global 
data region, used by backup computer, host computer will stop importing new 
tasks. In this process, if outer devices send tasks with higher priority to the 
system, the system should stop duplicating data and respond to the tasks before 
switching in completes. Furthermore, if this kind of tasks comes forth frequently, 
backup computer would not complete switching in, holding the system in the 
state of single-computer-working for a long period, which brings the hidden 
trouble of system crash. However, the appearance of that kind of tasks generally 
indicates emergencies of the system, so they come forth infrequently. Besides, 
global data occupies little storage space, which decreases the time of duplicating 
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and expedites the process of switching in. 
Watchdog being used to monitor computer-set, the count time of 

watchdog is distinctly the longest time that dual-computer-controller will 
take to become aware of computer-set's failure. In this period, dual-
computer-controller believes that the system is in dual-computer-working 
state, but the fact is quite the reverse; as a result, the accesses from outer 
devices to outer memory fail and backup computer cannot export data to 
outer devices. However, the problem can be solved after original backup 
computer takes over the system. 

It has been proved that our system, based on task-level synchronization, 
can make smooth switching between two computers. And, at the same time, 
high performance and reliability are preserved. It is applicable to the critical 
fields requiring high dependability. Furthermore, if a little change is made to 
the synchronization definition, it can also be used in duplex systems. 
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Abstract This paper describes application of association ailcs in education. To mal<c ev
erything more clearly visible a graphic display of objects and attributes in a 
lattice structure is provided. Vectors and matrices are used to reduce the com
putational complexity while searching for association rules in the case when at 
least one attribute included in the 'if part of the statement is known. 

Keywords: E-leaming, data mining 

Introduction 
Association-rule mining is a technique for finding association and/or cor

relation relationships among data items in large databases. Association rales 
are probabilistic in nature and show attribute value conditions that occur fre
quently together in a given dataset. The information association rules provide 
is a statement in an antecedent/consequent format. The probabilistic approach 
deals with statements of the fonti 'the presence of attributes H and 5R often also 
involves attribute S ' . This approach has an application in different fields such 
as market basket analysis [5], medical research [9] and census data [12], 

In this paper we show an application of association rules in education. A 
graphic display of objects and attributes in a lattice structure is also provided. 

The rest of the paper is organized as follows. Related work is described 
in Section 1. Some definitions and statements from formal concept analysis 
and rule mining may be found in Section 1. The main results of the paper are 
placed in Section 2. The paper ends with a conclusion in Section 3. 
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1. Related Work 
Formal concept analysis [10], [16] started as an attempt of promoting bet

ter communication between lattice theorists and users of lattice theoiy. Since 
1980's formal concept analysis has been growing as a research field with a 
broad spectrum of applications. Various applications of formal concept analy
sis are presented in [11]. An excellent introduction to ordered sets and lattices 
and to their contemporary applications can be found in [8]. 

The complexity of mining frequent itemsets is exponential and algorithms 
for finding such sets have been developed by many authors such as [4], [6], 
[15] and [18]. 

Mining association rules is addressed in [1]. Algorithms for fast discovery 
of association rules have been presented in [2], [3], and [14]. 

Preliminaries 
A concept is considered by its extent and its intent: the extent consists of 

all objects belonging to the concept while the intent is the collection of all 
attributes shared by the objects [8]. 

A context is a triple (G, M, / ) where G and M are sets and I C G,x M. 
The elements of G and M are called objects and attributes respectively. 

For ^ C G and B C M, define A' = {m E M \ (V.g e .4) givi} and 
B' — {g € G I (Vm G B) gim}; so A' is the set of attributes common to 
all the objects in A and B' is the set of objects possessing the attributes in B. 
Then a concept of the context (G, M, / ) is defined to be a pair (A, B) where 
ACG,BQ M, A' = B and B' = A. The extent of the concept (A, B) is 
A while its intent is i?. A subset A of G is the extent of some concept if and 
only if .4" = A in which case the unique concept of the which A is an extent is 
{A, A'). The corresponding statement applies to those subsets B of M which 
are the intent of some concept. 

The set of all concepts of the context (G, M, I) is denoted by *B(G, M, / ) . 
(18(G, M, / ) ; <) is a complete lattice and it is known as the concept lattice of 
the context (G,Af, J). 

An association rule Q —> R holds if there are sufficient objects possesing 
both Q and R and if there are sufficient objects among those with Q which also 
possess R [7]. 

A context (G, M, / ) satisfies the association rule Q —* Rminsupjninconf, 

with Q,R & M, ifsupiQ -^ R) ^ ^ ^ ^ - ™"^'S'"P' ^nd conf{Q -> 

R) = 1^11 > minconf provided minsup e [0,1] and minconfG [0,1]. 

The ratios l^i and u^n are called, respectively, the support and the 
confidence of the rule Q —> R. In other words the rule Q —* R has support a% 
in the transaction set Tifa% of the transactions in T contain QUR. The rule 
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Table 1. Context for students groups 
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X 

cannot 

X 

X 

X 

has confidence •0% if V-'% of the transactions in T that contain Q also contain 
R. 

2. Application of Association Rules 
Students taking a course are divided in groups according to gender and re

sults from a test. The goal is to find the association rules that relate attributes, 
chosen by a lecturer, to students' results from the test. 

Group I (Gr. 1 
Group 2 (Gr. 2 
Group 3 (Gr. 3 
Group 4 (Gr. 4 
Group 5 (Gr. 5 
Group 6 (Gr. 6 
Group 7 (Gr. 7 
Group 8 (Gr. 8 
Group 9 (Gr. 9 

- inale students with score above 80% on the test 
- male students with score between 60% and 80% on the test 
- male students with score between 40% and 59% on the test 
- male students with score between 20% and 39% on the test 
- female students with score above 80% on the test 
- female students with score between 60% and 80% on the test 
- female students with score between 40% and 59% on the test 
- female students with score between 20% and 39% on the test 
- students with score less than 20% on the test. 

The corresponding Hasse diagram is shown in Fig. 1. 
Based on this context a binary matrix G with rows and columns con'espond-

ing to the rows and columns in Table 1 is generated. The rows in the context 
are denoted hy g.i,i = 1,.... 9. An element in the matrix is set equal to 1 if the 
corresponding entry in the context is marked and to 0 otherwise. 

Suppose we are interested in the association rules that involve the attribute 
'has sufficient preliminary knowledge'. We then choose all vectors that have 
1 as their first coordinate. The obtained matrix is denoted by Gij (in this 
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Figure 1. Hasse diagram for students' results from an implicit differentiation test 

particular case G^j), where the value of? shows the number of rows in G,,j 
and the value of j shows which attribute has been chosen. 

This way we considerably reduce the number of any other following oper
ations that involve the attribute 'has sufficient preliminary knowledge' in the 
' if part of our search. We then add gi to each of the remaining vectors in GQ^I 
and thus obtain Gg i. 

Advantage: At this point we can again reduce the number of rows in G'^i 
by deleting all rows with O's and 2's only. They are a repetition of the first 
vector in G Q J and only their number is of importance for our further work. 
Such a row reduction applied in our example leads to a matrix G5 ^ with five 
rows only. 

The next step is to look for positions in Gg ^ (or in its redused version if 
applicable, in this case Gg {) with value 2, beginning with the first row. Those 
positions indicate association rules. 

The association rules that have the attribute 'has sufficient preliminary knowl
edge' as an antecedent are 

If a student has sufficient preliminary knowledge then he/she can work 
with the material in Chapter 1 and Chapter 3 with a probability 79%. 
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• If a Student has sufficient preliminary knowledge and can work with the 
material in Chapter 2 fractions then he/she can work with the material in 
Chapter 1 and Chapter 3 with a probability 66%. 

• If a student has sufficient preliminary knowledge then he/she can work 
with the material in Chapter 2 with a probability 59%. 

• If a student has sufficient preliminary knowledge and can work with the 
material in Chapter 1 and Chapter 3 then he/she can work with the ma
terial in Chapter 2 with a probability 50%. 

Similar inquires will show any other association rule. 

3. Conclusion 
In this paper association rules in education have been used for fimding corre

lations among students' preliminary knowledge in a course and their abilities 
to work with the material in three chapters from the curriculum. 
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APPLICATION OF MACHINE TRANSLATION 
IN CHINA-AMERICA DIGITAL ACADEMIC 
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Abstract: This paper briefly introduces the main ideas of Machine Translation 
(MT) techniques, then discusses the application of MT in the China-
America Digital Academic Library (CADAL) 

Key words: CADAL, machine translation, digital library 

L INTRODUCTION 

The China-America Digital Academic Library (CADAL) Project was 

launched by China-US scientists (http://www.cadal.cn), aiming at digitizing 

one million books for the digital library. The project is also one of the key 

projects of the China Education Ministry for the "Tenth Five-year Plan", 

intended to provide digitized resources for teaching and research, and to 

prompt the sharing of those resources. 

The aim of the digital library is to provide information service. 

Nowadays users are no longer satisfied with the information retrieved 

though the internet; what they need is the integrated and processed 

information in different media. The service may even contain the knowledge 

and solution to the problem users have. CADAL therefore not only provides 
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digitized books, replacing traditional printed ones, but also process the 

digitized resources to extract relevant information, and provides more 

services to the users. Machine Translation (MT) is a service that CADAL 

intends to adopt to provide bilingual or multi-lingual translations. 

2. MACHINE TRANSLATION THEORY AND 
TECHNOLOGY 

As one of the earlier research branches of Natural Language 

Understanding (NLU), MT is a process to translate one natural language into 

another one. The software fulfilling such task is named Machine Translation 

System. 

Warren Weaver, director of Natural Sciences Department of 

Association of America Rockefeller Fund, published a memorandum entitled 

"Translation" to raise the issue of Machine Translation in 1949. With the 

development of both classical linguistic theory and modern computational 

linguistic theory, some commercial MT systems appeared later 80's, such as 

the American SYSTRAN System, the METAL System by Texas University 

and Siemens Company, ATLAS by HITACHI Company and the CETA 

System by Grenoble University. 

MT research in China was listed in the governmental "Science 

Development Compendium" as "MT/Natural Language Mathematics 

Theory" in 1956. In the later 80's and early 90's, two MT systems of 

practical value appeared: the "KY-l" English-Chinese MT System by the 

Academy of Sciences of Military Affairs and the "863-IMT" English-

Chinese MT System by the Institute of Computing Technology, a division of 

the Chinese Academy of Sciences. 

In recent years, MT systems are usually installed with professional 

dictionaries, run on the internet and have a user-friendly interface. MT 
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research for new applications, such as speech translation systems, is also 

underway. 

Traditional MT belongs to Knowledge Based MT (KBMT) [1], also called 

the Rule-based Method. Linguistic rules, which cover a wider domain than 

the training corpus, are constructed by specialists. These rules and their 

resulting systems tend to make more sense for human beings and can be 

adjusted quickly. However, they suffer from the following drawbacks: 

(1). Rule-based Methods are too labor-intensive, and rule construction 

requires extensive linguistic training. 

(2). Rule consistency is difficult to maintain, even for the same designer. 

Furthermore, common sense is often difficult to encode. 

(3). Rules designed by different experts can sometimes contradict each 

other and thus affect the overall system performance. 

Facing challenges of KBMT, Professor M. Nagao at Tokyo University 

proposed an analogy-based MT method in 1984 [2]. Many researchers extended 

Nagao's method to form a so-called Example-based MT (EBMT). The basic 

idea of EBMT is simple: given an input passage 5 in a source language and a 

bilingual text archive, where text passages S' in the source language are stored, 

aligned with their translations into a target language, 7" , S is compared with the 

source-language "side" of the archive. The "closest" match for passage S' is 

selected and the translation of this closest match, the passage J" is accepted as 

the translation of 5. 

Statistical MT [3, 4, 5] can be seen as one variant of EBMT. The basic 

idea in statistical MT is that the translation is based on the statistical 

probabilities of the words of the same text in two languages (parallel 

corpora). When such texts in two languages exist, the probabilities of the 

words can be counted and the translation system can be "taught to translate" 

by using the probabilities. 
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APPLICATIONS OF MT IN CADAL 

3.1 The goal 

CADAL is making use of MT in a number of ways: 

(1) Important information, such as a book's title or auti:ors is translated 

manually, or first translated by MT systems and then verified 

manually; 

(2) As the cornerstone of CADAL's system, MT provides instant service 

such as translation of contents indexed by XML; 

(3) Integrating MT with other services, such as multilingual information 

retrieval and special words retrieval. 

In the CADAL server (http://www.cadal.zju.edu.cn/), we applied a 

bilingual service engine to support the metadata retrieval between English 

and Chinese. This engine provides instant translation of book profiles. On 

the left of Figure 1 is a book profile in Chinese. When the user clicks the 

"English Profile"(link words in pink below the image of the book's cover), 

the system displays its English profile translated by the MT engine. The 

result is shown on the rightof Figure 1. 

Figure 1. A book profile in both Chinese and English 
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3.2 MT evaluation in CADAL 

Based on the goal of CADAL, we evaluated a number of existing MT 

systems. These included systems developed by IBM, Carnegie Mellon 

University, USC/ISl, RWTH Aachen University, Microsoft (Redmond) and 

the Institute of Computing Technology, a division of the Chinese Academy 

of Sciences. 

Results show that the performance of MT Systems created by RWTH 

Aachen University, CMU and ISI is superior to even that by SYSTRAN, but 

strategies of MT vary from system to system. RWTH Aachen University 

adopted the SBMT model, and improved the traditional noise channel based 

paradigm into the maximum entropy model [6], Their MT System also further 

enhanced the words- based alignment mode! to a phrase-based alignment model. 

Mega2RADD by CMU integrates SBMT with EBMT though a translation 

engine, and provides the optimized translation result. Re2Write by ISI takes 

IBM-4 statistical model as the prototype, the translation quality is improved by 

adding grammar analysis and KBMT. The models used and the improvement of 

quality in those systems show that a single translation strategy, whether rule-

based or based on statistical data, is only a partial solution, and integration of 

multiple translation strategies is the common feature of those systems. 

3.3 MT strategy in CADAL 

In light of the foregoing evaluation and current research in MT, we 

believe that the hybrid translation strategy is the most appropriate for MT in 

CADAL. 

Firstly, we intend to collaborate with CMU by using their Mega2RADD 

system as the basic framework, and adopting the idea of RWTH Aachen 

University, which is to improve the source-channel based paradigm into the 

maximum entropy model. In this model, the parameters are estimated by 

large-scale samples. Among them, P(E) , the priori probability that E 
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happens, can be estimated by constructing appropriate English linguistic 

model, while P(F/E), the conditional probability of F given E, can be 

estimated by the text-allied source text and corresponding target text. 

To this end, in addition to the hardware and software (natural 

language parsing and synthesis), MT in CADAL involves a dictionary, 

grammar rules, and dynamic correlation between texts. 

Secondly, under the framework of multiple engines, CADAL will take 

mtSDK ( http://lan.cpip.net.cn/) as the standard to provide translation 

services at different levels. CADAL will use different engine for different 

tasks. For instance, the translations of the author, book title, sentences, 

paragraphs, abstract, full text are carried out through different translation 

strategies, CADAL allows users to ask for the translation service and 

highlight the text that they would like translated. The translation engine of 

course must "understand" the individual words to translate in this way. 

Thirdly, from automatic machine translation to human translation, there are 

human-assisted machine translations and machine-assisted human translations, 

to which CADAL will pay more attention. Under the framework of level 

translation, human intervention is allowed to improve the translation quality in 

CADAL. 

4. CONCLUSIONS 

CADAL will make full use of the advantages of different MT systems 

to provide MT services to its users. The system will adopt multiple 

translation strategies, including rule-based, example-based and statistics-

based strategies; manage various information used during the translation by 

employment of an object-oriented multiple type database; and provide a user 

interface which allows manual intervention to the resultant translation of MT. 

In order to obtain the linguistic resources required by KBMT, CADAL will 



Intelligent Information Processing III 511 

also pay attention to the construction of its word library based on ontology, 

drawing on the research of Semantic Web. 

As a digital library shared globally, CADAL will make use of state-of-the-

art information technology to provide users of different levels with appropriate 

services, and let users study and work with digitized resources effectively. With 

the development of computer technology, we cherish the hope that MT can not 

only translate the textual information into the language with which the user is 

most familiar, but also achieve semantic information retrieval between different 

languages. 
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Abstract:The active functions of aDBS (active Database System) are currently aciiieved by 
ECA rule system. But it is difficult for ECA rules system to be analyzed and 
validated. And there is no perfect model today. Based on the Petri Net, This paper 
thinks over the character of rules system, and establishes a system model. And some 
behaviors are analyzed in this paper. 
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1. INTRODUCTION 

Usually active database system adopts active rules to realize active 
function, while typically active rule uses ECA rules modeling''^Complexity 
of ECA rule system is due to its complicated behavior. When rule is active 
and action is executed depends on coupling mode and coordination of rules. 

At present, rule execution diagram analysis method is applied to ECA 
rule system, such as trigger diagram, activation diagram, and etc", however, 
it can only plot trigger and activation relation between rules, and cannot 
materialize trigger and activation procedure of each rule. Therefore, this 
method cannot reflect feature of ECA rule itself, and cannot show 
complexity of rule system behavior indeed. On the other hand, Petri net 
possesses good formalization basis, it can describe change of system states, 
and has quite mature analysis theory. Although there are already similar 
references that use Petri net technology to analyze ECA rule system 
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modeling, for instance, reference 4 put forward Constraint Place/Transit 
Net, (shortened as CP/T Net) , and use the Net to make modeling 
analysis on active rule, however, it did not consider coupling relation of 
event-condition-action. 

This paper, on basis of Petri net, make modeling research on ECA rule, it 
puts forward a kind of extension Petri net system, and with which it builds 
ECA rule modeling, it can reflect feature of ECA rule modeling itself fully. 

2. BASIC PETRI NET MODEL OF ECA RULE 

2.1 Basic principle of Petri net 

Petri net, brought forward firstly in his doctoral thesis by Mr. C.A. Petri 
in 1962, is used for describing the relationship between computer events and 
the precedence, parallel and a synchronism relationships between complex 
events in discrete event system and can easily be used for describing the 
following events, such as resource conflicts, deadlock and buffer size in 
manufacturing system. 

Definition 2.1 Petri net is a 3-tuple group 

N = ( 5 . T; F) 

in which S and T are known as the place set and the transition set 
respectively and, F is the flow relation. The necessary and sufficient 
conditions are5: 

SnT = <^ 

F^SxTuTxS 
dom (F)ucod (F) = SuF 
Here: 
dom( F) = {x 13y :(x, y)e F} , 

cod( F )={y |3x : (x , y)e F } 
are domain of definition and value 

The place and transition are known as S_element and T_element, or 
S_meta and T_meta. X=S U T is known as the element set of N. 

The implemental rule of transition of basic Petri net is as follows: when t 
is given, if all pGt, M (p) ^ 1 (M is the distribution function of Token in 
the place) , then t is implemental, written as M[t>. i.e. if any input location 
of transition t has one Token at least, the transition can be implemental. The 
implementation of transition means that the preconditions under which the 
event represented by transition occurs are met in the current system status. 
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The inherent feature of transition in the net system is: that its scope 
(extension) is inherent, whether the transition occurs or not depends on its 
extension only, regardless of the global state, which is so called local 
determinacy. In the net system, there is no forms of global control which can 
describe not only the dependency (sequencing relationship) but also 
independency (concurrency relationship) between events. The security and 
progressively of the net system have general applicability. 

2.2 Basic concept of ECA rule 

Definition 2.2: Active rule is a 3-tuple <E, C, A>, E—event, C — 
condition, A—action, which has structure feature and behavior feature. 
When the trigger event occurs, the action is executed on basis of true or false 
of condition''. The basic denotation of ECA is as follows: 

RULE <rule name>[ (<parameters>,"-) ] 
WHEN <event> 
lF<condition 1>THEN <action 1>; 

IF <condition n> THEN <actions N>; (n 5= 1) 
END-RULE [<rule name>]. 

2.3 Basic Petri net model 

This paper makes use of Petri net to create model, place set mainly 
consists of three parts: S=SE U SC U SA U others, in which SE is trigger 
event set, SC is condition set, SA is action set; transition set mainly consists 
of two parts: T=TEC U TCA U others, in which TEC is the trigger process of 
rule, by means of evaluating event, if success, then trigger rule. TCA is the 
evaluation process of conditions, if conditions are met, the rule will be active, 
then corresponding action will be executed. Since event, condition and 
action has atomicity which means it will occur or it will not occur at one 
time, the capacity of place in Petri net can be defined as 1. 

For example, ECA rule is: 
on el 
if cl then al; 
if c2 then a2. 
hi this rule, it does not set coupling way between event and condition, 

condition and action, which can be regarded as immediate mode, in case 
that use Petri net to express, it can be omitted. The model is more complex 
regarding to simple ECA rule, but it's reasonable if the coupling 
relationships between E, C and A are considered. 
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3. PETRI NET REPRESENTATION OF 
COMPOUND EVENT 

The event of EGA rule can be classified into primitive and compound 
ones. Petri net representation of compound event is researched specially in 
this paper. 

Definition 3 compound event: the system uses requested event operators 
to connect several component events (atomic or compound) and handles it as 
a single event, which is known as compound event. 

Provided that e and e' are two component events, there are several 
compound event definitions: 

]je Ae ^ means compound event when e and e' concur; 

e\e' 
2) ' , means that in period of occurrence there is only one compound 

event from e and e', i.e. choose one occurred event; 
j j e V e ^ means there is compound event occurrence if there is only one 

(from e and e') compound event; 

4) ^*^ , means that e' occurs when e is end, makes e and e' be 
compound event together; 

5)^^, means one event that is terminated when e starts to occur; 
6)^ ^ , means one event starts to occur when e is terminated; 
7) ~^^ , means event that e does not occur. 
Occurrence of compound event is same as atomic one, it has 

"atomicity" , i.e., at one time, it occurs completely, or does not occur at all, 
there is no the 3rd state. Compound event Petri net is as the following Fig. 1. 

a (•u 
^)--N1-*>; o Nv 

And oeciineace model 
C}^\f .^ ^-e 

C'lioiee model 
Or luodel 

U ™ ^ 

vre-^ post 
[—!»•{ )—!• U-|).( j f ^ V ^ 

Post model 

( V ] ^ 

4c 

*—|fr^ 

w/" V f-̂  %m* -<..>-
Pre model Noil model 

ta. 

\ ^'•"*|W •' '•' 'P*'', /• W'\ ^ \ I 

Successive mockl 

Fig. I composite events Petri net expression. 
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4. EGA RULE EXTENSION PETRI NET MODEL 
AND BEHAVIOR ANALYSIS 

Execution of ECA rule is related to coupling mode, there are 2 kinds of 
modes: one is coupling between event and condition (E-C coupling);the 
other is coupling between condition and action(C-A coupling). Most active 
database system support the following 3 modes: 

Immediate mode: when trigger event occurs(conditions are met), it 
executes condition decision immediate]y(execute action); 

Deferred mode: when trigger event occurs(conditions are met), it does 
not execute condition decision (execute action) until "Y" of the event is 
terminated (execute action); 

Detached mode: Condition decision (action executes) and trigger event 
(condition decision) run in a detached event rather than in a same one. 

Due to complexity of compound event expression and complicated 
coupling relation of ECA rules, when modeling is made for ECA rule system, 
this paper puts forward a extended Petri net system on basis of Petri net 
principle. 

Definition 4 Extended Petri net system 
11= is, T; F, U, V, A,.y,H,,M,), 

in which: 
1) (S,T;F) is basic net; 
2) U is set of coupling relation,U={ immediate, deferred, detached}; 
3) V is set of 1-tuple ordering operators:V= {at, prev, post}; 
4) AFU is F '— >̂U binding, in which 

F' c T,, X S,, u T,, X S„yf e F\A,,{f) 
Corresponds to a kind of coupling relation; 
5) HFV is F '— >̂V binding, in which 

F e 5 , , x r , , . , y / 6 F , / / , . , ( / ) e F 

6) M is initial identity of E . Definition 3.2 ECA rule set R={r/, rj, ••% 
rn}, in which ER={e/,e2,...e,„} is event set of rule set R ,AR={a/^ai, •••a,,,} is 
action set that are executed by rule set R. . Assume rule r,> r^eR, in which r,e 
^ r/,.G ERU OE, OE is compound event that is formed by events in ER, r,a, Kja 
e AR, when r,cr r/«, it can be replaced by rje. 

Assume ru ra ^ v-^^ v^, rs^R, and expression form of such rules is: 
/-/: On e, A e , , immediate, if rj.c then e3,immediate 
rf. On e4 V £5, deferred, if ra.c then ecimmediate 
r^: On e^, immediate, if r3.c then r^.ajmmediate 
r/. On e^, detached, ifr^.c then ri,.a,immediate 
rf. On 63 fig, deferred, ifr^.c then rs.a,immediate 
Taking it as an example, the corresponding ECA rule Petri net model is 

shown as Fig. 2: 
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Fig. 2 ECA rule system Petri net. 

From Fig. 2, it can know about event trigger and operation procedure of 
ECA rule straightiy, and know about trigger relation between rules. 
Meanwhile, it can use relevant theory of Petri net to analyze dynamic 
behavior of ECA rule system. 

5. CONCLUSION 

This paper, on basis of Petri net theory, makes modeling research on 
ECA rules, establishes basic Petri net model; meanwhile makes special 
research that how to use Petri net express compound event ECA rules; put 
forward extended Petri net system, and considers its feature of ECA rules in 
general, reflects system feature of ECA rules in all aspects. As a matter of 
course, This paper makes analysis on simple system action of ECA rules, it 
still need further research how to use Petri net technology to make analysis 
on system action of rules, like terminability and parallelism. 
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Abstract To reason the interaction between agents' epistemic states and environments, 
the agents' epistemic states should include ontologies of agents (the agents' as
sumptions about environments), what the agents know, believe and desire, and 
also should include the agents' interpretations about these symbols in ontologies 
onto the environments. A formal description of such agents' epistemic states 
and several examples are given to show how such a description can be used to 
explain the puzzles in reasoning the modal sentences. For example, a sentence 
holding in a structure may have different consequences reasoned by different 
agents, because of the different epistemic states. 

Keywords; Agent, Ontology, Epistemic state, Environment, Modality 

1. Introduction 

Multi-agent VSK logic ([1],[2]) is a multi-modal logic for reasoning about 
the epistemic states of agents in some environment. The logic is used to rep
resent information visible, perceived and known to agents in an external en
vironment and an agents' internal environinent (epistemic state). Because the 
VSK logic is based on the prepositional logic, it cannot express the interac
tion between agents' epistemic states and environments in which the agents 
are. What the agents perceive may change what the agents believe, know and 
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desire; and what the agents' ontologies ([3],[4]) and interpretation of symbols 
in the ontologies may change the interpretation of statements holding in the 
environments. 

An epistemic state of an agent in an environment includes statements about 
the real world, where the statements are interpreted in terms of the agent's 
own interpretation. It determines the interpretation of statements about the 
environment; and the environment changes what the agent perceives, hence, 
what the agent believes, knows and desires. Hence, an environment interacts 
with the epistemic states of the agent in the environment. Based on the above 
discussion, we shall give a logical description of agents' epistemic states and 
environments. 

The paper is organized as follows: section 2 gives a formal definition of 
symbols representing the agents' epistemic states; in section 3, we give the 
interpretations of symbols and formulas in structures (environments), and the 
definition of inconsistency between what are true in structures and agents' epis
temic states; section 4 uses examples to resolve the puzzles in modal logic. The 
last section concludes the paper. 

2. The Epistemic States 

An epistemic state Ea of an agent a should include the following ingredi
ents: 

• a logical language L which is sharable and common to every agent. 
• an ontology Oa of agent a, where Oa consists of a set Ca Q L of names 

(concepts, denoted by a, p, etc.), a binaiy relation C on Ca (the subsumption 
relation), and a function F" such that every name (concept) a is associated 
with a frame F^, where F^ contains statements (formulas in L) about a which 
are known or assumed by agent a. Define a = /3 if a C /3 and (3 Q a. 

• a set KQ. of statements known to agent a; BQ, believed by agent a; Da 
desired by agent a. 

• an interpretation function la such that for any structure M (an environ
ment), there is an interpretation /„ maps a name in L onto M. 

• a set W of possible world (structure) names M. 
Assume that there is an ontology O and interpretation I independent of any 

agent. 
Remark 2.1. The statements in F^ are different from these in Ka in that 

when agent a communicates with other agents, a assumes that F^ is known to 
other agents; but K^ may not be known to other agents. 

Here, we assume that L and structures M are independent of agents. Any 
formula in L is called a statement. 

The language C for representing epistemic states of agents consists of 
• L as a sub-language; 
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• a set ^ of agents; 
• epistemic modals KQ,, BQ and KQ for every a G A; 
• a symbol la for every a e A; 
• a set W of possible world names. 
Definition 2.2. A string t of symbols in £ is a term if either 
(i) t is a term in L, or 
(ii) t = Ia(s)> where s is a term in L, or 
(iii) t = M for some M e W . 
For any a & A, a should be a term. Because a occurs only as a subscript of 

KQ,, Ba, Da or IQ,, a is not taken as a term any more. 
Definition 2.3. A string ip of symbols is a formula in C if either 
o (f is a statement in L (given a structure M and an interpretation I, '.p is 

interpreted to be a property on M); or 
o if — K-aip, Ba')/;, Da^ , where -0 is a statement in L or formula in C (given 

a structure M and an interpretation I a, K^, B„ and D^ are interpreted to be 
sets of properties about M); or 

o ip — Ia{t) = Ia(s)> o'' l a (^ ) , where t, s are terms in L and 'tp is a formula 
in £ (given a structure M, IQ is interpreted as an interpretation la, hence, !„ 
can be taken as a function from structures to interpretations); or 

o ip — -i^/j, •i/j| —* •ip2, where T/J, '(,/JI and il>2 are statements in L or formulas 
in £. 

We can list some axioms about modals, such as: Ji-a^ -^ BQ^?, etc. 
Remark 2.4. Ka, Ba, Do are not taken as modalities as in the BDI logic, 

but as sets of sentences. There are two reasons: one is to avoid using the 
possible world semantics, which is not compatible very well with our intuition 
that what a believes is just a set of statements. Another reason is that there is 
no appropriate modal predicate logic for the multi-agent systems, because of 
the propositional attitude reports ([5]). 

3. Interpretations I and la 

Given a structure M, assume that agent a is among M, that is, a is an object 
in M. There is an intei-pretation / independent of any agents, and an interpre
tation la for an agent a, where la satisfies the following conditions: 

(3.1) /a,(Ka), /a(Ba) and /a(Da) ate consistent sets of formulas such that 
Ia{Ka) C /„(B„); 

(3.2) Ia{Ia) = la-
Then, there is an interpretation I of £ such that Z(I) = / ; and I ( I a ) = la-

Let Th^{M) be the statements in L which are true in M under interpretation 
/ , that is, Th/{M) = {ip £ L : M,I \= p}. For the convenience, we assume 
that Th/"{M) = Th^"{Pa,M); where Pa,M is a sub-structure of Af that agent 
a can perceive. /„ maps every concept a in Ca to be a set of objects in M, 
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denoted by Ia{a), such that for any a. G M, if a £ Ia{o) then we say that a is 
an instance of a in M under interpretation la-

Definition 3.1. Given a sentence (p and a structure M, we define the satis
faction of if in M as follows: 

If (/? is a statement in L then M \= ipifip € Th'{M)\ 
M,Iah=aE/3i f /a (a)C/„( /3) ; 

M, /„ h Ia(i) = Ia(s) if 4( i ) = /a(«): 
M , 4 h I a M i f / a M G T / i ^ ° ( M ) ; 
What a perceives should be represented in the agent's epistemic states. 

Hence, for any object x e Pa,M, there is a new name X^^M added in Oa, 
and T/i^° {Pa,M) is added in KQ and OQ. TWO agents a and 6 can communicate 
information about yia,M if (1) «, ̂  G Fa,Mj Ffc.Mi and (2) a- G Pa,M) Pb,M- In 
this case, xâ ŷ/ is added in Ob too. 

Remark 3.2. Even when the universes in Pa,M and P^^M are equal, Pa,M 
may not be equal to Pb,M- Because a relation symbol r may have different 
interpretations /a(r) and Ibi^) on Pa,M-

Let Ia{^a,M, M) = x; and assume that /(i(xa_A,/, M') may be undefined. 
Notice that 'Ka'P —^ipis not an axiom, because ip is to be interpreted by a 

common interpretation / and Kaf is interpreted by la, and K^c^ being satis
fied under la does not imply the satisfaction ofip under / . 

Given a structure A'f, /a interprets L onto M. What an agent should no
tice is the difference and consistency between la(Ka) and Th^"{M), where 
I(j(Ko) = {Ia(</') : ¥> € Ko,}. An autonomic agent could revise Ba,KQ, and 
Da according to the inconsistency of la(Ka) l}Th^"{Pa,M). If a is retrospec
tive then if la(Ka) and Th^" (M) are inconsistent then a revises Ka such that 
la(Ka) C Th'"{M). If it is necessary then a may revise Oa-

Remark 3.3. Notice that the revision done by a is not based on the in
consistence of la(Ka) and Th^{M), but on the inconsistence of la(Ka) and 
Th'"- (M). Because a knows that there is an incorrect statement in K^, Ba or 
Do, not because of the inconsistence between la(Ka) and Th/{M) {a does 
not know Th^{M)), but because of the inconsistence between la(Ka) and 
T/i^" (M). What a perceives in M is Th^^iPaM)^ "ot Th^{Pa,M)-

4. Examples 

In this section we give several examples to show how to use the description 
given above to reason what agents' know and what we know the agents' know. 

Example 4,1. Let Mm be a snapshot of the real world in the morning, 
and Me in the evening. Assume that a. — morning star G Ca and (3 = 
evening star e Ca, and a = /3 ^ Oa- It is a basic fact that 

Mm, / [= tt = ,5; Me, / h « = /?• 
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For agent a, /a(a) is defined in Mm and not defined in Mg; and /a(/3) is 
defined in Mg and not defined in Mm- Hence, we have that 

MmJa H a 7̂  /3; Me, 4 H " ^ /?• 

Because /(a) G ̂ a,M„, and /(/3) 0 Pa,M'<n-> agent a does not Imow a = /3 by 
perceiving a, so that agent a think that a need not revise K^ and Oa, because 

In the common ontology O, we assume cv, /? e C, and a C ^ , / 3 [ l Q ; e O . 
Notice that O may not be a perfect and complete ontology for the real world. 

Even though the logical language L used to represent the real world is same 
to agents, conflicts and misunderstanding between agents may be resulted in 
by the difference in the following factors: (1) the statements about a concept; 
(ii) KQ, Ba, Dfi and !«; and (iii) the environments perceived. 

Because of the differences, a statement ip in L may be interpreted in dif
ferent ways for different agents, i.e., it is possible that for some agents a and 
b, M, I 'f=<p; M, la h V and M, h ^ if. 

Example 4.2. Given a structure M and two agents a and 6, it is possible 
that Pa^M 7̂  A,M,Oa ^ ObJa ^ h, F^ T^ F^ for some a G L. Hence, 
misunderstanding occurs between a and h. 

Assume that a, /3, Mm and Me are the same as example 4.1; and a = (i ^ 
Oa,a = P e Oi,- Let la and It be two interpretations such that I (la) = la and 
I (lb) = h- Then, IQ is a partial mapping and 4 is a total function, because 
/6(a) e Me and Ihil3) £ M^. 

If agent 6 tells agent a in M^ that b perceives /3 in Mm, agent o does not 
believe in 6, i.e., 

4(a) ^ A4; 4(/3) ^ M„ 
Mm„h H 56(/3, M„,,); M™, la ^ BaSbiP, M, 

^rrii 

where Sb{P, Mm) means that b can see ,5 in M„,,. Because agent a think it is 
impossible to perceive /3 in Mm-

Hence, the statement that b see the evening star in the morning is true in Mm 
for agent b, but false in Mm for agent a. 

To explain that even when the universes in Pa,M and Pb^M are equal, as a 
stmcture, Pa^M may not be equal to Ph,M, we use the following 

Example 4.3. Let M be a stnicture consisting of a cubic object x which 
has one hole in three faces and no hole in other three faces. Assume that 
three faces with one hole, say xi,X2,x:i, are perceived only by agent a; and 
other three faces without hole, say X4,, X5, xe, are perceived only by agent b. 
Hence, defaultly, agent a think that every face of the cube has one hold on it, 
let hi, /i2,..., he be the holes on xi, X2,..., .xe imaged by agent a; and agent b 
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think that there is no hole on any face of the cube. Hence, 

Xl , a ,M,X2 ,a ,M, ••MX6,a,M £ Oa] >^l,h,l\'h'^VhM, ---^^efiM € Ofai 

Xl ,a ,M = ^l,h,M,^2,a,M = ^2,b,Mi •••,'^6,a,M = X6,t,,M € L ; 

h l , a , M , h-2,a,A//, ••-, he .a .M G O a , ^ Ofe. 

Let on{x, y) denote a relation symbol that x is on y. Then, 

On(hi,fe_jV/,Xi_5,M),---,On(x6,6,M,X6,6,M) ^ K b . 

Notice that because hi,6,M ^ Ofc, it is meaningless to h that on(hi_6^M, ^ifi^Ni) 

5. Conclusions 

According to the difference of ontologies and interpretations of different 
agents, we can represent the agent' epistemic states in a more natural way 
which is similar to the way we perceive and revise our knowledge. The agents 
are in environments and perceive some properties holding in the environments, 
where the properties are interpreted by the agents under their own interpreta
tions. Such a representation of epistemic states gives a natural way to describe 
the belief revision. An agent realizes to revise its belief set when the agent 
in some environment interprets its beliefs in an inconsistent way. Hence, the 
agent may not revise its belief set once when its belief set is inconsistent with 
the properties holding in a structure, as explained in the classical theory of 
belief revision, because the inconsistence may not be perceivable to the agent. 

Further works should include the axiom systems for interpretations / and 
Ia\ the theory of belief revision based on interpretations / and I a, and the 
applications to emotional agents and the representation of speech acts. 
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Abstract; Security of networking systems has been an issue since computer networl<s 
became prevalent, most especially now that Internet is changing the facie 
computing, hitrusions pose significant threats to the integrity, confidentiality 
and availability of information for the internet users. In this paper, a new 
approach to real-time network anomaly intrusion detection via Fuzzy-Bayesian 
is proposed to detect malicious activity against computer network; the 
framework is described to demonstrate the effectiveness of the technique. The 
combination of fuzzy with Bayesian classifier will improve the overall 
performance of Bayes based intrusion detection system (IDS). Also, the 
feasibility of our method is demonstrated by the experiment performed on 
KDD 1999 IDS data set. 

Key words: intrusion detection, fuzzy, nai've-Bayes 

1. INTRODUCTION 

Developing an efficient and effective intrusion detection system to 
preserve data integrity and system availability has been the aim of 
researchers in computer security for almost three decades. Intrusion 
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detection is a process of detecting security breaches by examining events 
occurring in a computer system. 

Basically, there are two approaches to intrusion detection model as 
described in [3]: Misuse detection model refers to detection of intrusions that 
follow well-defmed intrusion patterns. It is very useful in detecting known 
attack patterns. Anomaly detection Model refers to detection performed by 
detecting changes in the patterns of utilization or behavior of the system. It 
can be used to detect known and unknown attack. 

Intrusion detection can also be classified as Network-based (NIDS) 
or host-based (HIDS) based on source of data used for analyses. The former 
collect raw network packets as the data source from the network and analyze 
for signs of intrusions [1, 4]. Host-based IDS operates on information 
collected from within an individual computer system such as operating 
system audit trails, C2 audit logs, and System logs [4]. 

Fuzzy is a novel classification technique that has been widely 
successfully applied in many applications, and it has been reported to 
perform well in detecting different attacks due to various reasons spelt out in 
[2 ,5, 7 and 8], Ajith, et al [2] exploited fuzzy for intrusion detection and the 
results show an outstanding performance in terms of accuracy. Also, Naive 
Bayes has been successfully applied in solving various problems [9]. 

Fuzzy is introduced to strengthen the detection ability of naive bayes 
due to uncertainty nature of intrusions by recognizing anomalous events, 
consequently leading to reduction in false alarm rate. Fuzzy had been 
recognized to posses the following quality among others that makes it 
suitable for the subject matter: ability to readily combine inputs from widely 
varying sources, degree of alert that can occur with intrusions is often fuzzy 
because there is no clear distinction between normal and anomaly behavior 
in a networked computer. 

We demonstrate the feasibility of our approach by carrying out 
experiments on KDD-cup 1999 intrusion detection dataset. 

2. THE FUZZYBAYESIAN CLASSIFIER 

In naive Bayes classifier, instances to be classified are described by 

attribute vectorsx = (x,,....,x,,). Bayes classifier assigns to instances most 

probable or maximum a posterior (MAP), classification from a finite set of c 
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classes. Bayes classifier is given as: 

ti 

c = arg max P{cj ) ] ^ F(x, | Cj) 

527 

C:eC i=\ 

NaTve Bayes classifier is trained by a set of labeled training data 
presented to it in relational form with desirable features because the strength 
of this model lies very much on the feature set used. In this work, the use of 
fuzzy is employed during the examination of network connection states to 
assign weight to various quantifiable variables in the selected features based 
on predefined fuzzy rules before presentation to the naive bayes classifier. 
Weights are assigned with 0.0 representing absolute falseness and 1.0 
representing absolute truth. Weights assigned to each features are then used 
to multiply the prior probability of each class during testing, and with a 
threshold set, normal and attack traffic can be classified. 

PROPOSED SYSTEM ARCHITECTURE 
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Fig. 1: proposed system architecture 

Figure 1 shows the structure of our proposed architecture for real 
time intrusion detection system via fuzzy-bayes which are divided into two 
main phases: learning and testing. The network sniffer processes the 
tcpdump binary into a standard format putting into consideration both the 
temporal and spatial information of network connections. During the 
learning phase, two major parameters affecting machine learning are 
considered: the imbalance of data sets and identification of important 
features. 
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Class imbalance problem occurs when there are many more 
instances of some classes than others in a classification problem which 
results into suboptimal classification performance, which can have a 
detrimental effect on learner's behavior [10]. In order to balance the original 
training data with the utmost aim of improving the system performance, we 
adopt selective sampling method. 

Often, output Y is only determined by the subsets of the input 
features X. Removing irrelevant features in learning process leads to 
reduction in computational cost, over fitting, model size and leads to 
increase in accuracy. In selecting important features, leave-one-out 
technique of deleting one feature at a time to rank input features and identify 
the most important features for intrusion detection is adopted [6]. 

The fuzzybayes technique is then used to obtain the optimal 
detection model for our system after the learning phase to classify new 
pattern samples in testing phase. 

4. EXPERIMENTAL SETUP 

KDD cup 1999 dataset [11] was used for the experiment. The data 
set has five different classes namely Normal, Dos, R2L, U2R and Probes. In 
this work, the last four were combined into a class called Abnormal. The 
training and testing data comprised of 5,924 and 12,130 records respectively. 

Frequency table for all the 4! variables were generated given class 
(normal and abnormal). From the analysis of the frequency table, it showed 
that some of the extracted attributes did not have any significance in 
detections of attacks. Attributes on columns 14, 18, 19 and 20 are good 
examples, while attribute on columns 0, 1, 8, 15, 16, 17, 21 and 36 made 
little or no impact. 

Each variable (attribute) was partitioned into maximum of 20 
membership functions except those with variations less than five which 
forms the basis for fuzzy rules and assigning of weights. 

In cases where clear distinction could not be established amongst the 
variations of an attribute; two or more variables were combined to 
differentiate close cases and consequently in assigning of weights. With all 
the 41 attributes, result obtained is shown in Table 1 

Table. 1: Percentage accuracy of classified data 

Class 

Normal 
Abnormal 
Total 

No. of 
records 

6514 
5616 
12130 

Correctly 
Classified. 

6331 
5397 
11728 

Wrongly 
classified 

183 
219 
402 

Percentage 
Of 

accuracy 
97.19 
96.10 
96.67 
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Result obtained was the same when only 29 attributes were used (i.e, 
removing columns 0,1,8,14,15,16,17,18,19,20,21, and 36 from the 
experiment). 

5 CONCLUSION 

This paper proposed a light weight anomaly detection framework 
based on fusions of fuzzy and Bayes with the utmost aim of addressing large 
number of false alarms caused by incorrect classification of events in current 
system. We have demonstrated the effectiveness of our method on KDD-
cup 99 intrusion detection datasets and accuracy is over 96%. And our 
method reveals redundant features, thereby minimizing the number of 
features the FuzzyBayes classifier should process and consequently increase 
IDS detection rate. We plan to conduct more experiments with real-life data 
using our proposed system. 
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Abstract: This paper introduces the reference theory and algorithm of text categorization 
by using fuzzy cognitive map(FCM), which is based on value inference and 
can be able to infer by combing rule and statistics. This method is flexible and 
robust, and we do not need train the corpus time after time, it is suitable to the 
text categorization of insufficiency training, new subject and multi-
classification. 
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1. INTRODUCTION 

The technology of text automatic categorization has gone through the 
rule-based technology, statistics-based technology, and to the combination of 
rule and statistics. Recently there are Rocchio classical algorithm, Naive 
Bayes probability algorithm, decision tree matching algorithm, K-nearest 
neighbor method based on similarity, Support Vector Machine 
(SVM)suggested by Vapnik, Linear Least Square Fitting (LLSF), Neural 
Network, maximum entropy categorization method rough set method''"'^' 
[12] [1.1] [14] [15] ̂ ^^ g^ ^^ rpĵ jg p^pgj. introduces a reference algorithm of text 

categorization based on fuzzy cognitive map for making the text categoriza
tion become the result of FCM reference which is based on weight of text 
term, term and category, and category and relevancy. 
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2. CONSTRUCTION OF FCM IN TEXT 
CATEGORIZATION 

The cognitive map (CM) is constituted by relations of concepts which 
are represented by nodes. The relation between concept is represented by an 
arc with arrow, its strength is represented by number value, namely, the 
weight of arc. FCM combines fuzzy logic and neural networks technology, 
the state space of an FCM is determined initially by an initial condition and 
then propagated automatically through the node function relative to a thresh
old until a static pattern is reached. A causal inference is achieved when the 
FCM reaches a stable limit cycle or fixed point. 

The foundation of text term model and selection of categorization method 
are core problems. Now, although there are various categorization algo
rithms based on vector space model, most of which need training a large 
number of corpus. The method in this paper regards text term and classifica
tion as nodes of CM, the corresponding state values of node are weight val
ues of terms, relevancy of term tj and classification Cj and that of classifica
tion Ck and classification Cjare the weights of corresponding edges to realize 
the text categorization reference algorithm based on FCM. 

Definition 1 A text categorization FCM is a quadruples ordered set 
U=(T,C,E,W),where T= {t),t2,...,tn} represents the term set in text, C= {Ci,C 
2,...,C„} represents classification set, E={<ti,Cj>,<Ck,Ci>| tjsT, Ck,Cj 
eC},directed arc < ti,Cj> represents that term tj relates to classification Cj, < 
CK,CJ> represents that classification C^ relates to classification Cj,W= {Wij, 
Pkj I W,j is weight of directed arc < tj,Cj> , P|<j is weight of directed arc < 
Cjt,Cj>}. V,i(0), Vck(O) represent initial value of term tj and classification Ĉ  
(weight value).The weight of corresponding edge is 0 if there is no any rele
vancy. 

Therefore, the adjacency matrix of text categorization FCM can be sim
plified as a (n+m) xm matrix: 

W = 

W;, 

• • P.J •• 

(1) 

Where Wi, denotes the relevancy of node Vj and classification C, P̂ j de
notes the relevancy of classification Ck and classification Cj. 
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The total input received by text categorization FCM at time t+1 is 

Therefore, the output received by text categorization FCM at time t+1 is 
(v^,(f + l),...,v^^(? + l)) = ( / (v ; , ( f + l)),...,/(v'c/«(^ + l))). (3) 
The input received by text categorization FCM at time t+1 is determined 

by equ (4)as follows: 
(V;, (/),...,v^„(0,v^l(^+l),-,v^^^(/+l))=(v^, (0,-,v^„(0,/(v;, (t+\)),...J(Van{l+\))). (4) 

Namely, the weight of term is not changed, values of classification nodes 
are updated. 

REFERENCE ALGORITHM OF TEXT 
CATEGORIZATION BASED ON FUZZY 
COGNITIVE MAP 

3.1 Decision of term weight and edge weight in text cate
gorization FCM 

Many weight functions about term weight such as Boolean weight func
tion, TF-IDF weight function, ITC weight function, Okapi weight function, 
the algorithm of TF-IDF-IG (information gain) come out. In addition, the 
algorithm'"*' by assigning weight value for the regions of term words is con
sidered. Term frequency*inverse document frequency(TF-IDF) is a basic 
one.Assume that the term frequency tj in document dj is tfij=freqij , inverse 
document frequency idfi=log(N/n,), where N is the number of texts in data 
corpus, Uj is the sum of texts which comprise term tj, and the base-number of 
log can be ]0,e or 2. Initially, the weight of term tj in document dj is: 

Vtj (0 ) = tfjj* idfj (5 ) , then normalize it, the basic way is maximum 

normalization (others see paper[6])://J = • (6).The relevancy of 

term ti and classification Cj is weight Wjj in text categorization cognitive 
map. The common methods are Mutual Information, IG, and Expected Cross 
Entropy etc. Many researches show that Mutual Information algorithm is 
much better than others''^' .The mutual information of term tjand classifica-

tion Cj is: Ml(ti,Cj)=log(-^^^l(^) (7), where Piti/Cj)= ^^ ;p^^^— and 

P(ti) denote the specific weight of term tj in classification Cj and word fre-
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qiiency in corpus, |V| and N denote sum of all term and the amount of docu
ments, respectively. 

3.2 Reference algorithm of text categorization based on 
fuzzy cognitive map 

The reference algorithm of text categorization based on fuzzy cognitive 
map is as follows: 

Input: weight of term, relevancy of term and text classification, relevancy 
among classifications. 

Output: classification of text 
Step] Calculate weight of term t, through equ(5), and normalize it e by 

using equ(6); 
Step2 Calculate relevancy of term tj and classification Cj_ Wjjthrough 

equ(7), read relevancy of classification Ĉ  and Cj which are specified by 
experts as weight Pkj,and then decide the adjacency matrix through equ (1). 

Step3 Calculate the output of Cj at time t+l through equ(2) and 
equ(3),mostly f is a sigmoid function: f(x)=l/(l+e"'^''); 

Step4 Whether Vcj > PT (threshold),if yes, output Cj, and if there are 
many Sj ,then output the maximum; if no, goto step](or terminate iterated 
algorithm by limiting its degree) .The output C, is text classification. 

4. EXPERIMENTS A N D ANALYSIS 

Recall and precision are classical performance evaluate standards of text 
classification, where the precision reflects the proportion of correct text clas
sification. We randomly choose 30,50,100,150,200,250,300,500 pieces of 
documents concerning economy, politic, computer, physical, education and 
law to train and carry out experiments from corpus in Fudan university, disk 
edition oi People Daily corpus in 1999 and web. tfjj is calculated by using 
the simplest word frequency, C is 0.5, Cj is the biggest output weight after 
300 iterative. Table 1 indicates relationships weights between classifications. 

Table2-1 and table2-2 describe the result of test, and the recall and preci
sion of different pieces of texts, the calculated formulas are seed by refer
ence 1. 
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Tablel Relationships weights 

economy 

politic 

computer 

physical 

education 

law 

economy 

1 

0.7 

0.4 

0.5 

0.5 

0.7 

politic 

0.7 

1 

0.2 

0.3 

0.6 

0.8 

between classifications 
computer 

0.4 

0.2 

1 

0.1 

0.6 

0.2 

physical 

0.5 

0.3 

0.1 

1 

0.3 

0.3 

education 

0.5 

0.6 

0.6 

0,3 

1 

0.5 

law 

0.7 

0.8 

0.2 

0.3 

0.5 

1 

Table 2-1 The recall (%)and precision(%) of different pieces of texts 
x . evaluate 

classifiixv 
ation X.,̂ ^ 

economy 
jol i t ic 

computer 
physical 
education 
law 

50 pieces 

Pi 

60 
85.7 
100 
100 
100 
100 

Ri 

100 
85.7 
100 
75 
71.4 
87.5 

100 pieces 

Pi 

70 
100 
100 
100 
90.5 
81.3 

Ri 

100 
80 
93.3 
77.8 
90.5 
86.7 

150 pieces 

Pi 

69 
98.3 
100 
88.9 
93.3 
88 

Ri 

9! 
84.6 
88 
76.2 
90.3 
91.7 

200 pieces 

Pi 

72.3 
91.7 
100 
96 
88.2 
93.1 

Ri 

97.1 
91.7 
87.9 
78.1 
85.7 
90 

Table 2-2 The recall (%)and precision(%) of different pieces of texts 
\ v evaluate 

classifi&>\ 
ation x,,^ 

economy 
politic 
computer 
physical 
education 
law 

250 pieces 1 300 pieces 

Pi 

74.6 
93.5 
77.6 
96.9 
88.1 
88.0 

Ri 

97.6 
89.6 
86.4 
81.6 
90.2 
86.5 

Pi 

74.2 
95 
98 
97.2 
92 
91.1 

Ri 

98 
89.8 
87.3 
83.3 
92 
89.1 

500 pieces 

Pi 

75.4 
92.4 
96.6 
100 
86.7 
90.8 

Ri 

98.9 
90.1 
89.4 
81.4 
87.8 
83.1 

5. CONCLUSION 

Text categorization is the basis of passage-chapter level text process, but 
different information demands will produce different categorization re
quirements. This paper suggests a reference theory and algorithm of text 
categorization based on fuzzy cognitive map which is derived from the 
weight of text term , the relevancy of term and classification and the rele
vancy of classification and classification. Although it is a new attempt, the 
results indicate its effect. The merits of using FCM to categorize text are:01t 
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is a number value reference based on iterative calculation.©This method 
emphasizes feedback so that it is suitable to insufficiently training or new 
subject classification.©Considering the relevancy between classifications 
and the relevancy between terms.®Merging statistics and number value ref
erence , so it overcomes the shortcoming of depending on experts' knowl-
edge.(5)When FCM reaches stable, a unitary classification is received, while 
when FCM converges a limit cycle, then multi-classification is received, so 
it is suitable to the classification of cross science and synthetical science.® 
The method is open. It can be added, deleted or combined, and it's suitable 
for real-time different requirement. 
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Abstract: The Semantic Web is charming but not easy to reah'ze, since one of the 
prerequisite steps is to create semantic and precise data adhere to traditional 
web pages. We provide an annotation system ConAnnotator, which is an 
ontology-based annotation system and allows cooperative working. It aims at 
supporting the annotation process as well as the cvolvoment of the ontology. 
By scmi-automatically creating ontology-based annotations and managing the 
statistic information about the annotation history, it facilitates the annotation 
process, makes the annotated documents connected to the ontology and further 
constructs the Semantic Web, and ultimately helps the users to evolve the 
ontology itself. 

Key words; ontology-based annotation, domain ontology, collaborative annotation, 
ontology cvolvoment. 

1. INTRODUCTION 

The semantic web ''̂  is more prominent for it contains information that is 
not only readable for human but also can be understood by the computer. 
Therefore, to make the semantic web come true, the first and the most 
important step is to add semantic and precise data to traditional web pages. 
The data is added is called "annotation". However, this is an arduous, time 
consuming and eiTor-prone task '^l In this paper, we mainly introduce our 
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ConAnnotator - an Ontology-based annotation system bundling role-based 
cooperation function. 

In this paper, we first introduce related work in brief. We describe the 
structure of Cooperative Ontology Developing Environment and Repository 
System (CODERS) '̂ ' in which our ConAnnotator plays an important role 
respectively in section 3. In section 4, we describe the framework of 
ConAnnotator'''' in detail. Finally, we discuss the future work and draw a 
conclusion. 

2. RELATED WORK 

There are several tools used to create semantic annotation, such as SHOE, 
Annotea''̂ ^ Ontomat, SMORE and so on. f"*'''' SHOE f'"' was one the earliest 
systems for adding semantic annotations to web pages. SHOE Knowledge 
Annotator allows users to mark up pages in SHOE guided by ontologies 
available locally or via a URL. These marked up pages can be reasoned 
about by SHOE-aware tools such as SHOE Search. Such tools are described 
in '"' '̂ '. Annotea is a W3C tool (and protocol) that enhances collaboration 
via shared metadata but it does not support information extraction nor is it 
linked to an ontology server; Ontomat is quite meaningfitl for the fiiture 
HTML editors; SMORE is a tool that allows users to marloip their 
documents in RDF using web ontologies in association with user-specific 
terms and elements. 

ConAiuiotator improves the annotation efficiency by introducing a fully 
automotive method. The other mentioned systems provide useful tools in 
annotation processes; but they all lack automatic features in their 
implementations and hinder the large scale deployment. Further more, it 
applies itself to Chinese resource. 

3. COOPERATIVE ONTOLOGY DEVELOPING 
ENVIRONMENT AND REPOSITORY SYSTEM 
(CODERS) 

We have been applying ourselves to building a demo Economics 
Semantic Web, which is a subject -oriented semantic web described in '̂ '. 

Cooperative ontology developing environment and Repository System 
(CODERS) is based on role-based collaborative development method 
(RCDM) '^l Our ConAnnotator plays an important role in it. 
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Figure I. Hierarchy of CODERS 

4. FRAMEWORK OF CONANNOTATOR 

Figure 2 depicts the architecture of ConAmiotator. The Google Web API 
is used to crawl resource from WWW, the resource, maybe web page or 
other formatted files, are moved to the Crawled Repository, then the domain 
filters act on them, resource focus on the domain is saved in the domain 
repository. Next step comes the ConAnnotator, it will automatically annotate 
the resources using the domain ontology after tokenizing and doing Part-Of-
Speech (POS) tagging on resources. 
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Figure 2. Framework of ConAnnotator 
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4.1 Semi-automatic Annotation 

The semi-automatic process contains 2 levels: 
1. Classification at Article Level 

Article level annotations describe the semantic linking between a 
particular resource and the domain ontology concepts. We use SVM 
(Support Vector Machine) as the classifier. SVM has been proven to 
be both precise and effective in solving text classify problem ^̂ l In 
the user interface, we use different color to show the confidence for 
the classification result, by this means we facilitate the annotate 
process. 

2. Information Extraction at Lexical Level 
The IE fimction offers two ways to support semi-automatic annotate: 
a) Extract "°baa"i ±info rnti on aboit the doc urant 1 iketitle 

author, abstract, keyword, and class number. We take advantage 
of Regular Expressions to describe the characters of the "basic" 
information. 

b) Extract keyword candidates. 
We use a free Chinese lexical analysis system ICTCLAS 
developed by Institute of Computing Technology, Chinese 
Academy of Sciences. Details are in [3]. We provide an 
algorithm to find keyword candidates based on word frequency. 

4.2 Evolution of Ontology 

We maintain a Post-controlled word repository which stores the Post-
controlled vocabulaty and the statistic information about the "concept" term 
of annotations, and an Ontology Repositoiy to store the ontologies what 
underpin the system. The structure of the Post-controlled vocabulary is as 
same as that of ontology. 

Repositories maintenance module helps in building the mapping between 
the Post-controlled repositoiy and the ontology repository, and showing the 
statistic data of one given keyword. Users can decide which concept in the 
ontology the keyword should relate to, according to their understanding, 
experience, or type of the document, and so on. The statistic information is 
used to help annotators to decide if they should add a keyword to the 
ontology. In this way, we support the evolution of ontology. 

4.3 User Interface of ConAnnotator 

The user interface of ConAnnotator is divided into 5 parts: Function Bar, 
Concept Browser (including the Keyword Browser), Resource Annotation 
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Editor, Resource Browser, and Resource List. The interface is showed in 
Fisjure 3. 
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Figure i. User Interface of ConAnnotator 

5. FUTURE WORK 

In the future, firstly we will develop a content annotation module. This 
module will help us create annotation at the content level and save them, 
thereby provide more infonnation about not only the whole document but 
also its content, and then these documents can support applications more 
fteely and adequately. Secondly, we will improve our IE algorithm and try to 
make it more intelligent. 

6. CONCLUSIONS 

ConAnnotator is an annotation system for facilitating the annotation 
process. It helps users, Digital Libraiy Team members at present, to create 
annotation easily and efficieiitly. The annotated documents are connected to 
the domain ontology, thus they can support applications based on Semantic 
Web. It plays an important role in the CODERS, and has been proven to be 



542 IIP 2006 

practical. We will improve ConAnnotator both in ftmction and efficiency in 
future, to make it more universal and perfect. 
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Abstract: This paper reports a method of simulate an Agent emotion in a Virtual Super 
Market environment. Utility Function is the key to depict people's emotion 
especially in the satisfaction feelings. This method finished the process from 
the emotion to the decision. Agent will act emotionally according to the Utility. 

Key words: Virtual Super Market, Utility Function, Lagrange Interpolating Polynomial 

1. INTRODUCTION 

Our project is a multi-agent system - agent based virtual super market, 
what we try our best to do is to make all the agents act as the real person 
who cares about the financial situation and also we aim to simulate a smart 
manager agent. The manager's decision is based on the huge and exact 
history data. On some level, agent's emotion is a crucial factor affected his 
behavior. Although we simplified the emotion calculating, you can see that it 
does its work very well. 
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2. THE VIRTUAL SUPER MARKET 

The Virtual Super Market[10][12] gives birth to three different kinds of 
Agents[9][l i], customer agents, employee agents and manager agents, hi 
this project, we use the utility function and the interpolation formula to 
simulate the Employee Agents" Emotion in the salary satisfaction feelings. 

& ^ 

3. SIMULATING EMPLOYEE' S EMOTION 

The employee concerns himself with the pay level. Firstly, we will talk 
about his salary utility function. Then we will talk about the behavior 
affected by the utility function. Generally speaking, we follow tvv'o steps to 
get the emotion simulating. 

3.1 Step one: salary utility function. 

According to Daniel Bernoulli's solution of St. Petersburg Paradox[6][7]: 
(i) that people's utility from wealth, u (vv), is not linearly related to wealth (w) 
but rather increases at a decreasing rate - the famous idea of diminishing 
marginal utility, u'(y)>0 and u"(y)<0; (ii) that a person's valuation of a risky 
venture is not the expected return of that venture, but rather the expected 
utility from that venture, fhis is shown as Figure 1. 
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U' (x)>0 
U ' • (x)<0 

Figure I Utility Curve 

We can see that the employs satisfaction feeling function can be defined 
according to the following consideration: 

1) We shall talk about the values between [a, b]. 
2) How can we get the Utility Function? Firstly, we know that the curve 

can be approach a parabola[l]. Secondly, we will ask the employee many 
questions like: 

• How about $c a month? c e [a, b] 
• How much money could satisfy you? Maybe the answer is d, d e [a, 

b] 
The answer should be formed into percent format. Then we get a set of 

numbers: 

X 
Y 

a 
U(a) 

c 
U(c) 

d 
U(d) 

b 
U(b) 

Then we use the Lagrange Interpolating Polynomial [1][2][13]. The 
Lagrange interpolating polynomial is the polynomial ^ Wof degree ^^ ~ ^that 
passes through the ''̂ points Ĉ b Ih =f i^iT), (xi, J'i = / (J^s)),..., 
(̂ Hj y>i = / 0 < K ) ) , and is given by 

P{x) = f^Pj{x) where Pj(x) = y^fl-^^^^ 
,/=' 

Given a triplet (a, c, d) and the respective functional values (U (a), U(c), 
U(d)), If currently the employee's pay is $e a month, then we can figure out 
the utility value by calculating: 

u{e) = -î  ^^ ' xu(a) + X u{c) + •^—^^^^—L x u(d) 
(a-c)(a-d) {c-a){c-d) {d-a)(d-c) 

Finally, we can get the employee happiness degree u(e). 
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3.2 Step t\^o: Behaviors affected by the emotion. 

So, what will happen if the salary does not satisfy the employee? Asking 
for giving a raise or not, what is his choice?[8| 

We firstly turn to the concept of "'risk aversion'''[3]14][5J which, 
intuitively, implies that when facing choices with comparahlc returns, agents 
tend to choose the less-risky alternative, a construction we owe largely to 
N'lilton Friedman and Leonard J. Savage (1948). 

U i ' . ^ i l 

Ml 
/* / / 

I / 

[•igiirt; 3 New Utility l-unctioii 

Point MI shows the agent is Risk-Averse, on the contrary, point M2 is 
Risk-Loving, and this agent loves risk. In this case, he will ask for raises. If 
M2 is chosen, he will not ask for it. 

In this project the happiness degree can be calculated by the Lagrange 
hiterpolating Polynomial mentioned above. The angry degree is caused by 
comparing with other's salary degree. In this project, the angry degree is 
simplified by the following formula: 

Given the angry degree, /'(x,,,x,,....x,,) , .r, represent the employee's 
salary, .v,, represents his own salary. 

Y.^x,~x,) 
/ t^XpjXi ,....X^j J 

(«-iK 

If/(A'g,A-p..,.x,,) >0.4 this employee will reset his salary utility. Then 
according to his risk attitude, he will ask for raises or not. 

Suppose that we have three real people playing the employee. We can see 
their faces through the camera shown in the up-left corner to recognize who 
he is. They should answer two questions: 

a) How about $600 a month? 600 e [500, 1000.] 
b) How about $800 a month? 

The answer is shown below: 
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questions 
(i) $600 
(ii) $800 

Employee A Employee B 
0.55 0.7 
0.8 0.9 

Employee C 
0.5 
0.7 

«{X) i 

1 « ) - -

A ^ 

0 

B 

500 • • • • , j | , 

Employ A's utility 

UlS) 

(00,.,, 

i i ix) ii 

100 — 

A,y 

500 1000 
Fi'iUi'e 4 Ne',^• .Sr.ire 

^.c^^^:.-

j-^' 
K" 

500 

nix) 

SOO-

Ql 
j ^ . 

/y 

10(50 .•500 1000 

Employ B's utility Employee C's utility 

Currently the salary set is (510, 850, 
600), j \ (510,850,600)=0.435. His angry 
degree is 0.435 > 0.4, He will think about 
his new salary amount he wants, suppose 
that it is 825, the satisfaction degree is 60%. 
Let's look at his utility curve: 

Now his new state is Q3, He has 
changed into a risk loving people, so he 
will ask the manager to give him a raise. 

4. FUTURE WORK 

Here we build up the employee's emotion model, and there are other 
factors affecting the emotion like the workload, the existing emotion model 
is too simple to depict a real people. And the customer's emotion model is 
another import part in this project. This is what we will try to do in our 
future work. 
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DIGGING HIGH RISK DEFECTS OUT IN 
SOFTWARE ENGINEERING 

Jin-Cherng Lin, Kuo-Chiang Wu 

Abstract: Data mining implies "digging through tons of data" to uncover implicit 
information. Software defect is an essential characteristic of software 
development process, offering much information about software quality 
assurance. Based on the information supplied by defects, it can help a software 
team with capability of software quality assurance. In order to dig through lots 
of defects to uncover implicit information of defects, this paper integrates PCA 
and DA, combined with the relationship among each defect attribute index, 
and then we can dig critical factor out of software defects. These critical 
factors are the vital few defects affecting software quality, warning 
programmer to stress concentration on getting rid of these vital few defects. 

Key words; Prime Components Analysis (PCA) and Discriminate Analysis (DA) 

1. INTRODUCTION 

The earlier defect is discovered in software, the lower the developing 
cost is. The higher the software quality is, the lower the maintenance cost 
after software released is. 

Defect is the byproduct in software development process. Usually, defect 
may result in software products not satisfying requirement of user. Defect 
indicates error existed in program, for example, syntax error, spelling error 
or wrong program statement. Defect may be also errors existed in design, 
even in requirement and specification or other documentations. However, 
software defect is an elemental feature of software development process, 
offering much information about software quality. Based on the information 
supplied by defects, it can help a team with capability of SQA (Software 
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Quality Assurance). SQA is an important strategy for safeguarding the 
design, production and support of software. It is imperative that al! defects to 
be dug out for SQA. 

Data mining is the process of analyzing data from different perspectives 
and summarizing it into useful information. Data Mining can be defined as 
"The nontrivial extraction of implicit, previously unknown, and potentially 
useful information from data" [1] and "The science of extracting useful 
information from large data sets or databases" [2]. Data mining, also referred 
to Knowledge Discovery in Database (KDD), is a pivotal step involving the 
extraction of interesting patterns (such as knowledge rules, constraints, and 
regularities) from a set of data sources. The patterns obtained are used to 
describe concepts, analyze associations, build classification and regression 
models, cluster data, model trends in time-series, and detect outliers. 
Likewise, the goal of this paper is to construct defects mining for software 
quality to analysis all defects, indicating the critical factors that affect the 
software quality. 

The software development process is complicated and uncertain. Of 
factors all, the most are surrounded by defect problems, and therefore it is 
necessary to collect data of defect and have statistical analysis, especially in 
defect mining. This paper is trying to solve issues relating to the defect 
mining for software quality. This paper employs PCA and DA as techniques 
of defects mining in order to dig out vital few defects affecting software 
quality assurance, warning programmer to stress concentration on getting rid 
of these vital few defects. 

2. EXISTENCE OF DEFECTS DEPENDENCY IN 
COLLECTING DATA 

If testers do not care about accuracy at classifying defects, programmer 
will not precisely find location of defects. Consequently, in software testing 
process, tester will classify found defects so as to effectively manage defects. 

Perhaps testers classify defects according to their subjective judgment, 
which causes dependency among different defect attributes. In other words, 
testers sometimes classify a certain kind of defects into different defect 
attributes. A certain kind of defects is classed as class A, but the same kind 
defect is classed as class B in another instances. The reason why they 
mistake is tester forgets or mistakes the judging rule of classifying in 
different instance; that is to say, tester is busy at working in searching and 
classifying defects, so it is unavoidable for tester sometime cannot see where 
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they went wrong. In short, too many classifying rules of defect attributes will 
bring about many mistaking chance. Consequently, defects classifying is too 
complex (many) to easily manage them, but too rough (few) to precisely 
locate them. 

Another problem is that different defect attributes are caused by the same 
error and different defect attributes have the same defect frequency. This 
puzzling situation is like a ripple effect; for instance, defect in called 
subprogram introduced new defects to calling program. Besides, many other 
conditions also cause ripple effect Maybe only one source defect exists in 
source program, but they introduce a lot of new born defects. Repeated 
calculation of defect frequency will cause redundant information, while 
redundant information will cause errors in subsequent statistical analysis. 

Dependency and redundant information should be overcome at once. 
PCA is a multivariate statistical analysis, which can reduce dependency (or 
collinear) and redundant information among different defect attributes (refer 
to [3]). Furthermore, PCA is able to transform many indexes to few 
independent comprehensive indexes. The nature of PCA is to make the high 
dimension system best integrated and to avoid objectively determining 
weight of each index (refer to [3]). Considering many factors affecting 
defect attribute, PCA is a relatively feasible method, especially for handling 
data dependency. 

DA is also a multivariate statistical analysis, which a classified and 
predicate original data (refer to [4-6]). DA is classified and predicated by 
discriminate function, and the discriminate coefficient of discriminate 
function reflects the importance of the factor in discriminate function (refer 
to [4-6]). For example, the discriminate coefficient of erroneous logic is 
much greater than other factors, which is the major factor to evaluate the 
whole software quality. The discriminate coefficient of erroneous 
specification is much smaller than other factors, and no consideration can be 
made in evaluating the whole software quality. We can effectively find vital 
few defect attributes by discriminate coefficient of DA. 

CASE STUDY OF DEFECT MINING 

This case is a plan for defects management, whose goal is to design an 
approach, indicating the key factor affecting software quality. Vital few 
defects are the key factor of software quality; therefore concentration should 
be stressed on vital few defects. First we will study how to standardize the 
gathered defect data and find out five prime components of defect through 
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PCA. Then establish discriminate function by five prime components of 
defect differentiates the importance of each defect attribute, and then vital 
few defects attributes can be found through discriminate function. 
Furthermore, vital few components were found by helps of vital few defects 
attributes. In vital few components, we will dig higher risk class out in OO 
environment (see section 4). 

In the first column of table 1 is an acronym of defects attributes, which 
will be explained in table 2. In other words, there is a correspondence of 
abbreviation between table 1 and table 2. The other columns are the value of 
standardized original data (see section 3.1). 

3.1 Standardized original data 

In Table 1, the original data is obtained by number of defect density 
(defects/KLOC), complexity, or other method. A method for collection of 
data was determined by tester. In other words, different measuring methods 
will apply different dimensions, so we should pay attention to eliminating 
the effects of different dimensions. Therefore, we need to standardize 
original data. This case achieved normalization of original data by Z-score, 
which has^ftexpression like: 

Where ^ =original data X =mean value a =standard deviation. Before 
the following PCA and DA treatment, original data should be calculated by 
Z-score first (see Table 1). 

3.2 Prime Component Analysis of Defect Attributes 

Originally there are 43 defect attributes in this case. However, some 
defect attributes rarely happen, so they are not listed in statistical analysis, 
with only 29 defect attributes listed in statistical analysis (see Table 1). 

Then, based on correlation matrix of evaluation index, PCA can be 
conducted after VARIMAX rotation. The communalities of each index in 
defect type got from factor loading matrix indicate the total variance 
contribution that each index has made to defect attribute, and from this we 
can get index weights. Calculating the percentage of communalities in total 
communalities and then transforming the weight to number value between 0 
and 1, we get the index weight. 
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PCA for the defect attribute in this project demonstrates that eigenvalues 
of five primary components are greater than 1, and is maintained for its 
explanation to most of total variances (75%)(see Table 2). From 
communalities in each defect attributes, we can see five primary components 
can explain the variance of LE, lOLE, MLT, BTSUI, DID!, LSI and VIFNP, 
whose variance is greater than 90%; it can explain the variance of BTI, LPO, 
MCT, LAOS, WAOP and ID, whose variance is greater than 80%; it can 
explain the variance of IVT, VRWN, LPWl and DIND, whose variance is 
greater than 70%; it can explain the variance of DCIl, DHE, ODW, MSL, 
VEWL, CPWS and ASD, whose variance is greater than 60%; while the 
variance explanation of five prime component FSWDW, IPS, AD, RLWD 
and WVBC is less than 60%. It is thus clear that five prime component can 
explain the variance of most defect attribute index. 

Prime components arranged in order according to eigenvalues. The first 
prime component (PCA 1), together with LE, lOLE, LAOS, LSL MLT, MCT, 
BTI, BTSUI, DIDI, VIFNP, IVT,VRWN, LPWIS, DHE,DIDN,CPWS and 
WVBC, has relatively high factor loading (greater than 0.6), moreover, these 
indexes have obvious relevance with erroneous logic. Therefore, we call the 
first prime component erroneous logic factor. The second prime component 
(PCA2), together with IPS and MSL, has relatively high positive loading, 
and it has negative loading with DCII. All these indexes demonstrates 
erroneous specifications index, therefore, we call the second prime 
component (PCA2) as erroneous specifications factor. The third prime 
component (PCA3), together with FSWDN, VEWN, DDW and RLWD, has 
relatively high factor loading, of which VEWL, RLW, FSWDW and ODW 
have obvious relevance with erroneous data accessing. Therefore, we call 
this prime component erroneous data accessing. The forth prime component 
(PCA4), together with WAOP and LPO, has relatively high factor loading, 
which demonstrates erroneous arithmetic. Therefore, we call it as erroneous 
arithmetic factor. The fifth prime component (PCA5), together with ID and 
AD, has relatively high factor loading, and is called erroneous 
documentation. 

We can get the scores of each measurement factor based on coefficient 
of factor scores of PCA and standardization of original variable. Table 3 (the 
second phase of our case) shows prime component scoring of defect types 
under different milestones. Variance analysis demonstrates that in five prime 
components only erroneous arithmetic factor doesn't have obvious 
differences under different milestones, while the other four primary 
components have obvious differences under different milestones. 

3.3 Discriminate Analysis of Defect Type 
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Stepwise discriminate analysis in discriminate analysis goes to 
discriminate function by the smallest Wilks statistic. The variable in 
discriminate function F is used as the criterion of screening variables. When 
F>3.84, the variable is introduced; or when F<2.71, the variable is removed 
[4][5][6]. 

Stepwise discriminate analysis of five primary components demonstrates 
that erroneous arithmetic factor <2.71 among different milestones, therefore 
factor of erroneous arithmetic is removed from discriminate function, and 
the whole software quality discriminate function is; 

LSI, VIFNP, MCT, ODW and ASD can be screened as software quality 
evaluation index, of which LE, BTSUI and LSI are key indexes to indicate 
software quality. 

YTOTAL QUALITY =1.9298* erroneous logic -0.0589* erroneous 
specification -0.4699* erroneous data accessing -0.4498* erroneous 
documentation 

Discriminate coefficients of a certain factor demonstrate its importance 
in discriminate function. Discriminate coefficients of erroneous logic are far 
greater than other factors, and it is the major factor to evaluate the whole 
software quality. Discriminate coefficients of erroneous specification are 
much less than other factors, and no consideration can be made in evaluating 
the whole software quality. 

Stepwise discriminate analysis of defect attributes index that composes 
erroneous logic factors demonstrates that the discriminate coefficient of LE, 
BTSUI and LSI is relatively high and can be regarded as erroneous logic 
evaluation index, and discriminate function is as follows: 

YLOGIC =-3.47880* LE+1.6776* BTSUI + 1.2477* LSI + 0.5385*VFFNP 
+ 0.3766* MCT + 0.3037* DIDN + 0.2578* DHE + 0.1586* LSI 

Stepwise discriminate analysis of defect attributes index that composes 
erroneous data accessing factors demonstrates that OWD has relatively high 
discriminate coefficient and can be regarded as erroneous data accessing 
evaluation index, and discriminate function is as follows; 

YD.ATA ACCESS =0.9087* OWD + 0.3178* VEWL 

Stepwise discriminate analysis of defect attributes index that composes 
erroneous documentation factors demonstrates that ASD has relatively high 
discriminate coefficient and can be regarded as erroneous documentation 
evaluation index, and discriminate function is as follows: 

YDOCUMENTATION =0.8978* ASD + 0.4187* AD + 0.2379* ID 

You can get the full paper from us by e-mail {d9206006@ms2.ttu.edu.tw). 
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Abstract; In this paper, we present a new visual clustering algorithm inspired by 

nonlinear dimension reduction technique; Isomap. The algorithm firstly 
defines a new graph distance between any two nodes in complex networks and 
then applies the distance matrix to Isomap and projects all nodes into a two 
dimensional plane. The experiments prove that the projected nodes emerge 
clear clustering property which is hidden in original complex networks and the 
distances between any two nodes reflect their close or distant relationships. 

Key words: complex network, visual clustering, Isomap, graph distance. 

L INTRODUCTION 

In recent years, there is a growing interest in evolving complex networks. 
Small world characteristic [1] and scale-free characteristic [2] are the two 
most important characteristics of coinplex networks. Many networks in real 
world not only have small world characteristic and scale-free characteristic, 
but also have community structure property. The description of the 
community structure of coinplex networks has also been one of the focuses 
of attention in recent years [3, 4, 5]. Visual clustering of complex networks 
can help us find the community structure hidden in the networks, understand 
the networks better and predict the behavior of networks in future. Since 
complex networks are usually characterized by various graphs, we can 
realize the visual clustering of complex networks by using the similar 
methods of graphs. 
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To realize the visual clustering of a graph, we must firstly define an 
effective measurement of distances between nodes. So how to define 
effective distances becomes a crucial issue for the visual clustering of graph. 
Then we need choose an appropriate projection technique to layout the resuh 
of visual clustering in a plane or a three dimensional space. Dimension 
reduction techniques have been widely developed as the projection 
techniques up to now [6, 7, 8, 9]. Since Isomap [9] can keep the global 
geometric property through estimating geodesic distances between pairwise 
nodes, we will choose it to realize the layout of visual clustering of complex 
works in this paper. 

The rest of the paper is organized as follows. In Section 2, we show how 
to realize the visual clustering of complex works using nonlinear dimension 
reduction technique Isomap. In Section 3, some performance experiments 
are presented. Finally, discussions and future work are given in Section 4. 

VISUAL CLUSTERING ALGORITHM 

2.1 Quantification of Distances in Graph 

A graph G = (V, E) consists of a finite set V of nodes and a finite set E of 
edges with EG V^̂ ', where V *̂^ is the set of all subsets of V which have 
exactly two elements. 

Figure !. Dividing neighbors of edge (u, v) 

According to the above graph definition and edge strength definition in 
[10], the pairwise distances between nodes can be computed through the 
following steps. Given an edge (u, v)eE(Figure.l), we can compute its 
strength by dividing neighbors of u or v into three distinct subsets. Firstly, 
denote by M(u) the set of neighbors of u that are not neighbors of v 
(excluding v). Secondly, denote by M(v) the set of neighbors of v that are 
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not neighbors of u (excluding u). Finally, denote by W(u, v) the set of 
common neighbors to u and v. Denote by r(A, B) the number of edges 
linking nodes in the set A to nodes in the set B such that s(A, B)=r(A, 
B)/|A|jB| (|A| is the number of nodes in A) defines the proportion of existing 
edges among ail possible edges connecting nodes of A and B. By above 
definition, any edge connecting two of the subsets M(u), M(v) or W(u, v) is 
part of a cycle of length 4 going through the edge (u, v) (see Figure. 1, the 
cycle labeled by thicii lines). Note that all cycles of length 4 are captured this 
way. Finally, we define the ratio |W(u, v)|/(|M(u)|+|W(u, v)|+|M(v)|) as a 
ratio related to the proportion of cycles of length 3 containing the edge (u, v). 
Note that there are as many of these cycles as there are nodes in W(u, v). 
Then the strength of an edge is given by computing: 

strength{u,v) = s(M(u), W(u, v)) + s(W(u, v), M(v)) + s(W(u, v)) + 
s(M(u), M(v)) + !W(u, v)|/(|M(u)|+|W(u, v)|+|M(v)!) 

(Note: we need to set s(A) = 2r(A,A)/(|A|(|Ai-l)) when computing the 
proportion of edges connecting a set to itself). Then we can use the inverse 
of strength to define the pairwise distances between nodes. If the strength 
between two nodes is zero, the distance between them is infinity; otherwise 
the distance equals to 1 / strength(u, v). 

2.2 Visual Clustering Using Isomap 

The main idea behind the Isomap (isometric feature mapping) algorithm 
is to perform classical MDS [7] to map data points from their high-
dimensional input space to low-dimensional coordinates of a nonlinear 
manifold. The key contribution is to compute the MDS pairwise distances 
not in the input Euclidean space, but in the geodesic space of the manifold. 
The actual geodesic distances are approximated by a sequence of short hops 
between neighboring sample points. Finally, MDS is applied to the geodesic 
distances to find a set of low-dimensional points with similar pairwise 
distances. We use Isomap to visualize the complex networks because it can 
keep the global structural properties hidden in them. 

Now we list the whole visual clustering algorithm as follows: 
1. Quantify the distances between any two nodes according to equation 

(1) and get the distance matrix D= { d{i,j)}; 
2. Using Isomap technique to projected all nodes into a plane. The 

detailed procedure is: 
1) Suppose the quantified distances as the distances of some points on 

high dimensional manifold M; 
2) Determine which points are neighbors on the manifold M by 

identifying their K nearest neighbors, based on the distances d{i, j) between 
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pairs of points (i, j) in manifold M. These neigiiborhood relations are 
represented as a weighted graph, G, over the data points, with edges of 
weight d{ij) between neighbors; 

3) Estimate the geodesic distances (/̂ (̂(,y) between all pairs of points on 
the manifold, M, by computing approximations as the shortest path distances 
df.{i,j) in the graph G. Then the final matrix of graph distances 
D(; ={4;(;,j)} will contain the shortest path distance between all pairs of 
points in G; 

4) Apply classical MDS to the matrix £>,;to construct an embedding of the 
data in a two dimensional plane; 

5) Draw the embedding data points in a plane. 

3. EXPERIMENTAL ANALYSIS 

In the literature [11] the authors presented an energy model for visual 
graph clustering and proved that their LinLog model had better results than 
previous models. In this paper we will compare our model with LinLog 
model. Since lack of real world data only two typical kinds of artificial 
complex networks are used: structured complex network and non-structured 
complex network (WS small world network). The structured complex 
network is produced by the model presented in [12] and includes 4 
communities and every community has 40 nodes. The non-structured 
complex network is produced by the WS small world model in [1] and 
includes 200 nodes. Fig. 2 and Fig. 3 list the visual clustering results of two 
methods, respectively. 

(a) (b) (c) 
Figure. 2. Visual clustering of constructed complex network, (a) Original network; (b) The 

result of our model; (c) The result of LinLog model 
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(a) (b) (c) 
Figure. 3. Visual clustering of WS small world network, (a) Original network; (b) The result 

of our model; (c) The result of LinLog model 

In Fig.2 (a) original network consists of four communities. Our model 
and LinLog model both visualize the network into four communities (Fig.2 
(b) and (c)). But it is easy to see that our model can make clustering structure 
of complex network clearer and project the nodes more unifonnly. In 
contrast to our model, LinLog model overlaps the nodes in the same 
community after projection so that we can't distinguish them. However, 
when applied to WS small world networks (Fig. 3), our method emerges 
distinct advantages compared with LinLog model: our model can keep both 
the local and global clustering property of small world networks but LinLog 
model can not. That is to say that the visual clustering result of our model 
not only preserves the adjacency between nodes but also preserves the 
original circular distribution. Compared to our model, LinLog model can not 
keep the circular distribution because its visual clustering result emerges 
split. The phenomenon can be explained as: the distance of LinLog model 
between two nodes is only proportional to the coupling, but our distance also 
considers the neighborhood of two nodes and the following estimation of 
geodesic distance extends the Euclidean distance. So when the clustering 
structure of complex networks is less distinct, our visual clustering model 
has more advantage than LinLog model. 

In addition, regular and random network based on ER model are also 
used to compare the performance between our model and LinLog model. 
Our model also has better performance in node distribution after projection 
than LinLog model. But the advantage is less distinctive because of degree 
homogeneity of network nodes. 
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4. DISCUSSIONS 

In this paper we present a new visual clustering method. Our contribution 
includes two aspects: introducing a new measurement of distances between 
nodes in a graph and using nonlinear dimension reduction technique Isomap 
to realize the layout of complex networks. The experimental analysis shows 
that our method has better performance than other visual clustering methods 
and the resultant nodes in graph have more clear clustering property. 
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Abstract Due to the discarded attributes, the effectual condition classes of the decision 
rules are highly different. To provide a unified evaluative measure, the deriva
tion of each rule is depicted by the reduced attributes with a layered manner. 
Therefore, the inconsistency is divided into two primary categories in terms of 
the reduced attributes. We introduce the notion of joint membership function 
wrl. the effectual joinl allributes, and a classilicalion method extended from the 
default decision generation framework is proposed to handle the inconsistency. 

Keywords: reduced attributes, reduced layer, joint membership function, rough set 

1. Introduction 
Classification in rough set theory 11 ] is mainly composed of two components: fea

ture extraction and decision, .synthesis. Many researches focus on the construction of 
classification algorithm, such as probabilistic method [2], decision trees[3] and para
meterized rule inducing method [4]. The purpose of these methods is to generate rules 
with high precision and simple expression. In view of the comprehensiveness and con
ciseness of the training rules, many discemibility matrices based rule extracting meth
ods [5] concerning both approximate inducing and accurate decision are proposed to 
classify the objects previously unseen. We would like to point out the dynamic redact 
[6], variable thresholds based hierarchical classifier [7], The synthesis methods place 
emphasis on how to efficiently resolve the conflicts of training rules for the test ob
jects, such as the stable coverings based synthesis [6]. hierarchical classifier [7] and 
lower frequency first synthesis [8]. 

This paper, based on the default rule extracting framework [5], analyzes the con
flicts [9] with two categories of inconsistent rules, and a synthesis stratagem with the 
notion of joint membership function is proposed to resolve the inconsistency [10]. In 
the sequel, a report from our experiments with the medical data sets is given to indicate 
the availability of our classification method. 

Please use the following format wliefi citing this chapter: 

Feng, Y., Li, W., Lv, Z., 2006, in IFIP International Federation for Information Processing, Volume 228, Intelligent 

Information Processing III, eds. Z. Shi, Shimohara K., Feng D., (Boston; Springer), pp. 561-568. 
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2. Rough set preliminaries 
The starting point of rough set based data analysis is an information system denoted 

by IS, which is a pair A{U, A) [1]. An IS is a decision system when the attributes 
A can be further classified into disjoint sets of condition attributes C and decision 
attributes D. With every subset of attributes i? C ^ in ^ , the indiscernibility relation 
denoted by IND{B) is defined as follows; 

INDiB) = {ix,y) eUx ;7|V„eB, (a(.'c) = a(?y))}. (1) 

By UjIND{B) we indicate the set of all equivalence classes in IND{B). Two 
objects x,y G U with equation (1) held are indistinguishable from each other, In 
other words, each object in the universe can be expressed by its own equivalence class 
Ei e U/INDiB). For a set of objects X C U^ based on U/IND{B), the lower 
and upper approximations denoted by i?X and BX are U{E e U/IND{B)\E C 
X} and {E C U/IND{B)\Ef]X ^ 0} respectively. For an information system 
A{U,A), the discernibility matrix denoted by Mp [A) is expressed as an n x n matrix 
{'«£)(*,i)}> where 7'i = \U/IND{A)\ and 

moii,]) = {a e AlV,,,,=i,2...„, («(£,;) yi aiEj))}, (2) 

which implies the set of attributes of A which can distinguish between the two classes 
Ei,Ej G U/IND{A). For a decision system ,4(t/,C U {d}), the re/anVe rfw-
cernibility matrix M'Q{A) is composed of m'j~i{i,j) = 0 if d{Ei) = d(Ej) and 
m'jj{i,j) = m,p{i,j)\{d}, otherwise. 

Following this, a unique boolean variable a is associated with each attribute a, and 
^'oihj) is transformed from 'mo{i,j) in terms of a. Therefore, the discernibility 
function of the attribute set A in an information system 4̂(17, A) is defined by; 

f{A)= A WmoiEuE,), (3) 
?;,,7€{i...»} 

where n = \U /IND{A)\, and the relative discernibility function f'{C) in A{U, C U 
{d}) is constructed from MQ{A) like equation (3). Similarly, for n = \U/IND{C)\, 
the local discernibility function of any £,; 6 U/IND{C) is given as: 

/ ' (£ , : ,C)= A Vrn'oiEuE,). (4) 
.?6{l...n} 

For A{U, A), a dispensable attribute a. of A implies IND{A) = JAfD(>l\{a}), 
and its counterpart called the indispensable has an opposite implication. A reduct of 
A denoted by RED{A) is a minimal set of attributes A' Q A no that all attributes 
a e ^ \ ^ ' are dispensable, namely IND{A') = IND{A). For yl(f/, C U {d]), 
the relative reducts RED{C,d) of C to rf are judged by ,/'(C') similarly with the 
determination of f{A) on RED(A) [6]. Accordingly, we entitle an attribute (set) 
Ccut CJ C relatively indispensable to d iff VceCc, V c can construct a conjunct of 
/ ' (C), and the prime implicants of f'{Ej, C) is utilized to determine the local reduct 
of a condition class E,, in A. For X C [/ and B C A, the rowg/i membership function 
of X with respect to any class Ej € U/IND{B) is 

PB{E.:,X)=^^^, 0<l^tBiE,,X}<l. (5) 
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3. Rule extracting from training tables 
Though not entirely correct wrt. the classical relative reducts oriented rule extract

ing methods [1,5, 7], the default rule extracting framework proposed in [5] provides 
at lest two advantages, namely simplicity and generalization. Therefore, we will use 
this framework as a basis to validate our research under a restriction of vast rules 
generation. 

For a given training table A{U,C\J{d)), taking the prime implicants of f'{Ei,C) 
of each class Ei 6 U/IND{C) for the predecessor while regarding the prime im
plicants of d of each {Xj e U/IND{{d}) \ Ei D X.j j^ 0} as the successor, all the 
simpler rules can be expressed as R : Des{Ei, C) —^ Des{Xj, {d}) with pc{Ei,Xj) 
n(5 less than a filtering threshold /Jt,-- By introducing an iterative reduct stratagem, 
thereby, new training rules by deserting the relatively indispensable attributes are gen
erated as much as possible to handle test objects. Accepting A and a given threshold 
/j-tr as the input, the primary extracting framework can be described as the following 
four steps: 
Stepl / iV/T(*). Calculate U/IND{C), U/IND{{d}) and M'oiA). For each Ei e 

U/IND{C), calculate / ' ( £ ; , C) and generate the rule R : Des{Ei, C) -* Des{Xj, { 
dj) luciEi, Xj) with each Xj 6 U/IND[d) i{nc{Ei,Xj) > i^.tr- Let CP,- = C and 
goto Step 4. 

Step 2 Exit if ISEND(<S); let A'{U, C \J{d}) equal to NEXTi'i') and let Cpr = C. 
Calculate U/lNDiCpr) and M'D{A'). 

Step 3 For any E(t Cp ) S U/IND{Cpr), calculate /"(£,:, Cpr) and generate a rule A ; 
Des(£(fc,Cp,"),Cp.,.) -» Des{X:,,{d}) |/.c>,(S(fc,cv,), X,,)) for each X, e C///iVD 
(d) if l^c(E{k^Cpr)^ '^:i) - '̂ '•'•' while the blocks to this rule J^ : Des{Ei, Cp-,) —> 
-^Des{Xj,{d]) are made ifV£;,.gc///jvD{C), -Ei C E(fc,Cp,) A Ei fl Xj = 0. 

Step 4 Calculate f'{Cpr). For each attribute set C'cut emerging in the conjuncts of fiCpr), 
.select the projections Cp., = Cpr\Ccau then INSERT{^) with A'{U, Cp., U {d}). 
Goto step2. 

Where the cursor queue \P composed of all the subtable A' has four main opera
tions {INIT; INSERT- ISEND; NEXT}. Different from the classical queue, 
I SEND judges if the cursor is pointing to a NULL subtable, and NEXT is uti
lized to get the subtable pointed by cursor and move the cursor to the next subtable. 
To elucidate the generation of the rule .je/(denoted by RUL{A)), an illustrative sam
ple displayed in figure 1 results from having observed a total of one hundred objects 
that were classified according to the condition attributes C = {a, b, c} and decision 
attributes {d}. Furthermore, the decision classification followed with the cardinality 
of each U/IND{C U {d}) is represented as Z3 = {d}. 

Figure!. An illustrative example Figure 2, Flow graph of reduct 
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The real line with the executing sequence number in figure 2 illustrates the projec
tion order of the default algorithm on figure 1, and the dashed denotes the duplicate 
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projection prevented by the cursor queue. The node represents condition attribute set 
derived from the corresponding projection. Furthermore, the partial relation exists in 
the nodes which are in different layers and connected by the bidirectional line. 

4. Inconsistency classifying based on Reducted Layer 
The default decision generation method [5] extracts the rules measure up to a mem

bership threshold as much as possible, also, it employs the membership as the interface 
to resolve the synthesis of the training rules for the test objects. Unfortunately, the con
flict of the decision generation can not be resolved completely under this framework. 
Wang developed a rule-choosing stratagem named lower frequency first [8] to quan-
lilicalionally dispose the inconsisleitcy in view of a standpoint that a decision derived 
from the class with few test objects can represent some special cases, and the precon
dition of this stratagem is the rules obtained from training set with poor relativity to 
the test objects, but this stratagem can not work well under the situation in which the 
training table provides enough reliability for the universe. To parse the causation of 
the conflict, a notion of reduced layer is defined recursively as follows: 

D E F I N I T I O N 1 For a given training decision table A{U, Cu{d]), the reduced layer 
L of each subtable A!{U, C U [d]) G * denoted by L{A') is 

-0 iffIND{C) = IND{C'); 
- k+1 iff3A"(u,c"u{d})e*, L{A") - k A C"\C' € CON{f{C")). 

Where CON{f'{C")) accepts the attribute sets emerging in all the conjuncts of 
,f'{C") as its elements, and each element corresponding to a conjunct in f'{C") in
cludes all the attributes emerging in this conjunct. We call A" the parent of A! (i.e 
A"VA') iff C"\C' e CON{f'{C")). Simultaneously, P is used to depict the partial 
relation between C" and C. If Ai'PA2 and A2'PA:i, due to the transitivity of C, 
subtable Ai is called the forefathers of A's (i.e. AiJ^As or C1FC3). From the above, 
obviously, the original table A{U, C U {d}) is with the reduced layer 0. Any subtable 
A'{U, C" U {d}) in '^ with reduced layer larger than 0 is homogenous with A except 
for C C C, where C is called reduced attributes. Let us now assume that the consid
ered original table had no condition attributes with the same equivalence classes, i.e. 
Vci,c26C, IND/{ci} 7̂  IND/{c2}, and it is commonly satisfied in the large-scale 
environments. 

P R O P O S I T I O N 2 For two reduced attributes C" and C which belong to A" and 
A' respectively, U/IND{C') C U/IND{C") exists iffCFC. namely M'TAl. 

When considering the necessity, due to the transitivity of relation V among all the 
middle subtables between Al and A!', UIIND{C') C U/IND{C") can be easily 
proven. When considering the sufficiency, we suppose there exists another subtable 
B{U,BU {d}) with L{B) = LiA") A BTA' held, and due to the greedy manner 
of the default rule extracting framework discussed in [5], we assert U/IND{B) = 
U/IND{C"); also because both B and A" root in the original table A with several 
indispensable attributes deserted, B = C" can be obtained. And thus C'FC and 
A!'TA! are proven. 

As discussed in section 3, a set of rules with the form of Vk • Pred{T%) —> 
St<cc(rfc)|/i(rfc) can be generated by applying the four steps to a given training table 
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A{U, CCi {d}). For the universe W, each object u e W can be classified to a decision 
class CLS{Succ{rk)) iff any attribute o e A emerging in Pred{rk) is supported by 'u, 
and it's denoted by Mat{rk,v) : 'iaeA,u{P'red{rk)) 7̂  0 —> a{u) = a{Pred{rk)). 
Therefore, the inconsistency consists in RUL{A) iff 

%,,r.ieRUL(A)^Mat{ri,u) AMat{rj,u) ACLS{Succ{r^)) ^ CLS{Succ{rj)), (6) 

where Mat{ri,u) denotes Pred{ri) is supported by u, and CLS{Succ{ri)) denotes 
the decision class determined by Succ{ri). Therefore, RUL{A) is inconsistent due to 
the existence of any ri,T,- e RUL{A) \Nil\\hol\y'ia.£A,a{Pred{ri)) ^ 9/\a,{Pred{7'j)) 
^ 0 -* a{Pred{ri) = a{Pred{r.,))) and CL5(5UCC(T,:)) 7̂  CLS{Succlrj)) held. 
To distinguish the rules derived from different subtables, each r 6 RUL{A) is ex
pressed by DesiEl.C) -^ Des{X.j,{d}), where Des{EV, C) implies Pred{r) 
comprising the local reduct of El in subtable A^{U, C U {d.}). Based on the correl
ative notions of reduced layer, the inconsistency among the rules can be divided into 
two cases according to their condition class, 

COROLLARY 3 For two inconsistent rule r'x and r-i derived respectively from yf' 
and A^'^, suppose L{A''''^) > L(yl'''), we shall say that this inconsistency is: 

inherited iffC'^ C C^ (7b) 
varietal iffC^- g C"''. (7c) 

The inherited inconsistency can be ulteriorly divided into two cases, i.e. L{A^^) = 
L{A'''} -^ C"-2 = C' and L{A''^) > L{A''') -^ C'"' c C"', and the varietal 
inconsistency has two similar cases. In figure 2, the consistency between the rules 
from node II and the rules from node IV belongs to the inherited, and the consistency 
arising from node III and node IV is varietal. With little consideration of the difference 
among the subtables, many researches focus on the inconsistency of the rules derived 
from the same subtable, hence the rule certainty is converted into the cardinality-based 
evaluation measures for the sake of achieving high-frequency rule. 

5. Methods of inconsistency handling 
In this paper, to complement the default decision generation method, we mainly 

discuss the inconsistency from different layers and suppose L(A^^) > L{A'''^). For 
two inconsistent rules n : De*(E[;,C"i) -> Des{X„,{d})mdr2 ; Des(£;[^^C"•^) 
-^ De3{Xj.^, {d}), if C"^ C C""' exists, it's obvious that the condition classes could 
hold either EJ^ C E]''^ or EJ^ D E'> = 0. Being comparable with the condition 
class determined by ri, the effectual set covered by r2 is only composed of the classes 
which leads to Succ{r2) while belonging to U/IND{C'''^), namely: 

ES{EJ^, Cr,) = {Ep e IND/a'^ \El' D Xj, ji 9 A Ep C E'^ }. (8) 

When measuring the rules ri and ra with the relation C"'̂  c C"'' held, due to the 
desertion of the relatively indispensable attributes C'^XC'^ the condition classes in 
U/IND{C''^) which could not lead to the decision Succ{r2) are taken into account, 
and it may depress the rule •/•2. Hence, for disposing the inherited inconsistency, the 
notion of joint membership function can be determined by the cardinality-based eval
uation measure of the effectual set. 



566 IIP 2006 

D E F I N I T I O N 4 For two inconsistent rules rI, r2 with C"^ C C ' held, the joint 
membership function 0/7-2 with respect to C ' is defined as: 

p.cn {Bl^,X,,) = ^ " '' - ^ - - , 0 < f,c'-. (Er,,X,3) < 1. (9) 

Where the denominator denotes the cardinality of the effectual set for r2 under 
the condition attributes C^ , and the numerator denotes the cardinality of the objects 
which support 7-2. Clearly, one can perceive that the rough membership function is a 
special case ofthejoint membership function, i.e. pc''i{E'i.^,Xj^) = pc'^iE]'^,Xj^)) 
iff C""' = C^^. As shown in equation (9), on the assumption that both ri and r^ are un
der the same condition restriction, ES{El^,Cri) depicts the object sets contained by 
r2 comparable with the ones determined by ri, and pcn {E^^, Xj^) is more equitable 
than /i-cra ( £ p , Xj^) for inherited inconsistency. 

When considering the vai'ietal inconsistency, for the above two rules vi and 7-2, 
(jr2 g_ Qri comes into existence as discussed in corollary 3. Similarly with the analy
sis of the inherited case, it can be divided into two subca.ses, i.e. L{A^^) = L{A^^) —» 
C^ 7̂  C'' and LiA'^) > UA''') ~* C'^ <t C"''. In figure 2, one may conclude 
the inconsistent rules from node II and node III to be the former and the ones from 
III and IV the latter. Due to the necessity of proposition 2, the condition attribute 
set C"' U C"" is the forefather of the both subset, denoted by [C'^ U C"'^)FC''i and 
(C""i U C''^)FC'''^. Therefore, C ' UC^ can be utilized to evaluate the rule certainty, 
and called by the effectual joint attributes. 

P R O P O S I T I O N 5 For two inconsistent rules ri,T2 with L{A'"') = L{A''^) -^ 
Qr2 ^ (jr-i f^gii-i^ y^/g shall say that the rule certainty can be evaluated by the joint 
membership function nc'i uC'-a {Ej^, Xj,) and p,c''i uc'"2 {E'.j^, Xj.^). 

It's obvious that C ' = C ' U C"'̂  iff C"' C C', thus proposition 5 provides 
a uniticd evaluative condition attributes for the both rules, and the both categories of 
inconsistency can be disposed by choosing the rules with higher joint membership 
function. All the above accounts for the inconsistency between two rules, but when 
two rules ri, r2 are consistent with both the predecessor and the successor (denoted 
by riCst rj), i.e. 'iaeA,a{Pred{ri)) ^ 0 A a{Pred{r2)) / 0 -^ a{Pred{ri) = 
a{Pred{r2))/\CLS{Succ(ri)) = CL5'(5'zicc(r2)), to compete with any ra € RULA 
which is inconsistent with (denoted by V'^Inc ri) the both rules, all the consistent pairs 
of each rule must be treated like the inconsistent pairs for obtaining the most credible 
rule. To achieve the forementioned, the rule is constructed by a header followed with 
an array of consistent rule descriptions and an an'ay of inconsistent rule descriptions, 
and the header include six members; 

Idt : Rule : Block : Strength : Layer : Pds : CstArray : IncArray. (10) 

For any fa 6 RUL{A), the symbol hit denotes the identifier of r'a and Strength{ra) 
= \E^" n Xj,, j denotes the cardinality of the fa supported objects. Layer denotes the 
reduced layer of A'^,. Pts points to the Va related decision subtable in the cursor 
queue \1/, and Va is also pointed by its related subtable. During the rule extracting 
phase, as discussed in definition I, these four members are obtained from Step 2 of 
the extracting framework with a layer marker in A'. Each element in the last two 
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arrays is composed of an identifier Idt{rb) and a pair of joint membership function 
value (/j-c'-»uC'-6(£;,-;,vYjJ,/ic"-«uC'i.(-B[t',-^j„)). in which CstArray records all 
the consistent rules to ?•„ and IncArray includes all the inconsistent ones. 

Following Step 3, according to the established subtables in 4', each generated 
rule is fetched to compare with ?•„. And then, as discussed in definition 4, join 
Idt{rb) •• (/xc-r,,ucn,(£'[;,XyJ,/i,c'-ouC'v.(Sj;',XjJ) into CstArray if raCst ri, 
and join Idt{rf,) : {jj.cr'auC"b{El^,XjJ,fj,cro.uC'-i>{Ell;,XjJ) into IncArray if 
rainc rij. The generated rule implies that the both arrays only record the correspond
ing rules which are generated from the subtable with the reduced layer smaller than 
^''", due to the reflexivity of both Cst and Inc, this can reduce the complexity of 
extracting and synthesis. From all above, we assert the time and space complexity 
of reduced attributes oriented rule extracting algorithm are of order 0{ri^ • m^) and 
Oi^n • m + m?), respectively. 

According to the above structures, suppose several rules M = (ri...rfc) are sup
ported by a test object u, then the most credible rule can be obtained by: 

1. Classify Mr a, € M into several consistent subsets (Suppose the number is K) ac
cording to Xy,,. 

2. For each consistent subset, with a dimidiate manner, chose the rule with the maxi
mal joint membership value by CstArray; if the resuh is not unique, chose the 
rule with the largest Strength, and M' = {r^...r'^) is obtained. 

3. For \fr°\r'' € M', with a dimidiate manner, chose the one with the maximal joint 
membership value by IncArray; if the result is not unique, chose the rule with 
the largest Strength, and the most credible rule for u is found. 

In Step 2 and 3, for comparing rules pairs, fetch the CstArray or IncArray of 
the rule with the larger Layer. The random selection is applied if both the joint 
membership value and Strength of any pair are the same. 

6. Computational experiments 
To indicate the validity of our method, three medical data from the UCI Machine 

Learning Repository is used in our experiments. Let us notice that the data sets used 
in our experiments are assumed to be complete. To achieve this, the data were slightly 
modified by removing a few attributes which result in vast incompleteness, and the 
other missing values with a ratio of 8% were made out by a statistic method. To insure 
the comparability, 10 fold cross-validation reclassification technique was performed. 

In order to indicate the availability of our method, three synthesis methods based 
on vast rules generation algorithm [5] are given for comparison. In which, Std is the 
standard discernibility applying a random rule selection to the rules with equal mem
bership, HFF uses the high frequency first strategy of inconsistenct rule-choosing and 
LFF is it's opposite. The Reducted Attributed oriented Rule Generation is denoted by 
RARG. Moreover, we consult two popular rough sets based rule induction systems, 
i.e. new version of LERS (New LERS) and the classification coefficient oriented syn
thesis system based on the object-oriented programming library (RSES-lib). For the 
purpose of comparison, the membership value threshold for Std, HFF, LFF and RARG 
are all 0.55 and the coefficient threshold for RSES-lib is 0.75, which are quoted by the 
corresponding authors. 
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Table !. Computational result with the medical datasets 

Algorithm 

Lymphography 
Rule Error rate 
number Train Test 

Breast cancer 
Rule Error rate 
number Train Test 

Primary tumor 
Rule Error rate 
number Train Test 

New LERS 
RSES-lib 
Std 
HFF 
LFF 
RARG 

984 
427 
1321 
1321 
1321 
1321 

0.000 
0.000 
0.000 
0.000 
0.000 
0.000 

0.233 
0.195 
0.320 
0.267 
0.341 
0,207 

1163 
756 
2357 
2357 
2357 
2357 

0.063 
0.152 
0.060 
0.042 
0.245 
0.051 

0.342 
0.277 
0.361 
0,338 
0.470 
0.292 

8576 
6352 
7045 
7045 
7045 
7045 

0.245 
0.136 
0.175 
0.147 
0.360 
0.125 

0.671 
0.687 
0.764 
0.742 
0.720 
0.598 

As shown in table 1, since HFF refined the delault decision generation IVamework, 
its performance exceeds the later in all the three datasets. Due to the different granular
ity distribution of both classes, LFF works well in the first and the third datasets while 
falling across a sharply decrease in the breast cancer dataset. Because RARG provides 
a unified evaluation criterion for conllicts, with the irrelevant condition classes filtered, 
it guarantees the decision with the largest ratio of the sustaining decision objects to the 
effectual condition objects. For the tested objects, it refers to the most accordant rule 
with respect to other conflict ones. Therefore, RARG is particularly outstanding in the 
applications with voluminous inconsistency, such as the Primary tumor dataset dis
played in the result. In conclusion, RARG takes on a comparatively high performance 
in the above four methods. The results also show that RARG is comparable with the 
other two systems, and especially, it exceeds them in the Primary tumor dataset. 
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FROM CHAT ROOM SERVERS USING 
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Abstract; Chat rooms and newsgroup on the internet is a valuable, and ot\en free of 
charge, source of infomiation. In this paper, a design of smart chat room bots 
that automatically retrieve and filter on line messages is proposed. The design 
is based on internet technology and Bayesian Networks, Technical details of 
connecting to and retrieving data from web based chat room servers are 
presented. A Naive Bayesian network classifier is implemented using 
frequency of the keywords that mostly appear in the selecting messages as 
input features. A prototype of such a message classification system has been 
implemented. It has been trialed on detecting investment related messages 
from four Australian chat room sites. 

Key words: Information retrieval, Bayesian network, web mining 

1. INTRODUCTION 

It is widely understood that much intelligence can be gathered from 
sources which are publicly available from internet. In particular, this raises 
the need for some organizations to surveillance the information on the 
internet, particular informal sources such as chat rooms. As the amount of 
traffic through chat rooms each day is large and occurs in real time, the 
process of monitoring internet messages is expensive and in some sense time 
critical. To assist the monitoring process, a data classification process is 
employed. The chat room messages are classified into selected class and 
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non-selected class. Messages in the selected class require further processing. 
While it is time consuming for humans, the classification process does not 
require deep understanding of the text and thus can be efficiently performed 
by computers. 

Software robots, so-called bots, which are smart software tools for 
retrieving useful data from internet web sites, can be applied to search and 
categorize chat room messages in an efficient way [I]. Bots have great 
potential in text mining, which find patterns in enormous amounts of data. 
Bots can save labor as they persist in a search, refining it as they go along. 
Intelligent bots that can make decisions based on past experiences are the 
perfect way to perform the methodical searches to uncover information from 
internet. This paper presents the methods of design and implementation of 
smart chat room bots using Bayesian Networks for message filtering. 
Technical details of connecting to and retrieving data from chat room web 
servers are described. A case study of using the developed chat room bots to 
classify the messages retrieved from four Australian chat room sites is 
conducted. 

This paper presents the methods of design and implementation of smart 
chat room bots using Bayesian Networks for message filtering. Technical 
details of connecting to and retrieving data from chat room web servers are 
described. A case study of using the developed chat room bots to classify the 
messages retrieved from four Australian chat room sites is conducted. 

DATA RETRIEVAL 

2.1 Connecting to chat room web servers 

The first step to develop a bot is to connect to the chat room web server 
that has been chosen. Java socket API is chosen to use to communicate to the 
web server since it is platform independent and comprehensive for network 
application development [2]. 

Java Sockets are a mechanism for communication over the Internet. 
Since web servers normally listen on TCP port 80, a socket with the IP 
address of the chat room can be constructed if the IP address of the chat 
room is know. Java encapsulates the concept of an ordinary TCP socket with 
the class Socket, and the concept of a server socket with the class 
ServerSocket. Data stream (document) that is input to or output from a 
socket is encapsulated in Java using the InputStream and OutputStream 
classes, respectively. 
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Documents on the Internet web server can also be retrieved by using Java 
URL class. The standard identifier for a document on the Internet is its 
Universal Resource Locator (URL). The URL object is constructed with the 
URL address of the chat room. Interacting with the URL requires that the 
connection is established with the Web server that is responsible for the 
document identified by the URL. The TCP socket for the connection is 
constructed by invoking the openConnection method on the URL object. 
This method also performs the name resolution necessary to determine the IP 
address of the Web server. This method returns an object of type 
URLConnection. The connection to the Web server is requested by calling 
connect on the URLConnection object. If the URL specifies the http 
protocol, then the URLConnection will actually be an object of the subclass 
HttpURLConnection which has additional methods specific to HTML 
documents. 

2.2 HTML document analyzer 

The documents retrieved from Web servers are HTML documents. The 
structure of the HTML document from each web site is different from each 
one. Therefore, retrieving messages from a chat room URL has to involve 
certain degree of customization. To minimize the customization level, a 
HTML document analyzer package is developed to allow bots to be built on 
top of it. Also, the difficulty of classifying a message increase dramatically if 
it contains HTML tags. The HTML document analyzer should provide the 
function to easily remove HTML tags in the document. 

Sun provides a HTML parser package javax.swing.text.html.parser for 
parsing HTML documents. However, Swing's HTML parser fails to parse 
HTML documents into HTML objects. A similar approach presented by 
Somik Raha etc. was implemented to provide a fast real time parser for 
parsing HTML documents into HTML objects [3]. This HTML parser 
provides the following advantages: 
- Handles formatted HTML as much as possible the way MS IE and 

Netscape do 
~ Dissects the document in an array of tag objects and string node objects 
- Provides the value of a tag's attributes and comments, and 
- Can also handle XML documents. 

The HTML parser contains HTMLParser, HTMLReader, HTMLTag, 
HTMLTagScanner, HTMLTag and HTMLTagScanner six major classes. 

The HTMLParser class is the access point to the package. It allows the 
user to register or remove the scanners for the type of tags. HTMLParser can 
be instantiated either with a string representing the URL to be parsed, or the 
html file on the hard disk. It can also be instantiated with a HTMLReader 
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that constnicted by an inputStream class. This flexibility is important for 
supporting two types of web server connections discussed in section 2.1. 

HTMLReader builds on java.io.Bu? eredReader, providing metliods to 
read text from a character-input stream. It analysis the HTML document line 
by line using the registered HTML tag scanners and creates an array of 
HTML tag objects and string node objects. 

HTMLTag is the parent interface for the specific tags, which represents a 
generic tag entity. Each type of tag needs to develop a corresponding 
HTMLxxxTag that contains the methods to set and get attributes of the tag. 

HTMLTagScanner is the abstract base class of specific tag scanner 
classes. It contains evaluate() method, which evaluates a tag, and scan() 
method that constructs the tag object if it can handle it. Again, each type of 
tag requires a HTMLxxxScanner to implement its own scan() and evaluateQ 
methods. 

3. DATA FILTERING 

The aim of this project is to categorize the chat room messages according 
to user requirements. Naive Bayesian classifier based on probabilistic 
learning method which is widely used for email message filtering is 
employed to classify the messages [4],[5]. 

A Bayesian network is a directed acyclic graph that compactly represents 
a probability distribution. The nodes in the graph represent random variables 
that associate with a conditional probability table. Network directed links 
signify direct causal influences between connected nodes. The posterior 
probabilities of nodes are computed in Bayesian networks [6][7][8]. 

A Naive Bayesian network is a simple structure Bayesian network that 
has the class node as the parent node of all other nodes. Naive Bayesian 
networks have been used as an effective classifier for many years. It is easy 
to construct. Also, the classification process is very efficient. To avoid the 
computational difficulty of exploring a previously unknown network and the 
speed requirement of this project, a Naive Bayesian network is chosen for 
the message filtering algorithm. 

Bayesian networks extend the concept of deterministic modeling by 
taking into account uncertainties. Outputs and inputs are not stated as fixed 
variables but whenever possible as probability distributions. This is 
particular suitable in the case of classifying messages where precise 
relationship between the message classes and message features of that class 
is difficult to achieve. In considering the specific problem of classifying 
certain type of messages, a database of the keywords that mostly appear in 
the selecting type of messages can be used as the feature variables. Langley 
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et al.'s study shows Naive Bayesian network has surprisingly outperformed 
many sophisticated classifier when the features are not strongly correlated, 
which is the case in this application [9]. 

From Bayes' theorem and the theorem of total probability, the probability 
that a message m with vector x = (x,,...,x„) belongs to class c is: 

As the NaTve Bayesian classifier assumes thatx, ,...,x„ are conditionally 
independent given the class C, which equation (!) can be simplified to: 

P{C = c)-Y\P{X,=x^C = c) 

P{C = c\X^x) = ' ^ (2) 

X P{C=k)-Y[P{X,=x,\C=k) 

P{X^ I C) and P{C) can be estimate by the frequencies of the training 
data. 

4. CASE STUDIES 

A prototype that implements the proposed methods has been built. 
Building a bot based on the HTML document analyser package described in 
section 2.2 is simple and straight forward. Adding a new chat room site only 
involves a few lines of coding. Thus the development time has been reduced 
to minimum. 

Case studies using the prototype to classify on-line chat room messages 
into investment related category and non-investment related category were 
conducted. Data used in the experiments are real-world data collected from 
four Australian popular chat room sites. Two hundred messages were 
collected from each site. One fourth of the messages were used for testing 
and the remainder were used to build the network. 

A database that contains 47 keywords such as "share", "price", "buy" etc. 
that mostly appear in investment related messages are used as feature 
variables. The frequencies of keywords occurred in the investment related 
messages and non-investment related messages are counted. The posterior 
probabilities of the test data were calculated using equation 2. A threshold 
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value was chosen for the classifier. Preliminary results have proved that the 
above concept is feasible and e? ective in retrieving and classifying internet 
messages. It is also found the entire data retrieving and classification process 
very efficient and suitable for real-time implementation. 

5. CONCLUSIONS 

This paper presents the methods to design aid implement smart chat 
room bots using Bayesian Networks for message filtering. To reduce the 
level of customization of source code for retrieving data from different web 
site, a HTML document analyser has been implemented. This approach 
greatly increases the development rfficiency, A prototype of the proposed 
system has been built. Case studies using the prototype were conducted. 
Experiment results show the proposed methods are feasible and efficient. 
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Abstract As a distributed process calculus with localities and mobility of computational 
entities, Seal calculus is playing an important role in expressing key features 
such as security and mobility of Internet programming directly. However, little 
implementation technique proposed for the calculus, partly due to the complica
tion of inobile computation, which fusions three important techniques: concur
rency, distribution and mobility at the same time. The abstract machine PSN for 
a distributed implementation of the Seal calculus is presented. In PSN the log
ical structure of a seal system and its physical distribution are separated which 
induces a more simple and clear implementation. Moreover, an operational se
mantics description of the Seal calculus based on PSN is given. 

Keywords: Mobile computation. Seal Calculus, abstract machine, operational semantics 

1. Introduction 

The Seal calculus[l,2] is a mobile process calculus aims to model program
ming large scale distributed systems over open networks, with the goal of be
ing able to express the essential properties of Internet programs. Seal can be 
seen as a framework for exploring the design space of security and mobility 
features[3,4]. However, at present the research on Seal calculus is still at the 
stage of perfecting its theory, less work has been done on its application and 
implementation, only one implementation is mentioned in [5]. Moreover, the 
existed formal semantics of the Seal all base on the reduction semantics, which 
is easy to understand but difficult to implement. The problems of implementa-
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tion have been a restraint to the development of programming languages based 
on Seal and to experimentation of Seals on concrete examples. In our opinion, 
implementation is one of the aspects of Seal that most need investigations. 

One of the difficulties of a distributed implementation of a hierachical lan
guage such as Mobile Ambient[6] and Seal is that each movement operation 
involves ambients(or seals) on different hierachical levels. In [7,8] locks are 
used to achieve a synchronization among all ambients(or seals) affected by a 
movement. In a distributed setting, however, this lock-based policy can be 
expensive. Many programming languages and abstract calculi use abstract ma
chine to describe their semantics. Abstract machine as an intermediate stage 
increases portabihty and maintainability of compilers[9,10], [11] present a dis
tributed abstract machine of SA(Safe Ambients Calculus), the main idea is to 
mode each seal as a network node, communication between these nodes base 
on asychcronous message transimission, which simulates the communication 
and mobility of seals. The contribution in [11] motivates our work. However, 
The Seal calculus differs from Ambients in two important ways. First, Ambi
ents use subjective mobility(an agent moves itself) in Seal mobility is objec-
tive(an agent is moved by its context). Second, in Seal both communication 
and mobility between seals base on channels, which are named computational 
stnictures used to synchronize processes, in Ambients communication is local 
and mobility bases on capabilities. So neither the definition nor the implemen
tation of the abstract machine of Seal will be defferent from the Ambients'. In 
[12], we give a simple distributed implementation of the Seal Calculus, which 
is the basis of this paper. 

The paper is organized as follows. Section 2 introduces the formal syntax 
and relevant properties of the abstract machine PSN. Section 3 presents the 
operational semantics of Seal based on the states transition, finally, a transition 
example is proposed to verify the correctness of the semantics. The last section, 
concludes the paper with a discussion of future work. 

2. Abstract IMachine 

We call the abstract machine defined in this paper PSN(Pervasive Seal Net
work), which separates between the logical and the physical distribution of the 
seals. The logical distribution is given by the tree staicture of the seal syn-
tax(a seal can contain other seals). The physical distribution is given by the 
association of a location with each seal. 

In PSN, a seal named s is represented as a located seal (ft ; s{P],f,ss), 
where h is the location, or site, at which the seal runs, / is the location of the 
parent of the seal, and P is the proceses local to the seal and ss is the location 
set of the subseals. While the same name may be assigned to several seals, a 
location univocally identifies a seal; it can be thought of as its physical address. 
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A tree of seals is rendered, in PSN, by the parallel composition of the seals 
in the tree. In this sense, the physical and the logical topology are separated: 
the space of the physical locations is flat, and each location hosts at most one 
seal, each seal resides at a distinct physical location(this gives us the physical 
distribution), but each seal knows the location at which its parent and its sons 
reside(this gives us the logical topology). For instance, an Seal term si[Pi || 
-P2 II S2[Qi] II S3[Q2]], where Pi and F2 are the local processes of si , and 
Qi{i = 1,2) is a local process of m.((i.e., -nii has no subseals), becomes in 
PSN; 

h : si[Pi|F2],root, {A;i,^-2}) || {h • S2{Qi],h,{}) II (̂ '2 : S3[Q2],h,{}) 
where h, ki, ^2 are different location names, root is a special name indicating 
the outermost location, and i| is the parallel composition of located seals. Since 
seals may mn at different physical sites, they communicate with each other by 
means of asynchronous messages. 

We use m, n,... to range over names, h,k,... to range over locations, 
p, g , . . . to range over both names and locations. The syntax of PSN is shown 
as follows: A term of PSN, a net, is the parallel composition of agents and 

Net A ::= 0 
Agent Age'n 
Process P : 
Action M :: 

M l 
t :: = 
= 0 
= x 

llĥ  
ih 
Pi 

n 1 
Message MagBody 

2ivp)A 1 Agen 
n[P],k,SS) 

, 1 h{MsgBody) 

\ Pi 1 {m)P 1 M.p 1 M\P 
x"{y)\x'>{Xy)\x'>{:ff)\x 
:= write{c, x) 

•moveAck | 
Ok'write 

m.ove{h) | 

II wait.P 1 {MsgBody} 
" (y) 
send{c,'i],n) j 

Dkmove{h) 

messages, with some names possibly restricted. An agent is a located seal. 
Located seal is the basic unit of PSN, and represent seals of Seal with their 
local processes. Messages include two kinds. One kind is the messages that 
the requestor sends to the receiver, to ask for services; Another kind is the 
acloiowledagement messages that the services provider sends back to the re
questor to notify the completion of services and to execute the next operation. 
The syntax of the processes inside located seals is similar to that of processes 
in Seal. The only additions are: the prefix wait.P, which appears in a seal when 
this has sent a request but has not received an answer yet; and the requests, 
which represent messages received from the requestors and not yet served. We 
use A to range over nets. 

For example, for the following Seal program: 
si[c'^^{y).y'^{x).0 || s:i{c^Cl).0] \\ S2[ciHz).0]] 

the PSN is: 
{{r.rn[0],rp,{h}), 
{£1 : si[rcormn{c, y, son{s2)).rcornm{y, x, son(6'2)).0], r, {£2, h}) , 
{£2 •• S2{scormn{ci,z, fath).0], ^1, {}), 
( 4 : S3[6'comm(c, ci, fath).0], 4 , {})} 
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3. Operational Semantics 

Operational Semantics Based On Transitions 

Our operational semantics is based on a transition system. In this kind of 
formalism ttie semantics of a program is given in terms of the transitions which 
can make from one configuration to another. The execution of a program is 
then modeled by a sequence of configurations with transitions, starting from a 
suitable initial configuration. The transitions are given by a transition relation 
i-^C Conf X Conf (where Conf is the set of configurations). 

In transition systems, a configuration usually consists of something like the 
statement that is to be executed, plus some extra state information. The con
figuration that we shall use will have a rather complex structure. Formally we 
define the set of Conf by; 

ConfKk : Si[di], /,, 55,)}, iel...n 
Where Ij, denotes the location of the seal, s, denotes the name of the seal, ck 

denotes the actionlist of seal s,;, fi denotes the location of the parent seal and 
SSi denotes the location set of the subseals. 

According to the above definition of configurationcnthe initial configuration 
is the final transformation result of Seal source program P to PSN, i.e, 
conf = PSN{P) = {{h: si[di], / i , 55i) , . . . , ( / „ : s„[d„], /„, SSn)} 
the terminal configuration is the state that all the parallel process' action queues 
become empty, i.e., 

conf = {(̂ 1 : si[0], ,h,SSi),..., {/., : s„[0], /„, SS^)} 
Now, having an intuitive understanding of the meaning of the programming 

constructs, it is rather easy to give the corresponding transition rales. 
Throughout this section, whenever we write {a)t>p, we require that (a) ^ p. 

(1) local communication 
(Tl) {h : n[scomm{c, y, loc).cli t> rcomm{c, x, loc).cl'2 i> cl], f, SS) o p' 

^ {h : n[cl[ t> cl'^iy/x} o cl], / , SS) o p' 
(2) local son to parent communication 
(T2) (/i : ni[scomm{c, x, fath).cl'i t> di, fi, 55i) t> p' 

(-+ (/i : ni{wait.cl'i > cli > fath{write{c, x)}], / i , 55i) o p' 
{if fath = fO 

(T3) (/2 : n2[rc.omm{c, y, son{ni)).cl2 > {write{c, x),li}], /2, 552) i> P 
(-> {h : n2[cl'2{x/y} i> ch t> k{Okwrite}], /2, 552) ^ p' 

(ifh e 552) 
(T4) {li : ni[wait.cl{ o cli i> {Okwrite, fath]], / i , 55i) !> p' 

^{h:ni[cl[>ch]JuSSi)t>p' (if fath = fi) 
(3) parent to son communication 
(T5) {h : ni[scomm{c, x, son{n2))-cl'i t> cli], / i , 55i) i> p' 

t-> (li : ni[7vait.cl[ t> cli •> h{write{c, x)]], / i , SSi) t> p' 
(if 2̂ = Loc{n2) and n2 G 55i) 
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(T6) (̂ 2 : n2[rcomm{c, y., fath).d'2 t> ch t> {write{c, y),h}], fa, SS2) > p' 
,-. (̂ 2 : ri2[d'2{x/y} ^ ch > h{0kwrite}].j2, SS2) > p' (if/2 = H) 
For space limitation, we omit the transition rules of process movement, 

which include local movement, parent to son movement and son to parent 
movement. These rules are similar to the above communication transition 
rules. 

An Execution Sample of PSN 
For the sample presented in section 3, we apply the transition rules in sub

section 4.1, we get the following transition steps: 
SI: Suppose p = pi i> P2 0 P3, there 

Pi = {(̂ 1 : Si[rcomjn{c.y,son{s3)).rco'nrn{y,x,son{s2))-0],r, 
{h,k})}, 

P2 = {(̂ 2 •• S2[scomrri{ci, z, fath).0],li, {})}, 
p-i = {(̂ 3 : sz[scomrn{c,ci,fcdh).%li,{})),then 

S2: After transition T2, p becomes 
Pi^ {{h '• S2[wait.{}\>li{write{c,z)]]J.i,{})}t> {{l-i : s^[wait.Q 
^li{write{c,ci)}\Au{])} 

S3: Using T3 transition, becomes 
{{li : Si[rcorrirn{ci,x, son(s2)).01> l:i{Okwrite} 0 {write{ci,z),l2}]; 
r,{l2,k})}t>{{l2-S2[wait.0}]Ji,{})}>{{k:s'i{wait.0}lli,{})} 

S4: Using T4 transition, becomes 
{{ll : si[rcomm{ci, X, son{s2)).0 > {turite{ci,z),l2}],r, {^2^3})} 
^{{k : S2[wait.(}}],k, {})} O {(̂ 3 : ss[0}]Ju {})} 

S5; Using T3, T4 transition continously, we get 
{{h : si[0],r,{h,km> {{h •• S2[0llu{})}> {{h •• S3{0],li,{})} 

4. Conclusion and future work 

We have presented an abstract machine for the Seal calculus, and discussed 
briefly its operational semantics based on transition system. The main orig
inality of our abstract machine lies in the fact that an operational semantics 
based on transition system is given not a reduction one, this work facilitates 
the implementation and constitutes the first step in a potential series of more 
and more refined abstract machies, getting us closer to a provably correct im
plementation of the Seal calculus. 

Finally let us point out some directions in which further work could be done. 
First, it would certainly be worthwhile to see whether for this kind of language 
also a denotational semantics can be developed, and possibly proved equivalent 
to the current operational semantics. Maybe the representation used here for 
parallel processes could be adapted to denotational semantics in such a way 
that a clear description is possible. Also this kind of operational semantics 
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could be a good basis to explore the possibility of automatic implementation 
of mobile computation languages by means of a interpreter. 
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