
8
Discretization Methods

In this Chapter, we introduce unsupervised and supervised methods for discretization of continuous
data attributes. Discretization is one of the most important, and often required, preprocessing
methods. Its overall goal is to reduce the complexity of the data for further data mining tasks.

1. Why Discretize Data Attributes?

Often data are described by attributes that assume continuous values. If the number of continuous
values of the attributes/features is huge, model building for such data can be difficult and/or
highly inefficient. Moreover, many data mining algorithms, as described in Part 4 of this book,
operate only in discrete search/attribute spaces. Examples of the latter are decision trees and rule
algorithms, for which discretization is a necessary preprocessing step, not just a tool for reducing
the data and the subsequently generated model complexity.

The goal of discretization is to reduce the number of values a continuous attribute assumes by
grouping them into a number, n, of intervals (bins).

Two key problems associated with discretization are how to choose the number of intervals
(bins), and how to decide on their width. Discretization can be performed with or without taking
class information (if available) into account. Analogously to unsupervised vs. supervised learning
methods (which require class information), discretization algorithms are divided into two main
categories: unsupervised and supervised. If class information exists (i.e., if we have access to
training data) a discretization algorithm should take advantage of it, especially if the subsequently
used learning algorithm for model building is supervised. In this case, a discretization algorithm
should maximize the interdependence between the attribute values and the class labels. An
additional benefit of using class information in the discretization process is that it minimizes the
(original) information loss. Figure 8.1 illustrates a trivial case for one attribute, using the same
width for all intervals. The top of Figure 8.1 shows a case where a user decided to choose n = 2
intervals, without using information about class membership of the data points. The bottom of
Figure 8.1 shows the grouping of attribute values into n = 4 intervals, while taking into account
the class information; the four intervals better discretize the data for a subsequent classification
into two classes, represented by white and black ovals. In the first case, by choosing just two
intervals, the user made it more difficult for a classifier to distinguish between the classes (since
the instances from different classes were grouped into the same intervals). With real data, it would
be unusual to have such nicely distributed attribute values; most often there would be a mixture
of data points from several classes in each interval, as illustrated in Figure 8.2.

Discretization of continuous attributes is most often performed one attribute at a time,
independent of other attributes. This approach is known as static attribute discretization� On the
other end of the spectrum is dynamic attribute discretization, where all attributes are discretized
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Figure 8.1. Deciding on the number of intervals without using (top) and after using (bottom) class
information.

simultaneously while taking into account the interdependencies among them. Still another way
to look at discretization algorithms is to consider whether the partitions produced by them apply
only to localized regions of the example/instance space. In this case, they are called local (like the
one performed by the C4.5 algorithm, where not all features are discretized). On the other hand,
when all attributes are discretized, they produce n1 •n2 • � � � nd regions, where ni is the number
of intervals of the ith attribute; such methods are called global.

Discretization transforms continuous attribute/feature values into a finite number of intervals
and associates with each interval a discrete value. Discrete values can be nominal (e.g. white, red)
or numerical (e.g., 1, 2, 3), although for coding purposes nominal values are always converted
into numerical ones. Any discretization process consists of two basic steps:

– first, the number of discrete intervals needs to be chosen. This is usually done by the user,
although a few discretization algorithms are able to do it on their own. There also exist some
heuristic rules that help the user to decide on the number of intervals.

– second, the width (boundary) of each interval (given the range of values of an attribute) must
be determined, which is often done by a discretization algorithm itself.

Since all discretization algorithms but one supervised algorithm (outlined later in the Chapter)
are static and all but one (k-means) are global we shall use only the following categorization to
describe them:

– unsupervised (or class-blind), which discretize attributes without taking into account class
information

– supervised (or class-aware), which discretize attributes while using interdependence between
the known class labels and the attribute values

As we will learn in Part 4 of this book, most of the model-building algorithms are strongly
influenced by the number of intervals into which the attributes are divided. One such effect is
efficiency of model-building, and another the ability of the model to generalize on new data. The
larger the number of intervals, the larger the chance for a model to overfit the data (see Chapter15).

To summarize: on the one hand, a discretization algorithm, used as a preprocessing step, should
generate as few discrete intervals as possible. On the other hand, however, too few intervals may
hide information about the relationship between the class variable (if known) and the interval
variable. The latter situation is especially true when the attribute values are not distributed

x

Figure 8.2. Distribution of points belonging to three categories over attribute X.
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evenly, in which case a large amount of important original information may be lost. In practice,
discretization algorithms search for a number of discrete intervals as a tradeoff between these two
goals.

2. Unsupervised Discretization Algorithms

Unsupervised discretization algorithms are the simplest to use and implement. They only require
the user to specify the number of intervals and/or how many data points should be included in
any given interval.

The following heuristic is often used to choose intervals: the number of intervals for each
attribute should not be smaller than the number of classes (if known). The other popular heuristic
is to choose the number of intervals, nFi, for each attribute, Fi� (i = 1� � � � � n, where n is the
number of attributes), as follows:

nFi = M/�3∗C�

where M is the number of training examples and C is the number of known categories.
A description of two unsupervised algorithms follows. We assume that, in general, the user

supplies a set of numbers, representing the number of intervals into which each attribute/feature
is to be discretized:

N = �nF1� � � � � nFi� � � � � nFn�

2.1. Equal-Width Discretization

This algorithm first finds the minimum and maximum values for each feature, Fi, and then divides
this range into a number, nFi, of user-specified, equal-width intervals.

2.2. Equal-Frequency Discretization

This algorithm determines the minimum and maximum values of the attribute, sorts all values in
ascending order, and divides the range into a user-defined number of intervals, in such a way that
every interval contains the same number of sorted values.

3. Supervised Discretization Algorithms

As we will learn in Part 4 of this book (particularly in Chapter 12), the goal of machine learning
algorithms is to generate models of the data that well approximate concepts/hypotheses represented
(described) by the data. In other words, their goal is to discover relation between the class variable
(such as the conclusion (THEN part) of a production rule) and the attribute/feature variable (such
as the condition (IF part) of a rule). In a similar manner a supervised discretization problem can
be formalized in view of the class-attribute interdependence, as described below.

3.1. Information-Theoretic Algorithms

Many supervised discretization algorithms have their origins in information theory. A supervised
learning task requires having a training dataset consisting of M examples, where each example
belongs to only one of the S classes. Let F indicate a continuous attribute/feature. We say that
there exists a discretization scheme D on F that discretizes the continuous attribute F into n
discrete intervals, bounded by the pairs of numbers:

D � ��d0� d1	� �d1� d2	� � � � � �dn−1� dn	
 (1)
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where d0 is the minimal value and dn is the maximal value of attribute F , and the values in
Equation (1) are arranged in ascending order.

These values constitute the boundary set for discretization D:

�d0�d1�d2� � � � � dn−1�dn


Each value of attribute F can be assigned into only one of the n intervals defined in Equation (1).
The membership of each value, within a certain interval, for attribute F may change with a change
of the discretization D. The class variable and the discretization variable of attribute F are treated
as random variables defining a two-dimensional frequency matrix, called the quanta matrix, as
shown in Table 8.1.

In the table, qir is the total number of continuous values belonging to the ith class that are
within interval �dr−1�dr	. Mi+ is the total number of objects belonging to the ith class, and M+r

is the total number of continuous values of attribute F that are within the interval �dr−1�dr	, for
i = 1� 2 � � � � S and r = 1� 2� � � � � n.
Example: Let us assume there are three classes, four intervals, and 33 examples, distributed as
illustrated in Figure 8.2. For these data we construct the corresponding quanta matrix, shown in
Table 8.2.

The values shown in Table 8.2 have been calculated as follows. Total number of values:

M =
Lj∑

r=1

q+r =
c∑

i=1

qi+

M = 8+7+10+8 = 33

M = 11+9+13 = 33

Number of values in the First interval:

M+r =
c∑

i=1

qir

M+first = 5+1+2 = 8

Table 8.1. Two-dimensional quanta matrix for attribute F and discretization scheme D.

Class Interval Class Total

�d0� d1	 … �dr−1� dr	 … �dn−1� dn	

C1 q11 … q1r … q1n M1+
: : … : … : :
Ci qi1 … qir … qin Mi+
: : … : … : :
CS qS1 … qSr … qSn MS+
Interval Total M+1 … M+r … M+n M

Table 8.2. Quanta matrix corresponding to Figure 8.2.

Classes Intervals Total

First Second Third Fourth

White 5 2 4 0 11
Grey 1 2 2 4 9
Black 2 3 4 4 13

Total 8 7 10 8 33
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Number of values in the White class:

Mi+ =
n∑

r=1

qir

Mwhite+ = 5+2+4+0 = 11

We now calculate several statistics from the above quanta matrix. The estimated joint probability
of the occurrence that attribute F values are within interval Dr = �dr−1�dr	 and belong to class
Ci is calculated as follows:

pir = p�Ci�Dr �F� = qir

M
(2)

(For the example: pwhite�first = 5/33 = 0�24)
The estimated class marginal probability that attribute F values belong to class Ci�pi+, and

the estimated interval marginal probability that attribute F values are within the interval Dr =
�dr−1�dr	 p+r , are:

pi+ = p�Ci� = Mi+
M

(3)

(For the example: pwhite+ = 11/33)

p+r = p�Dr �F� = M+r

M
(4)

(For the example: p+first = 8/33)
The Class-Attribute Mutual Information between the class variable C and the discretization

variable D for attribute F given the 2-D frequency matrix is defined as

I�C�D�F� =
S∑

i=1

n∑

r=1

pir log2

pir

pi+p+r

(5)

(For the example: I�C�D � vj� = 5/33∗ log��5/33�/�11/33∗8/33�� + � � � + 4/33∗ log��4/33�
/�13/33�∗8/33��

Similarly, the Class-Attribute Information and Shannon’s entropy are defined,
respectively, as

INFO�C�D�F� =
S∑

i=1

n∑

r=1

pir log2

p+r

pir

(6)

(For the example: INFO�C� D � vj� = 5/33∗ log��8/33�/�5/33�� + � � � + 4/33∗ log��8/33�
/�4/33��

H�C�D�F � =
S∑

i=1

n∑

r=1

pir log2

1
pir

(7)

(For the example: H�c � vj� = 5/33∗ log�1/�5/33��+ � � �+4/33∗ log�1/ �4/33��
Given Equations (5), (6) and (7), the Class-Attribute Interdependence Redundancy criterion

(CAIR, or R) and the Class-Attribute Interdependence Uncertainty criterion (CAIU, or U) are
defined as

R�C�D�F� = I�C�D�F�

H�C�D�F�
(8)

U�C�D�F� = INFO�C�D�F�

H�C�D�F�
(9)
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The CAIR criterion measures the interdependence between classes (the larger its value, the
better correlated are the class label and the discrete intervals) and the discretized attribute. CAIR
is independent of the number of class labels and of the number of unique values of the continuous
attribute. The same holds true for the CAIU criterion, but with a reverse relationship. The CAIR
criterion is used in a CADD algorithm, described later, that uses a user-specified number of
intervals, initializes the discretization intervals using a maximum entropy discretization method,
and uses the significance test for selection of a proper confidence interval, all of which add to
its complexity. The CAIM algorithm, on the otherhand, described in detail below, avoids these
disadvantages.

3.1.1. CAIM: Class-Attribute Interdependency Maximization Algorithm
The Class-Attribute Interdependency Maximization algorithm works in a top-down manner: it
divides one of the existing intervals into two new intervals, using a criterion function that results
in achieving the optimal class-attribute interdependency after the split. It starts with the entire
interval �do�dn	 and maximizes interdependence between the continuous attribute and its class
labels in order to automatically generate a small number of discrete intervals. The discretization
criterion used in the CAIM algorithm is described next.

The CAIM criterion (note that the criterion’s name is the same as the algorithm’s name)
measures dependency between the class variable C and the discretization variable D for attribute
F , for a given quanta matrix, and is defined as follows:

CAIM�C�D�F� =
n∑

r=1

max2
r

M+r

n
(10)

where n is the number of intervals, r iterates through all intervals, i.e., r = 1� 2� � � � � n, maxr

is the maximum value among all qir values (maximum in the r th column of the quanta matrix),
i = 1� 2� � � � � S, and M+r is the total number of continuous values of attribute F that are within
the interval �dr−1�dr	.

The CAIM criterion is a heuristic measure defined to quantify the interdependence between
classes and the discretized attribute. It has the following properties:

– the larger the value of the CAIM, the higher the interdependence between the class labels and
the intervals. The larger the number of values belonging to class Ci within a particular interval
(if the number of values belonging to Ci within the interval is the largest, then Ci is called
the leading class), the higher the interdependence between Ci and the interval. The goal of
maximizing the interdependence can be translated into the goal of achieving the largest possible
number of values that belong to a leading class, within all intervals. CAIM maximizes the
number of values belonging to a leading class by using the maxi operation. CAIM achieves
the highest value when all values within a particular interval belong to the same class, for all
intervals; then maxr = Mri and CAIM = M/n.

– CAIM assumes real values in the interval [0, M], where M is the number of values of attribute F .
– CAIM generates a discretization scheme where each interval potentially has the majority of its

values grouped within a single class label
– the squared maxi value is divided by the Mri in order to account for the (negative) impact that

values belonging to classes other than the leading class have on the discretization scheme. The
more such values, the bigger the value of Mri, which decreases the value of the CAIM criterion.

– scales the max2
r value to avoid overflow error during calculations. To do so, we calculate

max2
r

Mri

as
maxr

Mri

maxr
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– since CAIM favors discretization schemes with smaller numbers of intervals the summed value
is divided by the number of intervals n.

The value of the CAIM criterion is calculated with a single pass over the quanta matrix.
The optimal discretization scheme can be found by searching over the space of all possible
discretization schemes to find the one with the highest value of the CAIM criterion. Since such a
search for the globally optimal CAIM value would be highly combinatorial, the algorithm uses a
greedy approach to search for an approximation of the optimal value by finding locally maximal
values of the criterion. Although this approach does not guarantee finding the global maximum it
is computationally inexpensive.

The CAIM algorithm, like all discretization algorithms, consists of two steps: (1) initialization
of the candidate interval boundaries and the corresponding initial discretization scheme, and (2)
the consecutive additions of a new boundary that results in the locally highest value of the CAIM
criterion. The pseudocode of the CAIM algorithm follows.

Given: Data consisting of M examples, S classes, and continuous attributes Fi

For every Fi DO:

Step1.
1.1 find the maximum �dn� and minimum �d0� values of Fi

1.2 form a set of all distinct values of Fi in ascending order, and initialize all possible interval
boundaries B with minimum, maximum and all the midpoints of all the adjacent pairs in
the set

1.3 set the initial discretization scheme as D � ��d0�dn	
, set GlobalCAIM=0

Step2.
2.1 initialize k = 1
2.2 tentatively add an inner boundary, which is not already in D, from B, and calculate the

corresponding CAIM value
2.3 after all the tentative additions have been tried accept the one with the highest value of CAIM
2.4 if (CAIM > GlobalCAIM or k < S), then update D with the boundary accepted in step 2.3

and set GlobalCAIM=CAIM; else terminate
2.5 set k = k+1 and go to step 2.2

Result: Discretization scheme D.

The algorithm starts with a single interval that covers all values of an attribute and then divides
it iteratively. From all possible division points that are tried (with replacement) in Step 2.2., it
chooses the division boundary that gives the highest value of the CAIM criterion. The algorithm
uses the heuristic that every discretized attribute should have at least the number of intervals equal
to the number of classes.

The running time of the algorithm is log-linear, namely, O (M log (M)). Tables 8.4 and 8.5 illus-
trate the performance of the algorithm on several datasets. All but the smo dataset can be obtained
from the UC Irvine ML repository at http://www.ics.uci.edu/∼mlearn/MLRepository.html, while
the smo can be obtained from the StatLib at http://lib.stat.cmu.edu. A summary description of the
eight datasets is shown in Table 8.3.

A comparison of the results achieved by the CAIM algorithm and six other unsupervised and
supervised discretization algorithms (described later in this Chapter), on the eight datasets, is
shown in Table 8.4. The goodness of discretization is evaluated by three measures: (a) the CAIR
criterion value, (b) the number of generated intervals, and (c) the execution time.

As mentioned above, one of the goals of data preprocessing is to make it easier for the subse-
quently used machine learning algorithm to generate a model of the data. In Tables 8.5 and 8.6 we
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show the classification results of two machine learning algorithms, achieved after the data were
discretized by different discretization algorithms. The algorithms are a decision tree C5.0 and a rule
algorithm CLIP4, which are described in Chapter 12. The classification results are compared using
two measures: the accuracy (Table 8.5) and the number of the generated rules (Table 8.6).

Note: Since the decision tree algorithm has a built-in front-end discretization algorithm, and
thus is able to generate models from continuous attributes, we show its performance while it
generated rules from raw data against the results achieved when discretized data were used.

As we see in Table 8.5 the best accuracy, on average, for the two machine learning algorithms
is achieved for data discretized with the CAIM algorithm. Table 8.6 compares the number of
rules generated by the two machine learning algorithms and indicates that the CAIM algorithm,
by generating discretization schemes with small numbers of intervals, reduces the number of rules
generated by the CLIP4 algorithm, and the size of the generated decision trees.

3.1.2. �2

A supervised learning �2 test (Chi2 test) is used in the CAIR/CADD algorithm, but can also be
used on its own for discretization purposes.

In the �2 test, we use the decision attribute, so it is a supervised discretization method. Let
us note that any interval Boundary Point (BP) divides the feature values from the range �a� b	,
into two parts, namely, the left boundary point LBP = �a� BP	 and the right boundary point
RBP = �BP� b	; thus n = 2. Using statistics, we can measure the degree of independence between
the partition defined by the decision attribute and defined by the interval BP. For that purpose,
we use the �2 test as follows:

�2 =
2∑

r=1

C∑

i=1

�qir −Eir�
2

Eir

where Eir is the expected frequency of feature Fir :

Eir = q+r qi+
M

If either q+r or qi+ is zero, then Eir is set to 0.1. It holds that if the partitions defined by a
decision attribute and by an interval boundary point BP are independent, then

P�qi+� = P�qi+�LBP� = P�qi+�RBP�

for any class, which means that qir = Eir for any r ∈ �1� 2	 and i ∈ �1� � � � �C	, and �2 = 0.
Conversely, if an interval boundary point properly separates objects from different classes the
value of the �2 test for this particular BP should be very high. This observation leads to the
following heuristic: retain interval boundaries with corresponding high values of the �2 test and
delete those with small corresponding values.

Example: Let us calculate �2 test values for data shown in the contingency tables shown in
Table 8.7.

In Table 8.7 the boundary points BP1 through BP4 separate 14 data points for one feature (the
points belong to two classes) into two intervals each (Int.1 and Int.2) in four different ways. The
�2 values corresponding to the partitions shown in Table 8.7 are (from top left to bottom right)
2.26, 7.02, 0.0, and 14.0, respectively.

In order to use the �2 test for discretization, the following procedure can be used. First, the
user chooses the �2 value, based on the desired significance level and degree of freedom using
statistical tables. Then, the �2 values are calculated for all adjacent intervals. Next, the smallest
of the calculated �2 values is found and compared with the user-chosen value: if it is smaller,



Chapter 8 Discretization Methods 247

Table 8.7. Four hypothetical scenarios for discretizing an
attribute.

BP1 BP2

Class Int.1 Int.2 Total Class Int.1 Int.2 Total

C1 4 4 8 C1 7 1 8
C2 1 5 6 C2 1 5 6
Total 5 9 14 Total 8 6 14

BP3 BP4

Class Int.1 Int.2 Total Class Int.1 Int.2 Total

C1 4 4 8 C1 8 0 8
C2 3 3 6 C2 0 6 6
Total 7 7 14 Total 8 6 14

then the two corresponding intervals are merged; otherwise, they are kept. The process is repeated
until the smallest value found is larger than the user-specified value. The procedure needs to be
repeated for each feature separately. There are also several other ways, not covered here, in which
the �2 test can be used for discretization of features.

3.1.3. Maximum Entropy Discretization
Let us recall that in order to design an effective discretization scheme, one needs to choose:

– Initial discretization. One way of doing this is to start with only one interval bounded by the
minimum and the maximum values of the attribute. The optimal interval scheme is found by
successively adding the candidate boundary points. On the other hand, a search can begin with
all the boundary points as candidates for the optimal interval scheme, and then their number can
be reduced by elimination. The easiest way to chooe the candidate boundary points, however, is
to take all the midpoints between any two nearby values of a continuous feature; alternatively,
the user may use some heuristic to specify their number.

– Criteria for a discretization scheme. As mentioned above, CAIM, CAIR, and CAIU criteria are
good measures of the interdependence between the class variable and the interval variable, and
thus all can be used as discretization criteria.

Let T be the set of all possible discretization schemes, with their corresponding quanta matrices.
The goal of the maximum entropy discretization is to find a t∗ ∈ T such that

H�t∗� ≥ H�t� ∀t ∈ T

where H is Shannon’s entropy as defined before. This method is intended to ensure maximum
entropy with minimum loss of information. To calculate the maximum entropy (ME) for one row
in the quanta matrix (one class), a discretization scheme must be found that makes the quanta
values as even as possible. However, for a general multiclass problem, discretization based on
maximum entropy for the quanta matrix can be highly combinatorial. To avoid this situation, the
problem of maximizing the total entropy of the quanta matrix is approximated by maximizing the
marginal entropy. Then boundary improvement (by successive local perturbation) is performed to
maximize the total entropy of the quanta matrix. The ME algorithm after Ching et al. is presented
below.

Given: A training data set consisting of M examples and C classes.
For each feature, DO:
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1. Initial selection of the interval boundaries:

a) Calculate the heuristic number of intervals = M/�3∗C�
b) Set the initial boundary so that the sums of the rows for each column in the quanta matrix

distribute as evenly as possible to maximize the marginal entropy

2. Local improvement of the interval boundaries

a) Boundary adjustments are made in increments of the ordered, observed unique feature values
to both the lower boundary and the upper boundary for each interval

b) Accept the new boundary if the total entropy is increased by such an adjustment
c) Repeat the above until no improvement can be achieved

Result: Final interval boundaries for each feature.

The ME discretization seeks the discretization scheme that preserves the information about a given
data set. However, since it hides information about the class-feature interdependence, it is not very
helpful for subsequently used ML algorithms, which have to find the class-feature interdependence
on their own.

3.1.4. Class-Attribute Interdependence Redundancy Discretization (CAIR)
In order to overcome the ME problem of not retaining the interdependence relationship between
the class variable and attribute variable, the CAIR measure can be used as a criterion for the
discretization algorithm. Since the problem of maximizing CAIR, if we are to find an optimal
number of intervals, is highly combinatorial, a heuristic is used to find a local optimization
solution, as outlined in the following pseudocode.

Given: A training data set consisting of M examples and C classes.

1. Interval initialization

a) Sort in an increasing order the continuous-valued attributes
b) Calculate the number of intervals from the heuristic �M/�3∗C��
c) Perform ME discretization on the sorted values to obtain initial intervals
d) Form the quanta matrix corresponding to those initial intervals

2. Interval improvement

a) Based on the existing boundaries, tentatively eliminate each inner boundary in turn, and
calculate its corresponding CAIR

a) After all tentative elimination has been tried on each existing boundary, accept the one with
the largest corresponding value of CAIR

b) Update the boundaries, and repeat this step until there is no increase of CAIR

3. Interval elimination
At this step the statistically insignificant (redundant) intervals are consolidated. This is done
by using the �2 test in the following manner:

a) Perform the following test:

R�C � Fj� ≥ �2

2 ·L ·H�C � Fj�

where �2 is the �2 value at a certain significance level specified by the user, L is the total
number of values in two adjacent intervals, and H is the entropy for these intervals
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b) If the test is significant at the specified level, then perform the same test for the next pair of
intervals

c) If not, one of the intervals from the pair is redundant, and they are consolidated into one by
eliminating the separating boundary

Result: Final interval boundaries for each feature.

The CAIR criterion was used in the CADD algorithm to select a minimum number of intervals
without significantly reducing CA interdependence information. The problems with CADD are
that it uses the heuristic in selecting the initial number of intervals, that the use of ME to initialize
the interval boundaries may result in a very poor discretization scheme, although this outcome is
remedied by the boundary perturbation scheme at step 2, and that the confidence level for the �2

test needs to be specified by the user. All these factors increase the computational complexity of
the algorithm.

3.2. Other Supervised Discretization Algorithms

Below we describe two conceptually simple supervised discretization algorithms that are normally
used for other purposes. One is a clustering algorithm and the other a decision tree. Later we
outline a dynamic supervised discretization algorithm.

3.2.1. K-means clustering for discretization
The K-means algorithm, the widely used clustering algorithm, is based on the minimization of
a performance index defined as the sum of the squared distances of all vectors, in a cluster, to its
center. The K-means algorithm is described in detail in Chapter 9. Below, we restate it expressly
for the purpose of discretization of an attribute, namely, for finding the number and the boundaries
of intervals.

Given: A training data set consisting of M examples and C classes, and a user-defined number
of intervals nFi for feature Fi

1. Do class cj for �j = 1� � � � �C�
2. Choose K = nFi as the initial number of cluster centers. Initially, the first K values of the

feature can be selected as the cluster centers.
3. Distribute the values of the feature among the K cluster centers, based on the minimal distance

criterion. As a result, feature values will cluster around the updated K cluster centers.
4. Compute K new cluster centers such that for each cluster the sum of the squared distances

from all points in the same cluster to the new cluster center is minimized
5. Check whether the updated K cluster centers are the same as the previous ones, if yes go to

step 1; otherwise, go to Step 3

Result: The final boundaries for the single feature that consist of the minimum value of the
feature, midpoints between any two nearby cluster prototypes for all classes, and the maximum
value of the feature.

The outcome of the algorithm, in an ideal case, is illustrated, for one feature, in Figure 8.3.
The behavior of the K-means algorithm is strongly influenced by the number of cluster centers
(which the user must choose), the choice of initial cluster centers, the order in which the samples
are taken, and geometric properties of the data. In practice, before specifying the number of
intervals for each feature, the user might draw the frequency plot for each attribute so that the
“guessed” number of intervals (clusters) is as correct as possible. In Figure 8.3 we have correctly
“guessed” the number of clusters to be 6, and therefore the result is good. Otherwise, we might
have gotten a number of intervals that did not correspond to the true number of clusters present
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Figure 8.3. Illustration of the K-means discretization algorithm.

in a given attribute (what we are in fact doing is one-dimensional clustering). The problem of
choosing the correct number of clusters is inherent to all clustering algorithms. To avoid it, one can
cluster the feature values into several different numbers of intervals (clusters) and then calculate
some measure of the goodness of clustering (see the discussion of cluster validity measures in
Chapter 9). Then, one can choose the number of intervals that corresponds to the optimal value
of the used cluster validity measure.

3.2.2. One-level Decision Tree Discretization
In order to better understand the one-level decision tree algorithm the reader is encouraged to
read about decision trees in Chapter 12. The one-level decision tree algorithm by Holte can be
used for feature discretization. It is known as One-Rule Discretizer, or 1RD. It greedily divides
the feature range into a number of intervals, using the constraint that each interval must include at
least the user-specified minimum number of continuous values (statistics tells us that this number
should not be less than 5). The 1RD algorithm starts with initial partition into the intervals, each
containing the minimum number of values, and then moves the initial partition boundaries, by
adding the feature values, so that each interval contains a strong majority of objects from one
decision class. The process is illustrated in Figure 8.4.

XY

Figure 8.4. Illustration of the 1RD algorithm for 2D data. On the right, we see a discretization using features
X and Y , respectively.
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3.2.3. Dynamic Attribute Discretization
Few algorithms for dynamic attribute selection exist, and their applicability to large data sets is
limited because of the high computational costs. In spite of this situation we outline below one
supervised dynamic discretization algorithm. Discretization performed by a supervised dynamic
discretization algorithm, in an ideal case, may essentially eliminate the need for the subsequent
design of a classifier, as illustrated in Figure 8.5, which shows the hypothetical outcome of the
algorithm.

From the outcome of such discretization, we may design a classifier (although one that does not
recognize all the training instances correctly) in terms of the following rules, using both features:

IF x1 = 1 AND x2 = I THEN class = MINUS (covers 10 minuses)
IF x1 = 2 AND x2 = II THEN class = PLUS (covers 10 pluses)
IF x1 = 2 AND x2 = III THEN class = MINUS (covers 5 minuses)
IF x1 = 2 AND x2 = I THEN class = MINUS MAJORITY CLASS

(covers 3 minuses & 2 pluses)
IF x1 = 1 AND x2 = II THEN class = PLUS MAJORITY CLASS

(covers 2 pluses & 1 minus)

II

X1

X1

X2

X2

I

1

1 2

III III

III

2

Figure 8.5. Discretization of two attributes performed in a supervised dynamic way. Top: training data
instances (their class memberships). Bottom: discretization of the first attribute into two intervals and of the
second attribute also into two intervals.
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We note that the discretized feature x2 alone can be used to design a reasonably accurate
classifier if the following rules are specified:

IF x2 = I THEN class = MINUS MAJORITY CLASS
(covers 10 minuses & 2 pluses)

IF x2 = II THEN class = PLUS MAJORITY CLASS
(covers 10 pluses & 1 minus)

IF x2 = III THEN class = MINUS (covers 5 minuses)

By defining the above, simpler classifier, we have in fact used the most discriminatory feature
(see Chapter 7), identified by the dynamic discretization algorithm. In specifying both classifiers,
we have used the terms PLUS/MINUS MAJORITY CLASS to indicate that the corresponding
rules do not cover only one class but a mixture of both. As we will see in Chapter 12, to avoid
overfitting of the training data, we accept such rules for large data sets.

Below, after Gama et al., we outline one such supervised dynamic discretization algorithm. It
uses training data to build hypotheses for possible discretizations of all continuous attributes into a
number of intervals for each attribute. Then it uses test data to validate/choose the best hypothesis.
The algorithm uses an A∗ search to determine the number of intervals for each attribute.

The size of the search space for the A∗ algorithm is r1 • r2 • � � � rd regions, where ri is the
number of continuous values for the ith attribute. A state is defined as a collection of vectors
�n1�n2 � � � nd�, where ni is the number of intervals for attribute i. The most general discretization
would be into one interval for each attribute, i.e., �1� 1� � � � 1�, and the most specific would be to
use all original continuous values for all attributes, i.e. �r1� r2 � � � rd�. The goal of the search is
to find the optimal value for each attribute, according to some objective function. The objective
function for the A∗ algorithm is defined as o�n� = g�n� + d�n�, where n denotes a state. The
function g measures the distance to the goal state, and function d measures the depth of the search
tree, or distance from the initial state. The function g is defined using the test data set, that is
defined in terms of the error committed on the test data using the current discretization scheme for
all attributes. For example, for four attributes, it could be (2,3,5,4). The function d is defined as

d�n� = 1
c

l∑

i=1

log�ni�

where c is a user-specified scaling constant used to control the influence of function d on the
objective function. The objective function favors smaller over larger number of intervals for each
attribute.

Before one can calculate the value of function g (the error on test data), two operations must
be performed for a current candidate hypothesis, say, (2,3,5,4):

– both the training and test data must be discretized into 2, 3, 5, and 4 intervals, respectively
– to achieve this outcome one can use any of the discretization algorithms described in this

Chapter (we know the number of intervals for each attribute).

Once we have discretized both data sets, we compute the error on the test data. If it is smaller
than the current best value, we accept the new discretization. Using our example, if the current
state is (2,3,5,4) and we decide to increase the number of intervals for each attribute by one (our
initial state was (1,1,1,1)), and the current node has four children nodes ((3,3,5,4), (2,4,5,4), etc.),
the decision of which of these nodes to expand will depend on the value of the objective function:
only the node with the smallest value will be expanded.
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The stopping criteria for the algorithm are as follows: if the value of the objective function is
zero (no error on test data), then stop: optimal discretization has been found. The other criterion is
that if after a few iterations (say, 3) there is no improvement of the objective function value, then
increase the number of intervals by one. If, again, after a few iterations there is no improvement,
then stop: optimal discretization has been found.

From the above outline, we note that this supervised dynamic discretization algorithm, although
interesting, is computationally expensive. That is why dynamic algorithms are not used in practice.

3.2.4. Paterson and Niblett Algorithm
Finally, we briefly describe an algorithm that is incorporated into C4.5 and C5.0 algorithms as a
preprocessing step, used before building a decision tree, to discretize continuous data. For feature
Fi that has a number, r, of continuous values, first the training examples are sorted on the values
of feature Fi. Then they are split, on threshold R, into two intervals: those for which Fi ≤ R and
those for which Fi > R. To find the threshold R, all the r-1 possible divisions on feature Fi are
examined. For each possible value of R, the information gain is computed, and the threshold
corresponding to the largest value of information gain, or gain ratio, is chosen as the threshold
to discretize this feature (see Chapter 12 for information about decision trees).

4. Summary and Bibliographical Notes

In this Chapter we introduced two unsupervised and several supervised discretization
algorithms [1, 2, 4, 5, 6, 8, 9, 10, 11]. We also outlined one dynamic discretization algorithm
[7] and performed comparison between several state-of-the-art algorithms [3, 10]. Discretization
algorithms are one of the most important preprocessing tools. Depending on the goal of prepro-
cessing and the type of data, we use either one type of algorithm or another. If the goal is to build
a model of the data in a situation where training data are available, one should use a supervised
discretization algorithm. If the data are very large then one is constrained to using only the
simplest algorithms. The most important topics discussed in this Chapter are the notion of the
quanta matrix and the information-theoretic approach to discretization.

References

1. Cios, K.J., Pedrycz, W., and Swiniarski, R. 1998. Data Mining Methods for Knowledge Discovery,
Kluwer

2. Ching, J.Y., Wong, A.K.C., and Chan, K.C.C. 1995. Class-dependent discretization for inductive learning
from continuous and mixed-mode data. IEEE Transactions on PAMI, 17:641–651

3. Cios, K.J., and Kurgan, L. 2004. CLIP4: Hybrid inductive machine learning algorithm that generates
inequality rules. Information Sciences, 163(1–3): 37–83

4. Doughherty, J., Kohavi, R., and Sahami, M. 1995. Supervised and unsupervised discretization of
continuous features. In: Machine Learning: Proceedings of the 12th International Conference, Prieditis,
A., and Russell S. (Eds.)

5. Fayyad, U.M., and Irani, K.B. 1992. On the handling of continuous-valued attributes in decision tree
generation. Machine Learning, 8:87–102

6. Fayyad, U.M., and Irani, K.B. 1993. Multi-interval discretization of continuous-valued attributes for
classification learning. In: Proceedings of the 13th Inernationa lJoint Conference on Artificial Intelli-
gence, Morgan-Kaufmann, 1022–1027

7. Gama, J., Torgo, L., and Soares, C. 1998. Dynamic discretization of continuous attributes. In:
Proceedings of the Sixth Ibero-American Conference on Artificial Intelligence, 160–169

8. Holte, R.C. 1993. Very simple classification rules perform well on most commonly used data sets.
Machine Learning, 11:63–90

9. Kerber, R. 1992. Chimerge: discretization of numeric attributes. In: Proceedings of the 10th National
Conference on Artificial Intelligence, MIT Press, 123–128



254 5. Exercises

10. Kurgan, L., and Cios, K.J., 2004. CAIM discretization algorithm. IEEE Transactions on Knowledge
and Data Engineering, 16(2):145–153

11. Paterson, A., and Niblett, T.B. 1987. ACLS Manual. Edinburgh Intelligent Terminals, Ltd.

5. Exercises

1. What are the basic categories of discretization algorithms?
2. What is a quanta matrix?
3. Implement and run a one-level decision tree to discretize the iris and pid data sets (see Table 8.3).
4. Implement and run the CAIM algorithm on the iris and pid data sets (see Table 8.3).
5. Implement and run the dynamic discretization algorithm on the iris and pid data sets (see

Table 8.3).


	Discretization Methods
	
	Why Discretize Data Attributes?
	Unsupervised Discretization Algorithms
	Supervised Discretization Algorithms
	Summary and Bibliographical Notes
	Exercises




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


