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Synonyms
30–60 day oscillation; 40–50 day oscillation;
Intraseasonal oscillation (ISO); Intraseasonal variability
(ISV)

Definition
The MJO is a planetary-scale quasiperiodic oscillation of
atmospheric wind and convective cloudiness anomalies
that moves slowly eastward along the equator mainly over
the tropical Indian and Pacific Oceans with a timescale on
the order of 30–60 days.

Introduction
In 1971, Roland Madden and Paul Julian stumbled across
a 40–50 day oscillation when analyzing the zonal (east–
west) wind data from rawinsondes at Kanton Island
(3 �S, 172 �W) over the equatorial western Pacific. Until
the early 1980s, little attention was paid to this oscillation,
which later became known as the MJO. Since the 1982–
1983 El Niño event, low-frequency variations in the tro-
pics, both on intra-annual (less than a year) and
interannual (more than a year) timescales, have received
muchmore attention, and the number of MJO-related pub-
lications grew rapidly. The MJO turned out to be the dom-
inant form of the intraseasonal (30–90 day) variability in
the tropical atmosphere and has many important influ-
ences on the global weather and climate system.

The MJO is a naturally occurring mode of variability of
the tropical ocean–atmosphere system. It is characterized
by an eastward propagation of large regions of both
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enhanced and suppressed tropical convection, cloudiness
and rainfall near the equator mainly over the tropical
Indian and Pacific Oceans, and associated large-scale
atmospheric circulation (wind) anomalies over the whole
globe. The anomalous cloudiness or rainfall usually first
emerges over the equatorial western Indian Ocean and
intensifies and remains evident as it propagates eastward
over the warm ocean waters of the equatorial eastern
Indian Ocean and western Pacific, the so-called Indo-
Pacific warm pool. This pattern of anomalous cloudiness
and rainfall then generally weakens and disappears as it
moves over the cooler ocean waters of the equatorial east-
ern Pacific, the so-called equatorial cold tongue. Along
with this eastward-propagating pattern of equatorial
cloudiness and rainfall anomalies, there also exist east-
ward moving distinct baroclinic patterns of lower- and
upper-level atmospheric circulation anomalies in the tro-
pics and subtropics. The circulation anomalies extend
around the globe and are not confined to the eastern hemi-
sphere as opposed to the cloudiness and rainfall anoma-
lies. When the MJO moves eastward, it modulates the
background cloud, rainfall, and circulation in the tropical
Indian and Pacific Oceans on timescales shorter than
a season but longer than a couple of weeks. The length
of a typical MJO cycle is approximately 30–60 days but
normally 40–50 days. Thus, the MJO is also known as
the 30–60 day oscillation, 40–50 day oscillation,
intraseasonal oscillation (ISO), or intraseasonal variability
(ISV) after its typical timescale. A complete MJO cycle
can be divided into two distinct phases according to the
intensity of its convective activity and rainfall:
convectively active (enhanced) phase or wet phase and
convectively inactive (suppressed) phase or dry phase.
The wet phase of the MJO cycle is characterized by
enhanced tropical convection and large moist convective
storms with higher cloud-top heights, more cloud cover,
and heavier rainfall (thus more atmospheric latent heating)
-9,
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than average. In contrast, the dry phase of theMJO cycle is
typified by dry and clear conditions with lower cloud-top
heights, less cloud cover and rainfall (thus less atmo-
spheric latent heating) than normal. The MJO appears to
be predictable with lead times of 2–3 weeks. This can help
bridge the gap in environmental forecast skill between that
of weather (lead times up to a few days) and that of sea-
sonal-to-interannual climate predictions (lead times from
a few months to a few years).

Satellite remote sensing data have played an important
role in the MJO studies during the last three decades
because of the high spatial (a few kilometers) and tempo-
ral (3 h or daily) resolutions and global coverage of the sat-
ellite data especially over the tropical oceans where the
rawinsondes are sparse and the global reanalyses have
had large uncertainties. These satellite-based studies have
significantly advanced our knowledge in theMJO descrip-
tion and mechanism as well as its global impacts. They
have also led to considerable improvement in our numeri-
cal modeling capability and theoretical understanding of
the MJO. This entry briefly reviews the central role of sat-
ellite remote sensing data in studying the description,
mechanisms, and global impacts of the MJO.
Description
The MJO and its eastward-propagating convective feature
are most active during the Northern Hemisphere (boreal)
winter season (November–April) when the Indo-Pacific
warm pool is centered near the equator. During the North-
ern Hemisphere (boreal) summer season (May–October),
the change in the large-scale wind patterns associated with
the Asian summer monsoon results in the large-scale con-
vective disturbances propagating northeastward, from the
equatorial Indian Ocean into Southeast Asia. The discus-
sions in this entry mainly focus on the boreal winter
MJO events although many aspects of these discussions
can be equally applied to the boreal summer MJO events.

The MJO can be detectable in several important atmo-
spheric and oceanic parameters, such as atmospheric
cloudiness, atmospheric wind speed and direction, atmo-
spheric temperature, atmospheric moisture, surface pres-
sure, surface rainfall, sea surface temperature (SST), and
surface heat and freshwater fluxes. However, the funda-
mental quantities related to the MJO are large-scale orga-
nized convection, cloudiness, rainfall, and tropospheric
winds. Thus, our discussion of the MJO description
mainly centers on how the remote sensing data help us
understand the characteristics of large-scale convective
cloudiness, rainfall, and tropospheric winds associated
with the MJO.

Outgoing longwave radiation (OLR) and infrared win-
dow radiance (or brightness temperature) provide broad-
band and narrowband measures of the total flux of
longwave radiation lost to space at the top of the atmo-
sphere. Deep convective clouds in the tropics have cold
cloud tops and therefore have low values of OLR and
brightness temperature. Typically, an OLR value of less
than 200 W m�2 or a brightness temperature value of less
than 220 K indicates the presence of deep convection in
the tropics. Because of this simple property of OLR and
brightness temperature, they have been widely used as
a proxy for deep convection over the tropics, where the
background longwave radiation from low clouds or sur-
face is much higher. During the wet phase of the MJO,
both OLR and window radiance can be significantly
reduced due to higher and colder convective cloud tops.
On the other hand, during the dry phase of the MJO, both
OLR and window radiance can be significantly enhanced
because of clear skies and lower and warmer cloud tops.
Thus, OLR and infrared window radiance are good indica-
tors of the convective intensity of the MJO. Over the trop-
ical warm ocean waters where MJO convection is active,
satellites are the only way to observe convective cloudi-
ness with large spatial coverage. As a result, the satellite
remote sensing data have played a central role in studying
the general spatial and temporal structure and eastward-
propagating features of the MJO convection and cloudi-
ness during the past three decades.

Based on limited rawinsonde and surface station data,
Madden and Julian speculated that the MJO is character-
ized by slowly eastward-propagating, large-scale oscilla-
tions in the tropical convective cloudiness over the
equatorial Indian Ocean and western Pacific as the result
of an eastward movement of large-scale atmospheric cir-
culation cells oriented in the equatorial zonal plane. Evi-
dence of such eastward-propagating clouds in satellite
data was first presented by Arnold Gruber in 1974 and
Abraham Zangvil in 1975 who both found large-scale
eastward-propagating features near 40–50 days at the
equator in the cloud brightness data obtained from the
Environmental Science Services Administration (ESSA)
satellites (ESSA 3 and 5). However, no further evidence
was found until the early 1980s when NOAA OLR data
and wind analyses from US National Meteorological
Center (NMC) became available. These Advanced Very
High Resolution Radiometer (AVHRR) OLR data started
from the mid-1970s and were mainly from a series of
polar-orbiting satellites, such as the scanning radiometer
(SR) series and the Television Infrared Observation Sat-
ellite–Next Generation (TIROS-N) series. These OLR
data have a twice-daily resolution and a good global cov-
erage each day. By the early 1980s, almost 10 years of
daily AVHRR OLR data were archived and available to
the research community. In the early to mid-1980s,
a series of observational papers on the MJO (at the time
still referred to as the 40–50 day or 30–60 day oscilla-
tion) using the AVHRR OLR and NMC wind analyses
appeared. These studies clearly demonstrated the exis-
tence of the slowly eastward propagation of the tropical
cloudiness at the intraseasonal timescale and
documented many detailed and important convective
cloudiness and circulation features of the MJO. These
papers also helped to bring the MJO to the attention of
the scientific community. The NOAA polar orbiter satel-
lites have been operating almost continuously over the
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Madden-Julian Oscillation (MJO), Figure 1 Infrared satellite
observations for the global tropics (20 �N–20 �S) for (from the
top) 03 GMT December 7, 12, 17, 22, and 26, 1987. Bright white
areas indicate high clouds and deep convection, and dark
regions indicate cloud-free conditions (Based on Global Cloud
Imagery (GCI) data courtesy of M. Salby, University of Colorado).
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past 30 years. As a result, the NOAA OLR data have
a relatively long record (over 30 years) and have been
and are still extensively employed for studying the MJO.

Figure 1 shows the infrared brightness for a MJO event
from December 7 to 26, 1987, with each panel separated
by 5 days. Each map covers the all longitudes (0–360�)
between 20 �S and 20 �N. Bright white areas indicate cold
high clouds, and dark regions indicate cloud-free or warm
low cloud conditions. The slow eastward propagation of
cold high clouds associated with the MJO is evident.
The cold high clouds first form over the western equatorial
Indian Ocean on December 7, 1987 and, over the course of
the following�20 days, then intensify and propagate east-
ward across the equatorial Indian Ocean and the Maritime
Continent to the equatorial western Pacific Ocean.

In addition to the large-scale eastward-propagating pat-
tern of MJO convective cloudiness, there exist many fine-
scale structures within the convective cloudiness. The
high spatial (100 km) and temporal (daily) resolution
AVHRR OLR data from NOAA polar orbiters and much
higher spatial (a few kilometers) and temporal (3 h) reso-
lution window-channel infrared data from the geostation-
ary satellites, such as Geostationary Meteorological
Satellite (GMS) from Japan, are particularly useful in
investigating the fine structure of the MJO convective
cloudiness due to their high spatial and temporal resolu-
tions. For example, the OLR data indicated many short-
period, synoptic-scale convective systems within the plan-
etary-scale 30–60 day fluctuations. Along the equator,
these active convective systems move eastward
with a phase speed of 10–15 m s�1 and have a horizontal
spatial scale of several thousand kilometers and
a timescale of less than 10 days. These synoptic-scale,
eastward-propagating convective systems within the
MJO envelope are referred to as super cloud clusters or
more recently convectively coupled Kelvin waves. The
GMS infrared window radiance data have revealed that
a super cloud cluster consists of many fine-scale cloud
clusters. These fine-scale cloud clusters typically propa-
gate westward along the equator with a lifetime of about
1–2 days. Although each cloud cluster moves westward,
a super cloud cluster moves eastward due to the successive
formation of a new cloud cluster east of the mature-stage
cloud cluster. This suggested the existence of a hierarchy
of convective activity within the MJO that is still an out-
standing avenue of research of today.

In the Tropics, surface rainfall is closely related to con-
vective cloudiness and thus is another key quantity of
interest to characterize the MJO. The tropical rainfall can
be estimated from the satellite-observed infrared and
microwave radiances. The surface rainfall can first be indi-
rectly derived from infrared window radiance and OLR
which are very sensitive to cloud-top temperatures that
are indirectly tied to surface rainfall. The microwave radi-
ances are very sensitive to the hydrometeors that directly
result in surface precipitation and thus can be used more
directly to retrieve surface precipitation. The microwave-
based rainfall retrievals can be divided into passive and
active microwave (radar) retrievals. The passive retrievals
can further be divided into the microwave emission-based
(sensitive to cloud liquid water) and the microwave scat-
tering-based (sensitive to ice particles and large water
drops) rainfall retrievals. Starting from the 1990s, several
global rainfall data have been generated from satellite-
observed infrared and microwave data and were instru-
mental in studying the MJO during the last two decades.
For example, daily, global oceanic rainfall data retrieved
based on microwave emission from the Microwave
Sounding Unit (MSU) on the NOAATIROS-N satellites
was first used to study the MJO convective feature in the
1990s. During the late 1990s, the NOAA Climate Predic-
tion Center (CPC) generated a global rainfall data set,
referred to CPC Merged Analysis of Precipitation
(CMAP), through the merged analysis of precipitation
from several sources, such as gauges, satellites, and
numerical model outputs. The satellite rainfall estimates
for the CMAP includes the window infrared-based rainfall
estimate from NOAA geostationary satellites (e.g., Geo-
stationary Operational Environmental Satellites, GOES),
the OLR-based rainfall estimate from the NOAA polar-
orbiting satellites, the microwave emission-based rainfall
estimate from the MSU on the NOAA polar-orbiting
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satellites and the Special Sensor Microwave/Imager
(SSM/I) on the Defense Meteorological Satellite Program
(DMSP) satellites, and the microwave scattering-based
rainfall estimate from SSM/I. Similar merged global rain-
fall data were also produced by the Global Precipitation
Climatology Project (GPCP) based on similar inputs.
However, some subtle differences exist between the
CMAP and GPCP precipitation data sets, such as diurnal
cycle adjustment and atoll precipitation adjustments. Both
CMAP and GPCP rainfall data with pentad (5 day) resolu-
tion have been extensively used to study the convective
features of the MJO and identify MJO events. Launched
in 1997, the Tropical Rainfall Measurement Mission
(TRMM) satellite provided the first spaceborne precipita-
tion radar (PR) (active microwave) to monitor global rain-
fall from space in addition to the passive TRMM
Microwave Imager (TMI) instrument and the visible and
infrared scanner (VIRS) instrument. The TRMM PR and
TMI data have also been used to study theMJO. However,
their spatial and temporal sampling is rather coarse. To
alleviate these sampling deficiencies of the TRMM PR
and TMI, the TRMMMultisatellite Precipitation Analysis
(TMPA) project provides a calibration-based sequential
scheme for combining precipitation estimates from multi-
ple satellites, as well as gauge analyses where feasible, at
fine scales (0.25� � 0.25� and 3 hourly). The input satel-
lite data for the TMPA are mainly from two sources:
(1) passive microwave-based precipitation from the TMI
on TRMM, the SSM/I on DMSP satellites, the Advanced
Microwave Scanning Radiometer–Earth Observing Sys-
tem (AMSR-E) on Aqua, and the Advanced Microwave
Sounding Unit-B (AMSU-B) on the NOAA polar-orbiting
satellites; (2) window infrared-based precipitation data
collected by the international constellation of geostation-
ary satellites. This TMPA data set, also known as the
TRMM 3B42, has relatively better retrieval accuracy and
sampling at fine spatial and temporal scales. It has been
used extensively for the recent MJO studies.

In association with the eastward-propagating equatorial
convective cloud and rainfall system are strong variations
in lower- and upper-level large-scale atmospheric wind
fields along the equator and in the subtropics. Unlike the
convective cloudiness that is mostly confined over the
equatorial Indian and western Pacific Oceans, the large-
scale wind anomalies of the MJO extend globally along
the equator and into the subtropics. For example, along
the equator, low-level zonal winds converge into the con-
vective center, while upper-level zonal winds diverge
away from the convective center. These lower- and
upper-level zonal winds are interconnected through
ascending (upward vertical movement) moist air within
the convective center and descending dry air outside the
convective center. These large-scale zonal winds propa-
gate eastward together with the convective cloudiness
along the equator and can reach into the western hemi-
sphere (eastern Pacific, Atlantic, and Africa). In addition
to these zonal winds along the equator are large-scale gyre
circulations extending into the subtropics in both the lower
and upper troposphere that are tied to the eastward-
propagating convective cloudiness and zonal winds along
the equator. For example, in the lower troposphere,
a subtropical cyclonic couplet (counterclockwise in the
Northern Hemisphere and clockwise in the Southern
Hemisphere) flanks or lies to the west of the MJO convec-
tive region, while a subtropical anticyclonic couplet
(clockwise in the Northern Hemisphere and counterclock-
wise in the Southern Hemisphere) lies to the east of the
MJO convective region. On the other hand, in the upper
troposphere, a subtropical anticyclonic couplet flanks or
lies to the west of the MJO convective region, while
a subtropical cyclonic couplet lies to the east of the MJO
convective region due to the baroclinic nature of the trop-
ical large-scale wind fields. The near equatorial large-
scale zonal wind anomalies are a Kelvin wave response
to the MJO convective heating, while the off equatorial
meridional wind anomalies are a Rossby wave response
to theMJO convective heating. The Kelvin wave is named
after Lord Kelvin, who studied water waves along
a vertical side boundary under rotation conditions. In this
case, the equator, where the vertical component of the
Earth’s rotation vector changes sign, serves the vertical
side boundary. The Rossby wave is due to the latitudinal
variation of the vertical component of the Earth’s rotation
and is named after C. G. Rossby, who was the first to
clearly isolate the so-called Rossby wave dynamics (a bal-
ance between inertia and rotation). These large-scale pat-
terns of convective cloudiness and wind fields are
components of what are collectively referred to as equato-
rial waves or convectively coupled equatorial waves. It is
the upper-level circulation features of these waves that
allow the convective signatures of the MJO over the
Indo-Pacific warm pool to influence weather “down-
stream” over the eastern Pacific and Atlantic (e.g., hurri-
canes and tropical cyclones) as well as the midlatitudes
(e.g., precipitation extremes along the US west coasts).

In terms of satellite observations, tropospheric winds
are difficult to observe directly except via cloud tracking,
such as the cloud-drift winds derived from theMulti-angle
Imaging SpectroRadiometer (MISR) and NOAA geosta-
tionary satellites. However, the surface winds can be mea-
sured directly using the spaceborne radar scatterometers,
such as the SeaWinds instrument on NASA’s Quick
Scatterometer (QuikSCAT) satellite. The importance of
the cloud-drift winds and QuikSCAT surface winds for
the MJO study has been recognized but still in the early
stages of exploration. The overall large-scale dynamic
structure of the MJO, especially in the upper levels, is still
mainly derived from the global reanalyses or radiosondes
at the moment.
Mechanisms
To understand the mechanisms responsible for the initia-
tion and maintenance of the MJO, it is important to quan-
tify the evolution of the thermodynamic environment and
surface conditions associated with the MJO. In particular,
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documenting the three-dimensional temperature and
moisture structure of the MJO is crucial in advancing our
theoretical understanding of the MJO. The availability of
satellite-based temperature and moisture soundings
makes these studies possible. For example, tropical
mean tropospheric temperature, lower-troposphere
(surface–300 mb) temperature, and upper-troposphere
(500–100 mb) temperature were derived from the MSU
channels in the early 1990s. These data were used to study
the relationship betweenMJO convection and temperature
anomalies in the 1990s. It was found that when the MJO is
amplifying (e.g., over eastern Indian Ocean), convective
heating anomalies are positively correlated to temperature
anomalies. This implies production of eddy available
potential energy (EAPE), which can in turn be used to
drive atmospheric motion and sustain the MJO. When
the MJO is decaying (e.g., over the eastern Pacific or east
of the Date Line), temperature anomalies are nearly in
quadrature with convective heating anomalies. As
a result, their correlation and production of EAPE are
small which is no longer an energy source for the MJO.
For water vapor, the TIROS Operational Vertical Sounder
(TOVS) provided the water vapor fields at five different
levels in the troposphere in the 1990s. These data were
used to study the three-dimensional structure and evolu-
tion of water vapor over the life cycle of the MJO in the
early 2000s. The composite evolution of moisture shows
markedly different vertical structures as a function of lon-
gitude. There is a clear westward tilt with the height of the
moisture maximum associated with the MJO propagating
eastward across the Indian Ocean. These disturbances
evolve into nearly vertically uniform moist anomalies as
they reach the western Pacific. Near-surface (below
850 mb) positive water vapor anomalies were observed
to lead the convection anomaly by 5 days over the Indian
Ocean and western Pacific. Upper-level positive water
vapor anomalies were observed to lag the peak in the con-
vection anomaly by 5–10 days, as the upper troposphere is
moistened following intense convection. In the eastern
Pacific, the moisture variations then become confined to
the lower levels (below 700 mb), with upper-level water
vapor nearly out of phase.

While the MSU and TOVS provided useful initial
insights into the three-dimensional temperature and mois-
ture structure of the MJO, their vertical resolution was too
low to describe the detailed vertical structure, especially
near the tropopause and boundary layer. Recently, global
atmospheric moisture and temperature profiles with
a much higher vertical resolution were produced by the
Atmospheric Infrared Sounder (AIRS)/Advanced Micro-
wave Sounding Unit on the NASA Aqua satellite. The
AIRS data provide an unprecedented opportunity to docu-
ment the vertical moist thermodynamic structure and spa-
tial–temporal evolution of the MJO. Figure 2 presents the
pressure-longitude cross sections of the temperature
anomaly and its relationship to the convective rainfall
anomaly for a composite MJO cycle (from�20 day to
+20 day, separated by 10 days each). In the Indo-Pacific
warm pool, the temperature anomaly exhibits a trimodal
vertical structure: a warm anomaly in the free troposphere
(800–250 hPa) and a cold anomaly near the tropopause
(above 250 hPa) and in the lower troposphere (below
800 hPa) for the wet phase and vice versa for the dry
phase. The moisture anomaly also shows markedly differ-
ent vertical structures as a function of longitude and the
strength of the convection anomaly. Most significantly,
the AIRS data demonstrate that, over the Indian Ocean
and western Pacific, enhanced convection and precipita-
tion is generally preceded in both time and space by
a low-level warm and moist anomaly and followed by
a low-level cold and dry anomaly. This zonal asymmetry
in the low-level moisture and temperature anomaly pro-
vides a favorable moist thermodynamic condition for the
eastward propagation of the MJO. Furthermore, the com-
parison between the AIRS observations and the National
Center for Environmental Prediction (NCEP)/National
Center for Atmospheric Research (NCAR) and NCEP/
Department of Energy (DOE) reanalyses revealed the poor
representation of the low-level moisture and temperature
structure associated with the MJO in these reanalyses par-
ticularly over the equatorial Indian and Pacific Oceans,
where there are very few conventional data to constrain
the reanalyses. Despite their reliance on (imperfect)
numerical models, these reanalyses have been widely used
as “observations” to validate MJO theories and model
simulations.

The ocean surface fluxes of heat (solar and infrared
radiation, latent and sensible heat), mass (rainfall and
water vapor flux), and momentum (wind) are considered
important for the initiation and eastward propagation of
the MJO by some researchers. Understanding the manner
and degree the atmospheric components of the MJO are
coupled to ocean surface fluxes is vital to understand the
MJO dynamics and establish MJO theories. This coupling
includes how the atmospheric components of the MJO
influence the ocean surface heat, mass, and momentum
fluxes and how the ocean surface provides the needed heat
and moisture sources for the MJO convection. Surface
heat fluxes have typically been very difficult to measure
remotely from space although satellites offer the only via-
ble way to estimate these quantities with regular temporal
and spatial samplings over the tropical oceans. Apart from
precipitation discussed above, satellite measurements of
clouds and water vapor have been used with atmospheric
radiative transfer models to provide estimates of solar
and infrared radiation fluxes at the ocean surface. More-
over, satellite estimates of ocean surface winds (e.g.,
QuikSCAT and SSM/I discussed above) have been used
in conjunction with water vapor measurements from satel-
lites to construct estimates of latent heat (or evaporative)
flux from the ocean. These types of observations, in con-
junction with satellite SST retrievals (e.g., Advanced Very
High Resolution Radiometer (AVHRR) or TMI), have
been used to study how theMJO convection interacts with
the ocean surface and explore the degree the ocean and
atmosphere are coupled at intraseasonal and other
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Madden-Julian Oscillation (MJO), Figure 2 Pressure-longitude cross sections of equatorial mean (averaged from 8 �S to 8 �N)
temperature anomaly for a composite MJO cycle based on AIRS data from 2002 to 2005. The color red denotes warm anomalies, while
the color blue indicates cold anomalies. The superimposed solid black line denotes rainfall anomaly from TRMM (Reproduced from
Tian et al., 2006, their Figure 3, by permission of American Meteorological Society).
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timescales. Satellite-based ocean surface wind speed
observations (e.g., QuikSCAT and SSM/I discussed
above) have been used to derive momentum fluxes (e.g.,
wind stress) at the ocean surface. These observations have
been critical in documenting and understanding the role of
the MJO in influencing the development and evolution of
El Niño and Southern Oscillation (ENSO) events. ENSO
is the most important interannual variability in the coupled
tropical atmosphere ocean system with a dominant
timescale of 2–7 years and has significant impacts on the
global weather and climate.

During the dry phase of theMJO, suppressed convection
is associated with decreased cloud cover and increased sur-
face insolation and anomalous surface easterlies. These
anomalous surface easterlies act to decrease the surface
wind speed because the background surface winds are weak
westerlies in the equatorial Indian and western Pacific
Oceans, hence decreasing the surface latent heat flux
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Madden-Julian Oscillation (MJO), Figure 3 Geographical regions of a number of impacts of the boreal winter MJO on the global
climate system. (1) Influencing tropical weather, alternative periods of wetter/drier conditions in the tropical Indian Ocean and
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the equatorial central and eastern Pacific. (5) Impacting tropical cyclone genesis over the tropical Indian Ocean and western
Pacific. (6) Influencing the development of heavy rainfall events over US west coast. (7) Changing the subtropical total-column ozone
over the eastern Hemisphere and Pacific Ocean. (8) Affecting the aerosol and air pollution over the equatorial Indian and western
Pacific Oceans as well as the tropical Africa and Atlantic Ocean. (9) Influencing the ocean surface Chl across the tropical ocean coasts.
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(or evaporation). Increased surface shortwave radiation and
reduced surface evaporation contribute to the warming of
SST for the dry phase. During the subsequent wet phase
of the MJO, enhanced convection is associated with
increased cloud cover and decreased surface insolation.
As a result, the SST warming trend is arrested and
a cooling trend is initiated. Subsequently, the continued
cooling of the upper ocean is accelerated by increasedwest-
erly surface winds leading to enhanced surface evaporation
and increased entrainment of cold water from below the
thermocline. Then the wet phase is followed by another
dry phase when SST warming occurs. Therefore, over the
Indian Ocean and western Pacific, the enhanced convection
is usually led by a warm SST anomaly to the east due to
enhanced insolation and decreased evaporation and
followed by a cold SST anomaly to the west due to
decreased insolation and enhanced evaporation. When the
convective anomaly approaches the Date Line, the surface
evaporation anomaly and surface solar radiation anomaly
tend to cancel each other. Thus, the SST anomaly is rather
small over the eastern Pacific, so does the convective anom-
aly. This convection–SST phase relationship leads many
scientists to believe that the MJO is a coupled mode of
the tropical ocean–atmosphere system.

Impacts
During the past three decades, the MJO has been shown to
have important influences on various weather and climate
phenomena over the globe at many timescales, such as the
diurnal cycle, tropical weather, monsoon onsets and breaks,
ENSO, tropical hurricanes and cyclones, extreme precipita-
tion events, extratropical and high-latitude circulation, and
weather patterns. Given evidence that the MJO is predict-
able with lead times of 2–3 weeks, the strong modulation
of the global climate system by the MJO implies that many
other components of the global climate system may be pre-
dictable with similar lead times. Some examples of the
MJO impacts are listed and described below, and the
regions of impacts are illustrated in Figure 3.

First, the MJO significantly impacts the tropical synoptic
weather, such as alternative periods of wet and dry con-
ditions, especially over the tropical Indian Ocean and
west Pacific, through its influences of tropical rainfall
and cloudiness (Figure 3). During the wet phase of the
MJO, the tropical atmosphere is very moist and cloudy
with heavy rainfall. In contrast, during the dry phase of
the MJO, the tropical atmosphere experiences dry and
clear conditions with plenty of sunshine.

Second, the MJO can influence the diurnal cycle of tropical
deep convection and rainfall through its effect on the back-
ground state over the equatorial Indian andwestern Pacific
oceans (Figure 3). The diurnal cycle is enhanced over both
land and water during the convectively active phase of the
MJO, while it is reduced during the convectively
suppressed phase of theMJO. However, the diurnal phase
is not significantly affected by the MJO.

Third, the MJO can substantially modulate the intensity of
monsoon systems around the globe, such as the Austra-
lian and South American monsoons for boreal winter
and the Asian and North American monsoons for boreal
summer (Figure 3). The wet phase of the MJO can
affect both the onset timing and intensity of the mon-
soon, while the dry phase of the MJO can prematurely
end a monsoon and also initiate breaks during already
existing monsoons.

Fourth, there is evidence that the MJO influences the
ENSO cycle (Figure 3). It was argued that the westerly
wind bursts associated with theMJO over the equatorial
western Pacific are an important trigger for an El Niño
event. The MJO may not cause an El Niño event, but
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can contribute to the speed of development, and perhaps
the overall intensity of an ENSO cycle.

Fifth, the MJO is known to modulate tropical cyclone
activity in the Indian Ocean, Pacific Ocean, Gulf of
Mexico, and Atlantic Ocean by providing a large-scale
environment that is favorable (unfavorable) for storm
development (Figure 3). For example, westerly wind
anomalies at the surface in and just behind the area of
enhanced convection of the MJO may generate
cyclonic (anticyclonic) rotation north (south) of the
equator, respectively. At the same time, in the upper
levels, anticyclonic (cyclonic) rotation develops along
and just behind the area of enhanced convection
resulting in a means to reduce vertical wind shear and
increase upper-level divergence – both of which are
favorable for tropical cyclone development and intensi-
fication. The strongest tropical cyclones tend to develop
during the wet phase of the MJO. As the MJO pro-
gresses eastward, the favored region for tropical
cyclone activity also shifts eastward from the Indian
Ocean to the Pacific Ocean and eventually to the
Atlantic Ocean.

Sixth, boreal winter extreme precipitation events along the
US west coast are often connected with the pattern of
tropical rainfall and circulation anomalies associated
with the MJO (Figure 3). When the heavy tropical rain-
fall associated with the MJO is concentrated at the Mar-
itime Continent, a strong blocking anticyclone is
located in the Gulf of Alaska with a strong polar jet
stream around its northern flank. During this time, the
US west coast typically experiences a dry spell. When
the enhanced tropical rainfall associated with the MJO
shifts to the central Pacific and weakens, a deep low
pressure system typically forms near the Pacific North-
west coast and can bring up to several days of heavy
rain and possible flooding to the Pacific Northwest
coast. These events are often referred to as “Pineapple
Express” events, so named because a significant
amount of deep tropical moisture traverses the
Hawaiian Islands on its way toward western North
America.

Although most quantities/processes/phenomena of inter-
est, such as hurricanes, monsoons, and extratropical circula-
tion and weather patterns, are not wholly described by
satellite data, the satellite-based OLR or rainfall data were
usually used to identify theMJO events and often to charac-
terize aspects of the impacts (e.g., rainfall). Some studies
totally depend on the available satellite data. For example,
in the study of the MJO impact on the diurnal cycle of trop-
ical deep convection, the International Satellite Cloud Cli-
matology Project cloud product was employed to
characterize the diurnal cycle, and the TRMM3B42 precip-
itation product was used to identify the MJO events.

Recently, a number of studies have documented theMJO
impacts on atmospheric composition, air quality, and bio-
geochemical cycle. This discovery has critically depended
on the availability of satellite data. For example, the MJO
impact on tropical total-column ozone has been recently
characterized using the satellite-observed tropical total-
column ozone from the AIRS and Total Ozone Mapping
Spectrometer (TOMS). It was found that tropical total
ozone intraseasonal variations are large (� �10 Dobson
unit) and comparable to those in the annual and interannual
timescales. These intraseasonal total ozone anomalies are
mainly evident in the subtropics over the Pacific and eastern
hemisphere, with a systematic relationship to the MJO con-
vection andwave dynamics discussed earlier (Figures 3 and
4a). The subtropical negative ozone anomalies typically
flank or lie to the west of the equatorial anomalous convec-
tion and are collocated with the subtropical upper-
troposphere anticyclones generated by the equatorial anom-
alous convective heating. On the other hand, the subtropical
positive ozone anomalies generally lie to the east of the
equatorial anomalous convection and are collocated with
the subtropical upper-troposphere cyclones generated by
the equatorial anomalous convective heating. The subtrop-
ical ozone anomalies are anticorrelated with geopotential
height anomalies near the tropopause and thus mainly asso-
ciated with the ozone variability in the stratosphere rather
the troposphere.

Another example, the recent availability of multiple,
global satellite aerosol products from TOMS, Moderate
Resolution Imaging Spectroradiometer (MODIS), and
Advanced Very High Resolution Radiometer (AVHRR)
has made the investigation of the MJO modulation of aero-
sols possible. Large aerosol variations are found over the
equatorial Indian and western Pacific Oceans where MJO
convection is active, as well as the tropical Africa and
Atlantic Ocean where MJO convection is weak, but the
background aerosol level is high (Figures 3 and 4b).
Although significant uncertainties still exist in the satellite
aerosol retrievals, the satellite data indicate that the MJO
and its associated cloudiness, rainfall, and circulation vari-
ability may systematically influence the aerosol variability.

The impacts of the MJO on the carbon monoxide (CO)
abundances in the tropical tropopause layer (TTL) were
also recently reported based on the Aura Microwave Limb
Sounder (MLS) CO data. The effects of the eastward prop-
agation ofMJO on CO abundances in the TTL are evident.
This indicates that the anomalous deep convection associ-
ated with the MJO can inject CO from the lower tropo-
sphere up to the TTL.

The availability of satellite-derived ocean surface chlo-
rophyll (Chl) from Sea-viewing Wide Field-of-view Sen-
sor (SeaWiFS) provided a means for the discovery of the
MJO impacts on oceanic biology. It was found that the
MJO produces systematic and significant variations in
ocean surface Chl in a number of regions across the trop-
ical Oceans, including the northern Indian Ocean,
a broad expanse of the northwestern tropical Pacific
Ocean, and a number of near-coastal areas in the far east-
ern Pacific Ocean (Figures 3 and 4c, d). This indicates
a need to further investigate the MJO modulation of the
biogeochemical cycle properties and higher levels of
food chains.



Madden-Julian Oscillation (MJO), Figure 4 (a) Map of total-column ozone anomaly for a composite MJO cycle based on TOMS/
SBUV data from 1980 to 2006. The color red denotes high ozone anomalies, while the color blue indicates low ozone anomalies. The
superimposed solid black line denotes rainfall anomaly from CMAP (Reproduced from Tian et al., 2007, by permission of American
Geophysical Union). (b) As (a) but for TOMS aerosol index anomaly (Reproduced from Tian et al., 2008, by permission of American
Geophysical Union). (c) As (a) but for CMAP rainfall anomalies. (d) As (a) but for SeaWiFS ocean surface Chl anomaly (Reproduced from
Waliser et al., 2005, by permission of American Geophysical Union).
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Summary
TheMJO is a large-scale quasiperiodic oscillation of tropical
atmospheric circulation and convection anomalies that
moves slowly eastward along the equator mainly over the
tropical Indian and Pacific Oceans with a timescale on the
order of 30–60 days. The MJO is the dominant form of the
intraseasonal variability in the tropical atmosphere and has
many important influences on the global weather and climate
system. Since the 1970s, the satellite remote sensing data
have played a fundamental role in advancing our knowledge
in the MJO, particularly in terms of its description, theoreti-
cal mechanisms, and global impacts. First, the satellite data
provided us the fundamental knowledge of the convective
and dynamic features of the MJO. Second, the satellite data
presented us the three-dimensional thermodynamic structure
and the surface condition (e.g., SST and surface heat flux)
evolution associated with the MJO that helped us to better
understand the MJO and propose theoretical description.
Third, the satellite data offered us the opportunity to discover
the global impacts of theMJO that have relevance to societal
concerns such as extreme precipitation events, atmospheric
composition, air quality, and biological markers in the ocean.
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MAGNETIC FIELD

Nils Olsen
DTU Space, Technical University of Denmark, Lyngby,
Denmark
Definition
Core field. The main part of the geomagnetic field, caused
by dynamo action in the Earth’s fluid outer core.
Crustal field. The magnetic field contribution caused by
(permanent or remnant) magnetized material in the Earth’s
crust.
Internal sources. Magnetic field contributions caused by
electrical currents or magnetized material in the Earth’s
interior.
External sources. Magnetic field contributions produced
by electric currents in the ionosphere or magnetosphere.
Introduction
The Earth has a large and complicated magnetic field, the
major part of which is produced by a self-sustaining
dynamo operating in the fluid outer core. Magnetic field
observations provide one of the few tools for remote sens-
ing the Earth’s deep interior, especially regarding the
dynamics of the fluid flow at the top of the core. However,
what is measured at or near the surface of the Earth is the
superposition of the core field and fields caused by mag-
netized rocks in the Earth’s crust, by electric currents
flowing in the ionosphere, magnetosphere, and oceans,
and by currents induced in the Earth by time-varying
external fields. These sources have their specific charac-
teristics in terms of spatial and temporal variations, and
their proper separation, based on magnetic measurements,
is a major challenge. Such a separation is a prerequisite for
remote sensing by means of magnetic field observations.
Data sources
Prior to the satellite era, only near-surface (ground-based,
marine, and airborne) magnetic observations were avail-
able for magnetic probing the Earth’s interior. Presently
about 150 geomagnetic observatories monitor the time
changes of the field; their data are available through the
World Data Center system (e.g., www.ngdc.noaa.gov/
wdc, www.wdc.kugi.kyoto-u.ac.jp, www.wdc.bgs.ac.uk)
and INTERMAGNET (www.intermagnet.org). However,
the global distribution of the observatory network is very
uneven, with large uncovered areas especially over the
oceans.

While observatories monitor the field change at a given
fixed location, regional surveys map the magnetic field at
a given epoch (short period fluctuations of external origin
have to be removed from the raw data; for this purpose,
measurements of the field change at a nearby observatory
or a temporary station are used). However, only parts of
the globe are presently covered by airborne and marine
surveys. The obtained data have been used for instance
in the preparation of the World Digital Magnetic Anomaly
Map (WDMAM, Korhonen et al. (2007), see also http://
projects.gtk.fi/WDMAM/) and dedicated anomaly maps
like EMAG2 (Maus et al., 2009).

True global coverage with magnetic field observations
is only possible with satellites. Although spaceborne prob-
ing began more than 60 years ago with the launch of the
Sputnik 3 satellite in 1958, the data coverage that is neces-
sary for global field modeling was first obtained by the
POGO satellite series (Cain, 2007) which measured the
magnetic field intensity between 1965 and 1972. The first
high-precision vector measurements from space were
taken by the Magsat satellite (Purucker, 2007) in 1979–
1980. More recently, the launch of the satellites Ørsted
in February 1999 (Olsen, 2007), CHAMP in July 2000
(Maus, 2007), and SAC-C in November 2000 opened rev-
olutionary new possibilities for probing the Earth from
space. In the near future, the Swarm satellite constellation
mission (Friis-Christensen et al., 2006, 2009), comprising
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three satellites expected to be launched in late 2013, will
provide even better possibilities for magnetic remote sens-
ing the Earth’s interior.
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Magnetic Field, Figure 1 Earth’s magnetic field intensity (top)
and its time change (middle) in 2010, at Earth’s surface. Bottom:
intensity of magnetic field anomalies at 4 km altitude above the
geoid.
Characteristics of the geomagnetic field
The strength of the magnetic induction B, in following for
simplicity denoted as “magnetic field,” varies at Earth’s
surface between about 25,000 nT near the equator and
about 65,000 nT near the poles (1 nT ¼ 10�9 T, with
1 T ¼ 1 tesla ¼ 1 V/s�1 m�2). By far the largest part
(95 % or more at Earth’s surface) is due to dynamo action
in the core (e.g., Roberts, 2007); magnetized material
in the crust (e.g., Purucker and Whaler, 2007) accounts
on average for only a few % of the total field but can
locally reach magnitudes of several hundreds or even
thousands of nT. Crustal magnetization consists of two
parts: Induced magnetization is proportional, both in
strength and direction, to the ambient field within which
the rock is embedded. Were the core field to disappear,
induced magnetization would vanish, too. Then, only the
second type of magnetization, remnant magnetization,
remains. As a general rule, remnant magnetization is weak
in continental regions (where induced magnetization dom-
inates), while both types of magnetizations are significant
in oceanic areas.

The top panel of Figure 1 shows the magnetic field
intensity at Earth’s surface in 2010.0, and the middle panel
shows the yearly change in field intensity (also for epoch
2010.0), based on the International Geomagnetic Refer-
ence Field (IGRF) (Finlay et al., 2010). Core and crust
contribute to all spatial scales of the field, but the core field
dominates for horizontal scales larger than 2,800 km
(corresponding to spherical harmonic degrees n < 14)
while the crustal field dominates for horizontal scales
smaller than 2,800 km (n > 14). The bottom panel of the
figure shows the crustal anomaly field (scales smaller than
2,400 km) close to the surface (4 km above the geoid),
based on the EMAG2 model of Maus et al. (2009). The
crustal field is static (at least on timescales of centuries
or shorter), but the core field undergoes a significant time
change, known as secular variation. The temporal change
shown in the middle panel of Figure 1 is therefore caused
by processes in the Earth’s core.

In addition to these internal sources, there are
contributions from electric currents in the ionosphere
(90–1,000 km altitude) and themagnetosphere (at distance
larger than several Earth radii); these are called external
sources. They are very dynamic, ranging from a few nT
during geomagnetic quiet conditions to several hundreds
or even thousands of nT during disturbed times, with espe-
cially large amplitudes at polar latitudes. Figure 2 shows
a typical spectrum of the magnetic North component for
a site at mid-latitudes. Time changes with periods longer
than 4 years are dominated by core processes, while those
at shorter periods, and especially signals with seasonal and
daily periodicity, are caused by ionospheric and magneto-
spheric sources. See Schmucker (1985) for details on the
external field variations ELF, sferics, ULF, pulsations,
DP, Dst, and Sq. These short period changes, which are
caused by external currents, produce secondary, induced,
currents in the Earth’s interior, the magnetic field of which
adds to that of the primary, external, currents. The
observed magnetic time variations are thus
a superposition of primary (inducing) and secondary
(induced) contributions. Analysis of these time changes
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provides information on the electrical conductivity of the
Earth’s interior (e.g., Constable, 2007).

Although field changes of internal as well as external
origin occur at all timescales, a common practice in sepa-
rating them relies on their different temporal variations.
Over the last 150 years, the axial dipole component of
the Earth’s magnetic field has decayed by nearly 10 %.
This is ten times faster than the natural decay, in case the
dynamo was switched off. The current decay rate is char-
acteristic of magnetic reversals, which – as paleomagnetic
data have shown – occur on average about once every half
million years. Geographically, the recent dipole decay is
largely due to changes in the field beneath the South
Atlantic Ocean, connected to the growth of the South
Atlantic anomaly. The core field and its temporal change
(secular variation) directly reflect the fluid flow in the out-
ermost core and provide a unique observational constraint
on geodynamo theory. However, only the part of the core
field that varies on timescales longer than, say, 1 year is
observable at the Earth’s surface; shorter fluctuations are
heavily attenuated due to the electrical conductivity of
the mantle. Hence, variations with timescales longer than
a few years are usually attributed to processes in the core,
whereas those with periods shorter than 1 year are attrib-
uted to external field contributions. Yet interesting
features occur at intermediate timescales. A serious limita-
tion regarding the investigation of core processes at time-
scales of months to years is the effect of geomagnetic
variations of external origin, since they contribute signifi-
cantly on timescales up to that of the 11 year solar cycle.
Basic equations
Magnetic field investigation of core and crust is typically
done in the quasi-static approximation, which requires that
the timescales in consideration are longer (�1 s) com-
pared to the time required for light to pass the length scale
of interest (<a few thousand kilometers). In this so-called
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pre-Maxwell approximation, displacement currents can be
neglected, and the magnetic field B is given by

� B ¼ m0J (1)

where m0 ¼ 4p10�7 Vs/(Am) is vacuum permeability and
current density

J ¼ Je þ Jm (2)

(expressed in units of A/m2) is the sum of free-charge
current density Je and the equivalent current density,
Jm ¼ ∇ � M, due to material of magnetization M (units
of A/m). The sources of magnetic fields are therefore elec-
tric currents (for instance, in the Earth’s core, the iono-
sphere or the magnetosphere) and/or magnetized
material (for instance, in the Earth’s crust).

Outside its sources (i.e., in regions with J ¼ 0), the
magnetic field, B ¼ �∇V, is a Laplacian potential
field and can be derived from a scalar magnetic poten-
tial V. In that case, the magnetic field has similar prop-
erties as the gravity field and the same methods for
studying both fields might be used (Blakely, 1995).
However, the similarity is only true under certain
assumptions.

While near-surface magnetic field measurements are
compatible with the potential assumption (since elec-
tric currents are negligible in the atmosphere and thus
the data are obtained in a source-free region), the
situation is different for spaceborne observations:
Satellites probing the Earth’s magnetic field typically
fly at altitudes between 300 and 1,000 km in the iono-
spheric F-region, and especially at polar latitudes, the
occurrence of local electric currents violates the
assumption of a current-free data-sampling region.
Satellite magnetic field data therefore cannot be
described by a Laplacian potential field alone. Strate-
gies for handling satellite data are discussed for
instance in Hulot et al. (2007), Olsen et al. (2010),
and Sabaka et al. (2010).

Applications of magnetic remote sensing
There are three main aspects of probing the Earth’s inte-
rior using magnetic field observations.

Firstly, the dynamics of fluid flow at the top of the core
can be determined from observations of the core field and
its time change. This is a nonunique problem which
requires assumptions on the flow dynamics, for instance
to be steady or purely horizontal (i.e., toroidal). In addition
to the fundamental nonuniqueness, the fact that only the
slowly varying large-scale part of the core field is observ-
able (periods shorter than a few months are heavily atten-
uated when propagating through the electrically
conducting mantle and thus not observable at the surface,
and the small-scale part of the core field is masked by the
crustal field) puts additional limitations on the fraction of
core flow that can be determined. Nevertheless, the mag-
netic field has proven to provide an extremely useful
(and the only) tool to probe core flow. Recent overviews
on this subject are given by Holme (2007) and Whaler
(2007).

Secondly, information on the structure, composition,
and temperature of the crust can be obtained from investi-
gations of the crustal magnetic field. Its small-scale part,
mapped by regional near-surface surveys, provides
information on shallow geological structures useful to
petroleum and mineral exploration, while the long-
wavelength part (up to 2,800 km – longer scales are
masked by the core field) is a valuable tool to investigate
the lower crust and upper mantle. See Langel and Hinze
(1998), Purucker and Whaler (2007), and Ravat (2007)
for more details on crustal field studies.

Finally, observations of the time-changing part of the
magnetic field (of periods between seconds and several
days) form the basis for electromagnetic induction stud-
ies, providing information on the electrical conductivity
of the crust and mantle. The obtained conductivity dis-
tribution gives insight into geodynamic processes. This
is complementary to seismic remote sensing since con-
ductivity reflects the connectivity of constituents such
as fluids, partial melt, and volatiles (all of which may
have influence on rheology, mantle convection, and tec-
tonic activity), while seismology ascertains bulk
mechanical properties. A description of the techniques
for probing the conductivity of the Earth’s interior,
and examples of obtained results, is given for instance
in Constable (2007).
Conclusions
Magnetic field observations provide one of the few tools
for remote sensing the Earth’s interior, especially regard-
ing the dynamics of core fluid flow and the structure, com-
position, and temperature of the crust. In addition,
studying time variations of the magnetic field allows for
determination of the electrical conductivity of the crust
and mantle.
Bibliography
Blakely, R. J., 1995. Potential Theory in Gravity and Magnetic

Applications. Cambridge: Cambridge Press.
Cain, J. C., 2007. POGO (OGO-2, -4 and -6 spacecraft). In Gubbins,

D., and Herrero-Bervera, E. (eds.), Encyclopedia of Geomagne-
tism and Paleomagnetism. Heidelberg: Springer.

Constable, S., 2007. Geomagnetic induction studies. In Kono, M.
(ed.), Treatise on Geophysics. Amsterdam: Elsevier, Vol. 5,
pp. 237–276.

Finlay, C. C., Maus, S., Beggan, C. D., Bondar, T. N., Chambodut,
A., Chernova, T. A., Chulliat, A., Golovkov, V. P., Hamilton, B.,
Hamoudi, M., Holme, R., Hulot, G., Kuang, W., Langlais, B.,
Lesur, V., Lowes, F. J., Luehr, H., Macmillan, S., Mandea, M.,
McLean, S., Manoj, C., Menvielle, M., Michaelis, I., Olsen,
N., Rauberg, J., Rother, M., Sabaka, T. J., Tangborn, A.,
Toeffner-Clausen, L., Th’ebault, E., Thomson, A. W. P.,
Wardinski, I., Wei, Z., and Zvereva, T. I., 2010. International
geomagnetic reference field: the eleventh generation. Geophysi-
cal Journal International, 183, 1216–1230, doi:10.1111/j.1365-
246X.2010.04804.x.



362 MEDIA, ELECTROMAGNETIC CHARACTERISTICS
Friis-Christensen, E., Lühr, H., and Hulot, G., 2006. Swarm:
a constellation to study the earth’s magnetic field. Earth Planets
Space, 58, 351–358.

Friis-Christensen, E., Lühr, H., Hulot, G., Haagmans, R.,
and Purucker, M., 2009. Geomagnetic research from space.
EOS, Transactions, American Geophysical Union, 900(25),
213–215.

Holme, R., 2007. Large-scale flow in the core. In Olson, P. (ed.),
Treatise on Geophysics. Amsterdam: Elsevier Science, Vol. 8,
pp. 107–130.

Hulot, G., Sabaka, T. J., and Olsen, N., 2007. The present field. In
Kono, M. (ed.), Treatise on Geophysics. Amsterdam: Elsevier,
Vol. 5, pp. 33–75.

Korhonen, J., Fairhead, J., Hamoudi, M., Hemant, K., Lesur, V.,
Mandea, M., Maus, S., Purucker, M., Ravat, D., Sazonova, T.,
et al., 2007. Magnetic Anomaly Map of the World. Helsinki:
Map published by Commission for Geological Map of the
World, supported by UNESCO, GTK.

Langel, R. A., and Hinze, W. J., 1998. The Magnetic Field of the
Earth’s Lithosphere: The Satellite Perspective. Cambridge:
Cambridge University Press.

Maus, S., 2007. CHAMP magnetic mission. In Gubbins, D., and
Herrero-Bervera, E. (eds.), Encyclopedia of Geomagnetism and
Paleomagnetism. Heidelberg: Springer.

Maus, S., Barckhausen, U., Berkenbosch, H., Bournas, N., Brozena,
J., Childers, V., Dostaler, F., Fairhead, J., Finn, C., von Frese, R.,
et al., 2009. EMAG2: a 2–arc min resolution earth magnetic
anomaly grid compiled from satellite, airborne, and marine mag-
netic measurements. Geochemistry, Geophysics, Geosystems,
100(8), Q08005.

Olsen, N., 2007. Ørsted. In Gubbins, D., and Herrero-Bervera, E.
(eds.), Encyclopedia of Geomagnetism and Paleomagnetism.
Heidelberg: Springer.

Olsen, N., Hulot, G., and Sabaka, T. J., 2010. Sources of the geo-
magnetic field and the modern data that enable their investiga-
tion, Chapter 5. In Freeden, W., Nashed, Z., and Sonar, T.
(eds.), Handbook of Geomathematics. Heidelberg: Springer,
pp. 106–124, doi:10.1007/978-3-642-01546-5_5.

Purucker, M., and Whaler, K., 2007. Crustal magnetism. In Kono,
M. (ed.), Treatise on Geophysics. Amsterdam: Elsevier, Vol. 5,
pp. 195–235.

Purucker, M. E., 2007. Magsat. In Gubbins, D., and Herrero-
Bervera, E. (eds.), Encyclopedia of Geomagnetism and Paleo-
magnetism. Heidelberg: Springer.

Ravat, D., 2007. Crustal magnetic field. In Gubbins, D., and
Herrero-Bervera, E. (eds.), Encyclopedia of Geomagnetism and
Paleomagnetism. Heidelberg: Springer.

Roberts, P. H., 2007. Theory of the geodynamo. In Treatise on
Geophysics. Amsterdam: Elsevier, Vol. 8, pp. 67–106.

Sabaka, T. J., Hulot, G., and Olsen, N., 2010. Mathematical proper-
ties relevant to geomagnetic field modelling, Chapter 17. In
Freeden, W., Nashed, Z., and Sonar, T. (eds.), Handbook of
Geomathematics. Heidelberg: Springer, pp. 504–538,
doi:10.1007/978-3-642-01546-5_17.

Schmucker, U., 1985. Sources of the geomagnetic field. In Landolt-
Börnstein, New-Series, 5/2b. Berlin/Heidelberg: Springer,
pp. 31–73.

Whaler, K. A., 2007. Core motions. In Gubbins, D., and Herrero-
Bervera, E. (eds.), Encyclopedia of Geomagnetism and Paleo-
magnetism. Heidelberg: Springer.

Cross-references
Electromagnetic Theory and Wave Propagation
Fields and Radiation
Geodesy
Observational Systems, Satellite
MEDIA, ELECTROMAGNETIC CHARACTERISTICS

Yang Du
Zhejiang University, Hangzhou, People’s Republic of
China

Definition
Media, electromagnetic characteristics. Macroscopic
permittivity and permeability properties of media.

Introduction
When electromagnetic wave propagates in some medium
other than vacuum, since the characteristic wavelength is
several orders larger than the atoms of which the medium
is composed, the detailed behavior of the fields over
atomic distance becomes irrelevant. What do matter are
the quantities averaged over the atomic scale, including
the macroscopic fields and macroscopic sources.
Such treatment implies that the inhomogeneous medium
is essentially replaced by a homogeneous one with macro-
scopic permittivity and permeability (Jackson, 1998).

Macroscopic properties
In macroscopic media, the electric displacement field
D and magnetic field H are related to the electric field
E and magnetic induction B through the macroscopically
averaged electric dipole, magnetic dipole, electric quadru-
pole, and higher-order multipoles. In most materials, only
the electric and magnetic polarizations are significant.

In an isotropic medium, the constitutive relations are
D ¼ eE, and B ¼ mH, where e and m are the permittivity
and permeability, respectively. A diamagnetic medium has
m larger than m0, since diamagnetic substance, whose atoms
or molecules have no angular momentum, creates induced
magneticmoments that tend to oppose the appliedmagnetic
field. A paramagnetic medium has m smaller than m0, since
paramagnetic substance has a net angular momentum
which is aligned parallel to the applied magnetic field.

For anisotropic media, the constitutive relations
are D ¼ eE and B ¼ mH, where e and m are the
permittivity and permeability tensor, respectively.
Crystals are generally characterized by symmetric
permittivity tensors, which can be transformed
into a diagonal matrix as

e ¼
ex 0 0
0 ey 0
0 0 ez

2
4

3
5

When ex ¼ ey ¼ ez, the crystals are isotropic, such as the
cubic crystals. Uniaxial crystals have two of the three
parameters equal. Examples are tetragonal, hexagonal,
and rhombohedral crystals (Kong, 2005).

For bianisotropic media, the constitutive relations are

D ¼ eEþ xH and B ¼ zEþ mH (Kong, 2005).

http://dx.doi.org/10.1007/978-0-387-36699-9_41
http://dx.doi.org/10.1007/978-0-387-36699-9_45
http://dx.doi.org/10.1007/978-0-387-36699-9_50
http://dx.doi.org/10.1007/978-0-387-36699-9_115
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Dispersion
All media are dispersive in that the phase velocity of
a wave depends on the frequency. That is, waves with
different frequencies travel in a dispersive medium at
different speeds. The frequency dependence of e and m
leads to new effects when an arbitrary wave train
containing a range of frequencies travels.

What enter the picture of dispersion are the molecu-
lar constitution of matter and the dynamics of mole-
cules. A simple model leads to a dispersion formula
which in most cases serves as an adequate representa-
tion of the dielectric constant as a function of fre-
quency. The success of this model is truly amazing
considering the several assumptions being made,
including treating the relative permeability equal to
unity, neglecting magnetic force effects, and confining
the oscillation to be sufficiently small. The forces
exerting upon an electron include an electric force
due to the electric field, a restoring force, and
a damping force. The resultant formula for
the dielectric constant is

eðoÞ ¼ e0 þ Ne2

m

X
k

vk
o2

k � o2 � iogk
;

where – e and m are the charge and mass of an electron,
respectively. Here it is assumed that there are Nmolecules
per unit volume and vk electrons per molecule with
binding frequency ok and phenomenological damping
constant gk (Jackson, 1998).

When real part of eðoÞ increases witho, it is called nor-
mal dispersion. Anomalous dispersion refers to the
reverse. Since in general the resonant frequencies ok are
large compared to the damping factors gk, in the
neighborhood of ok, the behavior of eðoÞ is expected to
be rather violent, with disruption of the normal dispersion
and appearance of appreciable imaginary part of eðoÞ or
resonant absorption.

At frequencies far beyond the highest resonant
frequency, the dielectric constant is simply expressed
in terms of the plasma frequency op of the medium as

eðoÞ � e0 � o2
p

o2 e0.
The Kramers-Kronig relations or dispersion relations

are simple integral formula relating the real part to imagi-
nary part of the complex permittivity eðoÞ or a dispersive
process to an absorption process. The validity of these
relations is very general due to the fact that very few
assumptions are made, among which are the monochro-
matic components of the displacement Dðr;oÞ and the
electric field Eðr;oÞ at position r related by
Dðr;oÞ ¼ eðoÞEðr;oÞ, as well as a causality requirement
on the kernel relating Dðr; tÞ and Eðr; tÞ. The wide
generality of the dispersion relations makes them very
useful in all areas of physics (Toll, 1956). For instance,
in the scattering of nuclear particles, these relations
connect real and imaginary parts of the diagonal elements
of the scattering matrix (Jost et al., 1950).
Inhomogeneous composite
A macroscopically inhomogeneous medium is a typical
representation of many materials. For instance, a snow
pack is a composite of ice particles and water; a porous
rock is a composite of the rock matrix and salt water if
the latter is present. In each example, the medium pos-
sesses spatially varying quantities such as permittivity
and conductivity.

Electromagnetic characterization of inhomogeneous
composite materials is important in a wide variety of
applications, such as in astronomy and atmospheric
physics and selective absorbers of solar and infrared
radiation.

In the effective medium approximation of Bruggeman
and Landauer, a composite of two components is
considered. To obtain the effective conductivity of this
composite, each particle is imagined to be immersed in
a homogeneous effective medium of conductivity se
instead of in its actual inhomogeneous medium.
The self-consistency condition is invoked such that the
average electric field within a particle shall equal
the electric field far from the particle. In essence, in the
effective-medium approximation, only electron-dipole
scattering contributes. The characteristic particle dimen-
sion in the composite is required to be small compared
to the characteristic wavelength. If a two-component
composite has one component dominant in volume
fraction, then both approaches work well. However, it is
found that EMA produces significant error in far-infrared
absorption by a composite composed of dielectric and
small metal particles with concentrations below the
percolation threshold (Stroud, 1998).

A self-consistency condition is to choose an effec-
tive dielectric constant such that for particles embed-
ded in the medium, on the average, their forward
scattering amplitude should vanish (Stroud and Pan,
1978). Generalization to continuous size distribution
of particles as well as arbitrary number of components
is provided in Chylek and Srivastava (1983), where
both the contribution of electric and magnetic dipole
terms are considered. Special attention is paid to
a composite material where small metallic particles
are among the components. The form of the size distri-
bution of metallic particles is found to determine the
critical volume fraction at which there is a drastic
absorption increase.
Metamaterial
Metamaterial is a new class of artificially constructed
electromagnetic material that can exhibit electromagnetic
properties difficult or impossible to find in conventional
materials (Pendry, 2004; Smith et al., 2004). For example,
the material property of negative index of refraction has
been realized at both GHz and optical frequencies using
metamaterial concepts.

Recent advances in construction of metamaterial
with independent and arbitrary varying capability of
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permittivity and permeability values pave the way for
totally new electromagnetic phenomena. For instance,
the electric displacement D, the magnetic field intensity
B, and the Poynting vector S, by controlling the material
electromagnetic properties, can be directed at will, made
focused, or avoid objects. In particular is the design of
cloaking of objects from electromagnetic fields (Pendry
et al., 2006).

Summary
In macroscopic media, the electric displacement field
and magnetic induction can be related to the electric
intensity and magnetic intensity in ways quite different
from that in vacuum. With increasing complexity, the
medium can be characterized as isotropic, anisotropic,
and bianisotropic. All media are dispersive in that the
phase velocity of a wave depends on the frequency. The
real and imaginary parts of the frequency-dependent
complex permittivity are related by the Kramers-Kronig
relations, which are very useful in all areas of physics.
In characterizing the electromagnetic properties of an
inhomogeneous medium, the effective-medium approxi-
mation is useful within its region of validity. Beyond
that, the method base on the self-consistency condition
can be employed. In terms of artificial materials,
metamaterial is a new class of artificially constructed
electromagnetic material that can exhibit electromag-
netic properties difficult or impossible to find in conven-
tional materials, which leads to totally new
electromagnetic phenomena.
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Synonyms
Dielectric constant; Permittivity

Definitions
Permittivity characterizes the electrical properties of mate-
rials: The real part gives the contrast with respect to vac-
uum and the imaginary part gives the electromagnetic
loss of the material. Loss tangent is defined as the imagi-
nary part divided by the real part of permittivity. Total
electromagnetic loss in a medium consists of absorption
loss (electromagnetic power transformed into other forms
of energy, such as heat) and scattering loss (energy is
caused to travel in directions other than that of incident
radiation). Penetration depth provides an approximate
value to the maximum depth of the medium that contrib-
utes to the backscattering coefficient and brightness tem-
perature. Optical depth between two points in a medium
provides a measure of how transparent the medium is to
electromagnetic power passing through it. Both the real
and imaginary parts of the permittivity of water are very
large compared to other natural media; hence, the dielec-
tric properties of water tend to dominate those of materials
containing water.

Basic electromagnetic quantities
for describing materials
Several basic electromagnetic quantities are defined in
order to characterize the microwave interaction with mat-
ter. Two electrical quantities, electric flux density and
electric field intensity, constitute a fundamental pair of
electromagnetic fields, and they are related via

D
!¼ ee0 E

! (1)

where D
!

is the electric flux density (displacement)
vector, E

!
is the electric field vector, e is the relative (com-

pared to vacuum) permittivity, and e0 ¼ 8.854 � 10�12

As/V/m is the vacuum permittivity. The permittivity of free
space (air) is equal to that of vacuum with a high degree of
accuracy.

Relative permittivity and loss tangent
The relative permittivity is a complex number and is
denoted by

e ¼ e0 � je00 (2)

where j ¼ ffiffiffiffiffiffiffi�1
p

. It characterizes the electrical properties
of materials: The real part (e0) gives the contrast with
respect to free space (e0air ¼ 1), and the imaginary part
(e00) gives the electromagnetic loss of the material. The real

http://dx.doi.org/10.1007/978-0-387-36699-9_41
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and imaginary parts of e are often referred to as the dielec-
tric constant and the dielectric loss factor, respectively.
The loss tangent, defined as

tanðdÞ ¼ e00

e0
(3)

may also be used to characterize the loss of materials.

Propagation, absorption, and phase constant
For an electromagnetic plane wave traveling in the
z-direction, the intensity of the electric field at point
z can be expressed as

EðzÞ ¼ E0 e
�gz (4)

where E0 is the field intensity at z¼ 0. The complex prop-
agation constant of the medium is denoted by g and is
expressed as

g ¼ aþ jb (5)

where a is the absorption constant and b is the phase con-
stant. The absorption constant describes transformation of
wave energy into other forms of energy, such as heat. The
phase constant is equal to the wave number k ¼ 2p=l,
where l is wavelength, in a lossless medium. a and b are
related to the complex permittivity by

a ¼ k0 Im
ffiffi
e

p� ��� �� (6)ffiffip� �

b ¼ k0Re e (7)

where k0 is the wave number in free space.

Power absorption coefficient
The power absorption coefficient ka is defined as

ka ¼ 2a (8)

and is often expressed in dB/m through the relation

kaðdB=mÞ ¼ 8:686 a ðNp=mÞ (9)
Extinction and scattering coefficient
The total electromagnetic loss in a medium consists of
absorption loss (electromagnetic power transformed into
other forms of energy, such as heat) and scattering loss
(energy is caused to travel in directions other than that of
the incident radiation). Scattering loss is caused by parti-
cles of different e embedded in a host medium. The extinc-
tion coefficient (total loss) is thus

ke ¼ ka þ ks (10)

where ks denotes the scattering loss.

Penetration depth
Part of a wave incident upon the surface of a medium from
the air in the direction z is transmitted across the boundary
into the medium. The penetration depth dp is defined as the
depth z at which (Ulaby et al., 1986)

Pðz ¼ dpÞ
Pðz ¼ 0þÞ ¼

1

e
(11)

where PðdpÞ is the transmitted power at depth dp and
Pð0þÞ is the transmitted power just beneath the surface.
If scattering in the medium is ignored, ke 	 ka ¼ 2a
and if, additionally, a is constant as a function of z,

dp ¼ 1
ka

¼
ffiffiffi
e0

p

k0e00
; e00 << e0 (12)

The penetration depth provides an approximate value to

the maximum depth of the medium that contributes to the
backscattering coefficient and brightness temperature.

Optical depth
The optical depth between two points r1 and r2 in
a medium provides a measure of how transparent the
medium is to electromagnetic power passing through it.
It is defined as

tðr1; r2Þ ¼
Zr2
r1

kedr (13)

The optical depth is often used in atmospheric remote

sensing.

Dielectric properties of natural media
The first book on the dielectric properties of materials was
published by Debye, who presented his theory on polar
liquids in 1929. Von Hippel published, in 1954, his book
on theoretical and experimental aspects of dielectric
media. The two-volume analysis of electric polarization
was published by Böttcher (1973) and Böttcher et al.
(1978). Followed by progress in microwave remote sens-
ing in the 1970s, both theoretical and experimental studies
of the dielectric properties of natural media increased rap-
idly. Electromagnetic mixing theories were analyzed by
Sihvola (1999).

Electromagnetically, pure water is homogeneous mat-
ter, because its characteristics are not a function of the
position within water. It is also isotropic, meaning that
its characteristics are the same in all directions. However,
most natural media are either nonhomogeneous or aniso-
tropic; they may be mixtures of various substances, possi-
bly with certain geometry. For example, soils consist of
soil solids particles, air voids, and water. Seawater con-
tains a variety of dissolved salts, making its dielectric
behavior different from that of pure water. An example
of anisotropic media is sea ice, which consists of ice, air,
and mostly vertical brine inclusions.

In microwave remote sensing, interaction of electro-
magnetic waves with matter is modeled using the macro-
scopic dielectric properties of targets. Due to the
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complex structure of many natural media, their dielectric
characteristics cannot be derived theoretically with
a sufficiently high degree of accuracy. Hence, the dielec-
tric models for most media are semiempirical, relying on
both theoretical studies and measurements made under
laboratory conditions. In the following, the dielectric
properties of natural media essential in microwave remote
sensing are discussed. Various mixing models for comput-
ing the bulk dielectric properties of natural media are
presented.

Most natural media contain water. Since the complex
permittivity of water is substantially larger than that of
other natural media at frequencies relevant to microwave
radiometer and radar remote sensing, the dielectric proper-
ties of water tend to dominate those of other media includ-
ing soils, vegetation, snow, and ice. The volumetric water
content in soils, especially clay, may be up to 50%, in veg-
etation parts up to 70 %, and in snow over 10 %. The per-
mittivity of most natural dry materials is small (e0 < 5 and
e00 < 0.1). The dielectric properties of pure water, freshwa-
ter, and seawater are discussed first in this presentation,
followed by those of other natural media important
for microwave remote sensing.
Dielectric properties of pure water, freshwater, and
seawater
Pure Water. For polar liquids like water, the complex per-
mittivity can be derived by assuming that a polar molecule
interacts with an electromagnetic field by rotating in
a viscous medium. This results in the so-called Debye
equation for water (Debye, 1929):

ew ¼ ew? þ ew0 � ew?
1þ j2pf tw

(14)

where ew0 is relative permittivity of water in a static elec-
tric field, ew? is relative permittivity of water at an “infi-
nitely high” frequency, tw is relaxation time of water,
and f is frequency. e0w and e00w depend, in addition to fre-
quency, on temperature. The real and imaginary part of
permittivity can be solved from (Equation 14):

e0w ¼ ew? þ ew0 � ew?
1þ ð2pf twÞ2

(15a)

2pf t ðe � e Þ

e0w ¼ w w0 w?

1þ ð2pf twÞ2 (15b)

Numerical expressions for the terms of (Equation 14)

as a function of temperature and salinity are available
in Klein and Swift (1977); these equations have been reg-
ularly used for computing the complex permittivity of
seawater. The frequency at which the maximum dielec-
tric loss occurs is called the relaxation frequency; it is
given by

f0 ¼ 1
2ptw

(16)
It has been recently concluded that the model based on
the Debye relaxation process (Equation 14) is accurate to
within less than 1 % up to 30 GHz at temperatures around
25 �C, but differences between the extrapolated value and
independently measured permittivity values are about
10 % at 90 GHz (Ellison, 2006).

There are two approaches to increase accuracy at fre-
quencies beyond 30 GHz and at low temperatures, the
double Debye model of Liebe et al. (1991) and the
extended double Debye model of Ellison (2006). The dou-
ble Debye model is basically the same as that given in
(Equation 14), but it includes two relaxation processes
instead of one (Liebe et al., 1991):

ew ¼ ew01 � ew?1

1þ j f
f01

� � þ ew?1 � ew?2

1þ j f
f02

� � þ ew?2 (17)

where ew01 is the static permittivity, f01 and f02 are the first
and second relaxation frequency, respectively, and ew?1
and ew?2 are the first and second high-frequency permit-
tivity, respectively, and

y ¼ 1� 300
TðKÞ (18)

e ¼ 77:66� 103:3y (19)
w01

e ¼ 0:0671e (20)
w?1 w01

2
f01 ¼ 20:20þ 146:4yþ 316y (21)

e ¼ 3:52þ 7:52y (22)
w?2

f ¼ 39:8f (23)
02 01

where T(K) is the temperature in Kelvins.
Based on the doubleDebyemodel in (Equations 17–23),

Figure 1 shows the complex permittivity of pure water
over the frequency range of 100 MHz–1,000 GHz for
temperatures between 10 �C and 50 �C.

Freshwater. There are relatively few dissolved ions in
freshwater, and hence, e0 for freshwater is practically the
same as that for pure water. However, the loss term must
be corrected by adding a conductivity term:

e00iw ¼ e00w þ s
2pf e0

(24)

where subscript i refers to freshwater (impure water) ands
is the conductivity. Due to the frequency term in the
denominator of (Equation 24), the effect of conductivity
increases with decreasing frequency.

Pure Water and Seawater. Seawater contains
dissolved salts, including NaCl, MgCl2, Na2SO4,
CaCl2, and KCl, and the average salinity in the oceans
is 32.5 psu (Anderson, 1960). Dissolved salts in seawa-
ter increase the ionic conductivity. Consequently, the
dielectric loss factor of seawater is substantially higher
than that of pure water at low microwave frequencies.
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For this reason, L-band is optimal for retrieval of ocean
salinity from radiometer data.

Recently, the dielectric behavior of water has been
approximated using an extended double Debye model
up to 25 THz for pure water and up to 105 GHz for sea-
water (Ellison, 2006). His results are based on several
data sets and indicate that there are three relaxation pro-
cesses in the microwave region and two resonances in
the far-infrared region. At 25 �C, the relaxation frequen-
cies are 18.56 GHz, 167.83 GHz, and 1.944 THz; the
two resonance frequencies are 4.03 and 14.48 THz.
Freshwater and seawater contain dissolved ions and
gases; hence, their dielectric behavior is different from
that of pure water. Using the extended double Debye
model, the complex permittivity is then expressed
(Ellison, 2006) as

ew ¼ ew? þ ew0 � ew1
1þ j2pf tw1

þ ew1 � ew?
1þ j2pf tw2

� j
sw

2pf e0
(25)

The parameters e , e , e , t , t , and s depend
w0 w1 w? w1 w2 w
on temperature and salinity of water. Their highly com-
plex numerical expressions are given in (Ellison, 2006,
pp. 445–454):

esðT ; SÞ ¼87:85306

exp ð�0:00456992T � a1S � a2s
2 � a3STÞ

(26)

e ðT ; SÞ ¼ a expð�a T � a S � a STÞ (27)
1 4 5 6 7

a
� 	
t1ðT ; SÞ ¼ ða8 þ a9SÞ exp 10

T þ a11
(28)
t2ðT ; SÞ ¼ ða12 þ a13SÞ exp a14 (29)

T þ a15

� 	
e?ðT ; SÞ ¼ a16 þ a17T þ a18S (30)
sðT ; SÞ ¼ sðT ; 35Þ 
 PðSÞ 
 QðT ; SÞ (31)

where

sðT ; 35Þ ¼2:903602þ 8:607 
 10�2T

þ 4:738817 
 10�4T
(32)
� 2:991 
 10�6T3 þ 4:3041 
 10�9T4 (33)

37:5109þ 5:45216 S þ 0:014409 S2

PðSÞ ¼ S

1; 004:75þ 182:283 S þ S2
(34)

and

QðT ; SÞ ¼ 1þ a0ðT � 15Þ
T þ a1

(35)

where

a0 ¼ 6:9431þ 3:2841S � 0:099486 S2

84:85þ 69:024 S þ S2
(36)
a1 ¼ 49:843� 0:2276 S þ 0:00198 S2 (37)

Equations 25–37 with Table 1 are stated to represent

the permittivity of pure water to within 1 % over the fre-
quency range 0–20 GHz, to within 3 % over the frequency
range 30–100 GHz, and to within 5 % over the frequency
range 100–1,000 GHz (Ellison, 2006). The permittivity of
seawater is represented to within 3 % over the frequency



Microwave Dielectric Properties of Materials, Table 1 Coeffi-
cients for Equations 26–30

a1 ¼ 0.46606917
E (�2)

a7 ¼ 0.34414691
E (�4)

a13 ¼ 0.38957681
E (�6)

a2 ¼ �0.26087876
E (�4)

a8 ¼ 0.17667420
E (�3)

a14 ¼ 0.30742330
E (3)

a3 ¼ �0.63926782
E (�5)

a9 ¼ �0.20491560
E (�6)

a15 ¼ 0.12634992
E (3)

a4 ¼ 0.63000075
E (1)

a10 ¼ 0.58366888
E (3)

a16 ¼ 0.37245044
E (1)

a5 ¼ 0.26242021
E (�2)

a11 ¼ 0.12634992
E (3)

a17 ¼ 0.92609781
E (�2)

a6 ¼ �0.42984155
E (�2)

a12 ¼ 0.69227972
E (�4)

a18 ¼ �0.26093754
E (�1)
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range 3–105 GHz within temperatures of 0–30 �C and
salinities of 0–40 psu. Below 3 GHz, the results of Klein
and Swift (1977) can be used.

Dielectric properties of snow
Dry Snow. Dry snow consists of ice crystals and air voids.
Any water in the snow medium collects at points of con-
tact between the ice grains. The metamorphism caused
by melting and freezing changes the microstructure of
snow. The ice grains become rounded during the melting
process and some of the smaller grains disappear
completely. Snow that has undergone several melt–freeze
cycles tends to form multiple clusters. In general, the
density of snow slowly increases with time due to
metamorphism and melt–freeze cycles. The density of
dry snow varies from 0.1 g/cm3 (newly fallen snow) to
0.5 g/cm3 (refrozen snow).

Since dry snow is a dielectric mixture of ice and air,
its complex permittivity is governed by the dielectric
properties of ice, snow density, and ice-particle shape.
Since the real part of the permittivity of ice is
e0i ¼ 3.17 at frequencies between 10 MHz and
1,000 GHz (Mätzler and Wegmüller, 1987) and practi-
cally independent of temperature, the dielectric constant
of dry snow, e0ds is only a function of density. For the
most extensive data set used in dielectric measurements
of snow, the result between 3 and 37 GHz is
(Hallikainen et al., 1986)

e0ds ¼ 1þ 1:9 rds; rds � 0:5 g=cm3 (38)

where rds is the density of dry snow in g/cm3. From
(Equation 38), e0ds ¼ 1.57 for a density of 0.3 g/cm3.
A piecewise linear relationship between e0ds and rds has
been reported based on measurements at 1 GHz and
related modeling (Mätzler, 1996).

Experimental data for the loss factor of dry snow are
limited to frequencies below 13 GHz (Cumming, 1952;
Tiuri et al., 1984). The best fit to the experimental
data of Tiuri et al. was provided by the following
expression:
e00ds ¼ 1:59 
 106ð0:52rds þ 0:62r2dsÞ

 f �1 þ 1:23 
 10�14

ffiffiffi
f

p� �
expð0:036TÞ (39)

where T is the temperature in �C and f is the frequency in
Hz. An alternative equation has been provided by Ulaby
et al., (1986) using a two-phase dielectric mixing formula
for spherical inclusions. Both approaches indicate that the
dielectric loss factor of dry snow has a minimum value
between 1 and 5 GHz and then increases with increasing
frequency. It is of the order of 10�4–10�3 at all frequen-
cies below 100 GHz; hence, dry snow is a loss–loss
medium.

Due to its granular structure, dry snow is a strongly
scattering medium at high microwave frequencies. Based
on theoretical calculations using theMie theory (assuming
independent scattering), scattering dominates over
absorption in dry snow (ice grain size 1 mm) at frequen-
cies above 15 GHz (Ulaby et al., 1986). Scattering loss
increases rapidly with increasing frequency; hence, the
extinction coefficient at and above 35 GHz consists
mainly of scattering loss. Based on an extensive data set
of snow samples ranging from newly fallen to refrozen
snow, with the ice grain diameter ranging from 0.2 to
1.6 mm and snow density from 0.17 to 0.39 g/cm3, the fol-
lowing empirical expressions have been developed to
relate the extinction coefficient of dry snow, denoted keds,
to the observed snow particle diameter ds (Hallikainen
et al., 1987):

keds ¼ 1:5þ 7:4 d2:3s dB=m at 18 GHz (40)

k ¼ 30 d 2:1 dB=mat 35GHz (41)
eds s

k ¼ 180 d2:0 dB=m at 60GHz (42)
eds s

k ¼ 300 d1:9 dB=m at 90 GHz (43)
ds s

The particle diameter (observed by photography) is in

millimeters. Equations 40–43 hold for particle sizes below
1.6 mm. Equations 40–42 can be combined into a single
equation of the form

keds ¼ 0:0018 f 2:8d2:0s dB=m 18GHz < f < 60GHz

(44)

where f is in GHz and ds is in mm. Due to the exponent
value of 2.8 in (Equation 44), the extinction coefficient
increases rapidly with increasing frequency; at 35 GHz
it is about 20 dB/m for snow with a grain size of 1 mm,
whereas at 90 GHz it is well over 100 dB/m. This is
why radiometers operating at 35 GHz are able to measure
snow water equivalents less than 100 mm and those oper-
ating at 90 GHz “see” only the snowpack surface. The
strong fluctuation theory (Stogryn, 1986) provides
results that agree reasonably well with the empirical
extinction coefficient values in the 18–60 GHz range
for all realistic grain sizes and also at 90 GHz for grain
sizes smaller than 0.9 mm.
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Wet Snow. Wet snow is a mixture of ice crystals, liquid
water, and air. The geometry and porosity of wet snow
depend on its liquid water content. It has been concluded
that snow has two distinct regimes of liquid saturation
(Colbeck, 1982). In the lower range (pendular regime), air
is continuous throughout the pore space, and liquid water
occurs in the form of isolated inclusions. In the higher range
of liquid saturation (funicular regime), liquid water is con-
tinuous throughout the pore space, and air occurs as distinct
bubbles trapped by narrow constrictions in the pores. There
is a sharp transition between the two regimes.

Electromagnetically, wet snow is a three-component
dielectric mixture consisting of ice particles, air, and liquid
water. Both water and ice exhibit Debye-type relaxation
spectra. The relaxation frequency (frequency at which
the maximum dielectric loss occurs) of ice is in the kilo-
hertz range, whereas that for water at 0 �C is 9 GHz. The
complex permittivity of ice and water depends on fre-
quency and temperature. Consequently, the permittivity
of wet snow is a function of frequency, temperature, volu-
metric water content, snow density, ice-particle shape, and
the shape of water inclusions.

Since the permittivity of water is substantially higher
than that of ice and air, the dielectric behavior of wet snow
is governed by the volume fraction of water. Basically, e0ws
and e00ws are compressed versions of those for water at
0 �C. The dielectric behavior of wet snow was measured
by Hallikainen et al. (1986) at nine frequencies between
3 and 18 GHz and, additionally, at 37 GHz. They tested
four dielectric models: Debye-like model, modified
Debye-like model, two-phase Polder–Van Santen model
(Polder and Van Santen 1946), and three-phase Polder–
Van Santen model. The two-phase Polder–Van Santen
mixing formula is applied by assuming wet snow to con-
sist of dry snow as the host material with water inclusions
embedded in it. The shape of the water inclusions was
included in the modeling study. Tiuri et al. (1984) used
a resonator in the 0.5–1 GHz range and also the 4 GHz
data set of Hallikainen et al. (1982) and developed
a numerical model for the permittivity of wet snow.
Mätzler et al. (1984) made resonator measurements at
1 GHz and applied their results for spectral modeling of
wet snow. See Hallikainen et al. (1986) for a review of
dielectric wet snow studies.

The samples of Hallikainen et al. (1986) had densities
ranging from 0.09 to 0.42 g/cm3 and liquid water contents
ranging from 0 % to 12.3 % by volume. The snow particle
size varied between 0.5 and 1.5 mm and the sample
temperatures ranged from �5 �C to 0 �C. The two-phase
Polder–Van Santen model for wet snow is

ews ¼ edsþmvews
3

ðew� edsÞ 

X3
j¼1

ewsþðew� ewsÞAwj


 ��1

(45)

where mv is the volumetric liquid water content and water
droplets are randomly distributed and randomly oriented
ellipsoids with depolarization factors Aw1, Aw2, and Aw3.
The general Debye-like model is expressed as

e0ws ¼ Aþ Bmx
v

1þ ð f =f0Þ2
(46a)

Cð f =f Þmx
e00ws ¼ 0 v

1þ ð f =f0Þ2
(46b)

where f0 is the relaxation frequency (9.07 GHz) and A, B,
C, and x are constants determined by fitting the model to
the measured data in the 3–37 GHz range. The obtained
values are given in Hallikainen et al. (1986). In the simpli-
fied Debye-like model, A, B, and C depend only on dry
snow density and volumetric water content, whereas in
the modified Debye-like model, they depend, additionally,
on frequency. The Debye-like equations do not take into
account the geometry of the wet snow medium (shape of
water inclusions, funicular and pendular regimes).

Liquid water inclusions in snow are approximately nee-
dle shaped in the pendular regime (low values of water
content), but they become approximately disk shaped in
the funicular regime (high values of water content)
(Colbeck, 1982). The best fit of the developed two-phase
Polder–Van Santen mixing model to experimental data
was obtained by assuming that their shapes depend
on snow water content and, additionally, that the water
inclusions are nonsymmetrical in shape (Hallikainen
et al., 1986). Transition from the pendular regime to the
funicular regime was observed to take place around snow
volumetric water content mv ¼ 3 %.

Both the modified Debye-like model and the two-phase
Polder–Van Santen model (with variable, nonsymmetrical
shape factors) provide good accuracy (Hallikainen et al.,
1986). The simplified Debye-like model works well only
at frequencies below 15 GHz, but the modified Debye-like
model works well also at higher frequencies. The two-
phase Polder–Van Santen model with wetness-dependent
shape factors provides a slightly better overall fit to the
experimental observations of wet snow. The modified
Debye-like model is easier to use and is likely to provide
adequate accuracy for most applications. The three-phase
Polder–Van Santen model provided accuracies compara-
ble to those of the two-phase Polder–Van Santen model.

The real part of the dielectric constant of wet snow
varies from the values for dry snow up to 3.0 at 3 GHz
and to 1.9 at 37 GHz for a liquid water content of 12 %
and, generally, decreases with increasing frequency. Its
dielectric loss factor increases with frequency until it
reaches its maximum value of 0.9 at 9 GHz for a wetness
of 12 %. At frequencies above 9 GHz, it decreases
monotonically. Even a volumetric water content of 2 %
results in absorption of tens of decibels per meter,
depending on frequency. The penetration depth for wet
snow is generally less than 20 cm at frequencies above
5 GHz, suggesting that microwave radar and radiometer
measurements can provide information only on the top
of the snowpack.
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Dielectric properties of ice
Pure and Freshwater Ice. Freshwater ice is free from salt,
but usually it includes air bubbles, impurities, and cracks.
Pure ice is an idealization of freshwater ice (frozen dis-
tilled water); it is not discussed here. The dielectric
properties of freshwater ice at microwave frequencies are
determined by two physical processes, namely, the
high-frequency tail of a relaxation spectrum (relaxation
frequency in the kilohertz range) and the low-frequency
tail of far-infrared absorption bands (Evans, 1965;
Mätzler and Wegmüller, 1987). These processes result
in a practically constant value for the dielectric constant
e0i at microwave frequencies and in a minimum of the
dielectric loss factor e00i centered around 1–5 GHz.

Based on experimental data, the relative dielectric con-
stant of pure and impure ice may be assigned the constant
value of

e0i ¼ 3:17 (47)

for frequencies between 10 MHz and 100 GHz (Mätzler
and Wegmüller, 1987; Cumming, 1952).

For the imaginary part of the permittivity, results of var-
ious investigators show substantial scatter. The scatter is
caused, in addition to measurement inaccuracies (partly
due to small values of e00i), by varying amounts of impuri-
ties in the ice samples. Reviews of results are available, for
example, in Ulaby et al. (1986). A numerical equation for
e00i was developed by Mätzler and Wegmüller (1987):

e00i ¼ A
f
þ Bf C (48)

where f is the frequency in GHz. The values of constants
A, B, and C were determined for pure and impure ice at
temperatures �5 �C and �15 �C. The values for impure
ice at �5 �C are A ¼ 0.0026, B ¼ 0.00023, and C ¼
0.87. For pure ice, they are A ¼ 0.0006, B ¼ 0.000065,
and C ¼ 1.07. For �15 �C, they are for impure ice A ¼
0.0013, B ¼ 0.00012, and C ¼ 1.0. For pure ice, they
are A ¼ 0.00035, B ¼ 0.000036, and C ¼ 1.2. Based on
(Equation 41), e00i for impure ice is between 0.001 and
0.01 in the 1–100 GHz range and slightly smaller for pure
ice. Thus, freshwater ice is a low-loss medium, and its
power absorption coefficient at 1 GHz (temperature
�5 �C) is about 0.1 dB/m and penetration depth is
100 m. At 10 GHz, the corresponding numbers are about
1 dB/m and 10 m. This means that contributions to the
brightness temperature and the backscattering coefficient
are not limited to the topmost ice layers.

Sea Ice. Sea ice consists of freshwater ice, liquid brine,
and air. In addition to the dielectric properties of these con-
stituents, several additional parameters influence its com-
plex permittivity, including the volume fraction of each
constituent and geometry (shape, size, and orientation)
of brine pockets with respect to the propagation direction
of the electromagnetic wave. Most of these parameters
depend on ice temperature. The salinity of liquid brine in
sea ice is governed by its temperature, and it is over
200 % by weight at �20 �C and decreases to about 35
% at �2 �C (Assur, 1960). The relative volume of liquid
brine is directly proportional to the salinity; for sea ice
with a salinity of 1 %, it is about 3 % at �20 �C, 24 %
at �2 �C, and 103 % at �0.5 �C (Frankenstein and Gar-
ner, 1967). Due to the high volumetric content and salin-
ity, the complex permittivity of brine is substantially
higher than that of seawater (Stogryn and Desargeant,
1985). Hence, brine characteristics dominate the permit-
tivity of sea ice.

Experimental investigations of the microwave dielec-
tric behavior of sea ice have been carried out at frequen-
cies below 40 GHz. Reviews of these investigations are
given in Vant (1976) and Hallikainen and Winebrenner
(1992). The total number of permittivity measurements
for arctic ice is small. Additionally, most of the investiga-
tions are limited to first-year ice. Frequency-wise,
extensive sets of experimental Arctic sea ice data
were acquired by Vant (1976), Vant et al. (1978)
(0.1–7.5 GHz; 13 samples), and Sackinger and Byrd
(1972) (26–40 GHz; sample number not reported).
Sample-wise, the most extensive studies are those of
Bogorodskii and Khokhlov (1975) (10 GHz; 130 samples)
and Hallikainen (1983) (0.6 and 0.9 GHz; 373 samples).
References Vant (1976) and Vant et al. (1978) report the
same results, but the former includes detailed results for each
ice sample. Hoekstra and Cappillino (1971) (0.1–24 GHz)
measured ice samples of various salinities, made from sea-
water flash frozen in a sample holder; their results have very
likely been influenced by sample preparation technique.

In most studies, temperatures below �5 �C were used,
although rapid changes in the permittivity occur at temper-
atures close to 0 �C due to increasing relative volume of
brine. Hallikainen (1983) measured low-salinity (S < 2
%) ice samples at temperatures up to �0.1 �C. In order
to avoid brine drainage, each ice sample was measured
immediately after removing it from the ice field and using
only the original temperature. The relative brine volume of
low-salinity sea ice near 0 �C may be higher than that of
high-salinity sea ice at lower temperatures. The relative
brine volume of sea ice of salinity 1 % is 103 % at
�0.5 �C, whereas the corresponding number for sea ice
of salinity 4 % is 40 % at �5 �C.

A limited amount of data is available on the dielectric
properties of multiyear sea ice (Vant, 1976, two samples;
Vant et al., 1978, two samples). Due to lower salinity,
the complex permittivity of multiyear ice is lower than that
of first-year ice.

Only Vant et al. (1978) (NaCl ice; orientation from ver-
tical 0, 30, 45, 60, and 90�), Sackinger and Byrd (1972)
(Arctic first-year ice; 0 and 90�), and Hallikainen (1983)
(low-salinity first-year ice; 0�, 30�, and 90�) have investi-
gated the effect of sample orientation with respect to the
propagation direction of the electromagnetic wave.
Sackinger and Byrd (1972) observed that the dielectric
loss factor at �7 �C may be up to 300 % higher for 90�
(horizontal orientation) than for 0� (vertical); it decreases
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with decreasing temperature and is about 150 % higher at
�21.5 �C. Hence, the dielectric loss of sea ice increases
with increasing incidence angle. Based on their data, Vant
et al. (1978) developed a model to account for sample ori-
entation. The permittivity also depends on ice type; in gen-
eral, the dielectric loss is higher for frazil than for
columnar sea ice with the electromagnetic wave propagat-
ing in the vertical direction.

Comparisons between various data sets have shown
that there is substantial scatter for values of both the real
part and imaginary part of the permittivity for mostly used
frequencies like 1 GHz, 5 GHz, and 10 GHz (Hallikainen
and Winebrenner, 1992). Efforts to model the dielectric
behavior of sea ice are scarce. Vant et al. (1978) used
two approaches based on the relative brine volume and
a semiempirical approach to account for the orientation.
Stogryn (1987) employed strong fluctuation theory to
compute the tensor dielectric constant for sea ice.
Hallikainen and Winebrenner (1992) generated numerical
equations, based on available data sets, to relate the dielec-
tric properties of sea ice to the relative brine volume Vb at
three frequencies – 1 GHz, 4 GHz, and 10 GHz. Their
expressions are given below in a slightly modified form,
due to revisiting the data sets.

e0si ¼ 3:12þ 0:009Vb; 1GHz (49a)

e00 ¼ 0:04þ 0:005V ; 1GHz (49b)
si b

e0 ¼ 3:05þ 0:007V ; 4GHz (50a)
si b

e00 ¼ 0:02þ 0:0033V ; 4GHz (50b)
si b

e0 ¼ 3:04þ 0:004V ; 10GHz (51a)
si b

e00 ¼ 0:01þ 0:007V ; 10GHz (51b)
si b

where the relative brine volume Vb � 70 % and is given
by (Frankenstein and Garner, 1967):

Vb ¼ S �52:56
T

� 2:28

� 	
� 0:5�C � T ��2:06�C

(52a)

45:917
� 	
Vb ¼ S �
T

þ0:930 �2:06�C> T ��8:2�C

(52b)

43:795
� 	
Vb ¼ S �
T

þ1:189 �8:2�C> T ��22:9�C

(52c)

Equations 49a, b–51a, b do not explicitly take into

account the effect of ice density upon the real
part of the permittivity or direction of wave propagation
in the ice medium. The correlation coefficient for
Equations 49a, b–51a, b is, in general, between
0.7 and 0.8.
In general, the absorption coefficient ka increases with
increasing frequency and temperature. The loss of multiyear
ice is considerably lower than that of first-year ice, mainly
due to much lower salinity. The values for first-year low-
salinity sea ice show that the temperature dependence of
the absorption coefficient is high at temperatures near
0 �C. At 10 GHz, the differences between the results for
columnar, frazil, and multiyear ice are substantial.

In the 1–10 GHz range, the penetration depth is
between 100 and 5 cm for first-year ice and 500 and
30 cm for multiyear ice. Sensors operating at X-band pro-
vide information on sea ice mainly from the topmost
5–80 cm, depending on ice type, salinity, and temperature,
whereas the corresponding numbers for L-band sensors
are 40–500 cm.
Dielectric properties of soils
Soils consist of bulk soil, air, and water. A soil’s textural
composition is usually given in terms of weight percent-
ages of sand, silt, and clay. Sand includes particles with
diameters in the range between 0.05 and 2.0 mm, silt
includes particles with diameters in the 0.002–0.05 mm
range, and clay includes particles with diameters smaller
than 0.002 mm. The water contained in the soil is usually
divided into bound water and free water, although the tran-
sition between these is not sharp. Molecules of bound
water are contained in the first few molecular layers sur-
rounding the soil particles; these are tightly held by the
soil particles due to the matric and osmotic forces (Baver
et al., 1977). The amount of bound water is proportional
to the total surface area of the soil particles, which depends
on the soil particle size distribution and mineralogy: The
smaller the particles, the more there can be bound water.
Hence, clay has more bound water than sand. Water mol-
ecules located further away from the soil particle surface
can move within the soil medium and are referred to as
free water.

From the electromagnetic point of view, soil is
a heterogeneous medium consisting of bulk soil, air,
bound water, and free water. Its dielectric properties as
a function of frequency depend on the soil bulk density
(compaction), soil composition (particle size distribution
and mineralogy), the volume fractions of bound and free
water, the salinity of the soil solution, and temperature
(Dobson et al., 1985). Wang and Schmugge (1980)
showed that various dielectric mixing formulas describing
soil as a two-component system (soil with free water) fail
to describe the complex permittivity of wet soil realisti-
cally at 1.4 and 5 GHz. They were the first to explicitly
include both free water and bound water in their empirical
mixing formula by examining two moisture regions: (a)
water contents less than the maximum bound water frac-
tion and (b) water contents higher than the bound water
fraction. They included two free parameters in the model
and, by optimizing their values, were able to explain the
behavior of the complex permittivity, especially its real
part. Wang (1980) modeled the soil–water system with
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a Debye-like relaxation over a finite band of relaxation
frequencies and, by adjusting two free parameters,
adequately predicted the behavior of data over the
0.3–1.4 GHz range. The two free parameters were the
width of the activation energy of the soil solution and
the mean relaxation frequency of the soil–water mixture
at a given frequency and for a given soil and water content.

Hallikainen et al. (1985) performed dielectric measure-
ments of five soil types at 12 frequencies between 1.4 and
18 GHz. Soil moisture values from 0% to the highest mois-
ture contents that can be supported by that soil type without
drainage taking place were used; additionally, data for fro-
zen soils were acquired as well. They developed for each
frequency polynomial expressions, separately for real and
imaginary parts of the permittivity, dependent on volumet-
ric moisture content and the percentage of sand and clay
contained in the soil. Dobson et al. (1985) developed two
dielectric models for wet soil based on the data set of
Hallikainen et al. (1985), a theoretical model and
a semiempirical model. The theoretical model accounts
explicitly for the presence of bound water adjacent to
hydrophilic soil particle surfaces and employs a four-
component dielectric mixing model that describes the
soil–water system consisting of dry soil solids as a host
medium with randomly distributed and randomly oriented
disc-shaped inclusions of bound water, bulk water, and
air. The bulk water component characteristics in the model
depend on frequency, temperature, and salinity. Based on
comparisons with data, the theoretical model was deter-
mined to be an appropriate formulation, and it yields values
that describe well the observed effects of frequency and soil
type. However, its accuracy is limited by the uncertainty
concerning the dielectric properties of bound water.

The driving force in the development of the semiempirical
model of Dobson et al. (1985)was to develop a user-friendly,
frequency-dependent model that is based on readily mea-
sured soil characteristics including volumetric moisture and
weight fractions of sand and clay. The final expressions for
the real and imaginary parts of the permittivity are

e0ws ¼ 1þ rb
rs

ðeas � 1Þ þ mb0
v e

0a
fw � mv

� 1
a

(53a)

00h i1
a

e00ws ¼ mb
v e00afw (53b)

where a is a constant shape factor, rb is soil bulk
density, rs ¼ 2.66 g/cm3 is soil specific density, es is the
soil solid permittivity, mv is the volumetric moisture, b0
and b00 are the soil-texture-dependent coefficients for com-
puting the real and imaginary part, respectively, and efw is
the permittivity of free water. The optimum value for
the shape factor was determined to be a ¼ 0.65. The
relative permittivity of soil solids is

es ¼ ð1:01þ 0:44rsÞ2 � 0:062 (54)

and the soil-texture-dependent coefficients are
be0 ¼ 0:01ð127:48� 0:519S � 0:152CÞ (55a)

b 00 ¼ 0:01ð1:33797� 0:603S � 0:166CÞ (55b)
e

where S and C are the percentage of sand and clay,
respectively. The dielectric properties of free water are
computed using an expression similar to that for saline
water:

ew ¼ ew? þ ew0 � ew?
1þ j2pf tw

� j
seff
2pf e0


 rs � rb
rsmv

(56)

where the effective conductivity is

seff ¼ �1:645þ 1:939rb � 0:02013S þ 0:01594C

(57a)

The above expressions were determined using the

whole soil dielectric data set between 1.4 and 18 GHz.
For the frequency range of 0.3–1.3 GHz, another expres-
sion for the effective conductivity was developed
(Peplinski et al., 1995):

seff ¼ 0:0467þ 0:2204rb � 0:4111S þ 0:66144C

(57b)

For a reader interested in the dielectric properties of

soils at a certain frequency between 1.4 GHz and
18 GHz, the polynomial expressions in Hallikainen et al.
(1985) are useful. Mironov et al. (2004) developed
a generalized refractive index mixing dielectric model
for moist soils incorporating the dielectric characteristics
of bound water.

The above studies show that the complex permittivity
of wet soil is a compressed version of that for slightly
saline water. In the 1.4–18 GHz range, the real part of
the permittivity increases with increasing volumetric
moisture and decreasing frequency, whereas the imagi-
nary part increases with increasing moisture and
increasing frequency. At any given moisture content
and at all frequencies, the real part is roughly propor-
tional to sand content and inversely proportional to clay
content; however, this effect decreases with increasing
frequency. The effect of soil texture on the imaginary
part varies with frequency. At 1.4 GHz, the real part
increases with increasing clay content for moisture
levels above 0.2 cm3/cm3, whereas at 4–6 GHz, it is
nearly independent of soil texture at all moisture levels
and at frequencies of 8 GHz and above it decreases with
increasing clay content. This behavior is obviously due
to the ionic conductivity (strongest at low frequencies)
and the relation of volume fraction of bound water to
soil specific surface. At moisture levels close to satura-
tion, emay reach values up to 23-j3 for sand (mv ¼ 0.35)
and 33-j9 for clay (mv ¼ 0.50) at 1.4 GHz. At 18 GHz,
the corresponding values are 13-j8 and 18-j12, respec-
tively. The penetration depth for wet soil decreases dras-
tically with increasing moisture content and frequency;
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consequently, retrieval of soil moisture from microwave
radiometer and radar data works best at low frequencies.
Even at 1.4 GHz, information only on surface moisture
is obtained.

The permittivity of soils decreases drastically at temper-
atures below 0 �C (Hallikainen et al., 1985). Between �11
�C and�24 �C, both the real and imaginary parts of permit-
tivity still depend on temperature, demonstrating that not all
water is frozen. Recently, Mironov et al., (2010) conducted
dielectric measurements on organic rich permafrost soil
from 1 to 16 GHz and from �30 �C to þ25 �C. They also
extended the previously developed dielectric soil model of
Mironov et al. (2004) to cover frozen soil.
Dielectric properties of vegetation
The characteristics of plants and trees vary substantially,
including the size, density, moisture content, and geome-
try. Hence, the physical characteristics of vegetation mate-
rial are not discussed in this presentation. For a detailed
discussion on timber characteristics, the reader is referred
to Dinwoodie (2000). Dielectric properties of wood are
discussed in detail in Torgovnikov (1993); they have been
primarily examined for industrial purposes, especially for
microwave drying of timber at 2.45 GHz.

The dielectric properties of plants including trunks,
stalks, and leaves for remote sensing have been measured
and modeled by El-Rayes and Ulaby (1987), and Ulaby
and El-Rayes (1987) in the 0.2–20 GHz range, and moni-
tored in situ at L-band by McDonald et al. (1999). Mätzler
(1994) measured and modeled various leaves at frequen-
cies 1–94 GHz. Ulaby et al. (1987) measured the propaga-
tion constant for vegetation canopies with vertical stalks
between 1.6 and 10.2 GHz. Dielectric spectroscopy of
Scots pine at frequencies up to 1 GHz has been done by
Tomppo et al. (2009).

Ulaby and El-Rayes (1987) modeled the complex per-
mittivity of vegetation as a simple additive mixture of plant
material, free water, and bound water due to their observa-
tion that bound water has a substantially lower relaxation
frequency than free water. At 22 �C, their Debye–Cole
dual-dispersion model for the permittivity of vegetation is

ev ¼ er þ vfw 4:9þ 75:0
1þ j 
 0:556f � j

18s
f

� 

þ vbw 2:9þ 55:0

1þ ð j 
 0:556f Þ0:5
" # (58)

where er is the permittivity of bulk vegetation material, f is
the frequency in GHz, s is the ionic conductivity of the
free-water solution in S/m, and vfw and vbw are the relative
fractions of free and bound water, respectively. The volu-
metric moisture content consists of free water and bound
water:

Mu ¼ vfw þ vbw ¼ Mgr
1�Mgð1� rÞ (59)
where Mg denotes the gravimetric moisture content and r
is the bulk density. If Mg and r are known, the following
expressions can be used for obtaining higher accuracy:

er ¼ 1:7þ 3:2Mv þ 6:5M2
v (60)

vfw ¼ Mvð0:82Mv þ 0:166Þ (61)
31:4M2
vbw ¼ v

1þ 59:5M2
v

(62)

The Debye–Cole dual-dispersion model has been

determined to provide an estimate of e0v for leaves, stalks,
branches, and trunks with an accuracy of 5 %. If the salin-
ity S is known in order to provide an estimate for the con-
ductivity (S/m) via

s ¼ 0:16S � 0:0013S2 (63)

similar accuracies apply to e00v.
Summary
Dielectric properties of natural media at microwave fre-
quencies have been reviewed, and the effects of various
physical parameters to the behavior of their permittivity
have been discussed. Since most natural media are hetero-
geneous, theoretical derivation of their dielectric proper-
ties is not straightforward. Measurements provide useful
information for model development and evaluation, but
only within the range of the covered physical characteris-
tics and employed frequencies. The permittivity of pure
and saline water is the key to modeling the behavior of
most natural media; gaps still occur for its values at near-
freezing temperatures, especially at high microwave fre-
quencies. More experimental data are needed to confirm
the behavior of wet snow at frequencies above 18 GHz.
Measurements of the permittivity of sea ice for various
salinities and ice types, especially for high brine volumes
and at temperatures above �5 �C, would substantially
benefit modeling of the behavior of sea ice. Permittivity
measurements of various types of vegetation are needed
to test presently available semiempirical models and fur-
ther develop them.
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Definition
Horn Antenna. An antenna with metallic flare walls which
provides a transition between waves propagating in a
waveguide and electromagnetic waves directivity
radiated into space.

Microwave horn antennas
Horns are one of the simplest and most widely used micro-
wave antennas. Interests in horn antennas date back to the
turn of the nineteenth century and then considerably
revived during World War II. Microwave horn antennas
are essentially a device to make a transition from waves
propagating in a waveguide into electromagnetic signals
transmitting in another open medium such as free space.
They can have metallic walls, dielectric material, or the
combination of both, and occur in various shapes and sizes
to fulfill many practical applications, such as communica-
tion systems, remote sensing, radio frequency heating,
reference sources for other antenna testing and evaluation.
Other than being a stand-alone directive power transmit-
ter/receiver, horns are also used as feeds for other antennas
such as reflectors, lenses, and compound antennas. Their
widespread application is due to their simple, solid geom-
etry and excellent performance when beam directivity is
required (Love, 1976; Balanis, 1988, 1996; Olver et al.,
1994; Bird and Love, 2007).

Figure 1 summarizes the primary categories of horns,
and Figure 2 shows some representative examples of
well-known horn designs. Rectangular pyramidal horns
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Microwave Horn Antennas, Figure 1 A summary of primary types
are probably the most commonly used class of horns.
One of the primary applications of a pyramidal horn is
the standard gain antenna since its gain may be calculated
very accurately by knowing their dimensions. The
beamwidths in the two principal planes can also be
independently controlled by varying the rectangular-
aperture dimensions. Some other forms of rectangular
horns with nonlinear profiles are also used to increase
aperture efficiency and lower side lobes compared with
a linear flare. Circular geometries are also in widespread
use. The axial symmetry of conical horns allows them to
generate any polarization of the dominant mode which
makes them well suited for circular polarization. The
beamwidths, however, are usually unequal in the two
principal planes. In order to overcome this problem, the
dual-mode and corrugated (hybrid-mode) conical horns
have been developed. Higher-order modes are excited so
that the aperture field of the horn is modified in such
a way as to produce radiation patterns with axial symmetry
and very low cross-polarization.

Horn specifications
Ample types of horns can provide various radiation per-
formances, and for every specific application, it is neces-
sary for an antenna designer to consider some critical
specifications which dictate the choosing of an appropri-
ate type of horn antennas.

Bandwidth
The frequency band over which the system is to operate is
usually specified as a range of frequencies (for single-band
applications) where the antenna must satisfy a required
return loss (or VSWR) and provide a radiation pattern
adequate for the application. Consider an antenna required
to operate from fmin to fmax. The bandwidth, in general, can
be calculated as
-wall conical Diagonal

Other Typesr

Elliptical
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l

d

udinal corrugation

ode

of horn antennas.



Microwave Horn Antennas, Figure 2 Representative types of horn antennas: (a) pyramidal horn, (b) circular horn, and (c) corrugated
horn.
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Bandwidth ð%Þ ¼ 2 fmax � fminð Þ
fmax þ fminð Þ � 100:

Based on this definition, a bandwidth below 20 % is
2a

2b

y

x

Microwave Horn Antennas, Figure 3 A TE 10-mode open-
ended rectangular waveguide feed with dimensions 2a and 2b.
generally considered narrowband whereas a bandwidth
over 20 % is considered wideband. Often, there is a spe-
cific frequency determined in specifications as the design
frequency at which the design provides optimum perfor-
mances. For single-band applications, a practical choice
is a design frequency of fc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fmin 
 fmax

p
for narrowband

operations and fc ¼ 1.2 fmin for wideband operations.

Gain and aperture efficiency
The antenna gain takes into account both the directional
capability and efficiency of the antenna. Amongmany dif-
ferent types of gains, two definitions are usually used to
describe horn antennas (Balanis, 1996). The most com-
monly accepted definition of gain only considers the
accepted power and removes the power reflected from
the input. In this definition, an ideal horn without losses
is assumed and the gain equals directivity as the efficiency
is 100 %. Another definition, called absolute gain, retains
the reflected power from the input, as this is an intrinsic
property of the antenna. For horn antennas, the results of
these two definitions are usually very similar since the
reflection coefficient is small. The difference is a factor
of 1/(1 � |Gin|

2), where Gin is the reflection coefficient at
the input.

Another useful measure for comparing the perfor-
mances of horn antennas is the aperture efficiency. It is
defined as the ratio of the antenna gain in the direction
(y, f) and the gain of the same antenna aperture with ideal
uniform illumination given by

�aperture ¼
l2

4pA
Gðy; jÞ;

where A is the total area of the aperture, l is the
wavelength at the operating frequency, and G(y, f) is
the gain function. In many applications it is assumed that
the aperture efficiency is in the boresight direction of the
antenna.
It has to be noted that what is usually defined is the gain
of the whole antenna system, not just the gain of the
aperture antenna in isolation. Therefore, all other losses
such as mismatch and ohmic losses have to be taken into
consideration. A well-designed aperture antenna fed by
a poorly designed feed system results in poor
performance.
Polarization
The radiated far-field of a horn antenna can be decomposed
into two components: The one in the direction of the desired
polarization is called co-polarization, and the orthogonal
component is called cross-polarization. Polarization perfor-
mance measurement can determine, in general, how much
power is radiated in the undesired polarization which cannot
be received by receiving antennas. The most common
measurement is the peak cross-polarization level for linear
polarization and the axial ratio for circular polarization.
The measurement of the cross-polarization can be achieved
in different ways. For linearly polarized horns, the co-polar
pattern is measured by aligning the test antenna with the
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Microwave Horn Antennas, Figure 5 Typical rectangular horn antennas: (a) E-plane sectoral horn, (b) H-plane sectoral horn, and (c)
pyramidal horn.
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polarization of the distant source antenna, and the cross-polar
pattern is obtained by rotating the source antenna by 90� and
repeating the radiation pattern measurement.
Functioning environment
Consideration of the working environment in which the
antenna is likely to operate is important in design process
as well. In many cases this too will dictate the choice of
materials and the mechanical aspects of the system. One
consideration is the potential effects of surrounding
objects on the horn’s performance. A horn antenna may
work perfectly well in isolation but give poor performance
when surrounded by nearby scatterers. A typical effect is
caused by conductive surrounding objects which are fitted
afterward in forms of blockage or radome effect. Other
considerations are any special needs for horn antennas
such as pressurization, high-power handling, low passive
intermodulation level, robustness, and low-loss
requirements.

Conventional horn antennas
Rectangular horn
Rectangular horns are constructed by gradually flaring
a rectangular waveguide to provide a smooth transi-
tion from the input to free space. If the flare angle is
small enough so that the higher-order modes can be
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neglected, the transverse electric field of the dominant
mode of the waveguide is a good first approximation
to the aperture field at the horn mouth. For reference,
some important characteristics of the open-ended
rectangular waveguide (Figure 3) are shown in
Figure 4.
Depending on to what plane its opening tapers
rectangular horns may be classified as E-plane sectoral,
H-plane sectoral, or pyramidal horns (Figure 5). The type,
direction, and amount of taper can have a significant effect
on the overall performance of the horn. The radiation
characteristics can be determined using the aperture field
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method or GTD construction (Jull, 1973; Huang et al.,
1983). The latter is also capable of predicting the near field
and back-radiated field. Considerable amounts of design
data are available on rectangular horns, and the reader is
referred to the just-mentioned references (Balanis, 1988,
1996; Bird and Love, 2007).

For pyramidal horns, the geometrical parameters may
be chosen to achieve the so-called optimum-gain design
(Balanis, 1988). Figure 6 shows the relationship between
the parameters to design an optimum-gain horn for
a specified gain (the overall efficiency of these horns is
typically about 50 %). Figure 7 is the plot of the E- and
H-plane patterns of such horns.

Conical horns
The geometry of a circular horn is shown in Figure 8.
In contrast to pyramidal horns which are typically fed by
rectangular waveguides, the circular horn is usually fed
by circular waveguides. The aperture field of these horns
can be constructed in a fashion similar to that of pyramidal
horns by simply multiplying the aperture field of the
circular waveguide by a quadratic phase term (Balanis,
1988). The resulting integral for the computation of the
radiated field can then be evaluated numerically. Figure 8
gives the proper horn dimensions for constructing an
optimum-gain horn for a specified gain. These horns
typically possess more symmetric E- and H-plane patterns
than do their pyramidal horn counterparts. They can
also be used more effectively to create circularly
polarized fields.

Multimode, corrugated, matched horns, and others
The requirements for designing more advanced remote sens-
ing systems have resulted in the generation of a new class of
feeds. These feeds in particular are used in large reflectors for
radio astronomy and remote sensing reflectors. Among them
one may refer to multimode (Potter, 1963; Thomas, 1970;
Bhattacharyya and Goyette, 2004), corrugated (hybrid
mode) (Clarricoats and Olver, 1984; James, 1984; Thomas
et al., 1986; Olver et al., 1994), and matched horns (Rudge
and Adatia, 1975; Bahadori and Rahmat-Samii, 2006).

Multimode horns were invented to equalize the pattern
asymmetry of single-mode horns. For instance, in the
Potter horn (Potter, 1963) the TM11 mode is generated
along with the dominant TE11 mode of a circular horn.
Although this new TM11 mode does not have any
appreciable effect on the H-plane radiation pattern, when
it is properly phased and combined with the TE11 mode,
it can effectively alter the E-plane aperture distribution,
which results in a symmetric radiation pattern. All these
favorable features, however, cannot be properly realized
until the feed aperture diameter exceeds about 1.3 l. For
example, Figure 9 shows the radiation pattern of a
dual-mode Potter horn as reported in Potter (1963).
A partial conversion of the TE11 mode energy to a TM11
mode happens in the flared section of the horn, while the
straight section enforces the condition that both modes
have the proper phase relation at the aperture which can
be maintained over a bandwidth of less than 10 %. There
are also available other types of multimode horns, which
result from a combination of modes such as TE10, TE12,
and TM12 in a square-aperture pyramidal horn.

Corrugated horns have become the main choice of
antenna feeds in recent advanced communications, radar,
and remote sensing applications where demanding
performance is required. First introduced in the 1960s
(Minnett and Thomas, 1966; Simmons and Kay, 1966),
they can provide superior radiation performances such as
symmetric patterns and low cross-polarization levels
compared with conical horns.

Corrugated horns are capable of creating similar bound-
ary conditions at all polarizations which result in similar
tapers in the aperture field distribution in all planes. Due
to these boundary conditions, symmetric radiation
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patterns can be obtained at levels as low as�25 dB in both
the E- and H-planes. A corrugated horn can be realized by
grooving the E-plane of a pyramidal horn or the entire wall
of a circular horn with, typically, six or more slots (corru-
gations) per wavelength (Figure 10). For circular corru-
gated horns, Figure 11 shows the plots of the pattern
widths at 20 dB level as a function of the opening angle.

The existence of the corrugations, especially near the
waveguide-horn junction, affects the VSWR of the horn.
The usual practice is to begin the corrugations at a small
distance from the junction. These horns are also classified
as hybrid-mode horns because they support modes in
which both longitudinal E- and H-field components are
present. In a circular corrugated horn, a natural mixture
of TE11 and TM11 results in the generation of
a hybrid-mode HE11. In contrast to dual-mode horns there
is no need of a mode converter, and therefore, the
hybrid-mode horns have typically wider bandwidths.
In particular, one version of these hybrid horns (scalar
horns), which has a large flare angle with a relatively short
horn, has radiation characteristics with little dependence
on frequency. There now exists advanced computational
and optimization methods (Sinton et al., 2002) to tailor
corrugated horn antennas for various applications
including profiled corrugated horns with shorter lengths
than the standard straight corrugated horns.

There are other horn feeds which are properly tailored
to specifically overcome some undesirable characteristics
of reflectors. For example, matched horn feeds (Rudge
and Adatia, 1975; Bahadori and Rahmat-Samii, 2006)
are used to significantly reduce the generation of
unwanted cross-polarized fields in an offset parabolic
reflector illuminated with a tilted horn feed. The basic
concept behind these designs is to match the horn
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aperture field distribution with the receiving focal plane
distribution of the reflector.

There also exists a class of dielectric horns with some
unique properties, as described in Oh et al. (1970),
Baldwin and McInnes (1973), and Jha et al. (1975), and
other configurations (Love, 1962; Vokurka, 1979).
Summary
Microwave horn antennas are widely used as standard
gain antennas for antenna testing or evaluation or
feeds for other antennas due to their simple and solid
geometries and excellent performances. Among many
different types of horns, rectangular pyramidal horns and
conical horns, multimode and corrugated horns are the
most popular and practical configurations, and
a selection of a specific type is made based on the design
specifications such as bandwidth, gain and aperture
efficiency, polarization, and some other unique radiation
characteristics. With the advances in computational and
optimization methods, more sophisticated designs such
as profiled corrugated horns and matched horns are
developed for demanding applications in radars, satellite
communications, remote sensing, deep-space telemetry,
and radio astronomy.
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Synonyms
Passive microwave radiometer (PMR)

Definition
The microwave radiometer is a calibrated receiver
that measures properties of the natural emission from the
environment as picked up by an antenna system.

Introduction: what is radiometry about?
All bodies at a temperature above the absolute zero
(0 K ¼ �273 �C) radiate power, according to Planck’s
law. At microwave frequencies the Rayleigh-Jeans
approximation holds, and the radiation is proportional to
physical temperature. Actually, this is only true for the
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so-called blackbodies, which are perfect emitters. Natural
bodies radiate less, and we introduce the term emissivity
(e) which is a number between 0 and 1 describing how
well the body radiates relative to a blackbody.
Within radiometry the radiated power is expressed
as the so-called brightness temperature, TB, so that
TB ¼ e · Tphys. The brightness temperature of
a blackbody is thus equal to its physical temperature,
while all natural bodies will have brightness temperatures
lower than that. The brightness temperature of a natural
body can also be understood as that physical temperature
a blackbody would have to have in order to emit the power
in question. Typical values related to planet Earth range
from almost 0 K (looking up toward free space) to about
300 K.

The radiated energy can be picked up by an antenna in
order to be measured by a radiometer. Unfortunately
antennas are not perfect: a perfect antenna would have
a sharply defined main lobe so that when this is pointed
toward the target, only this contributes to the received
power. But the main lobe is not with sharp cutoff, so some
power is received from the surroundings of the target.
Furthermore, antennas have side lobes far from the main
lobe meaning that some power is also received from other
directions. The process can be expressed by the following
equation:

TA ¼ 1
4p



Z Z

4p

TBðy; fÞ 
 Gðy; fÞdO: (1)

This convolution integral, where G(y, f) is the antenna

radiation pattern, shows how the received power,
denoted as the so-called antenna temperature TA, is
a gain-weighted summation of the brightness tempera-
tures TB(y,f) from each direction (see Ulaby et al., 1981).
Sensitivity
As stated above, the task of the radiometer is to measure
the power picked up by the antenna. So in fact the radiom-
eter is basically a calibrated microwave receiver. The basic
and simplest radiometer, the total power radiometer, is
illustrated in Figure 1a.

The received power is amplified with a gain G, a certain
bandwidth B around the center frequency is selected by
the filter, the microwave signal is detected by a square
law detector, and since we are handling noise-like signals,
a certain integration time t is required. Finally, it is
indicated that we cannot make a receiver without introduc-
ing an additional noise TN.

The output will represent a power measure expressed as
P¼ k · B · G · (TA + TN) where k is Boltzmann’s constant:
1.38 · 10�23 J/K. As already stated the signals are noise-
like, so the output fluctuates, but the fluctuations are
smoothed by the integration. The level of fluctuations,
the standard deviation of the output to be specific, is
expressed as the radiometer sensitivity, DT, and it is
calculated from Eq. 2:
DT ¼ TA þ TNffiffiffiffiffiffiffi
B:t

p : (2)
Stability and accuracy
A fundamental problem with this simple and
direct implementation of the radiometer is that the output,
P ¼ k · B · G · (TA + TN), is dependent on stability of the
gain G and the receiver noise temperature TN. Hence,
stability may be problematic, and frequent calibration is
required, or a more developed radiometer principle must
be employed (Skou and LeVine cpoo).

If k, B, G, and TN are not only constants but known
constants, we have no absolute accuracy problems:
a given TA results in a given P that can be calculated. Such
knowledge of the constants is rarely available, leading to
the necessity for calibration. This illustrates the funda-
mental difference between stability and accuracy: stability
is a highly appreciated virtue of an instrument, but a stable
instrument need not be accurate. The steps toward
accuracy include the calibration process.

In the following we will describe a slightly different
aspect of absolute accuracy, which stresses the care that
must be exercised when designing or working with
radiometers. Consider losses in a signal path – it could
be the waveguide connecting the antenna with the
radiometer input or a passive component in the radiometer
front end. Let ‘ denote the fractional loss (or the absorp-
tion coefficient) and T0 the physical temperature. T1 is
the input temperature and the output temperature is then
given by T2 ¼ T1 (1 � ‘) + ‘ · T0.

The difference between output and input is TD¼T2�T1
¼ ‘ (T0 � T1). If T1 is 100 K and T0 is 300 K, a loss as
small as 0.01 dB (‘ ¼ 0.0023) results in a difference, TD,
of 0.5 K. Bearing in mind that the losses of a real signal
path are much greater than 0.01 dB, the physical tempera-
ture of the path must be measured and used for correction
of the measured brightness temperature. The
corresponding losses must be known to an accuracy of
better than 0.01 dB and must remain stable within the
same limits.

Consider a mismatch, for example, at the input of
a radiometer; with a reflection coefficient r, we similarly
find TD ¼ r (TRAD � T1) where TRAD is the microwave
temperature as seen from the point of reflection into the
radiometer. TRAD is typically 300 K and if T1 again is
assumed to be 100 K, a reflection coefficient of �26 dB
will give an error (TD) of 0.5 K. Care must be exercised
to obtain reflection coefficients better than �26 dB.

Radiometer types
The conventional radiometers are illustrated to the left in
Figure 1, while the more advanced types are illustrated
by the correlation radiometer to the right.

The total power radiometer has already been discussed.
It is the simplest and basic radiometer that has the
optimum sensitivity but may have problems with stability.



TA

a c

b
TN

TA

TR
TN

FS

VOUT

VOUT

VOUT2

VOUT1

TA2

TA1

TN2

TN1

G B

com-
plex
corr.

real

imag

G B

Dicke radiometer Correlation radiometer

Total power radiometer

x2

G B x2 τ

∫
∫

∫∫

τ x2 τ

G B x2 τ

±1

Microwave Radiometers, Figure 1 Two conventional radiometer types: (a) total power and (b) Dicke and (c) the correlation
radiometer.

384 MICROWAVE RADIOMETERS
The classical way of alleviating stability problems is to
employ switching as done in the Dicke radiometer
(Figure 1b). The idea here is that the radiometer in fact
measures the difference between the unknown antenna
temperature and an internal, known reference. The Dicke
radiometer has proven very good behavior and has been
widely used. An enhanced version of the Dicke radiometer
is the noise injection radiometer (NIR) in which a null-
balancing technique is employed resulting in total
independence of gains and receiver noise temperatures.
A price has to be paid for the enhanced stability of Dicke
type switching radiometers: the sensitivity is degraded
by a factor of 2 compared with that of the total power
radiometer.

More advanced radiometers are very often based on the
correlation radiometer shown in Figure 1c. It basically
consists of two total power radiometers, but in addition
to the usual detected outputs, the signals before detection
in the two channels are cross correlated to produce two
additional outputs: the real and imaginary part of the
correlation. The correlation radiometer is the building
block of interferometric, synthetic aperture radiometer
systems and often also of polarimetric radiometer systems.
Radiometer antennas
An important part of any radiometer system is its antenna.
The purpose of the antenna is to collect the emitted energy
from a target and present it to the radiometer input. Thus,
the antenna radiation pattern determines the spatial
resolution of the radiometer system. Important antenna
parameters are main beam efficiency and side lobe level.
A good beam efficiency and low side lobes ensure that
the radiometer system primarily measures what the
antenna points toward and not so much the surroundings.
Of paramount importance for a radiometer antenna is
low loss following the previous accuracy discussion.
Hence, the most popular antenna types are the microwave
horn and reflector antennas.

Horns are bulky, low-gain devices and as such normally
not used as primary spaceborne antennas, but they play an
important role in ground-based and airborne systems and
as feeds for reflector antennas. Especially Potter horns
and dual-mode horns are favored due to excellent radia-
tion patterns.

Reflector antennas – typically based on offset parabolic
reflectors – have been used extensively in spaceborne
systems. They feature low loss and good radiation pat-
terns, and, very importantly, they can serve a wide range
of frequencies (e.g., 5–90GHz) through the use of clusters
of feed horns.

For the antennas discussed here, where the electrical
aperture is roughly equal to the physical aperture, it is very
simple to estimate the width of the main beam. The 3 dB
beamwidth is slightly larger than the reciprocal of the
aperture measured in wavelengths of the operating
frequency:

y ¼ 1:4 :
l
D
: (3)

The factor 1.4 reflects the need for high beam

efficiency. A 1 m reflector antenna used at 30 GHz
(1 cm wavelength) will thus have a 0.014 (¼ 0.8�)
beamwidth. Looking straight down from a satellite in an
800 km orbit, the footprint on Earth will be 11.2 km.
Spaceborne radiometer systems are not high-resolution
devices like optical scanners or synthetic aperture radars,
but they do supply unique data for geophysical interpreta-
tion with frequent coverage of the globe.

Calibration
The purpose of calibration is to establish the relation
between the input brightness temperature and the
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radiometer output – usually digital numbers following
analog to digital conversion of the radiometer output volt-
age. Assuming that the radiometer transfer is linear, two
calibration points are required, typically one hot around
300 K and one cold in the 0–77 K range. The most
obvious solution is a cooled microwave termination.
A well-matched load will generate a noise temperature
equal to its physical temperature – and the physical
temperature is easily measured. If the load is left at
room temperature, it provides a hot calibration point, and
if it is submerged into liquid nitrogen, it will be a cold load
at around 77 K. However, the latter is not quite as easy as it
sounds: heat flow into the load must be prevented, and the
loss in the input transmission line must be corrected for.

An alternative solution is a cooled target viewed
by a suitable antenna connected to the radiometer (see
Figure 2). A microwave absorber (normally used to cover
the inside walls of radio anechoic chambers) will emit
a brightness temperature equal to its physical temperature
T0. Under ideal conditions, the antenna will sense nothing
but the brightness temperature from the absorber and
TA ¼ TB ¼ T0. Figure 2 also shows a practical layout of
this concept. The radiometer is connected to an
antenna horn through a short waveguide (very low
losses!). The horn views a microwave absorber soaked
with liquid nitrogen. The absorber and the liquid nitrogen
are contained in an insulated metal bucket, and the
excess opening of the bucket is covered by aluminum foil.
In this way the antenna is only able to pick up energy from
the absorber, which is cooled to 77 K by the nitrogen.
There is generally no problem with losses and heat flow
in the antenna and the waveguide, liquid nitrogen is
readily available, and the setup is cheap and simple. Over-
all this is a very useful radiometer calibrator – and before
liquid nitrogen is applied it provides also the hot
calibration point.

Finally, it shall be noted that pointing an antenna
toward free space will provide a cold calibration point of
only a few K. The problem is that the atmosphere will give
a significant contribution to the temperature, and it must
be carefully accounted for. However, this is not the case
for satellite-borne systems, and here such a sky view is
often used for the cold calibration point.

Going to the more advanced correlation radiometers,
also shown in Figure 1, calibration is somewhat more
complicated. First, a basic calibration of the two channels
is carried out as just described, but in addition to this, the
calibration of the correlation channels requires generation
of a pair of known signals with a known amount of
correlation between them. This issue is outside the scope
of the present text.

Conclusion
Microwave radiometers are sensitive receivers requiring
special attention to stability and accuracy. Several types
have been developed over the years each with its
special virtue. The antenna is an important part of the radi-
ometer system determining what is actually measured by
the radiometer. Any radiometer must be carefully
calibrated – not only after its development but also
a frequent check of calibration must be carried out at
proper intervals when the radiometer is in use. More infor-
mation can be found in (Skou and LeVine, 2006).
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Synonyms
Passive microwave radiometer (PMR)

Definition
The conventional microwave radiometer is a calibrated
receiver that measures the power from the environment
as picked up by an antenna system.

Introduction
The emission from the environment is received by the
antenna. This can typically be horizontally or vertically
polarized. The conventional radiometer measures the
power corresponding to one of these polarizations, and it
is basically a single channel receiver. If both polarizations
must be measured, two independent radiometer receivers
are employed. In-depth treatment of conventional radiom-
eters is found in Ulaby et al. (1981) and in Skou and
LeVine (2006).

Total power radiometer
The simplest and most direct implementation of
a radiometer is found in the total power radiometer
(TPR) as illustrated in Figure 1a. The gain in the
radiometer has been symbolized by an amplifier with
a gain G and the frequency selectivity by a filter with
a bandwidth B (centered around some given frequency).
We cannot make a receiver without introducing an addi-
tional noise TN. The microwave power has to be detected
to find some measure of its mean. In the present case, it
is very attractive to use a square-law detector: then the out-
put voltage will be proportional to the input power and
hence the input temperature. Finally, we indicate where
the integration takes place: the signal from the detector is
smoothed by the integrator to reduce fluctuations in the
output, and the longer is the integration time, the more
smoothing.

The output can be expressed as

VOUT ¼ c 
 ðTA þ TN Þ 
 G (1)

where c is a constant. VOUT is totally dependent on TN and
G. These can for some applications not be regarded as sta-
ble enough to satisfy reasonable requirements to stability
and accuracy. In other cases, however, the total power
radiometer is very useful, namely, where frequent calibra-
tion, for example, once every few seconds, is possible.

The sensitivity (standard deviation of the output signal)
of the total power radiometer is given by

DTTPR ¼ TA þ TNffiffiffiffiffiffiffiffiffi
B 
 tp (2)
Dicke radiometer
In 1946, R. H. Dicke found a way of alleviating the stabil-
ity problems in radiometers (Dicke, 1946). By using the
radiometer not to measure directly the antenna tempera-
ture TA but rather the difference between this and some
known reference temperature TR, the sensitivity of the
measurement to gain and noise temperature instabilities
is greatly reduced (see Figure 1b).

The input of the radiometer is rapidly switched between
the antenna temperature and the reference temperature.
The switch frequency FS could be 1,000 Hz. The output
of the square-law detector is multiplied by +1 or �1,
depending on the position of the Dicke switch, before
integration. The input to the integrator is then V1 ¼ c
(TA
+ TN)
G in one half period of FS and V2 ¼ �c
(TR + TN)

G in the second half period.

Provided that the switch frequency FS is so rapid that
TA, TN, and G can be regarded as constants over the period
and that the period is much shorter than the integration
time, the output of the radiometer is found as

VOUT ¼ c 
 ðTA � TRÞ 
 G (3)

It is seen that T has been eliminated, while G is still
N
present, although with less weight. Now G multiplies the
difference between TA and TR, where TR is reasonably cho-
sen to be in the same range as TA, while in the total power
case, G multiplied the sum of TA and the rather large TN.

The Dicke principle has proven to be very useful, and
Dicke radiometers (DR) have been used extensively over
the years.

A price has to be paid, however, for the better immunity
to instabilities. Since only half of the measurement time
is spent on the antenna signal (the other half is spent
on the reference temperature), the sensitivity is
degraded by a factor of 2 compared with the total power
radiometer:

DTDR ¼ 2 
 TA þ TNffiffiffiffiffiffiffiffiffi
B 
 tp (4)
Noise injection radiometer
The noise injection radiometer (NIR) represents the final
step toward stability; that is, the output is independent of
gain and noise temperature fluctuations (Goggins, 1967;
Hardy et al., 1974).

From Equation 3 it is seen that the output from a Dicke
radiometer is zero (independent of G and TN) if the refer-
ence temperature and the antenna temperature are equal.
The noise injection radiometer is a specialization of
a Dicke radiometer in which this condition is continuously
fulfilled by a servo loop.

In almost any case encountered in Earth remote sens-
ing, the antenna temperature is below some 300 K
(emissivities between 0 and 1 are multiplied by the physi-
cal temperature). The reference temperature in a Dicke
radiometer is conveniently equal to the physical
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temperature in the microwave front end, that is,
300–320 K. In Figure 1c we show how the output TI of
a variable noise generator is added to the antenna signal
TA, so that the resultant input (TA0) to the Dicke radiometer
is equal to the reference temperature (TR) and a zero output
results. A servo loop adjusts TI to maintain the zero output
condition or rather the near-zero output condition: the loop
gain can be made large but not infinite.

From Equation 3 we have

VOUT ¼ c 
 ðTA
0 � TRÞ 
 G ¼ 0

and as TA0 ¼ TA + TI, we find TA¼ TR� TI. TR is a known
constant, and knowledge of TI is required to find TA. The
accuracies of the Dicke radiometer part of the NIR and
of the loop gain are (given large loop gain) completely
insignificant for the accuracy with which we determine
TA. This is solely dependent on the accuracy of TI. Accu-
rate and stable noise sources with variable output can be
made and are used for “injecting” the required signal TI
into the input line, so that TI and TA are added.

The sensitivity of the noise injection radiometer is very
close to that of the Dicke radiometer:

DTNIR ¼ 2 
 TR þ TNffiffiffiffiffiffiffiffiffi
B 
 tp (5)
Hybrid radiometer
The radiometers as described hitherto in this entry are the
classical receiver types, and their implementation is
indicated in the classical way using, for example, analog
integration after detection and analog subtraction of
antenna and reference signals (in the Dicke radiometer).
And indeed many radiometers are still implemented this
way. But with the advent of analog to digital converters
and digital processing, other implementation forms are
possible and often used. This is illustrated in Figure 1d.
As soon as possible following detection, the signal is
A to D converted – only a low-pass filter is indicated to
condition the signal bandwidth to the sampling frequency
of the converter. The signal from the converter is led to
some kind of digital processor, typically a PC or an FPGA
(field-programmable gate array), where suitable data han-
dling takes place. This can typically be digital integration
to the required integration time t, as well as subtraction of
the antenna signal and the reference signal. Since these
processes are under computer control, flexibility becomes
a key word, and the distinction between total power and
Dicke radiometer vanishes to some extent: if the processor
operates the input switch rapidly and regularly, we
can regard it as a Dicke case, while if the measurement
situation is such that the antenna signal can be measured
(with interruptions when the switch points to the reference
signal) without loss of data, then we have a total power
case with frequent calibration.

A classical Dicke radiometer spends half of its time
measuring the well-known reference temperature and thus
only half of its time doing its real job, namely, measure the
unknown antenna temperature. Thus over the years
researchers have considered a better duty cycle for the
antenna measurements (in turn potentially leading to
improved sensitivity). However, having analog subtrac-
tion of the signals, the 50 % duty cycle is instrumental to
having simple and stable circuitry. But with the subtrac-
tion done digitally this is no longer a limitation, and opti-
mized duty cycles can be found on a case-by-case basis.
A word of warning should, however, be stated: the naive
notion that spending more time on the unknown antenna
signal will lead to improved sensitivity is not necessarily
true! When more time is spent on the antenna, less time
is left for the reference and this in turn leads to an
increased standard deviation for that measurement. Thus,
the final standard deviation after subtraction might not
decrease.
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However, there are possible improvement schemes:
since the reference temperature and the receiver noise
temperature are assumed relatively stable while the
antenna temperature may change rapidly, averaging
over several reference temperature measurements will
reduce the standard deviation of this measurement
and thus allow a non-50 % duty cycle to be employed.
Initial instrument fluctuations and averaging times
must of course be considered carefully. See further dis-
cussion in Tanner et al. (2003) and Racette and Lang
(2005).
Implementation
The radiometer is merely a very sensitive microwave
receiver, and like any receiver, it can be implemented as
a direct receiver or, by use of a mixer and a local oscillator,
as a superheterodyne receiver. In the direct receiver, all
amplification takes place at the input RF frequency, and
all selectivity is determined by filters in the same
frequency range. In the superheterodyne receiver most of
the amplification takes place at the much lower intermedi-
ate frequency (IF), and selectivity is determined by
a combination of filters at RF and IF levels.

Microwave FET amplifiers with excellent noise figures
and square-law detectors covering the frequencies well
beyond 40 GHz are available. Hence, the general trend is
that conventional radiometers be implemented as direct
receivers at frequencies below some 40 GHz, while
higher-frequency implementations seem to favor the
superheterodyne receiver – due to unavailability of ampli-
fiers or very expensive amplifiers.

Another very important issue when implementing
microwave radiometers is the concept of thermal stabiliza-
tion. The best and simplest way to achieve a stable
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Microwave Radiometers, Conventional, Figure 2 (a) Conical scan
radiometer is to carefully temperature-stabilize all impor-
tant components of the receiver – first and foremost the
microwave front end.
Imaging considerations
Amicrowave radiometer is often mounted on an aircraft or
a satellite in order to cover large areas.

If a radiometer with its antenna is mounted on a satellite
and the antenna points straight down, the forward move-
ment of the satellite will facilitate measurements on the
ground along a straight line (the nadir path of the satellite).
Coverage of the entire Earth by such “profiles” will
require an enormous number of orbits! A dramatic
increase in mapping efficiency results from scanning
the antenna (see Figure 2a). The antenna rotates about
a vertical axis, and the footprint will cover a wide swath
on the Earth dependent on satellite altitude and incidence
angle. Other scanning methods are possible, but the rotat-
ing scan is attractive due to constant incidence angle on
the ground and the lack of accelerations associated with
reciprocating scans.

In a scanning system it is obvious that there is only
a limited time for the radiometer to carry out its measure-
ment before the footprint moves to another position within
the swath. The so-called dwell time per footprint is short.
The users in general want small footprints (or high spatial
resolution, to put it differently). As technology evolves,
high-resolution systems become possible, but a small
footprint results in rapid rotation (mechanical problems)
and in a very small dwell time per footprint, hence in
a short integration time, which, through our radiometer
sensitivity formula, directly translate into poor sensitivity!
The solution to this fundamental problem is offered by the
so-called push-broom concept illustrated in Figure 2b.
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In the push-broom radiometer system a multiple-beam
antenna covers the swath while the satellite moves
forward. A host of radiometer receivers are connected to
an equal number of antenna feeds, producing individual
beams to sense the Earth simultaneously.

The obvious advantages of the push-broom system
compared to a scanning system are no moving antenna
to cause problems in the satellite design and much larger
dwell time per footprint, hence better sensitivity.

For the scanning radiometer systems, the requirement
for receiver sensitivity is severe. At the same time,
frequent calibration is easily achieved: once per scan,
while the antenna is anyway looking away from the swath,
the receiver is calibrated. Hence, the total power radiome-
ter is an obvious candidate for such systems, due to its
optimal sensitivity and since potential instabilities are
taken care of by frequent calibration.

For the push-broom system, requirements for receiver
sensitivity are greatly relaxed due to the much larger dwell
time per footprint as compared to the scanner situation. At
the same time, frequent calibration is not attractive, as all
receivers are always busy sensing the Earth. Hence, the
push-broom situation favors a trading of sensitivity for
stability, and in conclusion, a Dicke type of switching
radiometer is preferred – maybe the NIR.

Conclusion
Microwave radiometers are sensitive receivers requiring
special attention to stability and accuracy. Several types
have been developed over the years, and in general stabil-
ity comes at a price: degraded sensitivity. So, when
designing a satellite-borne imaging system, an important
trade-off between sensitivity, stability, and imaging
properties must be carried out.
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Definition and overview
Amicrowave radiometer measures statistical properties of
the electrical field incident on its antenna. A total power
radiometer, for example, measures the variance of the field
strength, which is proportional to the brightness tempera-
ture of the source of the electric field. A correlation radi-
ometer measures the statistical covariance between two
incident electric fields. The most common types of corre-
lation radiometers are autocorrelation spectrometers (Ruf
and Swift, 1988), spatial interferometers (Kerr et al.,
2000), and coherent detection polarimeters (Piepmeier
and Gasiewski, 2001). Autocorrelation spectrometers
measure the correlation between one electric field and
a time-delayed version of itself. Spatial interferometers
measure the correlation between the electric field at two
locations. Polarimeters measure the correlation between
two polarization components of an electric field. Since
variance is defined as the statistical correlation of
a signal with itself, a total power radiometer can be
thought of as a special case of all three correlation radiom-
eters – a spectrometer with zero time delay, an interferom-
eter with no spatial separation, or a polarimeter with
a common polarization component.

Autocorrelation spectrometer
The autocorrelation of a time-varying electric field is
given by

RðtÞ ¼ hEðt; *rÞEðt � t; *rÞi (1)

where Eðt; *rÞ is the electric field at time t and position
*r, * denotes complex conjugation, t is the time delay
between the two versions of the electric field being corre-
lated, and h�i denotes a statistical expectation operator. In
practice, the expectation operation is approximated by
a time average because, in most cases, second-order statis-
tics of the electric field associated with microwave thermal
emission can be considered to be stationary over short
time intervals. The autocorrelation is typically sampled
over a suitable range of time delays, t. The Fourier trans-
form of the autocorrelation with respect to the time delay
is its power spectrum. For this reason, the autocorrelation
of a radiometric signal is often measured in order to deter-
mine the spectral dependence of its brightness tempera-
ture. The Fourier transform that recovers the power
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spectrum from the autocorrelation is performed in soft-
ware as part of data post-processing. Autocorrelators are
used to determine the Tb spectrum when the spectrum is
to be resolved with sufficiently fine resolution that
a bank of narrow band filters is impractical.
Spatial interferometer
The correlation between the electric field at two positions
is given by

V ð*sÞ ¼ A1 Eð*r; OÞf gA2 Eð*r � *s; OÞf gh i (2)

where Eð*r; OÞ is the electric field at position *r arriving
from angular direction O, An{�} denotes the angular
reception sensitivity of antenna n (n ¼ 1, 2) to the inci-
dent electric field, and *s is the separation between the
two versions of the electric field being correlated. This
correlation statistic is referred to as the visibility of the
brightness temperature distribution. The visibility is
sampled over a suitable range of separations between
antenna pairs. If the two antennas have overlapping
angular reception sensitivities, then the Fourier trans-
form of the visibility with respect to the separation, *s, is
related to the angular dependence of the power density
of the incident electric field received by the antennas.
The power density is, in turn, proportional to the bright-
ness temperature of the source of the electric field. Spa-
tial interferometers (also called Fourier synthesis
imagers) are used to determine the angular dependence
of the brightness temperature, Tb (O). The Fourier trans-
form required to convert measured visibilities to a Tb
image is performed in software as part of the data post-
processing. Interferometers are used to image the Tb
when its angular variation is to be resolved with suffi-
ciently fine resolution that a large antenna, capable of
comparable spatial resolution, is impractical.
Coherent detection polarimeter
The correlation between two linearly polarized compo-
nents of the electric field is given by

Cpg ¼ Epðt; *rÞEqðt; *rÞ� �
(3)

where the subscripts p and q denote the two polarization
components being correlated. A common polarization
component was assumed in Equations 1 and 2 for the
two versions of the electric field being correlated. If p
and q are the same, then Cpq is proportional to that
polarization component of the brightness temperature
of the source of the electric field. If p and q are orthog-
onal, then the real and imaginary components of Cpq
are proportional to the third and fourth Stokes parame-
ters in brightness temperature. This type of correlation
radiometer differs from the other two in that the correla-
tion measurement itself, and not a Fourier transform
of it, is typically the measurement of fundamental
interest.
Conclusions
Correlation microwave radiometers measure the statistical
covariance between different components (in time, space,
or polarization) of the electric field radiated by a source of
thermal emission. Certain properties of the brightness
temperature associated with that source (its spectrum, its
angular distribution, or its polarization state) can be deter-
mined from the correlation measurements. Correlation
radiometers are typically used when determination of
those properties would be otherwise difficult or
impossible.
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Synonyms
Aperture synthesis radiometers; Synthetic, interferometric
radiometers

Definition
Interferometry. Technique of using the mean product of
two random signals to infer some characteristics of the
source that generated them.
Aperture synthesis. Application of interferometry to an
array of antennas to form an image of the signal source
equivalent to one that would be observed by an antenna
the size of the whole array.

Introduction
Microwave interferometric radiometers are a particular
class of microwave radiometers, which work on the same
principles as radio telescopes (Krauss, 1996; Thompson
et al., 1988): interferometry and aperture synthesis. In
turn, the development of the first aperture synthesis radi-
ometers for space applications has led to a fundamental
review of the very principles of radio astronomy
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exemplified in the Corbella equation. Instead of being
pointed to the sky, these radiometers observed the Earth
surface from ground-based, airborne, and spaceborne plat-
forms. However, interferometric radiometers present very
different features by comparison with radio telescopes,
namely, the small size of the antenna elements and the
short spacing at which they are clustered together, both
of the order of the wavelength. Aperture synthesis radiom-
eters have been developed to achieve fine spatial resolu-
tion in those applications where a single scanning
antenna is mechanically too complex to realize. Since an
interferometric radiometer does not need to scan to make
an image, this has been the preferred solution in those
cases. The original driving scientific applications have
been the mapping of soil moisture and ocean salinity from
space (Swift, 1993) and, more recently, atmospheric
observations from geostationary orbit.
Microwave Radiometers, Interferometers, Figure 1 NASA’s
electronically steered thinned array radiometer: the first one-
dimensional airborne radiometer (Courtesy David LeVine,
NASA).

Microwave Radiometers, Interferometers, Figure 2 Helsinki
University of Technology’s two-dimensional airborne
interferometer (HUT-2D) (Courtesy Martti Hallikainen, TKK).
Historical development of aperture synthesis in
remote sensing
While the origin of radio astronomy dates back to 1950
(Ryle et al., 1950), its application to Earth observation
was only considered in the late 1970s by the University
of Berne (Schanda, 1979) and the beginning of the
1980s by engineers at NASA Goddard Space Flight
Center in collaboration with the University of Massachu-
setts at Amherst (LeVine and Good 1983; Ruf et al.,
1988; Tanner, 1990; Swift et al., 1991). The objective
behind was to map the Earth’s soil moisture and ocean
salinity, two important geophysical parameters never mea-
sured before at global scale.

The first interferometric radiometer that was built had
a synthetic beam in only one dimension, using the real
aperture antenna pattern in the other. This was NASA’s
ESTAR (electronically steered thinned array radiometer),
an aircraft demonstrator of such a hybrid instrument; see
Figure 1 (LeVine et al., 1992; Swift, 1993). Subsequent
developments followed elsewhere with different varia-
tions as that using the motion of the platform to save in
the required number of receivers (Komiyama, 1990), this
being equivalent to the use of Earth rotation in radio
astronomy.

Aperture synthesis in two dimensions was developed in
Europe during the 1990s. The Technical University of
Denmark constructed a laboratory demonstrator (Laursen
et al., 1994; Skou, 2004), and the European Space Agency
(ESA) started the research of an L-band spaceborne
MIRAS (Microwave Imaging Radiometer with Aperture
Synthesis) (Martín-Neira, 1993; Goutoule et al., 1994;
Bayle et al., 2002). ESA’s study involved French scien-
tists at the Centre d’Etudes Spatiales de la Biosphère
(CESBIO) (Kerr et al., 2000) and benefited with the par-
ticipation of radio astronomers from the Observatoire du
Midi Pyrenees (Lannes and Anterrieu 1994; Anterrieu
et al., 2002). The Polytechnic University of Catalonia
(UPC) in Barcelona played an important role in defining
the requirements and calibration strategy for MIRAS
(Camps, 1996; Torre et al., 1996). Even more crucial
was UPC’s research on the completed ESA’s MIRAS
demonstrator, which led to the Corbella equation
(Corbella et al., 2004), a fundamental correction to the for-
mulation used by radio astronomers. The Helsinki Univer-
sity of Technology embarked in the manufacturing of an
airborne two-dimensional microwave interferometer, the
HUT-2D (see Figure 2) (Rautiainen et al., 1999), the first
airborne two-dimensional aperture synthesis radiometer that
provided good quality images of the Earth surface
(Kainulainen et al., 2007). The calibration strategy of SMOS
was first tested on HUT-2D (Colliander et al., 2007).



Microwave Radiometers, Interferometers, Figure 3 ESA’s soil
moisture and ocean salinity (SMOS) mission (Courtesy Yann Kerr,
CESBIO).

392 MICROWAVE RADIOMETERS, INTERFEROMETERS
In 1999, the SMOS (soil moisture and ocean salinity)
mission was selected by ESA as second Earth Explorer
Opportunity Mission, carrying MIRAS as only payload
(McMullan et al., 2008). SMOS was launched 2 Novem-
ber 2009 being the first aperture synthesis radiometer
flown in space; see Figure 3. It has successfully demon-
strated the technique paving the way for its application
in other areas. In fact, aperture synthesis has been pro-
posed from geostationary orbit (Ruf, 1990), and higher
frequency interferometers are now considered viable for
Earth observation satellites flying in low Earth orbit.

In the 2000s, several other ground-based and airborne
microwave interferometric radiometers have been devel-
oped by different groups around the world, as NASA
Goddard’s ESTAR-2D, JPL’s and ESA’s geostationary
sounder demonstrators (Christensen et al., 2007), the
C- and X-band one-dimensional interferometers of
the Chinese Center of Space Science and Application
Research’s (Wu et al., 2005; Yan et al., 2005), or ESA’s
Airborne MIRAS in Europe.
Basic principles in remote sensing aperture
synthesis
A microwave aperture synthesis radiometer consists of
a collection of N antennas arranged in an adequate geom-
etry for optimum imaging. Every antenna is connected to
a microwave receiver, which filters out all frequencies of
the incoming radiation except for a narrow band, in such
a way that the output signal is quasi-monochromatic, with
slowly varying but random amplitude and phase. The
receiver output signal is then a random process with
Gaussian statistics and is best represented by its complex
analytic signal.
Each of the N � (N � 1)/2 possible pairs that can be
formed with all the antennas of the collection is called
a baseline. The two elements of a baseline receive the radi-
ation from a distant target with some delay with respect to
each other depending on the angle of arrival of the signal
relative to the baseline. The average product of the two
receiver output signals of every baseline, named correla-
tion or visibility, is then computed. The visibility presents
maxima and minima (null value), depending on whether
the corresponding spatial delay is or not an integer number
of the central wavelength. This means that some directions
yield peak visibility values, while others do not contribute
to it at all, what is equivalent to a spatial filtering. Every
baseline acts then as a spatial filter: the longer the baseline,
the shorter the spatial wavelength of the filter. Baselines
oriented in different directions provide spatial filtering
along those same directions. Thus, the set of all visibilities
provides the spatial frequency content of the scene inside
a frequency domain limited by the physical extent and
location of the antenna elements. The image can then be
recovered by a Fourier Transform of the visibilities. This
is the formulation of the Van Cittert–Zernike theorem.
Nonetheless, as explained later, this theorem would not
suffice to describe the operation of an aperture synthesis
radiometer, which obeys the Corbella equation instead.
Spatial resolution and windowing
By the properties of the Fourier Transform, the angular
resolution of the interferometric radiometer is determined
by the extension of the spatial frequency domain. Since
a given baseline can be taken in one direction as well as
in its opposite direction, the spatial frequency support
has a size twice the maximum baseline length, this fixing
the angular resolution.

The angular resolution of an aperture synthesis radiom-
eter can now be compared with that of a real aperture
instrument. An antenna of the same physical size as the
synthetic radiometer would produce a far-field distribu-
tion equal to the Fourier Transform of the aperture illumi-
nation, following standard antenna theory. The square of
the far field gives the radiated power that, when inverse
Fourier Transformed, yields the spatial convolution of
the original field illumination with itself. For a uniformly
illuminated square aperture, the self-spatial convolution
becomes a square pyramid with a side twice the physical
length of the aperture. This is equivalent to applying
a pyramidal weighting function to the visibilities collected
by the synthetic radiometer.

In summary, the same spatial resolution of a real aper-
ture with a given illumination can be achieved by an inter-
ferometric radiometer of the same physical size and
a proper weighting of its visibility function. This is the
principle of aperture synthesis or aperture thinning.

Real aperture radiometers never use uniform illumina-
tion as the side lobes become too high. Instead strong
tapering is applied to increase the amount of energy col-
lected through the main beam. Similarly, the visibility



MICROWAVE RADIOMETERS, INTERFEROMETERS 393
samples of an aperture synthesis radiometer are multiplied
by weighting functions, or windows, that achieve a better
beam efficiency than when using a pyramidal weighting.
As an example, SMOS weighs the visibility function with
a Blackman window.

Field of view
The signal received by each element of an interferometer
is affected by its antenna pattern. As the gain of the ele-
ment decreases substantially outside its main beam, the
radiometer becomes quite insensitive away from
boresight. Imaging is therefore only feasible within the
main beam of the element, which defines the field of view
of the interferometric radiometer. Small antenna elements
are preferred because of their wide beam, which avoids the
need for mechanical scanning, a major advantage of inter-
ferometric radiometers. This is an important difference
with respect to radio astronomy, where mechanically
scanned large dish antennas are used. The field of view
of an aperture synthesis radiometer is hence very wide
and constrained by the element pattern, but not only, as
explained below.

Spatial frequency sampling and aliases
The element pattern of a microwave interferometer is cho-
sen to fit the size of the area to be imaged, or swath, in each
particular application. For instance, an interferometer fly-
ing in a low Earth orbit at 800 km altitude will map the
complete Earth in less than 3 days if its field of view is
60� wide (900 km on ground), while from geostationary
orbit 18� suffices to cover the Earth disk. In matching
the element pattern to the area of interest, the physical size
of the element becomes defined, which in turn determines
the pitch or minimum spacing possible between a pair of
adjacent antenna elements. The resulting element spacing
is usually larger than the maximum sampling period of the
spatial frequency domain that guarantees the absence of
grating lobes, and aliases appear in the image surrounding
the alias-free area. The alias borders, like the element pat-
tern, limit the field of view in aperture synthesis
radiometry.

The extension of the alias zones depends on the physi-
cal arrangement of the antenna elements. For any given
spacing, the alias is minimized when the antennas are
placed on a hexagonal grid with a pitch the same as the
spacing. Examples of such hexagonal geometries are
the triangle, the hexagon, the Y (three lines at 120�),
and, in general, any snowflake configuration, which lead
to visibility domains with the same shapes (triangle,
hexagon, a six-point star). An alternative geometry is the
rectangular one, like a square, a rectangle, a cross, a U,
or a T, all leading to a square or rectangular coverage in
the spatial frequency domain. The maximum distances
between elements (normalized to the wavelength) before
aliases appear are 0.577 and 0.5 for the hexagonal and
rectangular geometries, respectively, which shows the
benefit of the former.
Radiometric sensitivity
The sensitivity of an aperture synthesis radiometer is com-
parable to that of a real aperture radiometer. As an exam-
ple, consider a U-shape interferometer with N elements
per arm. On the one hand, the sensitivity is proportional
to the collecting area, given by the area of each antenna
element a times the number of them 3N, that is, 3Na. On
the other, the sensitivity is proportional to the square root
of the integration time, or, what is equivalent, proportional
to the square root of the number of resolution cells inside
the field of view. In alias-free conditions, this number
equals 2N. Finally, the sensitivity is also proportional to
the volume of the weighting window, normalized by the
area of its base, which for a pyramidal window gives
1/3. The final sensitivity of the interferometer is thus
determined by 2N2a. A uniformly illuminated real
aperture radiometer of collecting area A has 4 resolution
cells in its field of view, and its sensitivity is thus
proportional to 2A. If both instruments have the
same physical size, A ¼ N2a, the sensitivity of the real
aperture radiometer becomes 2N2a, the same as that of
the aperture synthesis radiometer.

The Corbella equation
The Van Cittert–Zernike theorem, basis of radio astron-
omy, is not compatible with the Bosma theorem (Wedge
and Rutledge 1991). This became apparent for the first
time within ESA’s MIRAS Demonstrator Pilot Project in
2002. A two-dimensional aperture synthesis radiometer
was placed inside an anechoic chamber, and all measured
visibilities were zero, as expected from the Bosma theo-
rem. This theorem states that for any passive network
(as an array of antennas inside an anechoic chamber) in
thermal equilibrium with its terminations (as the isolators
following the antennas), the cross-correlation of the
outcoming noise waves must be null. But according to
the Van Cittert–Zernike theorem, the measured correla-
tions should have been equal to the Fourier Transform of
the element antenna pattern. The theoretical foundations
of aperture synthesis were revised and a new equation
established, compatible with the Bosma theorem, which
correctly explains aperture synthesis, and by extension,
radio astronomy: the Corbella equation. According to this
equation, the visibility function is proportional to the dif-
ference or contrast in physical temperature between the
target and the instrument. High correlations are expected
when looking to the cold sky, and very small correlations
when inside an anechoic chamber at similar physical tem-
perature as the instrument. The Corbella equation has been
verified from ground, airborne and space.

The flat target transformation
According to the Corbella equation, any uncertainty in the
knowledge of the antenna pattern is amplified by the
instrument–target temperature contrast. Thus, it is desir-
able to minimize such contrast. This is possible if the flat
target response (FTR) of the interferometer is acquired
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first. The FTR is the visibility function measured when
imaging an unpolarized uniform brightness temperature
distribution, which is stable over time. In practice, the cold
sky near the galactic poles of the Milky Way is a good
approximation of such a target, and the FTR can be mea-
sured by pointing the aperture synthesis radiometer to
the galactic poles. The FTR is like a mask formed by rip-
ples due to system imperfections, mainly antenna errors.
When this mask is scaled down to the temperature contrast
between the instrument and an Earth scene, and is
subtracted from the measured visibilities, the instrument
errors are cancelled to a large extent. Mathematically, the
Corbella equation is transformed by this linear combina-
tion with the result that the instrument physical tempera-
ture is replaced by the average temperature of the scene.
The final temperature contrast is then reduced to that
between each pixel of the scene and the average of all
the pixels. The transformation of the Corbella equation
using the FTR is known as the flat target transformation
(FTT) and is an essential step in aperture synthesis imag-
ing (Martín-Neira et al., 2008).

Polarimetry in aperture synthesis
An aperture synthesis radiometer is inherently
a polarimetric type of instrument because of its very wide
field of view. Horizontal H and vertical V polarizations on
the target are transformed into v and h polarizations on the
element antenna according to a different rotation matrix
depending on the direction. Since the H and V fields
appear mixed together in the v and h fields in the instru-
ment polarization frame, a nonzero vh cross brightness
temperature is measured even from a target with no corre-
lation betweenH and V. Reversely, to recover the horizon-
tal and vertical brightness temperatures of the target, it is
necessary to measure the vh cross brightness temperatures.
When these are not available, a singularity along the
image diagonals appears, and pixels in those areas have
to be discarded. They can be recovered though when,
due to the platform motion, they move to directions out-
side the singularities.

Calibration
An aperture synthesis radiometer is a complex instrument
and requires several calibration steps. The first one is the
flat target transformation, explained above, for which
a cold sky view to acquire the flat target response must
have been performed before hand. The second step is the
correction of any comparator offset in the digital circuits
and quadrature error of the demodulator. Then comes the
phase correction, achieved by injecting correlated noise
to all receivers internally, and the amplitude calibration,
based on two standard temperatures, as the cold sky and
an internal matched load at a well-monitored physical
temperature. Finally, an uncorrelated load is used to
remove any correlation offsets due to residual internal
interference. In addition, to form an image, the antenna
patterns must have been characterized a priori, and the
fringe-washing function has to be determined during oper-
ation. The fringe-washing function takes into account the
decorrelation of the signal with time delay across the array
and is estimated from early, punctual, and late
correlations.

Summary and conclusions
Aperture synthesis radiometry has developed starting in
the early 1980s mainly driven by the need to map soil
moisture and ocean salinity from space. During this devel-
opment, the theoretical fundamentals had to be revised,
and a new formulation, the Corbella equation, was found,
which describes correctly the operation of this type of
instruments, and, in fact, of radio telescopes as well.
A consequence of the new formulation is the flat target
transformation, a powerful method to calibrate out
antenna errors in aperture synthesis.

The spatial resolution and sensitivity of an aperture
synthesis radiometer are comparable to those of a real
aperture radiometer. Field of view, collecting area, and
integration time take different values in each case, but bal-
ance each other, yielding the same net result at the end.

ESA’s SMOS mission carrying the first aperture syn-
thesis radiometer into space was launched 2 November
2009. Scientists have been able to assess the ultimate ben-
efits of this new remote sensing technique. Following
SMOS success, a next generation of interferometric radi-
ometers might follow not only from low Earth orbit but
also from geostationary orbit, already under study.
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Synonyms
Microwave polarimeter; Polarimetric radiometer

Definition
Microwave Polarimetric Radiometer. Microwave radiom-
eter capable of measuring at least three of the four modi-
fied Stokes’ parameters of the incident field.
Polarimetry. Measurement of the polarization characteris-
tics of incident electromagnetic radiation.

Introduction
Polarimetric microwave radiometers are capable of
measuring at least three Stokes’ parameters of the incident
microwave radiation or radiometric scene. Traditional
dual-polarized radiometers measure vertically and
horizontally polarized brightness temperatures or, equiva-
lently, the first two Stokes’ parameters of the input scene.
In order to completely characterize the spatially averaged
input scene, measurements of third and fourth Stokes’
parameters are required (Jackson, 1975), and these
measurements can be performed utilizing coherent (direct)
or incoherent techniques. Direct measurements are
performed by polarization-correlating radiometers to
measure the third and/or fourth Stokes’ parameters. Indirect
methods include a combination of linearly polarized bright-
ness temperatures typically oriented at 45� and �45� with
respect to the principle directions in order to derive the third
Stokes’ parameter and by combing left-and right-hand cir-
cular polarized brightness temperatures to derive the fourth
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Stokes’ parameter. Several airborne microwave polarime-
ters have been part of airborne experiments conducted
between 1993 and 2003 in order to investigate application
of microwave polarimetry to retrieval of sea surface wind
direction (Yueh et al., 1995). The satellite-basedwind direc-
tion system (WindSat), developed by the US Naval
Research Laboratory (NRL) and launched in January
2003, performed the first space-based polarimetric mea-
surements (Gaiser et al., 2004).
Background
Airborne and space-based polarimetric radiometers mea-
sure the intensity of the Earth’s naturally occurring
upwelling thermal emission. This arbitrarily polarized,
non-or partially coherent thermal radiation is completely
characterized by the four parameter-modified Stokes’
vector:

I ¼
Iv
Ih
U
V

0
BB@

1
CCA W

ðm2 
 sr 
 HzÞ

where Iv and Ih are the spectral intensities of the verti-
cally and horizontally polarized field components and
U and V are the in-phase and quadrature correlations,
respectively, between the orthogonally polarized field
components n̂ and ĥ. The spectral intensity of this emis-
sion can be described by the brightness temperature
vector, TB:
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where Ev and Eh represent the vertically and horizontally
polarized electric fields, respectively, 
h i represents
a time-averaged quantity. Microwave polarimeters mea-
sure at least three of the four parameters. There are two
general methods in passive microwave remote sensing in
order to measure the third and fourth Stokes’ parameter:
(1) cross-correlation between two orthogonally polarized
measurements (polarization-correlating radiometer) and
(2) measurements of polarized brightness temperature
measurements using multiple polarizations. For example,
using linearly polarized brightness temperatures at orien-
tations of�45� with respect to the orientation of the verti-
cal polarization vector, the third Stokes’ parameter can be
found simply by differencing the two measurements:
TU ¼ T45 � T�45. Similar approaches can be used to mea-
sure TV. One of the first reports on radiometer designs for
sea surfacemicrowave emission polarimetry was provided
by Dzura (1992).

Polarization-correlating radiometer (direct
method)
An example of an analog polarization-correlating radiom-
eter is given below. Figure 1 shows the block diagram of
a three-channel polarization-correlating radiometer.
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The measurement sensitivity for vU (and therefore TU) is
proportional to the geometric mean of the characteristics
of vA and vB; hence, if channels A and B are identical,
channel U will have the same sensitivity (DTRMS) as chan-
nels A and B. Phase adjustments are made by adjusting the
relative oscillator phase (Df) and/or relative line length
(Dl) before the combiner. The phase can be adjusted to
provide response to in-phase (U) or phase quadrature (V)
components; however, in order to measure V (fourth
Stokes’ parameter), a single-side band configuration must
be used in order to avoid cancelation of the signal from the
contributions of the high and low side bands.

The post-detection analog signal summation in the
scheme shown in Figure 1 is typically performed by using
digital electronic circuitry (Piepmeier andGasiewski, 2001).

Polarization combining radiometer
(indirect method)
An alternate method is to combine brightness temperature
measurements at multiple polarizations to derive U or
V indirectly. This method is also called the incoherent
method and is typically applied through measurements
of linearly polarized brightness temperatures offset �45�
from the original basis to derive the third Stokes’ parame-
ter TU and using left- and right-hand-polarized brightness
temperatures to derive the fourth Stokes’ parameter, TV.
Using a unitary rotational transform, the relationship
between linearly polarized brightness temperatures
rotated j degrees is expressed by
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where T 0 is the measurement made with the rotated polar-
ization basis. Therefore, by using T�45 ¼ Tu0 ðj ¼ �45�Þ,
the third Stokes’ parameter, TU ¼ T45 � T�45. A popular
way of deriving brightness temperature measurements
at � 45� is through the use of polarization combining net-
works (Yueh et al., 1995). Note that in the above equation,
the fourth Stokes’ parameter, TV, is rotationally invariant;
however, it can be shown that TV ¼ TR � TL where TR
and TL are the right- and left-hand circularly polarized
brightness temperatures of the incident wave, respectively
(Tsang et al., 1985).

Ocean surface wind measurements
One of the primary applications of microwave polarimetry
is to improve ocean surface wind (OSW) retrievals
performed with dual-polarized, Tv and Th, brightness tem-
peratures at 18 and 37 GHz. Dual-polarized radiometric
measurements from space-based radiometers are currently
and routinely used to accurately observe ocean surface
wind speed to better than 1 m/s accuracy, Wentz (1997).
The relationship between wind-roughened ocean surfaces
and upwelling brightness temperature is well understood
and was first explored by Hollinger (1971). Ocean surface
wind speed measurements have been performed from
operational microwave radiometers since the first special
sensor microwave/imager (SSM/I) radiometer was
launched and began operating in 1987 (Goodberlet et al.,
1990: see also “Ocean, Measurements and Applications”).

The first measurements showing a variation of brightness
temperature as a function of the relative angle between the sur-
facewind direction and the polarization planewere reported by
Bespalova et al. (1979) as part of an airborne radiometry exper-
iment conducted by the Space Research Institute at Moscow.
A study by Wentz (1992) showed that there was a systematic
bias in wind speed retrievals from SSM/I compared to ocean
buoys that was dependent on the angle of observation with
respect to the surface wind direction. The directional depen-
dence was used to demonstrate that wind direction could also
be retrieved using microwave brightness temperatures.
However, the presence of multiple solutions, or directional
ambiguities, limits the utility of wind direction derived using
dual-polarized microwave brightness temperatures.

Building upon theoretical modeling and laboratory
measurements of polarized microwave emission from
wave-covered surfaces (Yueh et al., 1994; Gasiewski and
Kunkee, 1994), the utility of the third Stokes’ parameter
for ocean surface wind direction retrieval was demon-
strated through airborne experiments that measured polar-
imetric brightness temperatures over the ocean (Yueh
et al., 1995). In order to demonstrate wind direction
retrievals from space, the WindSat microwave polarimet-
ric radiometer was developed by the US Naval Research
Laboratory and launched in 2003 (Gaiser et al., 2004).
Wind vector (speed and direction) retrievals using
WindSat data (Bettenhausen et al., 2006) are now assimi-
lated into numerical weather forecasting (NWP) models
and used to improve forecasts (Candy et al., 2009).
Other applications
Measurements of the third and fourth Stokes’ parameters
by WindSat over the Greenland ice sheet have shown
responses related to the asymmetrical features of polar
ice sheets and potentially the microphysical structure of
snow crystals (Li et al., 2008). Over desert, polarimetric
measurements are also sensitive to the asymmetrical fea-
tures of the surface such as the structure of sand dunes
(Narvekar et al., 2007). Investigations have also shown
the WindSat polarimetric measurements to be highly sen-
sitive to RFI signals, and in some cases, showing
responses before contamination is apparent in the verti-
cally or horizontally polarized channels (Ellingson and
Johnson, 2006; see also “RFI”).
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Summary
Microwave polarimetry involves the measurement of the
third and fourth Stokes’ parameter of the input radiometric
“scene.” Traditional dual-polarized radiometers measure
only the first two parameters of the Stokes’ vector and
miss some characteristics of the brightness temperature
scene. Microwave polarimeters can be designed for
direct (coherent) polarimetric measurements or indirect
(incoherent) measurements that are derived through
post-detection combination of polarized measurements.
Motivation to develop airborne and space-based
microwave polarimeters is provided by improvements to
passive ocean surface wind vector measurements. The
WindSat radiometer was the first space-based microwave
polarimeter, providing global measurements of all four
Stokes’ parameters. These measurements are used to
retrieve ocean surface wind vectors and improve weather
forecast quality of NWP models. Other potential applica-
tions of microwave polarimetry are under development
and include snow and ice characterization, land monitor-
ing, and RFI detection and characterization.
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MICROWAVE SUBSURFACE PROPAGATION AND
SCATTERING

Alexander Yarovoy
Delft University of Technology, Delft, The Netherlands

Definitions
Subsurface. Natural materials (soils, rock, snow, ice)
below air–ground interface.
Ground-penetrating radar. Radar for subsurface sensing.
It locates, images, and characterizes changes in electrical
and magnetic properties of subsurface materials.

Introduction
The first description of microwaves use for subsurface
sensing is attributed to a German patent by Leimbach
and Löwy from 1910 (Daniels, 2004). In this patent, prop-
agation of microwaves between pairs of vertically buried
dipole antennas has been used to detect any subsurface
objects with higher conductivity than the surrounding
medium. Only monochromatic electromagnetic waves
have been considered in this patent. The first use of elec-
tromagnetic pulses with a broad spectrum to determine
the structure of buried objects is attributed to Hülsenbeck
(Hülsenbeck et al., 1926). It was noted that any dielectric
variation, not necessarily involving conductivity, would
also produce reflections. The first ever experiments with
subsurface microwave propagation to sound the depth of
a glacier were performed in Austria in 1929 (Stern,
1929, 1930). These experiments were largely forgotten
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Table 1 Typical values of relative dielectric permittivity of some
dry soils and rocks at microwave frequencies (Daniels, 2004)

Material Relative dielectric permittivity

Sand 2.4–6
Loam 4–10
Clay 2–6
Granite 5
Limestone 7
Sandstone 2–5
Silt 3–10
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until the late 1950s when US Air Force radars were seeing
through ice as planes tried to land in Greenland but mis-
read the altitude and crashed into the ice. This accident
together with lunar soil investigations within Apollo pro-
gram (Simmons et al., 1972) triggered research on micro-
wave penetration into subsurface, including not only ice
sounding but also mapping soil properties and the water
table. This fundamental research and simultaneous devel-
opment of ultra-wideband microwave technology
resulted, in the early 1970s, in wide use of microwave
subsurface propagation and scattering for characterization
and mapping of subsurface. Since then, the range of
applications has been expanding steadily.
Dielectric properties of soil, rock, ice, and snow
Propagation velocity and attenuation of microwaves is
controlled by the electrical and magnetic properties of
subsurface. Regarding the subsurface, three different
types of natural earth materials should be distinguished:
rocks, soils, and ice/packed snow. At microwave frequen-
cies, electrical properties (which in most cases are more
important than the magnetic properties) are dominantly
controlled by density and by the chemistry, fine structure
(composition of liquid/gas/solid components), and
content of water. Below we concentrate mainly on rock
and soil properties.

Following Heimovaara et al. (1994), soils can be
considered as a four-component system: irregularly
shaped solid particles, air, free water, and bound water.
The bound water refers to the first few (up to 10) molec-
ular layers of water near solid surfaces that are
rotationally hindered by surface forces. The frequency-
dependent complex dielectric permittivity of soils can
be described then with a four-component complex
dielectric mixing model based on the volumetric mixing
of the refractive indices of the soil components. It should
be noted that free water and bound water have different
dielectric permittivities and thus different impact of the
electrical properties of the material. Similarly to this
approach, Wobschall (1977) has considered rocks as
a three-phase system: irregularly shaped particles, air-or
water-filled voids (pores), and crevices. In both cases,
presence of moisture strongly influences electrical prop-
erties of material.

Solid particles of soils and rocks have different physical
properties depending on their material. In the most simple
and frequently used approach (Wang and Schmugge,
1980; Dobson, et al., 1985), the soil solid particles are
considered to be a mixture of sand particles of diameter
d > 0.005 cm; silt, 0.0002 cm < d < 0.005 cm; and clay,
d < 0.0002 cm, weight content of which is expressed in
percentage of total weight of soil. Dielectric permittivities
of dry sand, clay, and silt are slightly different (see
Table 1). More important is that clay, silt, and sand have
different abilities to bind the water. It is shown in Wang
and Schmugge (1980) that the quantity of bound water
in soil depends on the volume of clay fraction in it and
the quantity of bound water increases with the volume of
clay. This is explained by a large specific area of clay sur-
face compared to other soil fractions. Sand and silt parti-
cles are also covered with bound water films; however,
the amount of bound water on sand and silt particles is less
than 0.1 % (Bojarskii et al., 2002). Further discussions on
dielectric properties of soils and rocks can be found in
Hoekstra and Delaney (1974), Hipp (1974), De Loor
(1983), and Hallikainen et al. (1985).

Providing a deep insight in the interaction of
microwaves with rocks and soils, the abovementioned
approaches require detailed knowledge of many
physical parameters of soils, which are often not known
during the field work. Thus, a large number of approxi-
mate equations have been proposed to compute dielectric
permittivity of soil as a mixture of different components
(Shutko and Reutov, 1982; Dobson et al., 1985;
Sen et al., 1981). Among them, the so-called
Bruggeman–Hanai–Sen (BHS) mixing model (Sen
et al., 1981) is widely used nowadays:

p ¼
ðem � erÞ ew

er

� �C

em � ew

where er is bulk soil relative dielectric permittivity, em is
the dielectric permittivity of dry soil, ew is the dielectric
permittivity of water, p is fractional porosity (volume of
voids/total volume), and C is a shape factor (1/3 for spher-
ical grains). When the water content is large, wet rock or
soil can be considered simply as dry solid/water mixture
and simply empirically stated Topp equation (Topp et al.,
1980) is frequently used:

er ¼ 3:03þ 9:3 
 yþ 146:0 
 y2 � 76:3 
 y3

where er is bulk soil relative dielectric permittivity and y is
volumetric water content. Increase of the water content in
general is responsible for increase of relative dielectric
permittivity of the material.

In order to use different dielectric mixture formulas,
knowledge of dielectric permittivity of water and dry soils
is required. The complex-valued dielectric permittivity of
bulk water at microwave frequencies can be described by
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the Debye theory and the Cole–Cole model (Cole and
Cole, 1941; Heimovaara, 1994) is frequently used:

eðoÞ ¼ e0 � je00 ¼ e? þ es � e?
1þ jðwtÞ1�b � j

sdc
we0

where es is the low-frequency (static) dielectric permittiv-
ity of water (which is of about 88 at a temperature of 0 �C),
e? is the high (infinite)-frequency dielectric permittivity
and equals 4.25 for the 0 �C, t is the relaxation
time of water and b ¼ 0.0125 and is a factor that
accounts for the possible spread in relaxation
frequencies, sdc is the DC conductivity at a given temper-
ature, and e0 is the permittivity of free space, which
is 8.854 
 10�12 F/m. The relaxation time of water mole-
cules, which equals 7.7 
 10�12 s at 27 �C, drastically
increases due to surface forces, and in monomolecular
layers of water covering, the soil particles can reach the
value of 5.0 
 10�10 s at 27 �C (Bojarskii et al., 2002).
As a result, the bound water exhibits relaxation at frequen-
cies below 300 MHz and has, at microwave frequencies,
considerably lower values for the dielectric permittivity
than free water. The permittivity of bound water is temper-
ature dependent, resulting in a substantial increase in
bulk dielectric permittivity with temperature at microwave
frequencies for soils with high surface area (Or and
Wraith, 1999).

In an idealized representation, the water relative permit-
tivity remains constant at high (roughly above 10 GHz)
and low (below 100 MHz) frequencies. In a transition
region over a frequency band, the real part of complex
dielectric permittivity considerably decreases, while
imaginary part exhibits a maximum.

Solid parts of most soils and rocks have, when dry,
a relative permittivity in the range 2–9 (see Table 1)
(Daniels, 2004). Very often, it is assumed that the relative
permittivity of dry soils and rock is frequency independent
at microwave frequencies.

Total losses in natural rocks and soils are mainly due to
conductivity and polarization losses. According to
Olhoeft (see, e.g., Olhoeft, 1987), water plays the domi-
nant role in rock and soil conductivity through ionic
charge transport through water-filled pore spaces in rocks
and soils. Furthermore, conductivity might be due to pres-
ence of metals and other good conductors. Conductivity
results in dissipation of microwave energy into heat.

Similarly to soils, dielectric properties of snow and sea-
water ice depend on texture and volumetric amount of
water and ice crystal (Bogorodskii et al., 1983; Boyarskii
and Tikhonov, 1994; Kovacs et al., 1995). Relaxation fre-
quencies of water molecule in ice crystals lie in kHz
region. Thus at microwave frequencies, pure ice has
almost constant with frequency dielectric permittivity of
about 3.17 and very low losses. Dry snow can be consid-
ered as a mixture of ice crystals and air. Depending on den-
sity of snow, its relative dielectric permittivity varies from
1.2 to 2. Dielectric permittivity of wet snow depends
largely on amount of water in it.
Seawater ice has different properties than freshwater
ice, because seawater ice consists of pure ice, air, brine,
and possibly solid salts. Furthermore, the sea ice has
a multilayer structure, which depends on periodic pro-
cesses of growth, deformation, and melting. Depending
on its age and internal structure, several types of sea
ice are distinguished. Relative dielectric permittivity of
ice may vary from 3 till 18–30. Losses of coherent
energy of microwaves in ice are determined by ice con-
ductivity and noncoherent scattering on spatial
heterogeneities.
Attenuation and dispersion of microwaves
in subsurface
To simplify the mathematical description of microwave
propagation in natural subsurface, a complex-valued
apparent dielectric permittivity is used:

e ¼ e0 � je00

where e0 is a bulk dielectric permittivity of the subsurface
and e00 stands for losses associated with both conductivity
and polarization (dipolar) losses:

e00 ¼ s
jo

þ e00relaxation

The polarization losses are caused mainly by dielectric

relaxation of water and are due to the polarity of the two
hydrogen atoms of the water molecule.

The plane electromagnetic wave propagating in such
medium can be presented as a function of distance z and
time t:

Eðz; tÞ ¼ E0 
 e�az 
 ejðot�bzÞ

where E stands for the electric field component of the
field, a is the attenuation factor, and b is the phase
constant. Both parameters are determined by the
complex-valued apparent dielectric permittivity of the
medium:

a ¼ o me0
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e00

e0
� �2q

� 1

� 	� 1
2

b ¼ o me0
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e00

e0
� �2q

þ 1

� 	� 1
2

The distance d at which the electric field is attenuated

in e times is called the skin depth and is equaled to 1/a.
The skin depth is widely used in practice to estimate pen-
etration depth of microwaves into subsurface or thick-
ness of the top subsurface layer which determines
microwave emission from the subsurface. It can be seen
that the attenuation factor a by ignoring frequency
dependence of complex-valued apparent dielectric per-
mittivity is linearly related to frequency. Thus, the skin
depth in the very first approximation also linearly
decreases with frequency.
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Attenuation of microwaves in dry subsurface at
100 MHz varies from typically less than 1 dB/m for snow
and sand up to 10 dB/m for some clay, limestone, and
sandstone (Daniels, 2004). The attenuation factor slowly
increases with frequency in the range from 100 MHz till
1 GHz, while at the frequencies above 1 GHz, it sharply
increases due to dielectric relaxation of water. At, for
example, 3 GHz, microwave attenuation in subsurface
varies typically between several dozens and several hun-
dreds dB/m.

The phase constant b determines the phase velocity of
microwave propagation in subsurface:

v ¼ o
b
¼ me0

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e00

e0

� 	2

þ 1

s0
@

1
A

2
4

3
5
�1

2

In the case of small losses and far away from relaxation

frequencies, the microwave propagates with the phase
velocity:

u ¼ cffiffiffiffi
er

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er

p

which is frequency independent. In the general case, finite
conductivity of subsurface and the dielectric relaxation of
water are responsible for dependence of phase velocity on
frequency. This dependence is called dispersion. For
microwaves, the dispersion is typically observed at the fre-
quencies above 1 GHz.

By propagation of wideband microwave pulses in sub-
surface, the dispersion and attenuation cause not only
decrease of the pulse magnitude but also distortion of the
pulse waveform.

Subsurface scattering
Subsurface is heterogeneous not only on microscopic but
also on macroscopic scale. On top of regular geological
structure created by multiple strata of different soils/
rocks, there is a finer irregular structure created by local
spatial inhomogeneities. These are created by spatial var-
iations of moisture, all kind of inclusions (e.g., stones or
man-made objects), and animal burrows. While propa-
gating in subsurface, microwaves scatter on interfaces
between different strata as well as on local inhomogene-
ities. Fields scattered from large-scale heterogeneities are
used in subsurface remote sensing for geological struc-
ture reconstruction and minerals prospecting (Fung,
1994; Daniels, 2004). It has been shown by Yarovoy
et al. (2000) that the presence of a low-loss (e.g., sand)
layer above rock at certain angles and polarizations of
the incident field will enhance microwave backscattering
from either internal interface (rock surface) or from air–
ground interface.

Field scattered on small-scale (local) inhomogeneities
is called subsurface clutter. At medium and/or high
microwave frequencies, typical size of many
abovementioned local inhomogeneities becomes
comparable with the wavelength of electromagnetic
field. As a consequence, strength of clutter at these fre-
quencies might become comparable to useful (searched)
reflections, resulting in masking these reflections. It is
widely believed that at frequencies above 1 GHz, the
subsurface clutter becomes the major limiting factor for
subsurface sensing.

Subsurface sensing
Subsurface propagation and scattering of microwaves
makes a basis for subsurface sensing. Nowadays, three
major approaches are used: ground-penetrating radar
(GPR) and airborne and spaceborne remote sensing.

GPR
GPR is a surface-based active radar system (Daniels,
2004). In order to achieve reasonable penetration depth,
frequencies below 1 GHz are typically used in GPR. At
a frequency of 1 GHz, penetration depth varies from
about 1–2 m (for dry sandy soil or dry rock) to about
10 cm in water-saturated clay. At a frequency of
100 MHz, penetration depth might reach several 100 m
(Cook, 1975). Due to its short-range operation, GPR
has to radiate very short (of an order of a few ns) micro-
wave pulses into subsurface, which requires ultra-wide
operational bandwidth of the system. Commercial
GPR systems have typically octave bandwidth (ratio
between the highest and lowest operational frequency
equals 2), while some experimental systems have this
ratio above 10.

While ultra-wide operational bandwidth is one key fea-
ture of GPR, another one is ground-coupled antennas. The
latter is needed to avoid, as much as possible, reflection of
microwaves from air–ground interface and maximize
transmitted into the ground microwave power.

GPR nowadays are widely used for a wide scope of
applications starting from geological prospecting and end-
ing with landmine detection and classification.

Airborne sensing (CARABAS, radiometers)
Airborne subsurface sensing has been performed both by
active (radars) and passive (radiometers) systems. First
active systems have been used for polar ice profiling and
mapping of central areas of Kalimantan. Furthermore,
CARABAS (airborne radar developed by FOA in Sweden
and operating at the frequency band 25–85 MHz) has
demonstrated capabilities to image buried pipelines in
desert conditions (Hellsten et al., 1996), while FOLPEN
(radar developed by SRI International and operating at
the frequency band 200–400 MHz) has produced images
of buried metal-cased antitank landmines in the Yuma
Desert (Grosch et al., 1995).

While performance of active radar systems is limited by
maximal allowed transmitted power and field breakdown
in the antennas, passive systems are free from these limita-
tions. Airborne microwave radiometers have been suc-
cessfully used in arid regions for search of subsurface
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water, water leakage from irrigation channels, and other
purposes. Achieving probably similar to active systems
penetration depth, passive systems however cannot pro-
vide 3D subsurface images as well as comparable to active
systems cross-range resolution.

Spaceborne sensing
Similar to airborne systems, satellite-based systems use
both radar and radiometer for subsurface sensing. In par-
ticular, SIR-A and SIR-C results demonstrated that the
L-band radar has penetration capabilities up to 2 m in rigid
areas, revealing details of buried rock structures (Elachi
et al., 1984).

Conclusion
Having almost 100 years of history, subsurface remote
sensing became recently a fast-growing area of science
and engineering with steadily expanding range of appli-
cations. This subject lies in a border area of three disci-
plines: microwave interaction with subsurface materials
at microscopic level is studied by geophysics; micro-
wave propagation and scattering in lossy, dispersive,
and heterogeneous media is studied by electromag-
netics; and extraction of information from microwaves
radiated or emitted from the subsurface is studied by
remote sensing (including GPR). The main research
focus in this area remains on interaction of microwaves
with heterogeneities of soils and rocks at microscale in
order to determine effective dielectric permittivity of
matter and development of statistical models for micro-
wave field scattered from subsurface heterogeneities at
macroscale.
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Definition
Surface scattering. The process by which microwave radi-
ation incident upon a solid or liquid surface is wholly or
partially redirected away from that surface.
Microwave emission. The process by which microwave
radiation originates from a solid or liquid surface due to
the rotational or vibrational motions of molecules near
the surface.

Introduction
This topic deals with the processes through which a solid
or liquid surface influences the electromagnetic field (at
microwave frequencies) in the vicinity of that surface
and the manner in which these processes are determined
by the physical and chemical properties of the surface.
The processes of surface scattering and emission, though
distinctly different, are related by Kirchhoff’s law
and can both be described by means of a single function,
the bidirectional reflectance. The bidirectional reflectance
function is defined in the following section, and the
dependence of this function on the physical and chemical
properties of the surface is discussed in the subsequent
section. For active microwave (radar and scatterometry)
purposes, the scattering properties of surfaces are more
commonly described in terms of the normalized radar
cross section, or cross section per unit area, which is
related to the bidirectional reflectance as discussed near
the end of this section.

Bidirectional reflectance
The bidirectional reflectance of a given surface, denoted
here by the symbol r(m,f;m0,f0), may be loosely described
as the proportion of the radiance incident upon the surface
from the direction (m0,f0) which is scattered or reflected
from the surface into the direction (m,f). Here m refers to
the cosine of the angle between the direction of the
reflected radiation and the surface normal, and f refers
to the azimuthal angle of the reflected radiation about the
surface normal. The symbols m0 and f0 similarly refer
to the direction from which the incident radiation arrives
at the surface. If we denote the surface normal direction
by the unit vector n and the direction of propagation of
the reflected and incident radiation by the unit vectors
k and k0, respectively, then m ¼ k
n and m0 ¼ � k0
n. For
a specular surface, all of the incident radiation is reflected
into the direction m ¼ m0 and f ¼ f0 + p, whereas for a
diffusely reflecting surface, the radiation incident from a
given direction is scattered into a range of angles.
The bidirectional reflectance may be defined more rig-
orously, albeit implicitly, by the equation

Lðm;fÞ ¼
Z 1

0

Z 2p

0
rðm;f; m0;f0ÞLðm0;f0Þm0dm0df0

(1)

where L(m,f) is the reflected radiance and L(m0,f0) is the
incident radiance (Nicodemus, 1965). For a system in
thermal equilibrium, the incident radiance is isotropic
and is equal to BvðTsÞ ¼ 2

l2
hv

ehv=kTS�1
where n ¼ c/l is

the frequency, h is Planck’s constant, k is Boltzmann’s
constant, and TS is the surface temperature. In this case,
the sum of the reflected and emitted radiation is also equal
to Bn(TS). The emitted radiance in the direction (m,f) is
then equal to e(m,f) Bn(TS), where

eðm;fÞ ¼ 1�
Z1

0

Z2p
0

rðm;f; m0;f0Þm0dm0df0 (2)

is the surface emissivity. This relationship is known as
Kirchhoff’s law for unpolarized radiation. At microwave
frequencies, hn < < kTS for temperatures typical of the
Earth’s surface, and Bn(TS) � 2kTS/l

2 (Rayleigh-Jeans
law). Thus, the emitted radiance is proportional to the
product of the surface temperature and the emissivity
and is often converted into units of temperature (K) and
referred to as the brightness temperature, this being
defined as the temperature of a blackbody that emits the
same radiance as the actual surface, i.e., TB ¼ e TS.

Thus far, we have only considered the case of unpolarized
radiation. However, the quantities defined above can be
extended to the case of polarized radiation as well. There
are various definitions of the state of polarization, but for
microwave radiation, themost common definition is in terms
of the modified Stokes parameters Th, Tv,U, andV (see entry
on “Radiation, Polarization, and Coherence”). A complete
description of the reflectivity would require 16 components,
corresponding to each possible combination of incident and
reflected polarization states. However, for most remote-
sensing applications, we are primarily interested in the
reflection of atmospheric (and cosmic) radiationwhich is vir-
tually unpolarized, and we can combine these into four com-
ponents corresponding to the reflection of unpolarized
radiation into each of the four polarization states. For nota-
tional purposes, we indicate that the bidirectional reflectance
is polarization dependent by using the bold-faced symbol
r(m,f;m0,f0), to be understood as a vector with components
corresponding to the four modified Stokes parameters. Since
the blackbody radiation is unpolarized, the blackbody emis-
sivity vector can be written as «b ¼ [1,1,0,0], and
Kirchhoff’s law for polarized radiation becomes

«ðm;fÞ ¼ «b �
Z1

0

Z2p
0

rðm;f;m0;f0Þdm0df0: (3)

http://dx.doi.org/10.1007/978-0-387-36699-9_145
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Just above the surface of the Earth, the upwelling radi-

ation field includes contributions from both the
downwelling (atmospheric and cosmic) radiation that is
reflected from the surface and the radiation that is emitted
from the surface. The reflected contribution can be written
in terms of the brightness temperature as

T rðm;fÞ ¼
Z 1

0

Z 2p

0
rðm;f; m0;f0ÞTdðm0;f0Þdm0df0

(4)

where Td(m0,f0) represents the (unpolarized) downwelling
radiation at the surface, and the surface-emitted compo-
nent can be written as

Teðm;fÞ ¼ TS«ðm;fÞ

¼ TS«b � TS

Z 1

0

Z 2p

0
rðm;f;m0;f0Þdm0df0:

(5)

Combining these expressions, the total upwelling

brightness temperature just above the surface can be writ-
ten as

Tðm;fÞ ¼T e þ T r

¼TS«b þ
Z1

0

Z2p
0

rðm;f;m0;f0Þ

½Tdðm0;f0Þ � TS �dm0df0:

(6)

Measured at spacecraft altitudes, the observed

brightness temperature would of course be reduced by
attenuation in the atmosphere and augmented by the
upwelling radiation emitted from the atmosphere.

Dependence of bidirectional reflectance on
surface properties
The interest in making measurements of the microwave
radiation field above the surface of the Earth is to obtain
information on geophysical or biological processes occur-
ring at the surface or in the atmosphere or on the physical
or chemical state of the surface and/or atmosphere. The
types of information and the methods used to extract this
information are discussed in other entries (see, e.g.,
Land-Atmosphere Interactions, Evapotranspiration;
Ocean-Atmosphere Water Flux and Evaporation; Ocean,
Measurements and Applications; Cryosphere, Measure-
ments and Applications). In this section, we discuss some
of the relationships that underlie these applications.

As discussed in the previous section, the effects of the
surface on the radiation field above the surface can be
described in principle by the surface temperature and the
bidirectional reflectance vector r(m,f; m0,f0). This quan-
tity can be defined for a specific surface but more often
refers to a statistical ensemble of surfaces with similar
properties. It could in principle be measured, but as can
be imagined, this is a difficult and time-consuming pro-
cess since it involves many different combinations of inci-
dence and reflection angles and must be repeated for many
surfaces to obtain a stable statistical mean. Thus it is desir-
able to model the bidirectional reflectivity when possible,
although measurements are necessary for model valida-
tion and can sometimes be used directly if some assump-
tions are made about the directional dependence.

Models have been developed, even for complex sur-
faces such as vegetation canopies, as discussed in the
Measurements and Applications entries referenced above.
A review of these models is beyond the scope of this entry,
but in general the reflectivity depends on the surface
roughness, or the geometrical shapes of the elements com-
prising the surface or canopy, as well as the dielectric con-
stant of the component materials. Since the dielectric
constant is influenced by such factors as the water content
of soils and vegetation, the salinity and phase (liquid or
ice) of the ocean surface, and possibly other chemical con-
stituents, the radiation field potentially contains informa-
tion about these factors. In addition, the roughness of the
ocean surface is a function of the wind speed and direction
(as well as, possibly, other factors such as the presence of
surface slicks, converging or diverging surface currents,
and atmospheric stability conditions). As a result, radio-
metric measurements from aircraft and satellite platforms
have been shown to be very useful for measuring surface
winds over the ocean on regional and global scales and
for observing some of the other features mentioned above
on smaller scales. Polarimetric measurements such as
those provided by WINDRAD (Yueh et al., 1999) and
WindSat (Gaiser et al., 2004) are particularly useful for
separating atmospheric from surface effects and for infer-
ring the wind direction as well as wind speed.

For the ocean surface, the bidirectional reflectance is
most commonly modeled using a two-scale model
(Wentz, 1975; Yueh, 1997) although other models such
as the small-slope approximation (Irisov, 1997; Johnson
and Zhang, 1999) have also been used. Such modeling
also requires a representation of the ocean wave spectrum
and its dependence on the wind speed. The spectral model
of Durden and Vesecky (1985) has been widely used for
this purpose, but some modifications have also been
suggested (Lyzenga, 2006) in order to improve compari-
sons with satellite data. The shortwave (centimeter-scale)
portion of the ocean wave spectrum has a strong influence
on the microwave surface reflectivity, and there are large
uncertainties in this portion of the spectrum due to the dif-
ficulty of measuring the surface on these scales. The
effects of wave breaking and surface foam on the reflectiv-
ity are also incompletely understood, although consider-
able work has been done in this area.

In the radar literature, the scattering properties of
objects are most often described in terms of the radar cross
section s, which is defined as 4p times the reflected power
per unit solid angle divided by the power density (power
per unit area) incident on the object. It can be defined for
any scattering angle but is most commonly used for
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backscatter, i.e., for the case in which the source of radia-
tion and the receiver are collocated. This definition applies
to discrete objects but was later extended to the case of
scattering surfaces by dividing the reflected power by
the surface area illuminated or resolved by the radar. This
dimensionless quantity is denoted by the symbol so and
referred to as the normalized radar cross section, or the
cross section per unit area.

The relationship between the radar cross section and the
bidirectional reflectance can be found by considering the
radiation scattered from a unit surface area. For the case
of a distant source, the incident radiance can be written as

Lðm0;f0Þ ¼ Eodðm0 � moÞdðf0 � foÞ (7)

where Eo is the incident power per unit area normal to the
direction of the incident radiation (as in the definition of
the radar cross section). The scattered radiance for this
case is given by Equation 1 as

Lðm;fÞ ¼ moEorðm;f; mo;foÞ: (8)

Following from the definition of the radiance, the

reflected power per unit solid angle is equal to m L(m,f).
Applying the definition of the radar cross section, we then
have

s� ¼ 4p
mLðm;fÞ

Eo
¼ 4pmmorðm;f; mo;foÞ (9)

in agreement with Tomiyasu (1988). For the backscatter
case, of course, m ¼ mo.
Conclusion
The effect of the Earth’s surface on the naturally occurring
microwave radiation field above the surface can be
described in terms of the surface temperature and the bidi-
rectional reflectance of the surface. The bidirectional
reflectance is a function of the geometry and composition
of the surface. For land surfaces, the reflectance is strongly
dependent on the water content of the soil and/or vegeta-
tion. For water surfaces, the reflectance depends on the
salinity, the phase (liquid or solid), and the surface rough-
ness. For the liquid ocean, the surface roughness is primar-
ily dependent on the wind speed but may also be
influenced by surface slicks, currents, and atmospheric
stability effects.
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Synonyms
Earth-observing mission costs; Spaceborne mission costs

Definition
Earth-observing satellite mission.An instrumented space-
craft deployed in space that is designed to observe select
geophysical parameters of the Earth for purposes of
environmental science or monitoring. A satellite mission
requires a launch vehicle, observing instruments, and
a spacecraft bus which houses the instruments as well as
systems for guidance, navigation, control, communica-
tions, command and data, power, thermal control,
propulsion, and structures.

Satellite mission cost. The total cost of implementing
a satellite mission. The cost includes all of the component
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costs as well as costs for design, system engineering, oper-
ating and data analysis software, and mission operations.
The cost does not typically include scientific analysis of
the data collected by the mission.

Introduction
Observing the Earth from the vantage point of space has
transformed our understanding of the Earth as an inte-
grated system of physical and biological components.
The number of Earth-observing satellites has steadily
increased with time, with more than 100 satellite missions
currently operating. The desire for new satellite missions
remains high, especially since many of the geophysical
parameters of interest to scientists (e.g., 44 essential cli-
mate variables as defined by the Global Climate Observ-
ing System Program) are still not observed from space
and other key parameters need to be sustained over many
satellite lifetimes to enable investigations of long-term cli-
mate trends. The need for newmissions is tempered by the
relatively high cost, currently ranging from $100 M to
$3 B, to deploy and operate a satellite mission. Under-
standing the factors that determine the costs of satellite
missions is critical to developing and sustaining an effec-
tive system of Earth-observing satellites.

Cost factors
Transporting instrumented science payloads to space
requires powerful launch vehicles. The relatively small
number (i.e., ~30 total, ~12 USA) of available launch
vehicles is divided into four classes, as defined by the
US Federal Aviation Administration Office of Commer-
cial Space Transportation, that reflect lift capability as fol-
lows: small (�5,000 lb to Low Earth Orbit or LEO),
medium (5,001–12,000 lb to LEO), intermediate
(12,001–25,000 lb to LEO), and heavy (�25,000 lb to
LEO). Examples of launch vehicles across the four classes
are Pegasus (small), Delta II (medium), Atlas IIAS (inter-
mediate), and Atlas V (heavy). While the cost of a launch
vehicle increases with each step-up in class, the per pound
payload cost is roughly the same across classes when the
launch vehicle lift capability is fully utilized. There is thus
a substantial cost incentive to either design a payload to fit
into the smallest possible launch vehicle or to combine
payloads to take advantage of the full capability of
a larger-class vehicle. Most of the past and current Earth
science missions range between 1,000 and 10,000 lb
(instruments plus spacecraft) and were launched on small-
and medium-class launch vehicles.

While launch vehicle costs can be directly correlated to
performance requirements in terms of a “price per pound”
metric, this is not the case for estimating the cost of the sat-
ellite instruments. Science instrument payloads typically
represent the most unique and challenging components
of Earth-observing missions. Payload designs are gener-
ally mission unique, resulting from a careful optimization
of science requirements against physical and program-
matic constraints (e.g., cost, schedule, risk). Instrument
costs can thus be driven by a variety of factors. Increas-
ingly stringent requirements on temporal and spatial reso-
lution, for example, might necessitate larger signal
collection optics and/or antennas as well as highly sensi-
tive detectors and precision signal processing electronics,
driving payload mass, volume, and component costs
higher. Attempts to reduce payload mass and volume
might necessitate incorporation of new, yet expensive,
lightweight technologies.

Spacecraft costs, like launch vehicle costs, are gener-
ally performance driven. Instrument acodation require-
ments, particularly mass, power, data rate, and
configuration constraints, greatly dictate requirements
for the platform, or spacecraft bus, that houses the instru-
ment. While many standardized platforms are now avail-
able, most missions have the need for some degree of
spacecraft customization (e.g., tighter thermal control,
improved pointing accuracy or knowledge, larger onboard
data storage capacity, additional power allocations). The
cost of customization is to a large extent dependent on
whether new technology development is required.

Mission operations costs are driven, to a large extent,
by mission data volume and latency requirements which
can drive ground network, data processing, and archival
costs. The spacecraft’s onboard data storage capacity
(i.e., solid-state recorder size) is also a determining factor
in the required frequency of data downlinks and/or num-
ber of ground stations.
Cost estimation methods
Three methodologies are generally used to estimate mis-
sion costs, namely, analogy, parametric, and “grass roots.”

An analogy-based estimate represents the simplest
approach to cost estimation. It relies on direct comparisons
to analogous ongoing or previous missions. Provided
there is little deviation from the chosen analog, rapid and
accurate mission cost estimates can be obtained using this
method. However, since very few missions share identical
subsystems or components, analogy-based estimates are
not widely applicable without including cost adjustments
based on analysis of differences between the target
mission and the analog. Such adjustments typically
employ parametric analyses in order to enable quantitative
extrapolations between systems with varying degrees of
differences. Analogy-based estimates best apply to
mission lines which involve launching a series of similar
(or near-identical) satellites (e.g., the NOAA POES
series of weather satellites) and those which incorporate
incremental performance improvements between
generations (e.g., the NASA TOPEX-Poseidon, Jason,
OSTM-sustained research satellite series).

Parametric cost estimates are based on cost driver rela-
tionships derived from analyses of historical data. The pri-
mary cost drivers used for parametric studies typically
include mass, power, and subsystem complexity. For
example, experience shows that mission costs increase
roughly linearly with mass within a given launch vehicle
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class, allowing derivation of the “price per pound” metric
cited above. Once developed, parametric relationships are
particularly useful for performing rapid trade studies dur-
ing the initial scoping of mission concepts, particularly
for concepts without direct historical analogy.

Grassroots cost estimates involve detailed consider-
ation of each element of a mission or component of an
instrument. For each element or component, a cost esti-
mate is generated and basis of estimate is documented,
describing the technique used to derive the estimate. For
a true grassroots estimate to be performed, the mission
or instrument design must be specified to a fairly high
degree to enable rigorous quantitative cost estimates based
on material and labor costs allocated over a defined imple-
mentation schedule. Consequently, grassroots estimates
find their greatest utility during later stages of mission
development. During concept development, a “quasi-
grassroots” mechanism can be employed in which the
grassroots cost estimating structure is preserved, including
documentation of a basis of estimate, while leveraging
analogy or parametric cost estimates for the individual
components for which detailed requirements, designs,
and/or schedules are not well known.

Cost estimation accuracy
The ability to conceive, plan, and implement an effective
and affordable multi-satellite observing system rests in
large part on understanding the costs of individual mis-
sions. In particular, decisions regarding mission priorities
and sequencing are intimately tied to considerations of
cost to benefit.

Because there are relatively small numbers of satellite
missions and most of them are partially, or wholly, unique
in design, the ability to accurately estimate cost is limited
in the beginning phases of a mission. Analysis of historical
mission cost data reveals a tendency for substantial
increases (10–50%) in estimates for lower-cost Earth mis-
sions when going from initial to later mission phases.
These increases have been traced primarily to initial
underestimations of instrument and spacecraft compo-
nents. In many cases, the cost increases reflect more strin-
gent measurement requirements stemming from
refinement of the mission science goals, rather than inher-
ent inaccuracies in the estimation methodology.
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Synonyms
Environmental data record (EDR) requirements
Definition
Science applications. Environmental phenomena to be
measured in the Earth’s atmosphere, oceans, land surface,
solid Earth, ice cover, and near-Earth space environment.
Science requirements. A numerical specification of the
phenomena that must be measured and a corresponding
set of attributes including spatial resolution, spatial
reporting interval, spatial coverage, measurement uncer-
tainty (accuracy/precision), long-term measurement sta-
bility, mapping uncertainty, reporting frequency, and
timeliness of data delivery.
Introduction
The science applications are described thoroughly else-
where in this volume (see Atmospheric General Circula-
tion Models; Ocean, Measurements and Applications;
Cryosphere, Measurements and Applications; Land-
Atmosphere Interactions, Evapotranspiration; Trace
Gases, Troposphere - Detection from Space). The thrust
of this entry is the science requirements and how they
are motivated, established, codified, analyzed, and
iterated.
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Motivation for and establishment of requirements
In an idealworld, science requirements should bemotivated
by a problem in need of a remote sensing instrument (or set
of instruments), not vice versa. Reality is sometimes differ-
ent, but environmental remote sensing missions, especially
large ones, typically have a large user constituency behind
them that provides the rationale for the mission. Mission
requirements may be driven by the need for new types of
data, improvements in the quality of old types of data, or
continuity of data for studies of long-term trends.

Ideally, the requirements flow should be from the top
down. The science requirements should drive the instrument
concepts. Those concepts in turn should drive the instrument
designs, which should in turn drive the platform (satellite,
aircraft, etc.) concept and design. Examples of important
aspects of the platform design that the science requirements
drive are pointing accuracy and stability and the choice of
satellite orbit (see Observational Systems, Satellite).

As an adjunct to the science requirements, the
postlaunch data reduction, analysis, and research activities
should be considered up front. Too often, the tendency is
to focus on building the instruments and the platform to
meet the requirements and to delay consideration of the
analysis and research. The latter approach can have large
systems impacts, and it is best to consider these issues
up front while setting requirements. For example, the cal-
ibration/validation phase of a mission is a major
postlaunch activity and is the one in which the instrument
calibration is established and in which the quality of the
science data products is validated (see Calibration and
Validation). If the science requirements lead to data
products that are exceedingly difficult to validate, unex-
pected amounts of postlaunch resources may be required
(see Mission Costs of Earth-Observing Satellites).

Science requirements are usually established by user
working groups, which are organized by scientific disci-
pline. It is important to involve the instrument systems
engineers early in this process. They understand the hard-
ware in an end-to-end systems sense and can help the user
communities to understand the cost and risk implications
of their requirements. Often, scientific “desires” must be
tempered with technological reality. Sometimes, it may
be possible to achieve half of what is desired at one-tenth
the cost. Science requirements are typically iterated
between these two groups of people until a realistic set
of requirements is established.

Science requirements are often couched in terms of
“thresholds” and “objectives.” The thresholds are the mini-
mum set of requirements that must be met. The objectives
represent the performance that the users would like to meet,
if meeting them does not inordinately drive the hardware
design. Remote sensing missions may in the end deliver
data products that fall between these two benchmarks.
Codification of requirements
The science requirements must be established carefully.
Clarity is of the utmost importance. If the requirements
are not clear up front, much time will be wasted later in
clarifying the requirements to the instrument and platform
vendors and then in rewriting the requirements. Defini-
tions must be clear and comprehensive. Units must be con-
sistent and understandable. Requirements must be
consistent with basic physics. There should be no
conflicting requirements. Very significant is the establish-
ment of requirements for measurement quality. It is possi-
ble to generate major confusion over items as seemingly
simple as measurement accuracy, precision, and uncer-
tainty. The latter can be a major stumbling block in the
process of requirements establishment and should be
treated thoughtfully.

Requirements analysis and iteration
Science requirements should be thoroughly analyzed after
they are initially established, for clarity, consistency, com-
prehensiveness, lack of conflict, and impact on the
end-to-end mission. This is the point at which the design
engineers, the hardware vendors, and the operators should
engage with the system engineers to ensure that the set of
requirements is sound. At this stage, iterations of the
requirements are usually made, in consultation with the
user community.

It is paramount that experienced people think through
these issues up front. Otherwise, problems can crop up
during the course of the program that can be very wasteful
of resources.

It is particularly important to define the “driving
requirements” (Wertz and Larson, 1991). These are the
ones that dictate some of the major hardware
characteristics.

“Requirements creep” is almost always a problem in
any large remote sensing mission. Once the user commu-
nities start to see what the system can do, they usually
think of more things that it might do. One solution for that
is to define these items as “Pre-Planned Product Improve-
ments” (P3I) that might be addressed later, given sufficient
resources.

Conclusion
An intelligent process of establishing the science require-
ments for a mission can make the difference between mis-
sion success and failure or between delivering the
hardware on time and under budget and delivering it late
and far over budget. Getting the science requirements right
at the beginning and thinking things through thoroughly
up front is key to mission success.
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