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Definition

Calibration. The process of quantitatively defining the
system responses, under specified conditions, to known,
controlled signal inputs. The result of a calibration permits
either the assignment of values of measurands to the
system output or the determination of corrections with
respect to the system output (Joint Committee for Guides
in Metrology JCGM (includes ISO) 2008; Randa et al.,
2008; CEOS Working Group on Calibration and
Validation, 2012).

Validation. The process of assessing, by independent
means, the quality of the data products derived from
the system outputs. The quality is determined with
respect to the specified requirements (Joint Committee
for Guides in Metrology JCGM (includes ISO) 2008;
Randa et al., 2008; CEOS Working Group on Calibration
and Validation, 2012).

Introduction

The value of remotely sensed data products, in the
scientific sense in particular, is determined by how
well the characteristics of a product are known (e.g., Platt
and Sathyendranath, 1988; Wentz and Schabel, 2000;
Atlas and Hoffman, 2000; Jung et al., 2010). These char-
acteristics generally include long-and short-term deviation
of the product value from the true value corresponding
to the measurement, which is estimated through inde-
pendent means (e.g., Wehr and Attema, 2001), and accu-
racy of the geographic location assigned to the product

(e.g., Wolfe et al., 2002; Small et al., 2004). The process
of determining these characteristics for a particular
remote sensing product is referred to as validation.
However, before a data product is validated, it needs to
be calibrated. Therefore, the calibration and validation
processes are very closely linked together although they
are distinctively two separate processes (see the Defini-
tion). This entry discusses calibration and validation in
terms of characterization against the true value;
geolocation aspect of the validation is a separate topic
with specific challenges and solutions.

Remote sensing missions have requirements for the
data products they are tasked to produce (e.g., Barre
etal., 2008). The aim of the calibration and validation pro-
cess of a particular mission is then to show that it meets its
stated requirements (e.g., Delwart et al., 2008). Since the
requirements are typically assigned based on expected sci-
entific utilization of the data, the calibration and validation
processes are generally regarded as a scientific function.
Furthermore, the science community commonly contrib-
utes to calibration and validation efforts of data products
independently from the missions in their research, due to
the importance of knowing the characteristics and quality
ofthe data (e.g., Donlon et al., 2002; Wang and Key, 2003;
Mears and Wentz, 2005; Flanner et al., 2010).

The challenges of calibration and validation are specific
to the mission and the data product. However, there are
some general challenges concerning most of the remote
sensing products. The most common and general issues
causing concern are (1) establishment of accurate refer-
ence sites where the true value corresponding to the mea-
surement can be estimated independently and accurately
(e.g., Cosh et al., 2004) and (2) representing the entire
measurement domain, which is often global, with a finite
number of these sites (e.g., Morisette et al., 2002). It is typ-
ical the calibration and validation effort of a given mission
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continues during the entire lifetime of a mission and even
beyond (e.g., Xu and Ignatov, 2010).

Remote sensing data products can be divided into sen-
sor products and geophysical products. Sensor product
refers to output of an instrument after translating the
instrument counts to a desired quantity, such as normal-
ized radar cross section (e.g., Srivastava et al., 1999) or
radiance (e.g., Abrams, 2000). Geophysical products refer
to data products which contain geophysical parameters,
such as wind speed (e.g., Liu et al., 1998) or leaf area
index (e.g., Yang et al., 20006), retrieved based on the sen-
sor products (and usually with some additional ancillary
data). The calibration and validation of the sensor and geo-
physical products differ in some aspects and are discussed
separately in the subsequent text.

International cooperation is in a key role to satisfy the
requirements of calibration and validation of typical
remote sensing products with very large domains. Com-
mittee on Earth Observation Satellites (CEOS) (CEOS
Working Group on Calibration and Validation, 2012) is
one international organization which has been active in
promoting calibration and validation efforts. The Working
Group on Calibration and Validation of CEOS has formu-
lated a general approach for calibration and validation of
remote sensing products and has established a validation
hierarchy based on different stages of extent of validation
efforts (see the end of this text).

Historical perspective

At the beginning of the satellite remote sensing era (e.g.,
Nimbus-1 in 1964 and Landsat-1 in 1972), the calibration
and validation activities were mostly limited to activities
carried out directly by the space agencies. The current
form of utilization of remote sensing data products started
roughly with the launch of NASA’s Nimbus-7 satellite in
1978. The new data policy of this mission enabled engage-
ment of wider science community in more rapid manner
after the launch of the satellite (Goddard Space Flight
Center, National Aeronautics and Space Administration
2004). This also contributed to the start of the commu-
nity-wide pre-and postlaunch calibration and validation
efforts of remote sensing data products (e.g., Austin,
1980; Hovis, 1982; Stowe, 1982; Bernstein and Chelton,
1985; Stowe et al., 1988). After this, most NASA Earth
observation satellites have followed the similar data pol-
icy. However, other space agencies have highly varying
policies regarding data dissemination, which directly
affects the extent of the calibration and validation activity.

Currently, it is common that a launch of each new
remote sensing instrument initiates the science community
to seek opportunities to participate in the calibration and
validation activities. Naturally, the increased number of
instruments and accumulated experience on the calibra-
tion and validation of satellite data products is another
main reason for the increasing activity in the calibration
and validation front. However, the calibration and valida-
tion efforts of remote sensing products have maintained

very similar features from the earlier days of remote
sensing (e.g., compare (Hilland et al., 1985) with
(O’Carroll et al., 2008)). At the same time, new instru-
ments and new applications do require new methods for
successful calibration and validation of remote sensing
products.

Sensor products

Calibration and validation of the sensor products of
a mission is the critical part in ensuring the usefulness of
the mission data. The quality of the sensor products typi-
cally dominates the quality of the geophysical products.
Each remote sensing instrument has an algorithm which
is used to translate the raw instrument counts to the desired
quantity. The complexity of the algorithm depends on
the instrument implementation and the properties of the
desired quantity. For example, retrieval of normalized
radar cross section requires measurement geometry in
addition to instrument parameters (Ulaby et al., 1982),
whereas antenna temperature of radiometer is independent
of the measurement geometry (Ulaby et al., 1981). In prin-
ciple, the features of the algorithm dictate the require-
ments for the calibration effort (i.e., parameters to be
adjusted), and the quantity itself determines the require-
ments for the validation effort (i.e., proper target
representing the quantity).

Instrument calibration usually includes some sort of
internal calibration sources (e.g., Xiong and Barnes,
2006; Brown et al., 2007). While these sources can be used
to remove the effects of some instrument non-idealities,
they do not provide reference for the full instrument mea-
surement chain (e.g., Butler and Barnes, 1998). There are
different approaches for external calibration: use of an
onboard reference target (e.g., Yamaguchi et al.,, 1998;
Twarog et al., 2006); measurement of celestial targets, such
as moon or cosmic microwave background radiation (e.g.,
Sun et al., 2003; Jones et al., 2006); or establishment of
a reference target on the ground. Dedicated efforts to
improve the stability of the observations (e.g., Gopalan
et al., 2009; Eymard et al., 2005) and studies to correct
errors caused by the antenna of an instrument (e.g., Njoku,
1980; McKague et al., 2011) are also typical for calibration
of remote sensing instrument. Intercalibration between the
remote sensing instruments is an important aspect for
extending a data record either in time, to lengthen the time
series and/or increase the fidelity of the time series, or in
space to increase coverage (e.g., Cavalieri et al., 2012;
Xiong et al., 2008).

There are areas on the surface of the Earth which pro-
vide well-defined response for some types of remote sens-
ing measurements. Therefore, the target on the ground
may be a natural scene suitable for calibration purposes
(e.g., rain forests for microwave scatterometers (Long
and Skouson, 1996)) or it can also be a target built for this
specific reason (e.g., corner reflector for synthetic aperture
radar (Shimada et al., 2009)). Some of the natural targets
can provide relative well-defined absolute reference
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value; others are more suitable for just tracking stability
of the instrument. Examples of Earth scenes used as
vicarious references for spaceborne remote sensing instru-
ment calibration are Antarctica ice sheets (e.g., Macelloni
et al., 2007, 2011), Amazon rain forests (e.g., Shimada,
2005), oceans (Ruf et al., 2006), deserts (e.g., Slater
et al., 1987), and dry lake beds (e.g., Helder et al., 2010).
Utility of man-made structures has also been demon-
strated, such as a large asphalt field in Biggar et al., (2003).
Validation of sensor data products is usually done by
using on-ground reference targets discussed above, since
this represents the relevant measurement plane for the sci-
entific utilization of the measurements. After the sensor
product has been calibrated, it is compared against
selected targets to establish the uncertainty of the product.
This process may lead to further calibration too in which
case the residual deviation from the targets becomes the
result of the validation. Ideally, of course, the targets used
for calibration and validation should be different. How-
ever, the use of the same targets is the reason why some-
times the nomenclature of sensor cal/val process refers
only to calibration and does not include references to
validation, even though it is clearly part of the process.

Geophysical products

The retrieval algorithms of geophysical parameters are
highly varying in their approach to determine the value
of'the desired parameter. Regardless of the approach, how-
ever, each algorithm requires calibration in order to opti-
mize the correctness of its output. In order for the
calibration process to be successful, the structure and error
contributions of the algorithm need to be known (e.g.,
Pulliainen et al., 1993; Keihm et al., 1995; Wentz, 1997;
Njoku et al., 2003; Brando and Dekker, 2003). Several
algorithms include forward models that require detailed
calibration before application to the inverse processing
(e.g., Wigneron et al., 2007). In order to accomplish the
calibration of an algorithm field, measurements and addi-
tional remote sensing measurements are typically
exploited to determine the parameter values of the algo-
rithm (e.g., Kelly et al., 2003; Njoku et al., 2003).

The wvalidation process of geophysical products
requires knowledge of the true value of the geophysical
parameter within the effective measurement area with
uncertainty less than the required uncertainty of the prod-
uct. The following subsection discusses the issues related
to scaling the in situ truth measurement to the footprint
scale in spatial domain. Even in the absence of the spatial
scaling issues, the uncertainty of the actual in situ mea-
surement must be less than the uncertainty requirement
of the product (e.g., Emery et al., 2001; Bailey and
Werdell, 2006; Henocq et al., 2010). The establishment
of these validation sites depends naturally a great deal on
the geophysical parameter: The general approach and
requirements for wind speed (e.g., Dobson et al., 1987)
or chlorophyll a (e.g., Ruiz-Verdu et al., 2008) measure-
ment are completely different from snow water equivalent

(e.g., Tedesco and Narvekar, 2010) or leaf area index
(e.g., Garrigues et al., 2008) measurements, let alone
atmospheric water vapor (e.g., Divakarla et al., 2006), or
ozone (e.g., Froidevaux et al., 2008) measurements.
The objective in each case is nevertheless the same, to find
a representative measurement of the parameter so that it
can be compared against the remotely sensed value. After
appropriately matching up the remotely sensed product
and the in situ measurement, the validation results are
typically presented as, for example, root mean square
error, correlation, and histograms (e.g., Hooker and
McClain, 2000; Bourassa et al., 2003; Hilland et al.,
1985).

Spatial scaling

Remote sensing measurements are based on the instru-
ment recordings of interaction of electromagnetic waves
with the target. The instruments have a defined sensing
area or volume (i.e., footprint) depending on the antenna
beam shape and interaction of the measurement signal
with the sensed medium. When it comes to calibrating
and validating the measurements, the independent refer-
ence measurements, in situ measurements in particular,
typically do not have the same features as the remotely
sensed signal and do not measure the exactly same domain
as the footprint represents. The translation of the reference
measurements to the remote sensing footprint is often
referred to as spatial scaling, and it is a crucial part of the
calibration and validation of remote sensing products.
Sensor product calibration and validation efforts usually
try to utilize homogeneous regions where scaling is not
an issue in the same way as with calibration and validation
of typical geophysical products.

The challenge of the spatial scaling depends typically
on the relationship between the heterogeneity of the mea-
sured parameter and the size of the footprint. Scaling of
even relative high-resolution (small size) footprint may
be challenging for highly heterogeneous parameters
(e.g., Liang et al., 2002). Some remote sensing instru-
ments have very low resolution, but if the measured
parameter changes slowly over large distances, scaling
can be accomplished with relative few resources within
the footprint (e.g., Le Vine et al., 2007). The most chal-
lenging cases include of course remote sensing measure-
ments of highly heterogeneous parameters with large
footprints (e.g., Jackson et al., 2010).

There are several techniques developed for scaling the
value of geophysical parameters up to the footprints of
remote sensing measurements. As an example, these
techniques include aggregation of in situ measurements
(e.g., Jackson et al., 2010), model-based techniques
(e.g., Chen et al., 1999), timing of the acquisition so
that the heterogeneity effect is minimized (e.g., Wang
et al, 2008), and temporal stability approach which
assumes that single point of the area represents the foot-
print average (e.g., the challenge then is to find the repre-
sentative point (Vachaud et al., 1985; Grayson and
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Western, 1998)). An important aspect of the upscaling of
the in situ measurements is estimation of the error associ-
ated with the upscaled value. Several techniques have
been proposed and used for accomplishing this, for exam-
ple: investigating the variance of the subscale measure-
ments (e.g., Tian et al., 2002) and combination of several
observation sources (e.g., Hilland et al., 1985; O’Carroll
et al., 2008; Caires and Sterl, 2003; Miralles et al., 2010).

Coverage

Although it is generally accepted that the validation of the
geophysical products should be done against in situ mea-
surements, other references are being applied too. The rea-
son for this is that in general, in situ measurements have
limited coverage in space and in time, i.e., they do not
cover the entire domain, which is often global (the main
reason why remote sensing is applied in the first place),
and it may not always be possible to make in situ measure-
ments for long periods or with high frequency for a certain
location (e.g., consider limitations of radiosondes,
dropsondes, and buoys).

Depending on the size of the covered domain, the chal-
lenge for the calibration and validation effort is to find
a strategy with which it can be claimed that the product
is calibrated and validated over the entire domain. There-
fore, other remote sensing sources (e.g., Corlett et al.,
2006) and models (e.g., Caires and Sterl, 2003) have been
used to complement the in situ measurements. It is also
typical to divide the entire domain in sub-domains and
then find validation sites which represent each sub-
domain (e.g., Hilland et al., 1985) or to cover a diversity
of conditions with set of sites which can be claimed to rep-
resent the conditions over the entire domain (e.g., Ceccato
et al., 2002). But only rarely a validation is accepted with-
out some strategy to reference the measurements back to
verifiable in situ acquisitions.

Temporal context

Remote sensing products can be calibrated and validated
over a short time period (a few years at most) or a long
time period (at least a decade). Calibration and validation
of individual missions is usually a short-term effort
because the mission requirements are typically set without
long-term requirement and, furthermore, the duration of
a single mission is seldom long enough to qualify as
a long term anyway. Therefore, long-term calibration
and validation imply inter-mission effort to extend the cal-
ibrated and validated data record to over decade long time
frame (e.g., Gallo et al., 2005). Typically high quality
long-term data records are required for climate applica-
tions (e.g., Flanner et al., 2011; Behrenfield et al., 20006),
but also other monitoring and tracking applications
require long-term remote sensing observations (e.g.,
Lepers et al., 2005). The type, quality, and length of
remote sensing data records have limited the use of remote
sensing data for long-term applications until more
recently.

The requirements of calibration and validation process
are affected significantly by the climatic temporal context
of multiple decades combined with usually very high
requirements on the stability. Therefore, a combination
of both retrieval intercomparisons and in situ measure-
ments is often necessary to validate the long-term
record (e.g., Takala et al., 2009). For example, the impor-
tance of sea surface temperature (SST) record for climate
studies was understood long time ago (e.g., Harries
et al.,, 1983) and ever since significant effort has been
made to establish a well-calibrated long-term SST record
(e.g., Stuart-Menteth et al., 2003).

Prelaunch calibration and validation

It is common that remote sensing missions include calibra-
tion and validation activities for both sensor and geophys-
ical retrieval algorithms in the prelaunch phase.
Essentially, the objective of these activities is to increase
the expectation of the mission success to the level that
launching a satellite seems worthwhile. Missions set
requirements for the instrument performance based on
the intended use of the measurements. In the prelaunch
phase, this performance is verified through measurements,
analysis, and simulations. The calibration strategy of
an instrument may require measurement of certain calibra-
tion parameters on the ground, and sometimes, when pos-
sible, the instrument is entirely calibrated on the ground
already. These activities are often referred to as prelaunch
calibration activities. However, it should be emphasized
that the eventually applicable calibration is almost always
conducted on the orbit.

The development of geophysical retrieval algorithms
starts before mission definition in research activities
which try to identify potential remote sensing measure-
ments concepts. The prelaunch calibration and validation
activities include similar components as retrieval algo-
rithm research such as field campaigns and simulations.
However, these activities are driven by particular mission
characteristics such as exact observation configuration
including measurement frequency, footprint, coverage,
and instrument performance figures. The prelaunch efforts
can only approximate the actual measurements of the mis-
sion, and the actual calibration and validation of the
retrieval algorithms and products takes place only after
the launch of the mission.

Validation stages

CEOS (CEOS Working Group on Calibration and
Validation, 2012) has put forward a four-stage validation
hierarchy which has been adopted by many data providers.
The validation stage increases with increasing product
maturity and extensiveness of the validation effort.

e Stage 1 wvalidation: Product accuracy is assessed
from a small (typically <30) set of locations and time
periods by comparison with in situ or other suitable
reference data.
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o Stage 2 validation: Product accuracy is estimated over
a significant set of locations and time periods by com-
parison with reference in situ or other suitable reference
data. Spatial and temporal consistency of the product
and with similar products has been evaluated over glob-
ally representative locations and time periods. Results
are published in the peer-reviewed literature.

o Stage 3 validation: Uncertainties in the product and its
associated structure are well quantified from compari-
son with reference in situ or other suitable reference
data. Uncertainties are characterized in a statistically
robust way over multiple locations and time periods
representing global conditions. Spatial and temporal
consistency of the product and with similar products
has been evaluated over globally representative loca-
tions and periods. Results are published in the peer-
reviewed literature.

o Stage 4 validation: Validation results for stage 3 are sys-
tematically updated when new product versions are
released and as the time series expands.

Summary

All remote sensing products require calibration and vali-
dation, and it is an essential part of the process of making
remote sensing products to meet the requirements of sci-
entific utilization. The main challenges in the calibration
and validation of almost any data product are how to make
corresponding and representative reference measurements
and how to extend the validation over the entire measure-
ment domain. These challenges are overcome by careful
design of the reference sites and their in situ measure-
ments, which vary greatly depending on the geophysical
parameter and on the footprint of the remote sensing prod-
uct, and strategizing the utilization of diversity of valida-
tion sites with augmentation by other remote sensing
products and models. Intersensor and inter-product cali-
bration and validation are conducted to increase the length
and fidelity of the time series or the coverage of the
measurement. This is essential for utilization of remote
sensing data for climate change studies.
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Definition

Antenna temperature (Ta). A weighted average of the
brightness temperature incident on a radiometer from all
directions, where the weighting is the antenna radiation
pattern.

Receiver noise temperature (Trec). The equivalent bright-
ness temperature that would produce the same signal
strength as the noise generated by a radiometer’s
electronics.

System noise temperature (15ys). The sum of the antenna
temperature entering a radiometer plus its receiver noise
temperature.

Antenna radiation pattern. The sensitivity of an antenna to
incoming radiation, usually expressed as a function of
angle of arrival in polar coordinates and normalized so that
the integral over all angles is unity.

Antenna mainbeam. The portion of an antenna radiation
pattern localized near the direction of maximum
sensitivity.

Antenna sidelobes. The antenna radiation pattern away
from its mainbeam.

Overview

A microwave radiometer measures the power associated
with a particular polarization component of a propagating
electromagnetic wave over a specific portion of the elec-
tromagnetic spectrum (see entry Radiation, Electromag-
netic). The brightness temperature (Tb) in the direction
from which the wave originated can be inferred from the
power measurement. The Tb is specific to the polarization
state and spectral range of the measurement. Raw radiom-
eter power measurements generally contain contributions
from other sources than the desired Tb, including incom-
ing radiation from other directions and polarizations as
well as radiation emitted by the radiometer receiver itself.
Radiometer calibration consists of an accurate accounting
for all significant contributions to the raw measurements
and estimation of the desired Tb.

Antenna effects

In general, electromagnetic radiation incident on an
antenna arrives from all directions and with all possible
polarization states. An ideal antenna would selectively
receive radiation with only the desired polarization and
that arrives only from the desired direction. In practice,
an antenna will receive radiation incident from all
directions weighted by its radiation pattern. The weighted
average of the incident Tb, weighted by the radiation pat-
tern, is referred to as the antenna temperature (Ta). The
mainbeam of the radiation pattern is the (typically narrow)
range of directions over which the antenna is most sensi-
tive. Calibrated Tb measurements by a radiometer are
generally considered to originate from this range of direc-
tions. The sidelobes of the radiation pattern describe its
sensitivity to radiation incident from all other directions
outside the mainbeam. Typically 1-10% of the total
power measured by a radiometer originates from sidelobe
directions. Similarly, an antenna will receive radiation
from all polarization states, weighted by its sensitivity to
each component. An antenna’s polarimetric gain matrix
describes the sensitivity. Its main diagonal elements spec-
ify the sensitivity to the desired polarization, in a manner
analogous to the mainbeam for directional sensitivity.
The off-diagonal elements play a similar role as the
antenna sidelobes, specifying the sensitivity to unwanted
polarization states.

Calibration of a radiometer for antenna effects consists
of correcting the Ta measurements for each of the
unwanted contributors in order to estimate the Tb contri-
bution with the desired polarization arriving from the
mainbeam direction. Sidelobe corrections are generally
made by (1) measuring or modeling the radiation pattern
of the antenna; (2) estimating the mean Tb entering the
antenna from its sidelobes; and then (3) subtracting
the mean sidelobe Tb, weighted by the sidelobe sensitiv-
ity, from the raw measurements (Njoku et al., 1980). Sim-
ilarly, polarimetric corrections first require that an
antenna’s gain matrix be known, usually by direct mea-
surement in a specialized facility. If radiometric measure-
ments are made of all polarization states of the incident
radiation, then the gain matrix can be inverted mathemat-
ically to correct for the off-diagonal contamination
(Gasiewski and Kunkee, 1993). If only some of the states
are measured, then the others must be estimated prior to
the matrix inversion.

Receiver effects

A radiometer antenna collects incident radiation and con-
verts it to a voltage on a transmission line. A radiometer
receiver amplifies that voltage to a more measurable signal
strength, typically with transistor amplifiers, and then
measures the time average of the square of the voltage.
This measurement is directly proportional to the power
in the signal. The measured power contains one compo-
nent due to the antenna temperature and another due to
thermal emission by the antenna and receiver. The latter
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component is called the receiver noise temperature
(Trec), and the sum of the two is referred to as the system
noise temperature (Tsys), that is, Tsys = Ta + Trec. The
raw power measurement made by a radiometer is equal
to Tsys multiplied by the receiver gain. Trec originates
primarily from three sources. Both the antenna and the
transmission line connecting it to the amplifier are typi-
cally made of a highly conducting metal. However,
because the conductivity is finite, there will be a small
resistive loss in power experienced by the signal as its
current flows along the metal. The metal will reradiate
its own thermal emission in order to remain in local ther-
modynamic equilibrium. This reradiation contributes to
Trec. The amplifier also generates its own emission,
due in part to resistive losses at its input stage as well
as other noise generation mechanisms within the transis-
tor. Other noise sources are also present in the receiver
after its first amplifier, but they have a relatively small
effect on Trec because the Ta portion of the signal has
been significantly amplified at that point.

Calibration of receiver effects consists of estimating the
receiver gain and Trec and then subtracting Trec from Tsys
to obtain Ta. Trec can be estimated in different ways,
depending on the radiometer hardware architecture. Many
radiometer antennas are mechanically scanned to sweep
their mainbeam across a Tb scene and generate an image.
In this case, it is common to place a pair of calibration tar-
gets with known Tb values at opposite edges of the scan
(Hollinger et al., 1990). Their measurement allows for
the determination of both the receiver gain and
Trec. Some radiometers are not mechanically scanned
and it is impractical to place calibration targets in front
of the antenna, especially in spaceborne deployments. In
these cases, receiver gain can be estimated by intermit-
tently adding a known noise source to Tsys and measuring
the resulting change in power. To estimate Trec,
a calibration switch is often used, which redirects the input
to the receiver from the antenna to a calibration target with
a known Tb (Ruf and Warnock, 2007). This approach can
be less accurate and stable because the calibration switch
itself is a source of power loss and thermal noise and
because the resistive losses in the antenna and the portion
of the transmission line between it and the receiver are
now outside of the calibrated portion of the receiver.

Conclusion

Calibration of a microwave radiometer is the process by
which the Tb arriving from a particular direction at
a particular polarization is estimated from its raw measure-
ments. The raw measurements can be explained by con-
sidering the action of the radiometer antenna on the
incident radiation and then considering the action of
the radiometer receiver on the signal generated by the
antenna. The principle instrumental effects that are
corrected for by the calibration process are the sensitivity
of the antenna to incident radiation from undesirable
directions and at undesirable polarizations, the addition

of thermal emission to the measurement by the receiver
itself, and the magnitude of the signal amplification by
the receiver.
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Definition

Calibration. A set of operations that establish, under
specified conditions, the relationship between values indi-
cated by a measuring instrument and the corresponding
known values of a standard. For remote sensors, this
typically implies the radiometric, spectral, and geometric
characterization of an instrument as needed to understand
the impact of the instrument’s performance on the data or
the derived data products.

Calibration factors are determined by comparison with
a standard whose output is known in accepted physical
units as part of the Systéme International d’Unités
(abbreviated SI). Units are based on the metric-kilogram-
second (mks) system and include the Kelvin, for
temperature, and Watt, for power. Derived radiometric
parameters are listed in Table 1.

The calibration parameters derived for a sensor must
be reported with the associated uncertainty and confi-
dence level. The uncertainty analysis needs to establish
both the precision and absolute uncertainty. The
precision of the calibration is the consistency with
repeated measurements. The absolute calibration is
determined by the sensor’s response to stable standards.
These should be related to international or national
standards through an unbroken chain of comparisons.
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Common radiometric parameters

Entity Symbol Units

Spectral irradiance (radiant flux E; Wm 2 pum™!
density at a surface)

Spectral radiance L, WmZsr! pm™!

Spectral reflectance (reflected flux/  p; Unitless

incident flux)

The confidence level is an interval about the result of
a measurement within which the true value is expected
to lie, as determined from an uncertainty analysis with
a specified probability. A 3o (sigma) confidence level
implies that the stated uncertainty is achieved with
99 % probability.

Introduction

During the sensor development phase, the science and
engineering teams first agree to set calibration require-
ments and a calibration approach. Absolute calibration
requirements of 3—5 % (1o) uncertainty are considered
state of the art. Higher accuracy is typically specified for
channel-relative or pixel-relative measurements. The
accuracy is limited due to instrument-specific attributes,
such as stray-light, out-of-field response, polarization
sensitivity, scan-mirror sensitivity, linearity, signal-to-
noise, temperature sensitivity, dark offset, and long-term
stability. Radiometric uncertainty is increased when these
effects alter the imagery and recorded signals in
unpredictable ways.

Testing is conducted throughout the lifetime of the
sensor. Characterizations of the filter and detector
components provide early assurance that design require-
ments will be met. Preflight testing at the instrument level,
before assembly onto the spacecraft, allows many
parameters to be determined, which cannot be established
on-orbit. This testing period is crucial to understanding
the as-built performance. Following this, the program
must commit to an on-orbit calibration plan. This allows
response degradation, due to the browning of the optical
elements or throughput change due to radiation
damage, to be monitored. An adequate on-orbit calibration
program will allow accurate radiance products to be
reported even in the presence of sensor degradation. Both
preflight and on-orbit calibrations are essential. An
overview of the preflight testing for the Multi-angle
Imaging SpectroRadiometer (MISR) is given by
Bruegge et al. (2002).

Spectral response function

Most remote sensing systems measure incident light using
several channels, where each channel is designed with
a specified color sensitivity. That is, the instrument’s
per-channel output is designed to be a function of both
the amount of incident light, as well as its wavelength.
The color selection may be achieved by using spectral

filters within the instrument, or may be accomplished by
use of a grating that disperses light according to the wave-
length. In either case, the spectral response function (SRF)
must be determined for each channel. This is a measure
of the instrument’s output as a function of the incident
wavelength of light. The distribution only needs to be
known in a relative sense, and is typically normalized to
unity at the wavelength of peak response.

The SRF is measured using a test setup that can
illuminate an instrument with monochromatic light, and
where the wavelength of light can be varied during the
test. The characterization should measure both the in-band
response, near the region of peak sensitivity, and also
the far-wing response. The hardware used is most com-
monly a monochromator. For instruments with very
narrow spectral response functions, a tunable diode laser
can be used, or Fourier Transform Interferometer
(Strow et al., 2003). In either case, it is imperative that
the system response be measured. It is insufficient to sub-
stitute the filter transmittance for this response, as all opti-
cal components, as well as the detector itself, contribute to
the SRF.

It is common practice to summarize a sensor’s spectral
properties by tabulating the center wavelength and
spectral width. This has been done by quoting the
wavelength-of-peak response and full-width at half-
maximum (FWHM). The Ilatter is the wavelength at
which the response falls to half of its peak value. These
parameters can be misleading in cases where the
SRF may be double peaked, asymmetric, or have
a large out-of-band response. A better representation can
be obtained from an equivalent square-band response
analysis (Palmer, 1984). Here the sensor spectral
response function is replaced with a function of equivalent
area, but with an effective amplitude R,, and a throughput
of 0 at wavelengths less than a computed minimum
wavelength or greater than a computed maximum
wavelength. Figure 1 gives an example of an SRF and
square-band equivalent. The example is of Landsat-4,
TM band 2 channel.

Radiometric calibration

Band-averaged radiances

Typically, raw data (digital numbers, or DN) from
a sensor are converted to radiance units by knowledge of
the gain coefficient. An example might be

DN —-DNy=L;-G €]
where

DN is the sensor output count

DN, is the dark-scene output count

L, is the band-weighted spectral radiance incident onto the
sensor (Wm 2 sr ' pm™")

and G is the radiometric
(DN/JW m~2 st~ pm ™))

response  coefficient
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Calibration, Optical/Infrared Passive Sensors, Figure 1 Spectral response function and moments-derived center wavelength and

width for a typical detector.

A precise determination of the band-weighted radiance
would require knowledge of both the spectral content of
the incident light as well as the sensor spectral response
function, R, The band-weighted incident radiance is as
follows:

- L;R;04
=Tt @
702
For calibration, the gain, G, is computed with complete
knowledge of the SRF and source spectral radiance. For
radiance retrieval and science product generation, where
output digital numbers are converted into radiances, the
spectral content of the scene is not retrieved, rather only
a band-weighted average.

Standards

The test equipment associated with a radiometric
calibration requires an extended, spatially uniform, and
spectrally smooth light source. A blackbody radiator is
the most widely used source for infrared calibration. Its
use in the visible, UV, and near-IR is limited. For these
wavelengths, an integrating sphere or lamp and diffuse
reflector fixture is more typical. The source must be larger
than the geometric field of view of the sensor to be tested.
This is to capture stray and diffracted light that will
contribute to the output. Point sources of light are suitable
for measuring a system’s point spread function response,
but are not suitable as radiometric targets.

If the source is an integrating sphere, its output needs to
be calibrated by use of a transfer detector. The detector is,
in turn, calibrated against a source standard. Standard

filament lamps are commercially available. The manufac-
turer typically seasons them by operating for 30 h. Lamps
with output fluctuations are discarded. Suitable lamps are
calibrated against a working standard that has a calibration
traceable to national standards. These lamps can have
accuracies approaching 1 % (2c). Schneider and Goebel
(1984) provide a review of standards.

On-orbit calibration

In-flight calibration is best accomplished using multiple
technologies. Data from an on-board calibrator (OBC),
for one, can provide the most frequent verification of
sensor performance and stability. These systems can be
used to make frequent checks on performance. Sampling
dark current or the response to an attenuated view of
the sun, for example, can be made once per orbit. As the
OBC can itself degrade on-orbit, scene-viewing tech-
niques are also required. Although considered the
definitive validation of sensor performance, measure-
ments are less frequent due to constraints associated with
imagery collection. Scene studies can be as simple as
observations of an un-instrumented desert site, or
a highly accurate measurement of a site’s in situ observa-
tions, and involving a field team or a network. Coastlines
and contrasts edges can be used to confirm channel geo-
location and co-registration. The SeaWiFs sensor makes
use of lunar observations to track relative degradation
changes (Eplee et al., 2001). Finally, cross-comparisons
with sensors of similar footprints and bandpasses provide
convincing error estimations. The comparison of
radiances as determined from all techniques allows
radiance uncertainty to be determined.
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On-board calibrators

Examples of on-board calibrators can be found on
EOS/Terra spacecraft sensors. The Multi-angle Imaging
SpectroRadiometer (MISR) makes use of two deployable
Spectralon diffuse targets. These are used to reflect
sunlight into the earth-observing cameras. The panels
have proven to be radiometrically stable on-orbit
(Chrien et al., 2002). This is attributed to cleanliness
and proper handling procedures that avoid exposure to
contaminants (Stiegman et al., 1993). The panels are
monitored by detector standards. Both radiation-resistant
and high-quantum efficient detectors are utilized.
The latter are intended to provide a measure of the inci-
dent light based upon physical principles, rather than
transfer calibration using a standard source. In practice,
detector stability has proven to be the driving criteria
for detector selection.

The MODerate resolution Imaging SpectroRadiometer
(MODIS), also on the Terra spacecraft, makes use of
several on-board calibrator systems. These include
a blackbody (BB) radiator, solar diffuser (SD), a solar-
diffuse stability monitor, and the spectroradiometric
calibration assembly (SRCA). The BB is the prime
calibration source for the thermal bands located from 3.5
to 144 pm, while the SD provides a diffuse,
solar-illuminated calibration source or the visible, near-
infrared, and shortwave infrared bands (0.4 pm < A <
2.2 pm). The SDSM tracks changes in the reflectance of
the SD via reference to the sun so that potential instrument
changes are not incorrectly attributed to changes in this
calibration source. The SRCA is a very complex,
multifunction calibration instrument that provides
in-flight spectral, radiometric, and spatial calibration.

Unattended desert sites

The Sahara desert sites are considered stable with time.
These sites have only small amounts of vegetation,
are sparsely populated, and are typically found with
clear-sky and low-aerosol conditions. Many instrument
teams use these targets to monitor sensor degradation with
time (Cosnefroy et al., 1996). Routine observations of sites
such as Egypt_1 (26.10 East longitude, 27.12 North latitude)
can be trended in order to determine the response degrada-
tion for a channel with time. Data are normalized by cosine
of the solar zenith angle and the Earth—Sun distance.
Observations are trended that are acquired at a fixed observa-
tion angle. This reduces error due to surface bidirectional
reflectance factor (BRF) differences with view angle.

Vicarious calibration

Vicarious calibration (VC) is a process that is based
upon in situ measurements acquired over a large, homo-
geneous desert site. With these data, the top-of-
atmosphere spectral radiance can be computed and
compared to those reported by the sensor as it simulta-
neously images the test site. Agreement constitutes

validation of the sensor’s calibration. The in situ obser-
vations determine aerosol optical depths, surface spec-
tral reflectance and BRF, and water vapor column
amount. The top-of-atmosphere radiances are computed
using a radiative transfer code such as MODTRAN.
Vicarious calibrations can have uncertainties as small
as 3 % (1o). Key to the success of these measurements
is the site selection. Western US desert sites, such as
Railroad Valley, Nevada, are typically cloud-free and
low in aerosols, minimizing errors in the radiative trans-
fer calculation (Thome et al., 2003). It is for this reason
that the vicarious calibration data is considered the
radiometric standard for MISR, with the on-board cali-
brator adjusted to provide consistent calibrations
(Bruegge et al., 2004).

Vicarious calibration requires visits by a field team to
collect surface and atmospheric measurements at times
necessarily coincident with a sensor over-flight. With the
creation of an autonomous calibration facility, vicarious
calibration data can be made available to the sensor
community without the need for each research group to
deploy its own field team. One example of an autonomous
site is the LSpec (LED Spectrometer) automatic facility
(Kerola et al., 2009). The facility is located at Frenchman
Flat, within the Nevada Test Site. An array of eight LED
spectrometers perform the autonomous function of record-
ing surface reflectances at 5 min intervals, thereby
permitting accurate and continual real-time scaling to
a high-resolution characterization of the surface. Also
resident at the LSpec site is a Cimel sun photometer, used
to make atmospheric transmittance measurements. The
Cimel is part of the Aerosol Robotic Network
(AERONET;  http://aeronet.gsfc.nasa.gov/index.html).
Measurements made by the LSpec Cimel are used by
AERONET to derive values of aerosol optical depths.
From continuous in situ measurement of spectral reflec-
tance of the playa surface, along with acquired aerosol
optical depths and ozone optical depths (obtained from
the Ozone Mapping Instrument OMI; http://jwocky.nasa.
gov), the LSpec database provides all physical measure-
ments needed to compute top-of-radiance with the same
accuracy as traditional vicarious experiments. Data
products are available to the public, and are available via
a web-based interface at (http://LSpec.Jpl.Nasa.Gov).

Cross-calibration

The comparison of radiances from two or more sensors
having similar passbands, acquired over a common target
at near-coincident times can be a powerful validation
exercise. In reality, the constraints on the measurements
can be relaxed by making use of a radiance model for
the site. That is, if the top-of-atmosphere spectral radiance
can be determined, these data can be used to estimate the
band-averaged radiance for a given sensor, at its SRF
and for its time of observation. This is repeated for one
or more sensors. The comparison of the first sensor
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differenced to its model with the second sensor
differenced to its model constitutes the cross-calibration
(Thome et al., 2003).

Summary

There is an increasing demand for higher accuracy
calibration. This is driven by the desire to have long-term
data records that span multiple satellite programs.
In an effort to establish best practices and minimize
sensor-to-sensor biases, many international working
groups and national standard laboratories are in collabora-
tion. Information on the Committee on Earth Observation
Satellites (CEOS) calibration/validation group can be
obtained at http://wgcv.ceos.org/.
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Synonyms
Imaging radar calibration

Definition

Synthetic aperture radar (SAR). A type of radar that forms
high-resolution images of surfaces (planetary and
terrestrial) using a technique known as aperture synthesis.
SAR calibration. Encompasses all of the necessary steps
taken to convert SAR image pixel values to fundamental
units such as (normalized) radar cross section, measured
in units of (m*/m?), or relative phase, measured in degrees.
SAR calibration performance. An assessment of how well
the calibrated SAR image pixel values correspond to the
desired fundamental units.

Relative calibration performance (precision). An assess-
ment of the relative errors between measurements made
by a sensor of the same quantity separated in time or space.
Absolute calibration performance (accuracy). An assess-
ment of the error in any single measurement made by
a sensor as compared with an accepted, standard reference
value.

Introduction

Synthetic aperture radar (SAR) was first conceived and
demonstrated from aircraft in 1953 (Wiley, 1965). SARs
are generally radars mounted on aircraft or satellite plat-
forms and pointed sideways. The radar illuminates an area
(referred to as its footprint) on the planet’s surface down
and off to the side of the platform track, and as the plat-
form moves, this footprint traces out a swath that will
eventually form the SAR image. SARs achieve high-
resolution through aperture synthesis, a technique that
combines radar returns collected from multiple (many)
vantage points. This is done through signal processing,
which generally occurs after the “raw” data has been sent
down to the ground.
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Early SARs were used to simply produce high-
resolution images for military mapping purposes and later
geologic or landform mapping. This was especially valu-
able in areas that were often cloud-covered and therefore
unsuited to electro-optical sensor mapping. Interpretation
and analysis of SAR images in this early period was not
too different from photointerpretation of aerial photogra-
phy and was therefore largely qualitative and highly
subjective.

In the early 1980s, scientists using SAR data began to
consider whether it could be used quantitatively, to allow
geophysical quantities such as soil moisture, snow water
equivalent, or surface topography (see aslo entry Land
Surface Topography), for example, to be estimated
directly from SAR measurements. Exciting results were
being obtained from field experiments using well-cali-
brated, ground-based scatterometers with small footprints
at around this time (Ulaby et al., 1982), and the expecta-
tion was that such local-scale results could be expanded
to a global scale using SARs flown in space (Dubois
et al., 1992). To achieve this, SAR data would have to be
calibrated to standards similar to the ground-based
scatterometers and to the same units, which had not hap-
pened up to that point. This challenge was vigorously
tackled between 1987 and 1994 by scientists and engi-
neers engaged in the field (Freeman, 1992).

As a result of all this effort, the first systematically cal-
ibrated SAR data became available to the science commu-
nity in the late 1980s (van Zyl et al., 1992) from the
NASA/JPL airborne SAR system (AIRSAR). This was
followed in the early 1990s by calibrated data from the
European Space Agency’s ERS-1 spaceborne SAR
(Attema and Francis, 1991), the Japanese Space Agency’s
JERS-1 SAR (Shimada, 1993), and NASA/JPL’s SIR-C
system in 1994 (Freeman et al., 1995). Since that time, cal-
ibrated SAR data has been the accepted norm, and systems
such as the Canadian Space Agency’s Radarsat or the
Japanese Space Agency’s PalSAR routinely deliver
high-quality, calibrated SAR data to a broad science
community.

External SAR calibration

During the 1980s, several groups around the world
conducted experiments designed to calibrate SAR data
collected over a given site. Examples include some of
the field campaigns in support of the SIR-A (1981) and
SIR-B (1984) missions, which carried a SAR in the pay-
load bay of the space shuttle. Data from the SIR-A and
SIR-B missions was largely uncalibrated, except for
a few sites where calibration targets of known radar cross
section were deployed and later used to estimate the radar
cross section across the image (Way and Smith, 1991;
Curlander and McDonough, 1991). This is referred to as
external calibration. Calibration targets typically used in
such experiments include trihedral corner reflectors,
which resemble upturned pyramids in appearance
and have a well-determined radar cross section, and

transponders, which can be tuned to have a range of radar
cross sections and characteristics (Freeman et al., 1990).

Valuable as these field experiments were, it is of course
impractical to deploy comer reflectors in every scene
where one wants calibrated SAR data. Consider also that
plans were under way in the 1980s to obtain high-
resolution radar measurements of the surface of Venus
and Titan by flying SARs on the Magellan and Cassini
missions. What was needed was an approach that would
allow systematic calibration of all data generated by
a SAR sensor, without the need for calibration targets
within the scene.

Internal SAR calibration

In the late 1980s, engineers began to adapt internal cali-
bration methods developed for scatterometers (Ulaby
et al., 1982), to allow the systematic conversion of all
SAR image pixel values to fundamental units such as
radar cross section. Internal calibration involved first
constructing an error budget for the system that identifies
all possible calibration error sources and their likely mag-
nitudes. The next step is to design and build a radar system
that is as stable as possible. All elements of the radar sys-
tem that contribute to the calibration error budget and
could therefore affect the final calibration performance
are first characterized on the ground. Examples include
the RF power measured in watts, which is transmitted by
the radar when it illuminates the ground, and the gain of
the receiver used to collect the reflected echoes from the
area illuminated by the antenna footprint. SAR systems
are somewhat unique in that the processing that turns the
“raw” signal data collected by the SAR into high-
resolution image data can also affect the calibration, so
this therefore has to be factored into the error budget and
characterized (Freeman and Curlander, 1989).

Preflight characterization of the individual elements of
the SAR system is used to verify the system error budget.
During flight operations, test signals are injected at rea-
sonable intervals to check that the performance of the
radar system is consistent with this preflight characteriza-
tion. Examples of test signals are sinusoids or Gaussian
noise sources covering a given RF frequency range, which
are fed into the receiver. The RF power transmitted by the
radar is also measured frequently. Some systems include
capabilities to actively monitor the radar antenna perfor-
mance (gain and pointing).

Putting all this together, systematic calibration of SAR
data involves using the characterization of the end-to-
end radar system from preflight and in-flight measure-
ments, to arrive at a formula to convert the SAR image
pixel values into fundamental units. The system error bud-
get is then used to estimate the calibration performance for
the final product. This calibration performance is verified
using external calibration over sites containing calibration
targets, or natural surfaces with sufficiently well-known
radar reflectivity, such as the Amazon rain forest, or
vegetation-free surfaces such as bare soil or open ocean.
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Polarimetric SAR

One of the most challenging types of SAR data to calibrate
comes from polarimetric radars, in which SAR images are
collected simultaneously at several different polarizations.
A typical polarimetric SAR system, such as NASA/JPL’s
AIRSAR, collects polarimetric SAR data by first transmit-
ting a horizontally polarized radar waveform, then mea-
suring the reflected energy from the surface in both
horizontal (H) and vertical (V) polarizations. This
produces radar images in what is termed HH and HV
polarizations (H-transmit, H-receive and H-transmit,
V-receive). The radar also transmits a vertically polarized
waveform to produce images in VV and VH polarizations.
H and V polarizations are orthogonal, and if one collects
radar reflectivities in all four polarizations in this basis
(i.e., HH, HV, VH, VV), then it is possible to synthesize
what one would have seen with a radar configured with
circular polarizations, for example (Zebker et al., 1987).

Polarimetric SAR data, besides allowing such polariza-
tion synthesis, are incredibly rich in information, and
researchers have mined such data to retrieve estimates of
soil moisture (Dubois et al., 1995), vegetation biomass
(Dobson et al., 1992), and to differentiate between agricul-
tural crops (Freeman et al., 1994). Polarimetric SAR data,
when well-calibrated, can also be used to bound the under-
lying physics of the radar wave’s interaction with the
surface (Freeman and Durden, 1998) and to estimate struc-
tural characteristics (e.g., roughness scales) and electrical
properties (dielectric constant or conductivity) of the
surface under investigation (Oh et al., 1992).

Calibration of polarimetric SAR has its own particular
set of challenges, one of which is that it is impossible to
build a radar antenna that transmits or receives pure H or
V polarizations. There is always some small contribution
from the orthogonal polarization, termed cross talk, which
has to be corrected or accounted for. van Zyl, (1990) was
the first to derive a polarimetric calibration algorithm that
used characteristics of naturally occurring surfaces to suc-
cessfully correct for system cross talk. Another challenge
is that the relative phase between polarizations (e.g., HH
versus VV) contains significant information. Thus,
approaches have been developed to calibrate relative phase
between measurements (Sheen et al., 1989). Finally, inter-
actions of the radar waveform with the ionosphere, particu-
larly the effect of Faraday rotation (which changes the
polarization of the radar waveform), are a significant source
of calibration error at some wavelengths. Techniques to cal-
ibrate SAR data subject to Faraday rotation and at the same
time other system effects appeared in the literature in 2004
(Freeman, 2004) and have since been validated using
PalSAR data (Nicoll et al., 2007). Recently, interest has sur-
faced in a novel form of dual-polarized measurements
known as compact or hybrid polarimetry, which carries less
information than fully polarimetric SAR but has some
advantages in terms of system design. Calibration of com-
pact polarimetry systems presents some interesting chal-
lenges (Freeman et al., 2008).

Interferometric SAR

Interferometric SAR systems collect data from two differ-
ent vantage points, and the relative phase between the two
measurements is compared to estimate surface elevations
or surface motion. Comparison of the relative phase
between measurements allows observation of very subtle
surface variations of the order of a fraction of the radar
wavelength. Calibration of interferometric SAR then
requires excellent phase calibration between measure-
ments. These measurements may be made at the same time
or over a time separation of years, in what is known as
repeat-pass  observations. This latter requirement
introduces a long-term phase stability requirement into
the system design.

Calibration of topography data derived from interfero-
metric SAR data generated by the spaceborne radar topog-
raphy mission (SRTM) was achieved by Rodriguez et al.
(2006). Calibration of interferometric SAR data from
different time periods was first demonstrated using
ERS-1 data and has been demonstrated on a number of
SAR missions since then. The largest calibration uncer-
tainty in such repeat-pass observations stems from
uncertainties in the relative location of the vantage points
for each observation. The vector joining these two points
is known as the interferometric baseline for that pair of
observations. This baseline can vary from pass to pass,
depending on the orbital characteristics of the platform
and the degree to which the flight track can be controlled.

In recent years, techniques combining polarimetric
and interferometric SAR have received a lot of attention
(e.g., Dubois-Fernandez et al., 2005), with scientists pub-
lishing estimates of forest height derived from such data
(termed PoLinSAR), using algorithms such as the random
volume over ground model (Treuhaft et al., 1996). These
techniques open up a new set of challenges for SAR
calibration.

Conclusion

Since the late 1980s, calibrated SAR data has become the
norm rather than the exception. Scientist using SAR data
now expect it to be calibrated and to within known calibra-
tion uncertainties. Challenges exist in the calibration of
SAR data from longer wavelength systems, subject to ion-
ospheric effects, and when polarimetry and interferometry
are combined. New science applications tend to push
for better calibration performance, which also presents
a challenge for the calibration engineer.
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Definitions

Radar scatterometer. A calibrated radar designed to
measure the radar backscatter cross section of a target,
which is generally an area on the earth’s surface.

Wind scatterometer. A scatterometer designed to measure
the ocean’s surface backscatter at multiple azimuth angles
in order to estimate the near-surface vector wind. It is also
used for ice melt/freeze, soil moisture, and vegetation
remote sensing.

Normalized radar cross section. Area-normalized radar
backscatter, which is the ratio of the incident and reflected
radar signal power. Equivalent to the radar albedo. Often
represented by 6° or sigma-o.

Geophysical model function (GMF). An empirical or ana-
lytic relationship between radar backscatter and
geophysical quantity, that is, sigma-o is a function of the
vector wind, polarization, and other parameters,

o’ =F(S,1,p,...)

where S is the neutral-stability wind speed (typically
at 10 m height), y is the relative angle between the radar
illumination angle and the wind direction, p is the polari-
zation (h or v), and . .. represents other parameters such
as the wave field, temperature, salinity, etc.

Introduction

A scatterometer is a carefully calibrated radar designed to
measure the radar backscatter cross section (usually as the
normalized radar backscatter coefficient) of a target,
which is frequently part of a natural scene. Accurate
calibration of the scatterometer-measured backscatter is
critical to the utility of the scatterometer data, and much
effort is expended to insure precise calibration of the radar.
Scatterometer backscatter measurements are generally
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used to infer geophysical properties about the target scene,
for example, the near-surface wind speed, soil-moisture,
or snow wetness. This is typically done with the aid of
a geophysical model function (GMF) or functional
relation that relates the parameter of interest to the radar
backscatter. Thus, scatterometer calibration can also
refer to the determination of this model function and
the verification of the geophysical estimation from the
scatterometer backscatter measurements. Note that
radar parameters and the geometry used to collect the
backscatter measurements must be accounted for in
the GMF and that uncertainties in these parameters lead
to errors in parameter estimation.

Scatterometer calibration fundamentals

Microwave scatterometers operate by transmitting
a microwave signal toward the target and measuring the
reflected or backscattered power; the radar cross section
is computed from the backscattered power measurement.
Due to thermal noise in the radar receiver and Rayleigh
fading, the signal power measurement is corrupted by
noise. A separate measurement of the receive-only noise
power is made and subtracted from the signal-plus-noise
measurement to estimate the signal power measurement.
The signal-to-noise ratio (SNR) may vary from very low
(less than —20 dB) to high (20 dB or more).

For areal (scene) targets, the backscattered signal power
is related to the normalized radar cross section (c°) via the
radar equation (Ulaby et al., 1981), which can be written
as

o’ = P.X (1)

where Py is the received backscatter power, and the
backscatter conversion factor X (in simplified form) is

X = gP,G*)24, / (4n)’R'L @)

where processor g is a calibration correction, P; is the
transmitted power, G is antenna gain, 4 is the wavelength
of the transmitted microwave signal, 4. is the illuminated
footprint area, R is the slant range to the surface, and L
represents system losses, including processing losses.
A key goal in scatterometer calibration is ensuring
accurate computation of the backscatter cross section by
selecting appropriate values for g and X.

More accurate expressions for X include an integral of
the radar equation parameters over the surface, for
example,

t (41:;L ” gx.y)Glx,y) /R (x, y)dxdy 3)

where the integral is defined over the non-negligible
antenna gain and x and y are orthogonal surface
coordinates. (Other forms may be more convenient for
a given application such as expressing the integral in terms
of antenna angles.)

The parameters in X can be split into two categories:
those that depend on the observation geometry (G, 4., R,
and possible contributions to g and L) and those
that depend on the radar design and RF system gain
(P, A, and possible contributions to g and L). Thus,
scatterometer backscatter calibration requires both geo-
metric and radar parameter procedures. The parameters g
and L include factors such as signal spill-over and clipping
loss from the radar range gates, signal processing filters,
the processing scheme employed, etc. These parameters
are highly instrument-specific; techniques for determining
them must be adapted for each sensor.

Backscatter calibration

The scatterometer backscattered signal from the target
scene consists of distance-attenuated, time-delayed,
frequency-shifted copies of the transmitted signal.
The time delay arises due to finite speed of light and
the distance (sometimes referred to as the slant range)
between the radar and the scene. Variations in the time
delay due to spacecraft pointing, topography, and
orbit can result in signal power loss by the range gate.
The relative motion of the radar with respect to the scene
introduces Doppler frequency shift, and variations in
Doppler can introduce power variations due to nonideal
filters. These must be accounted for in computing X.
Uncertainties or errors in computing X affect both the
mean and variance of the 6° measurement. Scatterometer
c° measurement calibration includes insuring that
both the mean and variance in the estimated c° error in
the measurement are minimized. This is complicated by
measurement errors due to radiometric noise and
Rayleigh fading, which results from time-fluctuation of
the self-interference in the echo signal (Ulaby et al.,
1981, 1990).

A model for the measured backscatter ,,° observed by
the scatterometer is

on’ =c°(1+K,v) 4)

where o° is the true or expected backscatter of the surface,
K, is the normalized standard deviation (sometimes
referred to as the radiometric accuracy) of the measure-
ment error, and v is typically a normally distributed
Gaussian random variable. The multiplicative noise model
in Eq. 4 arises, in part, as a result of speckle noise, an
inherent limitation in coherent radars. The measurement
variability K, can be expressed as (see also Yoho and
Long, 2003, 2004)

K, = K> + K2 + Ko (5)

where K, is the “communications” variability due to
radiometric noise, K,,, is the calibration uncertainty and
variability, and K,,,,, is the modeling variability. A key goal
in scatterometer calibration is to minimize K, and K,,,.
K, can be written as a quadratic function of the true

signal-to-noise ratio (SNR = P,/P, where P; = X,c° is
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the signal power, X, the true value of X, and P, is the noise
power),

K,* = o+ B/SNR + y/SNR? ©6)

where o, B, and y depend on the radar hardware and the
signal processing used (e.g., Fischer, 1972; Long and
Mendel, 1991; Naderi et al., 1991; Yoho and Long,
2003, 2004).

Accurate ground-based calibration of the RF hardware
is required to compute amplifier and antenna gains, filter
responses, timing, and other parameters affecting X and
the K, parameters o, B3, and y. Scatterometers employ
carefully designed and calibrated signal feedback paths
that attenuate the transmit signal and feed it into the
receiver. This permits monitoring and frequent internal
calibration of the end-to-end RF system gain. Separate cal-
ibration and characterization of the antenna gain pattern
must be performed prelaunch.

Once on-orbit, the total system gain including the
antennas can be verified by using ground calibration
stations. Receive-only, receive/transmit, and transponder
ground stations have been used. Transponder stations
receive the signal, amplify it by a fixed amount, (option-
ally) frequency-shift it, and retransmit it toward the
orbiting instrument. This provides a signal that stands
out against the ordinary backscatter in the measurement
data, which enables the system signal timing and ground
station received power to be checked against predicted
values. As the sensor flies overhead, data from a fixed
ground station provides a “slice” through the antenna
pattern and measurement swath. Multiple stations enable
multiple simultaneous slices to verify and calibrate
antenna gain along fan-beam antenna patterns. Typically,
ground stations use broad-beam horn antennas that are
steered toward the scatterometer as it flies overhead in
order to minimize possible signal gain variations in the
ground station antennas. With care, absolute system
calibration can be accomplished. However, while ground
stations are effective in verifying calibration and
providing on-orbit adjustments to antenna patterns,
achieving the desired high-precision absolute system
calibration (better than 0.1 dB) can be difficult since the
calibration precision of the ground station is difficult to
achieve and maintain.

A widely used alternate approach to system calibration
is the use of natural targets. These regions have been
used as calibration transfer standards to ensure accurate
cross-calibration of multiple instruments. Distributed area
targets that have a spatially uniform, temporally stable
backscatter response are desired. Rain forests have been
widely used for scatterometer calibration due to their wide
areal extent and low seasonal variation, but other regions
have also been used, including firn at the summits of
Greenland and Antarctica and (during certain seasons)
deserts and Asiatic steppes. The absolute backscatter of
these regions is not known precisely, so natural scenes
are generally used for relative calibration of the

backscatter versus observation geometry (such as azimuth
angle or intra-footprint) over the scatterometer measure-
ment swath. Rain forests have proven to be the most effec-
tive in intersensor calibration and as transfer standards in
cross-calibrating difference sensors. Such areas are useful
for long-term monitoring of sensor drift.

In the case of dense vegetation, the radar cross section
is primarily dependent on the canopy density and
varies nearly linearly (in dB) with measurement incidence
angle. Carefully selecting homogenous areas within the
rain forests that have minimal seasonal variations provides
constant regions with the desired calibration characteris-
tics. While the Amazon and Congo rainforests have been
widely used, the rainforests of Borneo have proven less
suitable for scatterometer calibration due to the mountain-
ous terrain. Seasonal and daily variations in canopy
moisture content, particularly daily cycles of dew,
introduce some variability in the forest backscatter. For
a fixed time of day, the areal average backscatter
variation is estimated to be +0.15 dB at both Ku- and
C-band (Long and Skouson, 1995; Long, 1998).
Excluding measurements made in areas with recent
(within 24-48 h) rain reduces the variability. Consider-
ations for incidence and azimuth angle variations are
essential, particularly in deserts and snow-covered areas,
due to the presence of dunes that exhibit strong azimuth-
ally dependent scattering characteristics.

We note that because of its narrow footprint,
pencil-beam scatterometers such as SeaWinds on
QuikSCAT receive-only measurements can function as
radiometer observations useful for detecting rain.
Calibrating QuikSCAT radiometric measurements requires
converting the receive-only power measurements into
brightness temperature values. Prelaunch RF calibration
provides key receive system calibration parameters.
Post-launch, comparisons of collocated brightness
temperatures measured over extended area targets by
conventional radiometers are used in order to complete
the calibration process (Jones et al., 2000).

GMF calibration

Scatterometers are designed to accurately measure c° in
order to infer geophysical properties from the ¢° measure-
ments with the aid of a GMF that relates c° with its
observation geometry and the geophysical property of
interest, for example, the near-surface ocean wind.
An important component of scatterometer calibration is
thus to ensure the accuracy of this indirect estimation
process by “calibrating” the GMF. In this context,
“calibration” refers to validating the accuracy of the
estimated geophysical property, for example, the surface
wind, by comparison to independent measurements, for
example, from buoys. The GMF or backscatter calibration
is adjusted to minimize the error (and variance) of the
estimated geophysical parameter.

GMF calibration is conducted with the aid of
campaigns to collect surface parameter data that is
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compared to spatially and temporally collocated backscat-
ter measurements. An extensive literature exists on this
topic. Ideally, the surface measurements span the expected
range of the parameter of interest and parameters that may
affect it. For example, for wind calibration, buoy and/or
ship measurements are collected at multiple locations with
varying sea-surface temperature, wave conditions, and
locations within the scatterometer swath. The comparison
data is segmented in various ways in order to evaluate
potential sensitivity to unmodeled factors, for example,
sea-surface temperature or significant wave height. Near-
surface wind measurements are controlled or adjusted to
similar heights, fetch, and atmospheric stability conditions
using bulk corrections. Assumptions of ergodicity are
required comparing buoy point measurements to areal
average scatterometer measurements. Rain and land prox-
imity adversely affect the accuracy of scatterometer-
derived wind estimates and so only open ocean and
no-rain surface data are considered in wind GMF calibra-
tion. The size of the scatterometer footprint alters the
distribution of the backscatter, particularly in low-wind
conditions that can result in very low backscatter. At the
other extreme, high winds can saturate the GMF, leading
to reduced wind estimate accuracy.

An alternate GMF calibration approach relies on com-
parison of winds generated from numerical weather
prediction (NWP) models and collocated scatterometer
backscatter values. While all NWP models have accuracy
limitations, the underlying assumption of the alternate
approach is that if enough collocated backscatter measure-
ments and NWP winds are collected, the NWP errors
“average out,” enabling estimation of an empirical GMF
by binning the backscatter data according to the NWP out-
put value. Though not without limitation, this technique
has proven highly successful for scatterometer GMF
calibration. GMFs, to support simultaneous wind and rain
estimation from scatterometer backscatter measurements,
rely on both NWP winds and collocated measurements
from other sensors, such as radiometers or rain radars, to
derive rain-effect and correction models.

Conclusion

Scatterometry has proven to be a very useful tool for
operational wind measure and monitoring and studying
the earth. Scatterometer data complements the data from
other sensors in long-term studies. An essential element
in the success of scatterometry is the precise calibration
of the data, which accounts for the detail and attention
scatterometer calibration is given.
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CLIMATE DATA RECORDS

Eric F. Wood
Department of Civil and Environmental Engineering,
Princeton University, Princeton, NJ, USA

Definition
Following NRC (2004), a climate data record (CDR) is
defined as a time series of measurements of sufficient
length, consistency, and continuity to determine climate
variability and change. For satellite-based CDR, these can
be further defined as fundamental CDRs (FCDRs), which
are calibrated and quality-controlled sensor data that have
been improved over time, and thematic CDRs (TCDRs),
which are geophysical variables derived from the FCDRs,
such as sea surface temperature and cloud fraction.
Applying the nomenclature that a satellite record meets
the standard of a CDR implies that the products were gen-
erated and maintained with attention to data stewardship
and management, with developed access and dissemina-
tion policies. CDR often requires updating and
reprocessing to maintain consistency and quality, which
implies that the underlying datasets and information used
in their creation, such as metadata, are preserved indefi-
nitely in formats that promote easy access. Products
deemed a CDR requires commitment for long-term data
storage, access, and management.

Key elements of a climate data record activity

CDR organizational elements

1. Anadvisory and review team to provide input to devel-
opment of a CDR (FCDR) from satellite data, to review
the theoretical basis for the CDR (FCDR) algorithm,
and to review the generated CDR (FCDR) products.

2. An advisory and review team for a fundamental CDR
should have specific expertise for that product. For the-
matic CDRs (TCDRs), advisory and review teams
should reflect broad disciplinary theme areas.

CDR generation elements

1. FCDRs must be generated with the highest possible
accuracy and stability.

2. Sensors must be thoroughly characterized before and
after launch, and their performance should be continu-
ously monitored throughout their lifetime.

3. Sensors should be thoroughly calibrated, including
nominal calibration of sensors in orbit, vicarious cali-
bration with in situ data, and satellite-to-satellite
cross-calibration.

4. TCDRs should be selected based on well-defined
criteria established by the advisory and review team.

5. Validated TCDRs must have well-defined levels of
uncertainty.

6. An ongoing program of correlative in situ measure-
ments is required to validate TCDRs.

Sustaining CDR elements

1. Resources should be made available for reprocessing
the CDRs as new information and improved algorithms
are available, while also maintaining the forward
processing of data in near real time.

2. Provisions should be included to receive feedback
from the scientific community.

3. A long-term commitment of resources should be made
to the generation and archival of CDRs and associated
documentation and metadata.
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CLIMATE MONITORING AND PREDICTION
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Definition

Climate. Time average of atmospheric properties. The
objective of the temporal averaging is to establish
a background state of behavior that is the most likely state
of the atmosphere at any given time. Weather variations
are considered to be superimposed on the background cli-
mate, while at any given location the climate is viewed as
changing through the year; thus, a location has a different
climate state for each month of the year. Spatial averaging
is generally used as well, but if sufficiently detailed obser-
vations are available, microclimates of any desired scale
can be defined. Climate variability is the year-to-year
change in climate at a given location and time of year; if
temporal and/or spatial coherence can be identified in
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these variations, coherent modes of climate variability
such as the El Nifio/Southern Oscillation (ENSO) or the
North Atlantic Oscillation (NAO) may be described.
Climate monitoring. The practice of describing the current
state of the climate system and the status of coherent
aspects of climate variability, generally through the use
of temporally averaged atmospheric observations.
Climate prediction. Prediction of the future state of
the climate system on seasonal to interannual time-
scales, often distinguished from climate change projec-
tions on longer timescales. An overlap exists between
these concepts on timescales of several years to several
decades.

Introduction

Mark Twain provided the most succinct definition of
climate by defining its relationship with weather:
“Climate is what we expect, Weather is what we get.”
Contrasting weather with climate is perhaps the best
approach to defining climate. The weather we observe is
deterministic and dynamical; there is a single realization
of the weather that is/was actually observed, albeit subject
to some measurement error. Climate, on the other hand, is
inherently statistical and is often thought of as the mean
state of the weather, where this mean can be either in time
or space (and commonly both). Additionally, weather can
be thought of as being deterministic and climate is proba-
bilistic, in that it is the most likely outcome out of some
range of possible values (note that the mean usually sat-
isfies the criteria of being the most likely outcome). For
example, we might know that it rained on some given
day (although there is, of course, measurement error on
such an estimate), but the climate estimate of whether it
rained on any given day might be a probability of rain
rather than an outright answer. For climate monitoring
and prediction, the mean underlying state of the Earth
system at some given timescale (say the seasonal scale)
is of prime interest.

In practical terms, weather monitoring, climate moni-
toring, and climate change monitoring are often differenti-
ated by the timescale of the signal of interest which is
important as a control of the allowable noise/error levels
in the data. Weather scales include high-frequency varia-
tions and are typically defined as being between zero
and 10 days, with longer timescales being more typically
associated with climate signals. Climate change signals
are generally small and low frequency and are defined as
occurring over multiple decades or centuries. Climate
monitoring includes scales longer than a few days but still
within the period of a few months or years and generally
involves the averaging of multiple weather events. Exam-
ples of this might be an enhanced hurricane season,
a prolonged drought, or even a more expansive hole in
the ozone layer.

Despite the many engineering and technical challenges
associated with remote sensing datasets, they play a vital
role in climate monitoring. Before remote sensing,

observations were limited to single point locations which
were generally made in well-populated areas. Remote
sensing through radar and satellite observations provides
far increased spatial coverage as well as enhanced tempo-
ral sampling. This has allowed exploration of the climate
in areas of little or no knowledge as well as an understand-
ing of the processes acting at sub-daily timescales. The
latency (time until availability) of remotely sensed is also
ideal for climate monitoring. Traditionally, climate moni-
toring products were compiled months after the fact, but
remotely sensed data is often available in real time so that
global monitoring datasets can be available in mere hours.
The construction of climate monitoring datasets from
radar networks provides a significant technical challenge
and few exist (a notable exception is the Stage IV US
gauge-corrected radar precipitation estimates; Lin and
Mitchell, 2005). Satellite observations, however, have
proven crucial in both climate monitoring and climate
change studies and have filled significant gaps in our
records most notably, the global oceans.

For the purposes of this entry, we characterize remotely
sensed observations in four groups in order from the most
direct to the least direct:

1. Direct measurements of climate parameters, specifi-
cally the radiation budget at the top of atmosphere

2. Inferred measurements of the current state of important
climate characteristics, such as clouds, SST,
vegetation, and moisture

3. Contributions to the definition of the initial state of the
climate system for prediction or reanalysis models

4. Verification data to for the assessment of climate
models and other products and their ability to predict
characteristics of the climate system

These groupings are by no means mutually exclusive,
with the third and fourth making considerable use of direct
and inferred measurements of climate parameters from the
first and second group.

We will give examples of the first three groups in the
following sections; the fourth is neglected since this is
not directly relevant to climate monitoring and prediction,
although it is a necessary part of product development.
The vast majority of climate monitoring is achieved using
inferred observations which fall under the second group,
so this section is the largest and has several examples.
Remotely sensed data is used in a wide range of different
monitoring and prediction capacities; thus, a full survey
of all possible activities is impossible. Likewise, each
monitoring or prediction product utilizes different tech-
niques, sensors, and algorithms which are too varied to
allow for simple classification.

Measurements of the radiation budget

Spaceborne remotely sensed observations directly mea-
sure emitted or reflected radiation at the top of the atmo-
sphere (TOA). Thus, the most direct measurements
available from satellites are of the radiation budget which
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includes the surface albedo, reflected shortwave radiation
from the Sun, and emitted long-wave radiation (usually
from the Earth’s surface or clouds). While the albedo is
fixed for a given surface type, the latter two are modulated
by the Earth system. The TOA radiation budget is known
to be critically important for climate: Global climate
change is a reaction to changes in the energy budget due
to increased greenhouse gas concentrations in the atmo-
sphere. Despite the importance of the radiation budget to
the climate system, it is still not fully understood how
short-term perturbations affect the climate, and, as such,
radiation balance estimates are not directly used in climate
monitoring. However, estimates of the radiation budget
are used to assess the performance of climate models,
and so these observations are directly used in that context.

Example 1: total solar irradiance

Estimates of incoming solar radiation were traditionally
made through the proxy of sunspot counts (see Radiation,
Solar and Lunar). Sunspots are magnetic disturbances on
the Sun’s surface that have lower temperatures than their
surroundings and lead to slight variations in solar activity
with a regular 11 year cycle. Total solar irradiance (TSI) is
a more direct measurement of solar activity and is defined
as the wavelength-integrated solar radiation received by
a surface at an average distance from the Sun at the top
of Earth’s atmosphere. Measurements of TSI are not pos-
sible from Earth’s surface due to the effects of the atmo-
sphere on radiation and so measurement of TSI was only
made possible with the advent of satellite observations.
The historical record of TSI is comprised of several differ-
ent radiometers aboard different missions (see Frohlich
and Lean, 2004 or Frohlich, 2007, for details). Multiple
combinations of these datasets are available, each with dif-
ferent calibrations (Fréhlich, 2007). The most recent sen-
sor to be launched is the Total Irradiance Monitor aboard
the Glory satellite (Mishchenko et al., 2007) which will
continue the record of TSI measurements into the future.

TSI is an example of a parameter which is primarily
monitored for climate change detection and attribution
studies. The “standard” value of TSI is approximately
1,366 Wm 2 although absolute calibration of sensors is
extremely challenging and disagreement exists over the
mean value. Over the course of the solar cycle, small var-
iations occur of the order of 2 Wm™? (de Toma et al.,
2004; Rottman, 2006). Variations in TSI are known to
affect climate, and there has been much debate as to
whether trends in TSI (or other measures of solar activity
such as spectral changes or changes in cosmic rays) could
explain recent increases in global temperature. The IPCC
AR4 Report (Forster et al., 2007) showed that the contri-
bution of TSI is small and that it is not the main driver of
observed changes, although TSI does account for some
of the increase.

While TSI affects almost all climate parameters, its
effects are greatly obscured by its indirect nature: Solar
radiation is the primary driver of the Earth system but it

is modulated by that system. Daily data are routinely
available from the web, such as data from the Solar Radi-
ation and Climate Experiment (SORCE), and can be used
in conjunction with other data to understand major solar
events such as solar flare activity (e.g., Woods et al.,
2004) which impact the Earth. Despite the direct link with
the Earth system, it is unclear as to whether TSI variations
are large enough to affect the Earth system in a medium-
range sense and how to interpret and use these observa-
tions for climate monitoring.

Measurements of climate parameters

Estimates of Earth system parameters derived from satel-
lites are based on inferences made from measurements of
TOA radiation in different channels. The exact nature of
these inferred measurements is different for each parame-
ter, mission, sensor, and orbit type. Many parameters
require the use of several channels to derive a more accu-
rate estimate, and multiple satellites are often used. For
instance, precipitation estimates usually use a mixture of
geostationary infrared and polar-orbiting passive micro-
wave estimates to achieve the best global estimate.
Multisatellite estimates are commonly used in climate
monitoring since these are often superior for surface
parameters. The following examples are arranged in order
from TOA to the surface and are not intended to be
exhaustive, but it is hoped that they are sufficient to pro-
vide the interested reader with a foundation for further
reading.

Example 2: ozone

In the latter part of the twentieth century, before the con-
cept of global climate change had entered the public psy-
che, there was great public alarm over the discovery of
a decline in stratospheric ozone and the existence of
a hole above Antarctica in the thin ozone layer (see Strato-
spheric Ozone). Ozone is a gas residing primarily in the
stable part of the atmosphere above the turbulent tropo-
sphere called the stratosphere. Stratospheric ozone occurs
naturally at 15-35 km above Earth’s surface where ultra-
violet (UV) radiation from the Sun fuels a constant cycle
of creation and destruction which keeps ozone levels in
equilibrium. The ozone layer therefore absorbs nearly all
UV radiation which can be harmful to human life, leading
to a range of issues including forms of skin cancer. It was
discovered in the 1970s that some man-made substances
including chlorofluorocarbons (CFCs) were reaching the
stable stratosphere and destroying ozone faster than it
could be replenished. The Montreal Protocol was
established in 1987 (and amended several times since)
with the aim of phasing out the use of certain man-made
chemicals known to destroy ozone. The treaty has been
widely hailed as a success, and global stratospheric ozone
levels have begun to recover, although the seasonal
Antarctic ozone hole continues to exist and is not expected
to recover to pre-1980 levels until midway through the
twenty-first century (WMO, 2007).
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This ongoing environmental issue is an example of how
climate monitoring can have a major impact on society. In
situ observations were made throughout the twentieth cen-
tury, but the emergence of satellite observations with near-
global coverage gave the data required to force policy
makers into action. The Solar Backscatter Ultraviolet
instrument (SBUV/2) aboard the NOAA series of satellites
measures scattered UV rays to produce estimates of the total
ozone as well as the vertical profile (Bhartia et al., 1996).
The European Space Agency (ESA) Global Ozone Moni-
toring Experiment (GOME) instrument also provides total
column ozone and the ozone vertical profile (Burrows
et al., 1999) based on backscattered UV radiation.

The United Nations Environment Programme (UNEP)
Ozone Secretariat is the primary international body for
ozone monitoring. They have produced several assess-
ment documents including the Scientific Assessment of
Ozone Depletion series of reports which form the basis
of global ozone monitoring. Other agencies such as the
NOAA Climate Prediction Center (CPC) and other coun-
try-level meteorological agencies monitor the current state
of stratospheric ozone.

Ozone is also found in much lower concentrations at
low levels from anthropogenic sources. This so-called tro-
pospheric ozone is regarded as a pollutant and can lead to
serious, direct human health repercussions such as respira-
tory problems. The mechanisms leading to the formation
of tropospheric ozone are different to those of strato-
spheric ozone, but similar techniques can be employed
to retrieve estimates from remotely sensed information.
While these estimates are not used in a climate monitoring
sense, they are used in air quality forecasting.

Example 3: precipitation

Accurate measurements of precipitation are challenging
because of the high variability of rainfall in both time
and space (see Rainfall). Significant individual rainfall
events can be as short as a few minutes in the case of
highly localized convection or last several hours or days
and be spread over a large area, as is the case for large-
scale stratiform events. Differences in the relative skill of
these precipitation estimates are frequently related to the
ability to continuously sample precipitation so as not to
miss short or small events. For that reason, gauges are usu-
ally considered the best source of precipitation data since
they provide a time-integrated observation and have few
calibration errors. However, gauges can be biased by
wind-induced under-catch or other external factors, and
coverage is often limited to populated areas where
observers can access them. Ground radar estimates give
good sampling over a limited area, but calibration issues
preclude their combination to form a truly global dataset
(the Stage IV radar dataset is a notable exception for
the United States only). Satellite estimates of precipitation
have larger sampling errors than either gauges or ground
radar estimates but give the only estimates over the ocean.
Satellite precipitation estimates are based on either

polar-orbiting passive microwave (PMW) or geosynchro-
nous infrared (IR), where the more direct methods of
the former generally give superior estimates. Additionally,
the NASA Tropical Rainfall Monitoring Mission
(TRMM; Kummerow et al., 1998) Precipitation Radar
(Iguchi et al., 2000) also provides precipitation estimates,
but these are limited to the tropics and the temporal sam-
pling is insufficient for climate monitoring or prediction
at the present time.

Despite the advantage of global coverage, satellite-only
precipitation estimates are generally considered inferior to
combinations of gauge data. Therefore, the most widely
used precipitation datasets are combinations of multiple
types of data. The two most commonly used precipitation
datasets are the Global Precipitation Climatology Project
(GPCP; Huffman et al., 1997; Adler et al., 2003) and the
CPC Merged Analysis of Precipitation (CMAP; Xie and
Arkin, 1997). Both datasets are global, monthly, 2.5° com-
binations of IR, PMW, and gauge data and a single month
of GPCP is shown in Figure 1. A significant barrier to the
use of these datasets for real-time monitoring is that
the gauge components are not immediately available.
The suite of GPCP outputs therefore includes a provi-
sional product which contains most of the combined
satellite data and a slightly different, less comprehensive
gauge analysis which is available in near real time, but
with slightly reduced accuracy which is suitable for cli-
mate monitoring. As well as use for the general monitor-
ing of precipitation, these large-scale estimates can also
be used in derived products as a key predictor. One partic-
ularly useful application is in public health where precipi-
tation has been used for disease risk mapping through
disease vector prediction (e.g., Lobitz et al., 2000).

Before the launch of the TRMM mission, there were
insufficient polar-orbiting PMW satellites to provide bet-
ter than daily temporal resolution, but this sampling has
been greatly improved with the addition of TRMM (which
includes the TRMM Microwave Imager) along with sev-
eral other PMW instruments such as the Advanced Micro-
wave Sounding Unit (AMSU; Weng et al., 2003) and the
Advanced Microwave Scanning Radiometer (AMSR;
Wilheit et al., 2003). Several datasets have merged the
available PMW estimates with the lower quality but more
frequently sampled IR data. These datasets have near-
global coverage with resolutions as fine as 8 km every half
hour (CMORPH; Joyce et al., 2004) and can include
gauge data through a monthly bias correction (TRMM
Multi-satellite Precipitation Analysis; TMPA; Huffman
et al., 2007). These high-resolution precipitation products
are used in a number of climate monitoring situations for
near-term predictions such as flash flood prediction
(Gupta et al., 2002; Harris et al., 2007) and landslide
prediction (Hong et al., 2006, 2007).

Example 4: vegetation

The most commonly used remotely sensed vegetation
product is the normalized difference vegetation index
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Climate Monitoring and Prediction, Figure 1 GPCP V2 mean precipitation for April 2008, in mm day .

(NDVI; Tucker, 1979) (see Vegetation). NDVI is based
on near-infrared (NIR) and Red channels and is simply
defined as (NIR-Red)/(NIR + Red) which is normalized
to range from —1 to 1. NDVI is well correlated with the
health of vegetation and is based on how green the veg-
etation is within each observed pixel. Most surfaces
equally absorb or reflect in the Vis and NIR channels
and give a near zero value of NDVI. Chlorophyll, how-
ever, absorbs in the Vis channel while leaves reflect in
the NIR channel so that large differences usually denote
healthier (or more green) vegetation within a pixel. The
most commonly used instrument for the estimation of
NDVI has been the Advanced Very High resolution
Radiometer (AVHRR) which has flown aboard several
missions and continues to provide high-resolution data
with near-global coverage. NDVI estimates are used in
agricultural and drought monitoring where the health
of the crops and vegetation is the primary monitoring
target. An important attribute of satellite remote sensing
is that observations transcend traditional international
boundaries. This is an important characteristic for
drought and crop monitoring, as NDVI products can
be used to observe countries where ground observations
are not available, but where food aid might be required.
Derived products are also available, and systems have
been developed which forecast disease outbreaks based
on NDVI and other variables (Linthicum et al., 1999;
Hendrickx et al, 2001; Anyamba et al, 2002).

In general, these studies are based on the use of NDVI
and the health of plants as a proxy for the health of
disease vectors.

Example 5: sea ice

Observations of sea ice extent and concentration are
required for both climate change studies and seasonal
monitoring (see Sea Ice Concentration and Extent). The
cryosphere is known to be particularly sensitive to
changes in global temperature, and the signs of climate
change have been most visible in the diminishing Arctic
sea ice and the alarming and spectacular breakup of Ant-
arctic ice sheets. However, sea ice also plays an important
role in several other climate monitoring datasets, and mon-
itoring products are commonly used in a range of other
remotely sensed products to screen out areas where
retrievals are either not possible or require modification.
Sea ice extent is estimated using a number of different
techniques based on passive microwave and infrared
observations as well as some limited in situ observations.
The NOAA/NESDIS Interactive Multisensor Snow and
Ice Mapping System (IMS; Helfrich et al., 2007) is
a commonly used merged satellite sea-ice extent product.
A single day of the IMS snow (white) and ice (light gray)
product is shown in Figure 2. Snow and ice cover are
determined by a human forecaster based on remotely
sensed data from all sources. Such products are useful
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IMS 24km 15 April 2008

Climate Monitoring and Prediction, Figure 2 IMS Northern
Hemisphere snow and ice cover (at 24 km resolution) for 15th
April 2008.

for precipitation products where retrievals are often not
possible in the presence of snow/ice and ice masks are
sometimes used to remove erroneous values. Analyses of
sea-surface temperature (SST), such as the Reynolds and
Smith (1994) analysis discussed later on, use sea ice prod-
ucts to infer temperature over ice-covered surfaces.

As well as ice extent (or snow cover), the concentration
or thickness of ice is of interest, as is the age of the ice
(whether the ice is new or has existed for multiple years).
Sea ice concentration can be inferred from the Quick
Scatterometer (QuikSCAT), the Special Sensor Micro-
wave/Imager (SSM/I), the Scanning Multichannel Micro-
wave Radiometer (SMMR), and, more recently, the
Advanced Microwave Scanning Radiometer (AMSR).
Such measurements are critically important for climate
change monitoring such as the estimation of the depletion
of sea ice (e.g., Nghiem et al., 2006). More recently, the
Gravity Recovery and Climate Experiment (GRACE)
has been used to estimate ice sheet mass inferred from
measurements of Earth’s gravity.

Example 6: sea surface temperature

Estimates of sea surface temperature (SST) are used in
both a climate change monitoring and a seasonal climate
monitoring capacity (see Sea Surface Temperature). For
climate change, estimates of SST are important as an indi-
cator of observed changes but also for understanding the
global response to carbon dioxide. In a monitoring sense,
global SST estimates serve a wide range of functions.

One of the most important indicators of global climate is
the El Nifio/Southern Oscillation (ENSO) which is chiefly
associated with changes in the location and extent of the
Tropical-Pacific warm pool and is hence often defined as
an average of sea surface temperatures. ENSO variability
is associated with a broad range of global weather phe-
nomena and is a dominant component of many climate
predictions (further discussion appears later in this sec-
tion). SST is also an important consideration in hurricane
monitoring and prediction since warmer SSTs are required
for the initiation of convection and are thus a key compo-
nent for predicting areas where strengthening of tropical
storms is more likely. One of the most widely used gridded
SST analyses is the Reynolds and Smith (1994) optimal
interpolation (OI; also known as Kriging) of available ship
observations and satellite estimates. A single month of this
SST estimate is shown in Figure 3. The original dataset
used only estimates from the five-channel Advanced Very
High Resolution Radiometer (AVHRR) instrument which
became operational aboard NOAA-7 in 1981, although it
has been updated in successive years. As with many other
parameters, merged IR/PMW estimates of SST are quickly
becoming the standard and allow for superior estimates.
One such dataset is the high-resolution version of the
Reynolds and Smith (1994) SSTs which is available at
0.25° daily resolution and uses remotely sensed data from
the pathfinder AVHRR from 1981 onward and a mix of
AVHRR and Advanced Microwave Scanning Radiometer
(AMSR) after its launch in 2002 (Reynolds et al., 2007).
SST data have been directly or indirectly used for
a variety of monitoring purposes including monitoring of
the thermohaline circulation (Latif et al., 2004), as an
input for malaria prediction models (Thomson et al.,
2005) and as an input for models of coral bleaching
(Maynard et al., 2008).

Climate prediction and reanalysis

Remotely sensed observations have become an important
input to numerical weather and climate models as a main
constituent of the analysis of the initial conditions. Numer-
ical forecasts work by propagating a set of initial condi-
tions according to the theoretical physics of the system.
The process of estimating the initial condition is called
data assimilation and involves collecting all of the inputs
and merging them. A substantial part of the error in the
model predictions is due to errors in the initial condition,
and satellites have helped to reduce this error considerably
through enhanced spatial and temporal sampling.

Reanalysis data

An issue common to all observations is that complete spa-
tial and temporal coverage is not possible. In situ observa-
tions are frequently made at a point and are usually
unevenly spaced in, at least, space. Remotely sensed obser-
vations tend to be more systematically sampled in space
and time, but coverage is frequently not global and the
sampling is often insufficient. Furthermore, satellite
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Climate Monitoring and Prediction, Figure 3 NOAA OI SST V2 mean sea surface temperature for April 2008, in °C (Reynolds and

Smith, 1994).

estimates are nearly always instantaneous whereas our
interest for climate is in averages of the data. A polar-
orbiting satellite might give a single measurement at
a given location once each day, but climate studies require
estimates for the whole day. In such cases, a model is often
required to obtain estimates which are valid for the whole
day.

In the last decade, model reanalysis data has become
commonplace in climate science. Such reanalysis tech-
niques are adapted from the data assimilation schemes of
operational numerical weather prediction models and
facilitate the combination of multiple observations of
multiple parameters and the interpolation of these obser-
vations to data-sparse regions in four-dimensional space.
Additionally, model forecasts (or nowcasts) can also be
made to predict parameters not traditionally measured.
Global reanalysis systems therefore provide rich new
datasets which can provide data from anywhere in the
four-dimensional system (within the model resolution
constraints) based on all available in situ and remotely
sensed observations. Current reanalysis is still somewhat
limited in resolution due to constraints in processing
capacity, but are ideal for a range of climate problems.

The first reanalysis to be widely used was the NCAR/
NCEP reanalysis (Kalnay et al., 1996) which is still used
for a range of purposes and is well suited for many climate
monitoring purposes since it is available in near real time.
Note that an updated version is now available, the NCEP-
DOE AMIP-II Reanalysis (Kanamitsu et al., 2002), which

uses many of the same inputs but corrects a number of
issues with the original dataset. The NCAR/NCEP
reanalysis directly assimilated radiances from operational
TOVS sounders once available (after 1979). Additional
remotely sensed datasets were also indirectly used in the
analysis as boundary fields. The Reynolds and Smith
(1994) SST analysis was used after 1982 when AVHRR
data became available and sea ice based on SMMR/SSMI
was used (as well as other non-remote sensing datasets).
Another commonly used reanalysis is the European Cen-
tre for Medium Range Weather Forecasting (ECMWF)
ERA-40 project which directly assimilated more satellite
records than the NCAR/NCEP reanalysis. However,
ERA-40 is not available in real time: Analyses from the
ECMWEF forecast assimilation scheme are available, but
the ERA-40 product is not meant for climate monitoring.

The NCAR/NCEP reanalysis starts in 1946, and the
ECMWF ERA-40 reanalysis starts in 1958, but much of
the satellite data used in both assimilations starts in
1979. This discrepancy has led to discontinuities in the
data (Bromwich and Fogt, 2004) which could lead to spu-
rious trend estimates. More recent reanalysis products
such as the Japanese JRA-25 (Onogi et al., 2007) and
NASAs Modern Era Retrospective Reanalysis (MERRA;
http://gmao.gsfc.nasa.gov/research/merra/) start in 1979
since remotely sensed observations of the atmosphere
make this a far more data-rich period. At present, the
ERA-40 reanalysis is not run operationally making it
unsuitable for climate monitoring (although the ECMWF
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does produce a similar assimilation for their operational
model). Additionally, time required for data acquisition
and processing make these data unsuitable for some
monitoring activities.

Climate prediction

Whether physically or statistically based, predictions of
the weather or climate are usually obtained by propagating
a set of initial conditions forward to some given time
point. In the case of weather forecasting (typically at
scales less than 10 days), the focus is on the prediction
of the most likely state (e.g., temperature) and individual
weather events (e.g., precipitation) (see Weather Predic-
tion). In contrast, climate prediction is focused on predic-
tion of the mean state over the next few months, years, or
decades. The bulk of all climate models is intended for
prediction of climate change effect at the decadal or cen-
tury scale (Randall et al., 2007). These models are not
explored here, and we instead focus on models for sea-
sonal predictions (between 10 days and several months).

Seasonal climate forecasts are made using one of two
distinct approaches. The first is to use a dynamical, numer-
ical model such as that used in operational models (see
Goddard et al., 2001, for a review). Such models use
a physical-based, dynamical representation of the atmo-
sphere similar to those used for numerical weather fore-
casting. Forecasts are made by using simplified versions
of the basic atmospheric and/or oceanic equations to prop-
agate an initial field, usually based on observations. This
initial field is largely based on remotely sensed observa-
tions, which are assimilated along with other, in situ obser-
vations. Seasonal climate predictions made with
dynamical models are traditionally deterministic in nature,
meaning that a single (hopefully optimal) answer is
obtained. However, it is becoming increasingly common
for ensemble approaches to be used whereby multiple
realizations of the initial conditions are run through the
model to assess the effect of measurement error in the ini-
tial conditions on the output. This is particularly useful for
climate prediction since errors in the initial conditions are
relatively small over a short period, but tend to be ampli-
fied for longer forecast lead times, an effect that can lead
to forecasts being dominated by noise.

Another difference between weather and climate
models is the treatment of the ocean and the inclusion of
SSTs, which are intimately linked with atmospheric circu-
lation and weather. SSTs change relatively slowly over
time, and these changes are often too slow to make
a large difference on weather scales. Weather models there-
fore tend to use only a dynamical atmosphere with pre-
scribed ocean temperatures which are fixed in time.
Within a season, changes in SST become important, and
so many climate models (seasonal and decadal) use
a dynamical ocean. Since the properties of the ocean and
the atmosphere are different, it is common to use separate
models and couple these models so that information passes
between the two at set times. For instance, the ocean model

might be run for a day and then the new values used to
update SSTs (or other parameters) for the atmospheric
model, which in turn might provide wind estimates for
the ocean model. Coupled models are an important tool
for seasonal climate prediction that have become widely
used at a variety of institutions (Stockdale et al., 1998;
Graham et al., 2005; Saha et al., 2006; Luo et al., 2008).

The second commonly used approach for seasonal cli-
mate prediction is to use a statistical model to make fore-
casts based on relationships between some observed data
and the quantity to be forecast. Statistical models partition
the total variance in the data into that which can be
explained by the predictor variables and a residual noise
component which is modeled by some assumed error distri-
bution. The advantage to this approach is that a full physical
understanding of the system being modeled is not required
since any unexplained noise is simple modeled in the resid-
ual. In practice, statistical prediction models are constructed
by using some set of training parameters to develop a model
and estimate the parameters of the model. Estimates of the
response data are then generated from this model and stan-
dard errors (a measure of how incorrect the estimate is) can
be generated based on the assumed distribution of the resid-
ual noise. Statistical approaches include a wide range of
models from linear regression methods to neural networks
and canonical correlation analysis. A common requirement
of these models is that a lag relationship be known,
whereby the predictors contain information about the future
state of the response. Among other sources, climate indices
such as ENSO and the North Atlantic Oscillation (NAO)
have been found to give this lead information, and the
ocean is another common input due to its thermal memory.
This provides a logical contrast between statistical and
dynamical models: Dynamical models rely on direct
knowledge of the climate system to infer its future state,
whereas statistical models require no knowledge of the sys-
tem, instead relying on an indirect relationship between two
or more variables.

Remotely sensed products play an important role in sea-
sonal predictions as either a direct input to the models
(dynamical or statistical) or in a monitoring capacity where
they are used to infer the current mean state of the climate
and its most likely tendency. Remotely sensed data is also
used in a variety of statistical models. Some examples
include models to predict rainfall (Nicholas and Battisti,
2008), SSTs (Landman and Mason, 2001), and prevalence
of diseases in humans (Linthicum et al., 1999; Thomson
et al., 2005) and plants (Boken et al., 2007). Forecasting
of ENSO (Mason and Mimmack, 2002; Coelho et al.,
2004) is also important since knowledge of its state
helps forecasters infer many other weather characteristics
and predictions can be used as the base for other forecasts.
Additionally, some statistical models use forecast fields
from climate models (which assimilate satellite data) to
derive estimates (e.g., Hoshen and Morse, 2004; Thomson
et al., 20006).

In practice, information from both statistical and
dynamical prediction models is used along with the
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Climate Monitoring and Prediction, Figure 4 CPC probability of above average, below average, or normal temperature for
(a) 8-12 days and (b) 3 months for the United States. Downloaded from the NOAA/NCEP/CPC website: http://www.cpc.ncep.noaa.

gov/on July 14th 2008.

assessment of the current state of the climate system, and
seasonal forecast products are usually composites of mul-
tiple forecast and monitoring data. As with weather fore-
casts, a seasonal forecaster usually compiles the
information into a single outlook based on the available
products and some knowledge of the relative skill of each
data source. This final product takes a variety of different
forms, although it is common to have separate forecasts
for the near and longer term (approximately 10-20 days
and 3—6 months, respectively). Each product usually rep-
resents a time-integrated product over the period of inter-
est rather than being an instantaneous value for several
months time. One example of such a derived product
is the CPC temperature probability product shown in
Figure 4. Forecasts are shown for 8—12 days and 3 months
as a probability of either above/below average or normal
rather than an absolute value. Such metrics are common
in seasonal climate prediction where the skill is insuffi-
cient to give much more than an indication of the likely
state of the climate.

Conclusion

Remote sensing plays a large and varied role in climate
monitoring and prediction, providing both the monitoring
data and inputs for climate models (statistical or dynami-
cal). At present, our ability to forecast climate is limited
by our understanding of the global Earth system and the
chaotic nature of the system. While the latter is unlikely
to change, it should not be overlooked that current and
future research satellite missions have the potential to

improve our understanding and enhance our ability to
forecast climate further into the future and with greater
accuracy.
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CLOUD LIQUID WATER

Fuzhong Weng
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National Oceanic and Atmospheric Administration,
College Park, MD, USA

Synonyms
CLW; LWP

Definition
Total weight of cloud water in a vertical column of
atmosphere for a unit of area.

Introduction

Clouds play a vital role in modulating climate and
the earth’s radiation budget. In the atmosphere, the latent
heat release or consumption occurs either directly within
the clouds or in the precipitation produced from inside
the clouds. Clouds strongly affect the radiative fluxes
through the atmosphere. Thus, the measurements of
hydrometeor variables on clouds in various water phases
critically affect the numerical weather prediction (NWP)
simulation and climate modeling.

Global measurements of the cloud liquid water path can
be determined by satellite-measured microwave brightness
temperatures, which quantify the thermal emission of cloud
particles. In the early 1970s, the feasibility of the microwave
measurement of cloud liquid water was demonstrated by a
Nimbus-6 scanning microwave spectrometer. A statistical
relationship was first derived between the brightness temper-
atures at 23 and 31 GHz and cloud liquid water using
Nimbus-6 scanning microwave spectrometer data (Grody,
1976). The large-scale distribution of cloud liquid water
was obtained over the Pacific Ocean (Grody et al., 1980).
This capability was further displayed by Nimbus-7 scanning
multichannel microwave radiometer (SMMR) data (Takeda
and Liu, 1987). However, more algorithms for cloud liquid
water were developed for the Special Sensor Microwave
Imager (SSM/I) flown on the defense meteorological
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Cloud Liquid Water, Figure 1 Global cloud liquid water retrieved from NOAA-15 Advanced Microwave Sounding Unit (AMSU). Only
satellite descending node data are used in this retrieval. Land and sea ice areas are shown as missing because of the incapability of

calculating surface emissivity.

satellite program (e.g., Alishouse et al., 1990; Greenwald
et al., 1993; Liu and Curry, 1993; Weng and Grody, 1994;
Wentz, 1997). The algorithm was further refined for
Advanced Microwave Sounding Unit (AMSU) measure-
ments at 23.8, 31.4 GHz (Weng et al., 2003).

Algorithm theoretical database

Cloud liquid water is also referred as the liquid water
path. It can be measured from both passive and active
remote sensing technology deployed in space and on
the ground. From satellites, brightness temperatures at
lower microwave frequencies directly respond to the
emission signals from clouds and raindrops. Over
oceans, the brightness temperatures first increase and
then become saturated and decrease as cloud liquid water
increases. The nonlinear response is a result of emission
and scattering from both small cloud droplets and large
raindrops. The saturation point normally Varles with fre-
quency and is, for example, 8, 3, and 1 kg/m* (mm) at
10.65, 18.7, and 36.5 GHz, respectwely, for a typical
warm rain situation. Since the actual liquid water path
ranges within several millimeters, it is necessary to use
a composite algorithm (Weng and Grody, 1994) to
retrieve cloud liquid water to cover the range from non-
raining to raining clouds.

In the absence of scattering from precipitation, bright-
ness temperature at a microwave frequency can be derived
as the function (Weng et al., 2003):

TB=T,[1 — (1 —¢)T?], (1)

where ¢ and 7, are the surface emissivity and
surface temperature, respectively, and the atmospheric
transmittance is:

T =exp[—(to + v + 1)/4, 2)

where 1, is the optical thicknesses of oxygen. The
optical thicknesses of cloud and water vapor are
expressed as t1; = k[ and t, = KV, respectively,
where the liquid waterpath isL = f w(z)dzand the water

vapor path is V' = f p,dz. The cloud mass absorption

= FM Im{ﬁzé}
through Rayleigh’s approximation.

Equation 1 provides a fundamental theory for
microwave remote sensing of both atmospheric liquid
water and water vapor from space over oceanic
conditions. In general, at least two frequencies are
required, with one being more sensitive to liquid and
the other to water vapor. Note that for land conditions

coefficient «; is approx1mated as Ky
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where the emissivity is normally high (typically greater
than 0.9), brightness temperature decreases as cloud lig-
uid water increases. The depression from non-raining
clouds is also typically very small, less than several
degrees Kelvin. Thus, it is difficult to detect the liquid-
phase clouds over land where its emissivity is high and
variable.

Using two channel measurements at 23.8 and 31.4 GHz
from the Advanced Microwave Sounding Unit (AMSU),
TB;3 and TB3,, Weng et al. (2003) derived

V =aou[In(Ty — TB31) — ay In(Ty — TBy3) — az],  (3)
and
V = bou[ln(ﬂ — TB31) — bl ll’l(TS — TBz3) — bz], (4)

respectively, where the coefficients, ay and b, are func-
tions of cloud and water vapor mass absorption
coefficients, and a,, and b;, are functions of surface
emissivity and surface temperature, respectively.

The figure below displays a global distribution of cloud
liquid water over oceans derived from the use of the AMSU
23.8 and 31.4 GHz measurements. Note that the AMSU
measurements during a 24 h period from its descending
node do not completely cover the globe because of the pres-
ence of orbital gaps. Also, the retrievals are not performed
over land, snow, and sea ice conditions due to large emissiv-
ity variations. The unit of cloud liquid water is g/m”. Note
that low clouds over oceans to the west coast of South
America are detected very well and their liquid water path
is on the order of 100 g/m”. The weather systems having
relatively high amount of cloud liquid water are associated
with those frontal systems and the clouds within the inter-
tropical convergence zone (ITCZ) (Fig. 1).

Summary

Satellite passive microwave measurements provide accu-
rate retrievals of cloud liquid water over oceans. It still
remains difficult to retrieve cloud liquid water over land
from the emission-based algorithms. Further studies will
focus on extending the retrievals with more advanced
radiative transfer schemes that include scattering from
clouds and precipitation. Also, different algorithms should
be developed for high and variable emissivity conditions
which are typical of land, snow, and sea ice conditions.
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Definitions

Droplet size distribution. The number distribution of
water droplets as a function of droplet size.

Cloud optical depth. A unitless measure of the column
integrated radiative extinction of a cloud.

Water content. The liquid or ice water content of an atmo-
spheric volume.

Water path. The vertical integral of the cloud water
content.

Droplet number concentration. The number of droplets
within an atmospheric volume.

Droplet effective radius. A characteristic droplet size
defined as the third moment of the droplet size distribution
divided by the second moment.

Radar. Radio detection and ranging.

Lidar. Light detection and ranging.

Polarization. A property of electromagnetic radiation that
describes the orientation and phase of its oscillations.
Brightness temperature. The blackbody temperature that
is inferred from a measured spectral intensity.

Introduction

This entry reviews common remote sensing methods to
infer cloud properties. Knowledge of cloud properties is
of primary interest because they (1) have a large influence
on the reflection and absorption properties of the
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Cloud Properties, Figure 1 Relationship between visible

0.66 um and near-infrared 2.15 um reflectances for water clouds
with optical depths ranging from 0 to 40 and effective radii
ranging from 8 to 40 um for a case with overhead sun and nadir
viewing angle.

atmosphere, thus having a profound effect on the Earth’s
energy balance, and (2) are related to the turbulent and
microphysical processes that govern the lifecycle of
clouds and the formation of rainfall, thus influencing the
cycling of water within the Earth system.

The overarching goal of cloud property remote sensing
is to characterize the droplet size distribution of a cloud.
The droplet size distribution is highly variable in space
and time, and it is therefore common to approximate its
character by the integrated water content and the droplet
effective radius, which can then be related to analytic
functions such as the log-normal distribution or the
gamma distribution. The focus here is on satellite remote
sensing of cloud microphysical properties; however, it is
noted that similar techniques are used to infer cloud prop-
erties from ground-based and airborne platforms as well.

Visible and near-infrared techniques

Visible and near-infrared techniques have been developed
to simultaneously estimate the cloud optical depth and
droplet effective radius from measurements of reflected
sunlight in a visible and near-infrared channel (Nakajima
and King, 1990). The physical basis for these methods lies
in the fact that reflected visible radiation is primarily sen-
sitive to the cloud optical depth, whereas the reflection of
near-infrared radiation is largely sensitive to the droplet
effective radius. Figure 1 shows an example of these
dependencies for liquid clouds. Increasing reflectance in
the visible channel corresponds to increasing cloud optical
depth, whereas increasing reflectance in the near-infrared
channel corresponds to decreasing cloud effective radius.
The cloud liquid water path may then be derived
from the cloud optical depth and effective radius
(Stephens, 1978). Analogous methods are used for the

remote sensing of ice clouds. The visible and near-infrared
methods are typified by the MODerate resolution Imaging
Spectroradiometer (MODIS) cloud retrievals (Platnick
et al., 2003). A notable limitation of visible and near-
infrared methods is that they rely on reflected sunlight
and therefore may only be performed during sunlit hours.

Microwave techniques

Passive measurements of microwave brightness tempera-
tures have been used to estimate the cloud water path, thus
providing a useful integral constraint on the vertical distri-
bution of liquid water content. The physics governing
these measurements is that at microwave frequencies, the
emission by cloud water may be approximated by the
Rayleigh limit (Greenwald, 2009), under which emission
is linearly related to cloud water mass. Channels centered
near 37 GHz demonstrate the largest signal-to-noise char-
acteristics and dynamic range for the remote sensing of
cloud liquid water.

A complication of passive microwave techniques is that
the brightness temperatures are also sensitive to the
atmospheric temperature and water vapor content as well
as the surface temperature and emissivity. Sensitivity to
these parameters varies with frequency and measurement
polarization. Therefore, passive microwave satellite
instruments generally make observations at several
frequencies and polarization states, allowing for the simul-
taneous determination of these properties. The algorithm
of Hilburn and Wentz (2008) typifies this approach.
A further complication of passive microwave estimates
of cloud water path is that they are only possible over
oceanic backgrounds where the surface emission is small.
The emission from land surfaces is generally large and
dominates the much smaller atmospheric emission signal.

Infrared techniques

An infrared method known as the split-window technique
exploits differences in radiative properties of cloud
particles at two wavelengths in the atmospheric window
to estimate ice cloud properties from satellite-observed
brightness temperatures. Small particles less than about
30 pum, for example, absorb radiation more efficiently at
a wavelength of 12 um than at 11 pm. Clouds composed
of small particles therefore appear colder at 12 pum than
at 11 um from a satellite perspective. Such radiometric
signatures were first exploited by Inoue (1985) to detect
thin cirrus. Since the ratio of absorption at the two wave-
lengths is a function of particle size, the technique can also
be used to infer cloud effective radius from the brightness
temperature difference (ATb) between the two wave-
lengths (Prabhakara et al., 1988). Infrared radiative
transfer (see entry Radiative Transfer, Theory) calcula-
tions for a set of cloud properties resemble an “arch,” as
seen in Figure 2. The right foot of the arch corresponds
to the clear-sky emitting temperature of the atmosphere,
while the left foot represents an optically thick cloud
where observed brightness temperatures approach the
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Cloud Properties, Figure 2 Relationship between TB (11 pum)
and BTD (11-12 um) for cirrus clouds with optical depths
ranging from 0 to 10 and effective radii ranging from 8 to 32 um.
The clouds are composed of randomly oriented randomized
hexagonal ice aggregates (Baran et al., 2003) and have

a temperature of 217 K.

cloud thermodynamic temperature. Intermediate values
provide information on cloud properties. Cloud optical
depth is found from Tb;; along the x-axis and cloud effec-
tive radius from ATb along the y-axis. Since the technique
has sensitivities limited to thin clouds and small particles,
it has been applied infrequently at the operational scale.
Heidinger and Pavolonis (2009), however, produced
a global, multi-decadal set of cloud properties from the
split-window technique based upon the AVHRR Path-
finder Atmospheres Extended dataset.

Visible polarization techniques

The polarization state of reflected visible radiation can be
used to determine the effective radius of liquid clouds
(Bréon and Goloub, 1998). The physical basis for this
technique lies in the observation that at scattering angels
between 150° and 170° liquid clouds produce cloud-bow
features in the polarized reflection. The angular and
spectral characteristics of these cloud-bows may be used
to determine the liquid cloud effective radius quite accu-
rately. Use of this technique is limited to sunlit hours over
large homogenous cloud layers and is therefore not
globally applicable. Despite its limited applicability, it
has been used to identify high biases of approximately
2 p in effective radius estimates from the less accurate vis-
ible and near-infrared techniques (Bréon and Doutriaux-
Boucher, 2005).

Active techniques

The successful flight of the CloudSat cloud profiling radar
and the CALIOP lidar has permitted active techniques for
the remote sensing of cloud properties from space. These
instruments transmit discrete pulses of radiation and then
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measure the backscattered signal as a function of time
from transmission resulting in a vertical profile of
backscattered reflectivity. A major advantage of active
methods over passive methods is that they provide precise
cloud boundaries and observed vertical profiles of the
cloud microphysical quantities.

Radar profiling of cloud water content relies on either
physical or empirical relationships between the cloud
water content or cloud effective radius and the
backscattered reflectivity that take the form of a power
law (Matrosov et al., 2004). Figure 3 shows some relation-
ships between reflectivity and cloud water content. Note
the wide distribution of relationships between the cloud
water content and the reflectivity, which results in a large
uncertainty in the cloud property retrievals without the
addition of an integral constraint. Integral constraints that
have been proposed include the cloud optical depth
(Austin and Stephens, 2001) or an ancillary passive micro-
wave observation (Dong and Mace, 2003).

Detection of clouds with cloud radar is limited by the
radar minimum detectable signal. Clouds that are too thin
or composed of small droplets can create reflectivities that
lie below the minimum detectable signal. However, the
strong lidar backscattering signal permits detection of
these clouds. This situation is particularly common with
thin cirrus and stratus clouds. Methods analogous to those
using radar have been developed to estimate ice cloud
microphysical properties from the lidar backscatter when
the radar signal falls below the minimum detectable signal
(Delanoe and Hogan, 2008). These lidar methods are not
feasible for water clouds because of the strong attenuation
of the lidar beam by liquid water.
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Summary

This entry reviews the primary methods by which cloud
microphysical properties have been estimated from
satellite remote sensing. The common methods covered
include visible and near-infrared, passive microwave,
infrared, visible polarization, and active techniques. Each
of these techniques has their own strengths and weak-
nesses and offers a unique piece of information regarding
cloud properties. A topic of current research in cloud
remote sensing is understanding the synergies between
these various methods and determining how they might
best be combined to more accurately estimate cloud
properties.
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Synonyms
Coastal zone; Littoral ecosystems

Definition

Coastal ecosystems are typically found at a physical
region extending from the edge of the continental shelf
to the intertidal and nearshore terrestrial area. They
include saline, brackish, and freshwaters, as well as coast-
lines and the adjacent lands that can extend to the entire
coastal watershed. Globally, coastal ecosystems comprise
a wide array of nearshore terrestrial, intertidal, benthic,
and pelagic marine ecosystems.

Introduction

Coastal ecosystems, by virtue of their position at the inter-
face between truly terrestrial and oceanic ecosystems,
belong to the most dynamic and productive ecosystems
on Earth. They are among the most important ecosystems,
providing numerous ecological, economic, cultural, and
aesthetic benefits and services. Although they comprise
only 20 % of all land area, coastal areas are now the home
of nearly half of the global population (Burke et al., 2001).
Increased coastal population and intense development
threaten and degrade global coastal ecosystems, placing
an elevated burden on organizations responsible for the
planning and management of these sensitive areas
(Hinrichsen, 1998; Hobbie, 2000; National Research
Council, 2000; Selman et al., 2008).
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Coastal ecosystem management involves the procedure
of monitoring which is based on a reliable information
base. Conventional field-based mapping methods are still
vital but often logistically constrained. Because of
cost-effectiveness and technological soundness, remote
sensing has increasingly been used to develop useful
sources of information supporting decision making for
various coastal applications (e.g., Yang et al., 1999; Yang,
2005a, b, 2008, 2009a, b). But coastal environments
challenge the applicability and robustness of remote
sensing because they exhibit extreme variations in spatial
complexity and temporal variability (Klemas, 2009).
Encouragingly, recent innovations in data, technologies,
and theories in the wider arena of remote sensing have pro-
vided scientists with invaluable opportunities to advance
the studies on coastal environments.

Given the above context, this entry will review several
major types of coastal ecosystems, followed by a discus-
sion on how remote sensing can be used to characterize
coastal waters, submerged aquatic vegetation, benthic
habitats, coastal wetlands, and watersheds. It will finally
highlight several areas that need further research and
development.

Major coastal ecosystems

Comprehensive reviews on various coastal ecosystem
types are given elsewhere (e.g., Mann, 2000; Beatley
et al., 2002). Our current discussion targets several types
of coastal ecosystems including estuaries, benthic sys-
tems, sea grass systems, coastal marshes, and mangroves,
because they have been extensively studied by remote
sensing. Note that these ecosystems are largely recognized
according to the main primary producer with the exception
of estuaries. As a rather large ecosystem, estuaries can
include the other four as subsystems, but the latter may
also occur outside an estuary.

Estuaries are partially enclosed bodies of coastal waters
typically found where freshwater from rivers meet with
saltwater from the ocean. They are often known as bays,
lagoons, harbors, inlets, sounds, or fjords. Estuaries are
important ecosystems, providing goods and services
that are ecologically, economically, and culturally
indispensible. Ecologically, estuaries are not only the
“nurseries of the sea,” providing habitats for many marine
organisms, but also serve as a natural buffer that filters out
much of the sediments and pollutants carried in by terres-
trial runoff, creating cleaner water that eventually benefits
both human and marine life. Economically, estuaries sup-
port significant fisheries, tourism, and other commercial
activities and the development of important public infra-
structure, such as harbors and ports. Culturally, estuaries
are often the focal points for recreation, commerce, scien-
tific research and education, and aesthetic enjoyment.

The benthic system is the community of organisms
living on the bottom of oceans in areas not colonized by
macrophytes (Mann, 2000). Benthic habitats are virtually
bottom environments with distinct physical, chemical, and

biological characteristics. They vary widely depending
upon their location, depth, salinity, and sediment. Benthic
habitats in areas with depth greater than 200 m have been
much less commonly observed and mapped. Estuarine and
nearshore benthic habitats can be highly diverse, includ-
ing submerged mudflats, rippled sand flats, rocky hard-
bottom habitats, shellfish beds, and coral reefs. Note that
sea grass beds can be described as a benthic system, but
they are treated separately (see above). In terms of ecolog-
ical functioning, the benthic system serves as the site of
nutrient regeneration and the site of considerable second-
ary production that is utilized by important predators, such
as bottom-feeding fish and crustaceans (Mann, 2000).

Sea grass are aquatic flowering plants that live fully
submerged in the saline coastal environment and are also
called “submerged aquatic vegetation.” Sea grass can form
extensive beds or meadows, dominated by one or more
species. They are distributed worldwide in soft sediments
from mean low tide level to the depth limit determined by
the penetration of light that permits sea grass plants to pho-
tosynthesize. Sea grass beds are a highly diverse and pro-
ductive ecosystem, and they almost always support more
invertebrates and fish than the adjacent areas lacking sea
grass (Mann, 2000). Sea grass beds provide coastal zones
with a number of ecosystem goods and services, such as
fishing grounds, wave protection, oxygen production,
and protection against coastal erosion.

Coastal marshes are predominately grasslands that are
periodically flooded by tides in the intertidal regions.
The salinity from salt or brackish tidal waters creates a
salt-stressed aquatic environment where halophytic plants
thrive. Coastal marshes may be classified as salt marshes,
brackish marshes, and freshwater tidal marshes. They may
be associated with estuaries and are also along waterways
between coastal barrier islands and the inner coast. Coastal
marshes are of great ecological values because they serve
as the nursery grounds for fish, habitats for a wide variety
of wildlife, and the buffer zones to protect water quality.

The mangrove ecosystem is commonly found in tropi-
cal and subtropical tidelands throughout the world. The
mangrove family of plants dominates this coastal wetland
ecosystem due to their ability to thrive in the saline coastal
environment. The three mangrove species commonly
grown in the USA are red, black, and white mangroves.
The term “mangroves” can narrowly refer to these species
but most commonly refers to the habitat and entire plant
assemblages. Because mangroves are constantly
replenished with nutrients, they sustain a huge population
of organisms that in turn feed fish and shrimp, which fur-
ther support a variety of wildlife; their physical stability
helps prevent shoreline erosion, shielding inland areas
from damage during severe storms and waves.

Remote sensing of coastal ecosystems

Modern remote sensing technology began with the inven-
tion of the camera more than one century ago, and by now,
a large number of remote sensing systems have
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been developed to measure energy patterns from different
portions of the electromagnetic spectrum (see Jensen,
2007). Many such systems have been originally designed
for terrestrial or open-ocean applications, among which
some are relevant to coastal environments (Table 1). The
following sections will provide an overview on remote
sensing of coastal waters, submerged aquatic vegetation,
benthic habitats, coastal wetlands, and watersheds. Note
that for each application, acquiring accurate and consistent
in situ data using ships, buoys, and field instruments is
needed in the calibration and validation of remote signals
and in algorithm development.

Remote sensing of coastal water quality indicators,
such as chlorophyll-a, turbidity, dissolved organic matter
(DOM), total nitrogen, temperature, and salinity, relies
on the use of either a radiative transfer (see entry Radiative
Transfer, Theory) algorithm or a statistical regression
model. Airborne remote sensing systems are most useful
for small, shallow, or optically complex coastal waters.
Several existing spaceborne color scanners primarily
designed for open oceans are of limited usefulness for
nearshore coastal waters due to their relatively coarse spa-
tial resolutions. Some researchers have been successful in
remote sensing of nearshore coastal and estuarine waters
by using satellite data from terrestrial sensors, such as
Multispectral Scanner (MSS), Thematic Mapper (TM),
Thematic Mapper Plus (ETM+), SPOT HRV, IKONOS,
and QuickBird (see Yang, 2005b, 2008, 2009a, b). Com-
pared to multispectral radiometers, hyperspectral sensors
offer extremely high spectral resolution that can help dis-
criminate complex bio-optical properties of coastal waters.

Mapping benthic habitats and submerged aquatic
vegetation (SAV) can be accomplished through image
interpretation or automated classification. The image
interpretation approach is particularly suitable for aerial
photography or high-resolution satellite imagery. It is
based on the synthetic use of various image elements such
as tone, pattern, texture, shape, size, and association in the
identification and delineation. Individual benthic habitats
or SAV polygons can be delineated manually or through
an on-screen digitizer. Some field samples obtained
through various instruments such as underwater video
and still photography are needed to help develop image
interpretation keys and verify the mapping accuracy. This
image interpretation method can produce accurate results
although it is quite labor intensive and highly dependent
upon the skills and experience of an interpreter. On the
other hand, there are various image classification methods,
either supervised or unsupervised, which can be used for
benthic habitat or SAV mapping. Image fusion from
high-spectral- and high-spatial-resolution sensors can help
improve the accuracy of benthic habitat or SAV mapping
(Mishra, 2009). Change-detection analysis of benthic hab-
itat or SAV can be made by using change vector analysis,
principal component analysis, or map-to-map comparison.

Remote sensing has been used in wetland (including
mangroves) mapping for several decades. Early invento-
ries were largely based on the interpretation of aerial

photographs. Automated classification of satellite imagery
facilitates the mapping of the spatial distribution of wet-
lands and the estimation of biomass or net productivity
over a large area. Under unfavorable weather conditions,
microwave or radar products can be used to help identify
broad wetland classes. For species differentiation of wet-
land plants, broadband remote sensors may be problematic
due to their inability to provide sufficient spectral details.
Hyperspectral remote sensing allows the detection of sub-
tle differences in canopy density, leaf and canopy structure,
and biochemical properties, which can be further used to
distinguish coastal wetland plant species. Additionally,
LIDAR remote sensing can help estimate canopy structure
of shrubs, marsh, grass, and other vegetation found in the
littoral zone. The integration of spectral imagery and
LIDAR data offer the potential to significantly improve
the species classification and structural mapping of coastal
plant communities (Nayegandhi and Brock, 2009).

Watershed landscape characterization affects coastal
water quality by altering sediment, chemical loads, and
hydrology, and therefore information on upstream land-
scape structure and patterns is indispensable for coastal
ecosystem assessment. Remote sensing of coastal water-
shed landscape structure and patterns generally involves
procedures of land cover map production and landscape
metrics computation. Aerospace imagery from various ter-
restrial sensors, especially those equipped with a blue
band, can be used to map land cover types in coastal water-
sheds. The production of an accurate land cover map for
a coastal area is not a trivial task, mainly due to the pres-
ence of a variety of wetlands and vegetation covers, along
with complex urban impervious materials and agricultural
lands. Several strategies have been developed to improve
automated land cover classification, which include GIS-
based hierarchical classification and spatial reclassi-
fication, knowledge-based expert systems, artificial neural
networks, fuzzy logic, and genetic algorithms. Landscape
metrics can be derived from a land cover map, by which
the landscape structure and pattern of a coastal watershed
can be further assessed (Yang, 2009a).

Further research

This entry reviews several major coastal ecosystems and
discusses how remote sensing can be used to characterize
coastal waters, benthic habitats and submerged aquatic
vegetation, coastal wetlands (including mangroves), and
coastal watershed landscape characteristics.

While some significant progress has been made in
remote sensing of coastal ecosystems, there are several
major areas that deserve further research. Firstly, the cur-
rent ocean color scanners are basically designed for off-
shore waters and are of limited usefulness for optically
complex nearshore waters. Further research is needed to
help design future ocean color radiometers appropriate
for shallow coastal waters. Secondly, most of the algo-
rithms for retrieving water quality measures were origi-
nally designed for open-ocean waters, and a significant
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area for continuing research is the fundamental under-
standing of the functional linkage between water constitu-
ents and remote reflectance for coastal waters. Thirdly,
more research is needed to advance the fundamental
understanding of the relationship between the volumetric
reflectance, the canopy density of SAV populations, water
depth, and bottom reflectance parameters. This will help
develop more realistic volumetric reflectance models, thus
increasing the likelihood of accurate SAV mapping.
Fourthly, there is an increased research demand to develop
improved methods and technologies for resolving the
spectral confusion between different land cover classes
from medium-resolution imagery and for incorporating
image spatial characteristics and ancillary data to improve
land cover classification from high-resolution imagery.
Fifthly, more research is needed to advance the fundamen-
tal understanding of the relationship between landscape
patterns and ecological processes. Lastly, continuing
research efforts are needed to help acquire good and suffi-
cient in situ data for building comprehensive spectral
libraries of different coastal plant species and for calibrat-
ing remote signals and verifying information extraction
algorithms for coastal environments.
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COMMERCIAL REMOTE SENSING

William Gail
Global Weather Corporation, Boulder, CO, USA

Definition
Commercial. Pertaining to organizations or activities asso-
ciated with buying and selling products and services.

Introduction

Commercial remote sensing is remote sensing that pro-
duces information intended for sale on open commercial
markets. It is generally performed by companies or
through public-private partnerships rather than by gov-
ernments. The commercial market includes remote sens-
ing performed primarily from aerial and spaceborne
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platforms. Due to the strategic nature of remote sensing,
commercial interests are nearly always intertwined with
national interests, at least for spaceborne systems.
Governmental policies authorizing and regulating com-
mercial remote sensing generally reflect objectives for
national security, technology development, international
relations, and economic positioning. The history of the
industry, and its current configuration, reflect this tension
between economic and national interests. Demand for
commercial remotely sensed data has increased in recent
years, in part due to the widespread availability of geo-
graphic information systems (GIS) that can display and
analyze the imagery and online means for distributing
the results.

History

Aerial commercial remote sensing has been in existence
for nearly a century. A significant focus of the industry is
photogrammetry, the making of geometrically accurate
high-resolution image mosaics covering large areas such
as cities and states. Today, such mosaics are routinely pro-
duced with image resolutions as good 15 cm and some-
times better. Until recently, the mosaics were generally
panchromatic, but color imagery has become common
with the introduction of digital sensors during the 2000s.
In addition to optical photogrammetry, commercial
remote sensing includes work with synthetic aperture
radar (SAR), hyperspectral imagers, and LIDAR sensors.
Both SAR and LIDAR are commonly used for measuring
topography and related three-dimensional imaging. The
aerial remote sensing industry consists of both commer-
cial and government-owned entities, often in competition.

The roots of spaceborne commercial remote sensing
extend back to the early 1970s with efforts by the USA,
France, and India to provide commercial adjuncts to their
national Earth monitoring systems. These early efforts laid
the groundwork for today’s industry with several dozen
commercial systems in operation and a global market that
is multibillion dollars (Modello et al, 2004).

In 1972, the USA launched the Earth Resources Satel-
lite 1, which was subsequently renamed Landsat. In part
a Cold War effort to demonstrate US leadership in Earth
resources monitoring, its commercial value became recog-
nized soon after launch. By the early 1980s, with the
various interested parties all seeking a better way to access
Landsat’s imagery (National Research Council, 1985),
a strong effort was made to change the regulatory environ-
ment governing Landsat. The result was the Land Remote
Sensing Commercialization Act of 1984, which for the
first time established the basis for commercial remote
sensing operations authorized by the USA. As a result,
in 1985 Landsat was partially privatized through
a partnership with Earth Observation Satellite Corporation
(EOSAT), itself a partnership of Hughes Aircraft and
RCA. EOSAT was given a contract to operate the system
for 10 years and build follow-on satellites, obtaining rights
for commercial sale of the data.

Around the same time, the French Systéme pour
I’Observation de la Terre (SPOT) satellite series was being
developed. To encourage commercialization, a public-
private partnership called Spot Image was created by the
French government in 1986. They have since launched
a series of increasingly capable satellites, starting with
the 10 m resolution SPOT-1 in 1986. In India, the
Indian Space Research Organization (ISRO) initiated
a commercially oriented Earth-observing program follow-
ing the success of their early demonstration satellites
Bhaskara-1/2 launched in 1979 and 1981. The Indian
Remote Sensing (IRS) series of satellites was initiated
with the IRS-1 launch in 1988 and continues as a robust
program today.

As demand grew and technology improved, these early
efforts spurred further commercial interest beginning in
the 1990s. The first truly commercial (not public-private
partnerships) remote sensing satellite operations were
plagued by early failures. EarlyBird was launched by
EarthWatch (originally called Worldview and changed in
2001 to DigitalGlobe) in 1997 but functioned for only
3 days. Space Imaging launched their first satellite Ikonos
in 1999 but it failed to reach orbit. Space Imaging
succeeded with their second lkonos satellite later in
1999. EarthWatch’s second satellite, QuickBird, also suf-
fered a launch failure in 2000, but the third satellite
Quickbird-2 succeeded in 2001. ORBIMAGE joined the
group in 2003 with the launch of Orbview-3, but only after
Orbview-4 was lost on launch. By the early 2000s, these
firms had become increasingly dependent on contracts
from the US National Geospatial-Intelligence Agency
(NGA) for revenue. In 2005, ORBIMAGE acquired Space
Imaging for $58 million after it failed to win the latest
rounds of NGA contracts. ORBIMAGE subsequently
renamed itself GeoEye.

More recently, the intelligence community has been a
significant partner in the development of commercial
remote sensing capability. In the USA, large data purchase
contracts such as NextView, ClearView, and EnhancedView
by NGA have provided anchor funding for commercial
remote sensing companies. NextView contracts, for exam-
ple, are service-level agreements that specify requirements
for imagery purchases from satellites still to be developed.
They are designed to provide a long-term government part-
nership commitment that enables the private sector partner
to finance and develop new satellites that meet the require-
ments. To motivate a commercial market, the agreements
are nonexclusive, meaning that the companies can sell
the same imagery to other customers. A 2007 independent
report chartered by the US National Reconnaissance
Office (Marino, 2007) defined various approaches for
intelligence community use of commercial remote sensing
along with the benefits and risks of those approaches.

The Landsat Data Continuity Mission, initiated in the
early 2000s as the follow-on to Landsat-7, was originally
envisioned as a strong public-private partnership but has
since evolved into a more traditional system acquisition
with the government retaining responsibility for data
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processing and distribution. NASA also used the Sea-
viewing Wide Field-of-view Sensor (SeaWiFS) mission
to promote commercialization. SeaWiFS was built for
NASA under partnership with Orbital Sciences Corpora-
tion and launched in 1997. ORBIMAGE (renamed
GeoEye), a spin-off from Orbital Sciences, was given the
responsibility for operating the satellite (renamed
Orbview-2 for commercial purposes) and for selling the
data, with NASA itself purchasing data.

The mid-2000s saw the entrance of many new commer-
cial players with innovative approaches to the market.
RapidEye, a public-private partnership, developed and
launched a series of five satellites designed to provide
rapid-refresh multispectral optical imagery. The TerraSAR
satellite system owned and operated by InfoTerra, another
public-private partnership, focused on SAR imagery.
Surrey Satellite Technology Ltd. (SSTL) developed a
multi-government collaboration that built and launched
a series of small satellites called the Disaster Monitoring
Constellation (DMC), each owned and controlled by
a different government (Algeria, Nigeria, Turkey, Britain,
China, Spain) but operated jointly through a wholly owned
subsidiary of SSTL called DMC International Imaging.

Despite today’s successes, a number of companies with
ambitious commercial business plans have attempted to
enter the market and failed. Resource2]l was focused
on providing short-revisit multispectral imagery for use
in agriculture starting in the 1990s. Their plans for
a satellite system focused on this market did not proceed.
Around the same time, AstroVision began pursuing
a new market for imagery taken from geostationary orbit
but had not been able to develop the system after more
than a decade. In 2011, RapidEye filed for the German
equivalent of bankruptcy protection. Even after several
decades of market development, spaceborne commercial
remote sensing remains a risky business with considerable
investment and high likelihood of failure (National
Research Council, 2002; Group on Earth Observations,
2005).

Technology

Of the many spaceborne remote sensing technologies
developed over the years for scientific and defense pur-
poses, those that have been commercialized are largely
constrained to high-resolution imagery. Initially, this meant
panchromatic optical imagers, although inclusion of color
bands quickly became routine. One current trend is an
increase in the number of color bands and the extension
of these bands to infrared wavelengths. Hyperspectral
imagers represent the next logical step in this progression,
although no company has yet announced plans for doing
so. Canada pioneered use of synthetic aperture radar in
the commercial realm, with the 1995 launch of Radarsat,
and a number of commercial radars are operating now.
A significant technology advance occurred with the
reduction in size and weight of spacecraft platforms,
allowing the introduction of low-cost multi-satellite

constellations such as DMC and RapidEye. A number of
companies have built businesses around the sale of satellite
systems and technology to nations that do not have the
capability to build their own.

Aerial remote sensing technologies have followed a
somewhat different path. Because aerial systems allow
access to the sensor itself, film remained a viable sensing
medium far longer than with spaceborne systems. In the
early 2000s, highly capable digital aerial cameras were
introduced, and by 2010 most of the industry had
transitioned to digital imagery. Related technologies, such
as widespread availability of GPS positioning and accurate
inertial sensors, made digital sensors even more effective.

Regulation

Commercial remote sensing is regulated on a nation-by-
nation basis, involving both policy and law. In general,
the purpose of such regulation is to make data available
for legitimate scientific and commercial uses while at
the same time protecting national security interests
(Gabrynowicz, 2007). A critical aspect of such regulation
is the use of licensing that authorizes companies to operate
commercial remote sensing systems and defines the con-
straints on that operation. Central to this are rules for own-
ership, dissemination, and use of data, particularly with
regard to resolution and timeliness of distribution.

The most developed regulatory framework is that of the
USA. The earliest formal legislation was the Land Remote
Sensing Commercialization Act of 1984, a by-product of
the Reagan-era policies to promote privatization of gov-
ernment assets. The Act was driven by the specific need
to create better access to Landsat imagery, but it also intro-
duced a more general framework for licensing and regula-
tion of commercial remote sensing systems. This was
updated through the Land Remote Sensing Policy Act of
1992, which reversed the commercialization of Landsat
contained in the 1984 Act, but provided further legislation
promoting private sector remote sensing.

Despite these legislative acts, uncertainty remained
regarding how licensing of commercial remote sensing
systems would actually occur. This uncertainty was ini-
tially resolved in 1994 through a presidential policy state-
ment known as the US Policy on Foreign Access to
Remote Sensing Space Capabilities (PDD-23). It stated
clearly the dual-purpose policy goal: “the fundamental
goal of our policy is to support and to enhance US indus-
trial competitiveness in the field of remote sensing space
capabilities while at the same time protecting US national
security and foreign policy interests.” PDD-23 provided
the administrative mechanisms needed to make the 1992
legislative act effective, including four fundamental prin-
ciples: (a) the presumption that US licenses would only
be issued for systems with capability no better than what
is commercially available from other suppliers in the
world marketplace, (b) tight control of technology
exports in the form of satellite systems and components,
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(c) management of system capabilities (rather than data
distribution) as a means for constraining imagery access
by undesirable parties, and (d) “shutter control” that
allows the government to stop all commercial remote
sensing when appropriate national interests are identified.

Licenses are further constrained by an amendment to
the 1997 Defense Authorization Act (known as the
Kyl-Bingaman amendment) that specifically limits
imagery taken over Israel to no better than that “avail-
able from commercial sources.” Throughout much of
the 1990s, for example, this limit was set to 2 m. The
Commercial Remote Sensing Policy of 2003 (NSPD-
27), which superseded PDD-23, did not change these
licensing provisions but strengthened the commercial
sector by encouraging drawing on commercial capabili-
ties to the “maximum practical extent” when serving
government needs.

Under this framework, authority for licensing commer-
cial remote sensing is allocated to the Department of Com-
merce. Within the Department of Commerce, the NOAA
Office of Space Commercialization provides policy guid-
ance while licenses themselves are issued by the NOAA
Commercial Remote Sensing Regulatory Affairs Office.
Between 1993 and 2000, 17 licenses were issued. In
2008, a total of 19 licenses were active covering 45 satel-
lites with 10 launched. This office is advised in the effort
by an independent board called the Advisory Committee
on Commercial Remote Sensing (ACCRES). NOAA is
responsible for assessing the state of the industry and
determining, for example, the resolution of systems that
can be licensed. Among the provisions included originally
in licenses is that no imagery can be distributed for at least
24 h after it is collected, a constraint designed to minimize
use of US-collected imagery by enemies for targeting US
military positions. After lengthy interagency governmen-
tal deliberation, this provision was dropped in 2007.

Canada also has a relatively mature and transparent reg-
ulatory framework built around the Canadian Space
Agency Act of 1990 and the Remote Sensing Space Sys-
tems Act of 2005. The USA and Canada have a formal
agreement concerning operation of commercial remote
sensing systems. India, on the other hand, has no relevant
law but rather a comprehensive set of policies (Rao et al.,
2002; Gabrynowicz, 2007). In Germany, regulation is pro-
vided through the 2008 Satellite Data Security Law, which
specifies that approval for commercial remote sensing
activities is applied not to each satellite development but
rather to each data request on a case-by-case basis. Japan
established a Basic Space Law in 2008 and released
a Basic Plan for Space Policy based on that law in 2009.
Other nations tend to have less open or less specific regu-
latory guidelines or to regulate on a satellite-by-satellite
basis (Gabrynowicz, 2007). Some govern commercial
remote sensing through general space policies, while
others have only informal policies. Only a limited amount
of international agreement is available to guide commer-
cial remote sensing. In 1986, the United Nations released

a set of principles concerning remote sensing from space
(United Nations, 1986), reflecting the desire for remote
sensing activities to be used for the benefit of all nations.

Current examples

Three recent trends have had enormous impacts on aerial
remote sensing. The first is the transition from analog to
digital technologies within optical imagers, as discussed
previously. Alternate sensing technologies, including
radar and LIDAR, are still establishing their niches within
overall commercial offerings. The second is advances in
computers and software, making it feasible to work with
large imagery volumes in professional domains such as
GIS and photogrammetry. The third is end-user applica-
tions, such as online mapping, that make such imagery
and related value-added products accessible to consumers.
Today, there is a robust commercial industry dedicated to
the collection of aerial remote sensing and related indus-
tries for value-added products, software, and instrument
development. Despite these technology changes, the
industry business models have evolved more slowly and
remain characterized by smaller companies. The nature
of the industry varies widely by country, with some less
robust due to strong competing government capabilities.

For the foreseeable future, high-resolution electro-
optical imagery will remain the central focus of
spaceborne commercial remote sensing. At the present
time, the USA retains leadership in the area of commercial
electro-optical imagery, but other nations lead in the area
of radar imagery. Considerable innovation is being
applied to introduce capabilities such as rapid revisit and
advanced multispectral imagery that serve customers
beyond those needing the highest resolution.

GeoEye’s latest satellite GeoEye-1 was launched in
2008 and was developed with funding raised in part
through an NGA NextView contract. GeoEye-1 provides
panchromatic imaging with 0.41 m resolution (although
the operating license requires this to be resampled to no
better than 0.5 m before distribution) and multispectral
imagery with resolution 1.7 m. A second GeoEye satellite
is expected sometime by 2013. DigitalGlobe’s World-
view-1 (launched 2007), also funded in part through an
NGA contract, produces 0.5 m panchromatic imagery.
Worldview-2 (launched 2009) provides 0.46 m panchro-
matic imagery and 8-band color with 1.8 m resolution.
DigitalGlobe also operates the older QuickBird satellite.

Spot Image operates several SPOT satellites and began
launching the more advanced Pleiades series beginning in
2011. The Pleiades satellites provide panchromatic imag-
ery at 0.7 m resolution and 4-band color at 2 m resolution.
Spot Image also has distribution rights to other national
systems, including Korea’s KOMPSAT and Republic of
China’s FORMOSAT. Russia launched the Resurs-DK1
satellite, with 0.9 m resolution, in 2006 and markets data
through SOVZOND JSC. Russia has also leveraged imag-
ery from older surveillance satellites, digitizing that
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imagery and selling it through commercial channels. The
Israeli EROS-A/B imagery satellites, launched between
2000 and 2006 with resolution as good as 0.7 m, are
owned and operated by an Israeli-founded international
company ImageSat International.

The Indian Remote Sensing (IRS) series of satellites is
the largest single commercially oriented remote sensing
system in the world. It now includes three satellite classes
focused on land resources, ocean resources, and cartogra-
phy. ResourceSat-1/2 satellites, launched in 2003 and
2009, have 6 m pan resolution and 3-band color at the same
resolution. OceanSat-2 was launched in 2009 and focused
on ocean color imaging, carrying an 8-band multispectral
imaging and Ku-band scatterometer. The Cartosat series
has had four launches starting in 2005, with pan resolution
better than 1 m. Commercial image distribution is the
responsibility of ISRO’s commercial entity Antrix.

Within eastern Asia, neither China nor Japan has com-
mercial remote sensing capability, though each has a
robust remote sensing program. The Korean KOMPSAT-
1/2 satellites, launched in 1999 and 2006 by the Korean
Aerospace Research Institute (KARI), have resolution of
4-band color with 4 m resolution. The Republic of China
FORMOSAT-1/2 series, launched in 1999 and 2004, have
a resolution of as good as 1 m and 4-band color with 8§ m
resolution. The imagery from both KOMPSAR and
FORMOSAT is currently marketed by Spot Image.

Several companies have pursued somewhat different
approaches to the commercial market, focusing on
improved repeat cycles rather than highest resolution. Sur-
rey Satellite Technology Ltd. (SSTL) developed a multi-
government collaboration that built and launched a series
of small satellites called the Disaster Monitoring Constel-
lation (DMC), each owned and controlled by a different
government (Algeria, Nigeria, Turkey, Britain, China,
Spain) and operated jointly through a wholly owned sub-
sidiary of SSTL called DMC International Imaging. The
German RapidEye satellite constellation, a five-satellite
system designed for rapid-refresh multispectral imagery,
was developed as a public-private partnership with
a diverse set of public and private investors largely from
Germany and Canada. The satellites were launched on
a single launch vehicle in 2008.

Radar imagery has proven to be of strong commercial
interest. Radarsat International was formed in 1989 by
a consortium of Canadian companies with the purpose of
processing and distributing the data from Radarsat-1,
launched in 1995. One of the shareholders, Macdonald
Dettwiler and Associates, bought out the others in 1999
and formed a deeper partnership with the Canadian gov-
ernment to build and operate Radarsat-2, launched in
2007. The Radarsat-2 resolution of 3 m substantially
improved on the 8 m resolution of Radarsat-1.
TerraSAR-X, launched in 2007, is a public-private part-
nership between EADS (through their InfoTerra com-
pany) and the German Aerospace Center (DLR). It
produces radar imagery with resolution up to 1 m includ-
ing a variety of multipolarization and interferometric data

products. A companion satellite, TanDEM-X, was
launched in 2010, allowing the system to operate in inter-
ferometric mode so as to perform high-resolution topo-
graphic mapping. COSMO-SkyMed is a dual-use system
of four satellites with 1 m resolution and polarimetric/
interferometric capability funded by the Italian Space
Agency, the Italian Ministry of Defense, and the commer-
cial company Telespazio. The first launch was in 2007 and
the last in 2010.

Summary

The commercial market today is served by both aerial and
spaceborne sectors, with some overlap. Over the last decade,
the relative roles of each sector have become more clearly
defined within the market. The aerial sector continues to be
dominated by smaller companies and governmental entities,
with significant national and even regional variability. The
spaceborne sector is moving rapidly from an early explor-
atory phase, in which new technologies, business models,
and regulatory environments were being assessed, to
a mature phase with well-established success paths. The
entire space industry is becoming more commercialized,
from launch vehicles to spaceports, establishing a positive
context within which remote sensing’s own commercializa-
tion takes place. The remote sensing industry as a whole is
moving from a platform-centric view to a services-centric
view in which the features of the data are more important
than the features of the sensors. Governments are becoming
more focused on remote sensing as an important element of
their space programs. They are migrating to smaller but
more capable satellites, and they view commercialization
or dual use as an important element of their efforts. Capabil-
ities of commercial systems are increasingly diverse, from
the growing use of radar to the selection of optical bands
to the availability of short-revisit imagery. All trends suggest
that the importance of commercial remote sensing will
continue to grow in the coming years.
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Definitions

Cosmic-ray hydrometeorology. The science of measuring
hydrologic variables through their effects on secondary
cosmic-ray intensity.

Primary cosmic ray. A charged particle, usually a proton,
traveling toward Earth at relativistic speed.

Secondary cosmic ray. An energetic proton, neutron, or
other subatomic particle generated as a consequence of
primary cosmic rays colliding with the Earth.

Introduction

Cosmic rays continually bombard Earth, giving rise to
a small but measureable flux of background neutrons at
the land surface. These ambient neutrons respond strongly
to the presence of land surface water in the form of soil
moisture and snow or more specifically to the hydrogen
which that water contains. The unique ability of hydrogen
to influence neutron intensity has been known since the
discovery of the neutron itself in the 1930s, when the mys-
terious nonionizing radiation was first identified through
its ability to scatter hydrogen nuclei from paraffin (Chad-
wick, 1932), losing substantial fraction of its energy in the
process. By the late 1950s, soil scientists began applying
neutron scattering principles to the field determination of
soil water content by lowering radioisotopic neutron
sources and colocated neutron detectors down bore holes
and measuring the intensity of backscattered neutrons
(Gardner and Kirkham, 1952). It was later demonstrated
that water content in the shallow subsurface and snow
water equivalent depth could be obtained passively by
measuring background cosmic-ray neutrons with detec-
tors buried in the top meter of soil (Kodama et al.,
1985), although the method was never widely adopted.
More recently, Zreda et al. (2008) showed the feasibility
of noninvasively measuring soil water content through

aboveground measurements of cosmic-ray neutron inten-
sity. This technique operates at a scale of tens of hectares,
which fills an important gap between the scales of invasive
point measurements and satellite remote sensing footprint.

Neutron interactions in soil

The transmission of fast neutrons through bulk matter is
profoundly influenced by the presence of hydrogen, which
at the land surface is present mainly in the form of liquid
and solid water and plant carbohydrates. Hydrogen is
uniquely effective in moderating (slowing) neutrons by
virtue of its low mass and relatively large elastic scattering
cross section, which is a measure of the probability of
interacting elastically with a neutron. As with any two par-
ticles having the same mass, a fast neutron can theoreti-
cally be brought to rest through a single head-on collision
with hydrogen (Glasstone and Edlund, 1952). The fewer
collisions needed to moderate a fast neutron, the lower
the fast neutron intensity will be. Elastic collisions with
hydrogen and other light nuclei progressively moderate
a fast neutron until it is either absorbed by a nucleus or is
reduced to a velocity on the order of the thermal motions
of surrounding molecules, at which point there is no
net change in energy through subsequent collisions.
A distinguishing characteristic of thermal neutrons is their
strong tendency to be absorbed by nuclei. Common
absorbing elements in the soil matrix include major
elements such as Fe, Ca, K, and trace elements with unusu-
ally high absorption cross sections, such as B, Gd, and Sm.

Cosmic-ray neutrons

Cosmic-ray neutrons are an ever-present part of the land
surface radiation environment. They are a by-product of
chain reactions initiated at the top of the atmosphere by
primary cosmic rays (Simpson, 1951) (A simulated parti-
cle cascade created by a 10 GeV primary interacting with
nitrogen is shown in Figure 1). The primary radiation is
composed of highly energetic particles, mainly protons
and helium nuclei, which are believed to have been
accelerated in shock waves associated with supernovas
occurring throughout the Milky Way (Uchiyama et al.,
2007). Energetic primaries collide with atmospheric gas
molecules, unleashing cascades of secondary protons,
neutrons, and other subatomic particles, some of which
penetrate to sea level.

The neutrons utilized for passive water content mea-
surements are generated mainly by cascade neutrons
interacting with matter. Fast neutrons are produced in
two types of interactions. A cascade neutron can transfer
kinetic energy to an entire target nucleus, raising it to an
excited energy state. The nucleus then cools off by “evap-
oration,” that is, the emission of fast neutrons in random
directions. Cascade neutrons with higher energies will
tend to interact at the surface of a nucleus, dislodging the
outermost neutrons in a mostly forward direction (Krane,
1987). Regardless of how they are produced, fast neutrons
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are scattered elastically in random directions until they are
eventually absorbed by soil or atmospheric nuclei.

Fast neutron intensity at the land surface reflects the
equilibrium between production, moderation, and absorp-
tion of neutrons in the ground and atmosphere (Figure 2).
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Cosmic-Ray Hydrometeorology, Figure 1 Atmospheric particle
cascade simulated with the radiation transport code Monte Carlo
N-Particle eXtended (MCNPX — Pelowitz, 2005). A 10 GeV primary
cosmic-ray proton collides with atmospheric nitrogen,
triggering a particle cascade that reaches sea level. Fast neutrons
are generated at each collision marked by a circle. The fast
neutrons are scattered in random directions as they are
moderated and eventually become captured.

Neutrons are scattered between the ground, which tends to
be the better moderator when wet, and the atmosphere,
which is the better thermal neutron absorber. Any change
in water content at the land surface disturbs this equilib-
rium. An increase in the amount of soil water or snow
decreases the intensity in the fast to epithermal region
because neutrons are more efficiently reduced to lower
energies through collisions with hydrogen. Conversely,
thermal neutron intensity first increases with increasing
water content and then decreases monotonically. This
behavior is explained by the competing roles of hydrogen
as an absorber and moderator. Initially, a small increase in
water content rapidly increases the rate of thermalization,
which increases the thermal neutron flux. But above a few
percent gravimetric soil moisture content, the role of
hydrogen as a moderator is challenged by its tendency to
absorb neutrons.

Retrieval of soil moisture

For a wide range of soil compositions, a “universal”
shape-defining function can be used to convert neutron
counting rates to soil water content for typical
silica-dominated soils (Figure 3). This function is valid
for neutrons in the epithermal to fast part of the spectrum
(10°-10° eV), where neutron absorption is minor.
A calibration curve for soil water content has been
obtained by fitting simulated ground-level neutron fluxes
to the semiempirical shape-defining equation:

‘é(w/qﬁ—n‘c) M

where (¢/¢,) is the neutron intensity normalized to
a reference soil moisture state. The dependence of land
surface neutron intensity in the epithermal to fast energy
range on gravimetric soil water content is represented in
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Cosmic-Ray Hydrometeorology, Figure 2 Depth profiles of neutron intensity near the land surface for different energies simulated
with MCNPX. Between 10" and 10° eV, where elastic scattering interactions dominate, the shape of the profile and its sensitivity to soil
moisture are remarkably constant. At lower energies (<10~ eV), thermal neutron absorption becomes important and the shape of
the profile reflects the strong contrast between the absorbing properties of the ground and atmosphere. At higher energies
(>10% eV) the profile reflects exponential attenuation expected for cascade neutrons.
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Cosmic-Ray Hydrometeorology, Figure 3 The dependence of
neutron intensity on soil water content at 0-2 m above the
ground according to MCNPX calculations for a soil matrix with
pure SiO,. For comparison, a curve for a pure CaCO 3 soil matrix
is also shown.

silica-dominated soils by A = 0.562, B = 0.060, C =
0.942, D = 0.449, with the reference state dry soil. The
shape of the function is not significantly altered by differ-
ences in soil texture, salinity, bulk density, or moderate
amounts of carbonates or organic matter in soil.

Although the shape of the calibration function is largely
invariant, the absolute “source” neutron intensity is highly
variable across the surface of the Earth. In other words, the
calibration function can translate on the intensity axis
depending on location. Elevation differences are responsi-
ble for the biggest differences in source intensity. The ele-
vation effect is more accurately described as a function of
the mass shielding depth at a site, which is the product of
atmospherlc depth and air density and is expressed in units
of g cm 2. Local barometric pressure readings are usually
an acceptable proxy for mass shielding depth. Neutron-
generating cascades are attenuated exponentially as
a function of mass shielding according to

by = ¢y exp[(x1 — x2)/A] 2)

where ¢, and ¢, are the neutron intensities at depths
x; and x, (g cm 2) and the attenuation length A i
~ 130 g cm ? at high to mid-latitudes (Desilets et al
2006). According to this relationship, the neutron 1ntens1ty
at an elevation of 3,000 m (750 g cm™?) is almost nine
times greater than at sea level (1,033 g cm™?). Neutron
intensity decreases by about half from high and mid-
latitudes to the equator due to stronger magnetic shielding
of primary cosmic rays at lower geomagnetic latitude. The
elemental composition of soil may also have some effect
on neutron source intensity because of differences

between elements in the number of neutrons emitted
following excitation.

The spatial variability in cosmic-ray intensity means
that the calibration function must be normalized to the
local neutron source strength. This can be accomplished
by obtaining at least one field calibration point. Because
the radius of influence is large, many field samples are
usually needed in order to obtain an areally representative
average moisture (e.g., Western and Bloschl, 1999;
Famiglietti et al., 2008). Different strategies to obtaining
this point may be employed. One consideration is that
average soil water content is ideally in the middle of the
anticipated moisture range. Another consideration is that
samples should be collected when the distribution of soil
moisture is expected to be fairly uniform, in order to
reduce the number of samples required for representative-
ness. A calibration is transferrable to another site if the
topography, biomass concentration, and soil composition
are similar between the two sites and elevations and lati-
tudes are similar. Differences in source neutron intensity
related to elevation and latitude can be compensated for
by applying published scaling factors for neutron intensity
(e.g., Desilets et al., 2006).

Counting rates should also be corrected for fluctuations
in neutron source intensity over time. These are related
mainly to variations in barometric pressure and solar activ-
ity. Corrections for barometric pressure can be made with
Equation 2 using local pressure data and the local attenu-
ation length for neutron-generating cosmic rays. Changes
related to solar activity can be corrected using publicly
available data from the global network of neutron moni-
tors (Kuwabara et al., 2006).

Measuring neutron intensity

Neutron detectors tend to be most sensitive over a limited
range of energies. The optimal sen51t1v1ty for 5011 moisture
measurements is in the epithermal (10°-10' eV) range
because a reasonably high count rate can be achieved
while sensitivity to neutron absorbers is minimized.
Although the sha ape of the calibration function is nearly
constant up to 10” eV, neutron intensity drops off rapidly
with energy according to a 1/E law (Glasstone and Edlund,
1952). Measurements at higher energies therefore require
larger or more efficient detectors or longer averaging
times in order to compensate for lower neutron intensity.
The analytical precision of soil moisture determinations
is governed by Poissonian statistics, which assumes that
neutron counts are uncorrelated. The coefficient of varia-
tion is given by N %° where N is the counting rate.
A precision of better than 2—3 % for 1 h of counting is
easily achieved at sea level using portable equipment.

Sample volume

A major advantage of subaerial cosmic-ray measurements
is that a large area can be sampled noninvasively from the
ground or a low-flying aircraft. The radius of influence for
86 % (two e-fold drops) of the counts is 350 m at sea level
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for a ground based, omnidirectionally sensitive neutron
detector. Several factors are responsible for the large
radius of influence: the neutron source is distributed
across the land surface, the mean free path for atmospheric
collisions is on the order of 30 m, and trajectories are
randomized through collisions in the atmosphere. The
footprint increases with elevation in proportion to the
atmospheric collision mean free path length, which is
inversely proportional to atmospheric pressure. The
measurement depth depends strongly on soil moisture,
ranging from 0.6 in dry soil to 0.2 m in saturated soil for
86 % of the response.

Summary

Soil water content can be inferred from subaerial measure-
ments of cosmic-ray neutron intensity. The hydrogen in
soil water dominates the moderating power in the land sur-
face environment. Through its ability to moderate and
absorb neutrons, hydrogen exerts a strong control on neu-
tron fluxes in the fast to thermal energy range. Cosmic-ray
measurements are passive, noninvasive, noncontact, and
represent a sample area of tens of hectares and a depth of
tens of centimeters. The method has moderate power
demands and data processing and transmission require-
ments, which makes it particularly well suited for
long-term monitoring and field campaigns. A promising
direction for future research is coupling neutron observa-
tions to land surface models and possibly even inverting
neutron data to obtain soil properties and evapotranspira-
tion. Furthermore, advances in neutron detection technol-
ogy, for example, in the area of directionally sensitive
neutron detectors (Mascarenhas et al., 2006), have the
potential to open new applications and spatial scales for
hydrologic measurements.
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COST BENEFIT ASSESSMENT

Molly Macauley
Resources for the Future, Washington, DC, USA

Synonyms
Cost savings; Economic benefit; Net benefit; Societal
benefit; Value of information

Definition

The “costs” of remote sensing usually refer to the direct
monetary costs of designing, testing, constructing,
deploying, operating, and maintaining the hardware
(instruments, platforms, supporting infrastructure, com-
munications networks) of remote sensing devices. These
are typically the cameras, radar, lidar, or other instruments
carried on aircraft or spacecraft for purposes of observing
Earth processes (in situ remote sensing involves the hand-
carrying of these devices). Costs also include the expenses
of designing, testing, operating, and maintaining the soft-
ware and other tools associated with using the data
acquired from remote sensing instruments. Additional
costs include those of personnel and may range from sala-
ries of administrative and engineering experts to training
and salaries of scientific researchers and the final “con-
sumers” who use remote sensing for decision making.
“Benefits” refer to the enhanced knowledge or scientific
understanding gained from remote sensing as well as the
practical applications which remote sensing data may con-
tribute to. Benefits may be expressed in monetary mea-
sures or other quantitative measures such as “a
percentage improvement in accuracy” or qualitative
descriptions. “Cost benefit assessment” links costs and
benefits in an attempt to measure the net gain from remote
sensing — what benefits does it provide, after accounting
for the costs incurred to glean those benefits?
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Introduction

A decision whether to invest in remote sensing can be
informed by understanding its costs and benefits. These
costs and benefits are relevant to many decision makers,
ranging from public officials who invest in remote sensing
systems to consumers of information, such as managers
of natural and environmental resources and the public at
large.

Discussion
Costs

Although measuring the costs of remote sensing systems
may be thought to be straightforward, accounting for all
costs may be difficult in practice. The costs of hardware,
software, and personnel may not be easily identified if
they are included within broad categories in some cost
accounting systems, making it difficult to assign costs spe-
cifically to a remote sensing system. For many users of
remote sensing, data may be provided freely or at
a marginal cost of reproduction, in which case costs as
reported in budget statements may not represent the full
cost to society of investment in a remote sensing system.
In addition, the costs incurred to use remote sensing data
may include common resources, such as shared com-
puters, communications devices, and personnel, for which
the allocation of cost among uses of shared facilities is dif-
ficult. In a study of how remote sensing data are
transformed into information for managers of natural and
environmental resources, such as national or local agen-
cies or agricultural or geologic exploration companies,
the National Research Council (NRC, 2001) identifies
arange of indirect costs of transforming “data” into useful
“information.” One of the conclusions of the NRC (p. 16)
is that “transforming technical data into a form that is
meaningful to nontechnical users — a process often includ-
ing either the integration of remote sensing data with other
types of data or scientific research to characterize the data
(or both) — is highly dependent on the information require-
ments of applied users and on the skills of technical
experts.” The NRC concludes that this process is poorly
developed and an impediment — a cost — in effective use
of remote sensing.

Benefits

Benefits of remote sensing include enhanced scientific
understanding of the FEarth and Earth processes,
improved ability to make decisions in managing natural
and environmental resources, and, arguably, the pres-
tige-accorded demonstration of technological prowess
in building and deploying a remote sensing system or
even the benefits to national or regional security associ-
ated with remote sensing of Earth resources. Benefits
can accrue to the private sector as well as the public
sector; in fact, some remote sensing systems are owned
and operated exclusively by the private sector or as

joint arrangements between the private and public
sectors.

The National Research Council (NRC, 2008) discusses
the enhanced scientific understanding of the Earth
and Earth processes from remote sensing. These accom-
plishments (benefits) include monitoring global strato-
spheric ozone depletion, detecting tropospheric ozone,
measuring the Earth’s radiation budget, generating synop-
tic weather imagery, assimilating data for sophisticated
numerical weather prediction, discovering the dynamics
of'ice sheet flows, detecting mesoscale variability of ocean
surface topography and its importance in ocean mixing,
observing the role of the ocean in climate variability, mon-
itoring agricultural lands for a famine early warning sys-
tem, and determining the Earth reference frame with
unprecedented accuracy (see NRC, 2008, Table S.1, p. 4).

Numerous case studies have examined the benefits
of applications of remote sensing for managing environ-
mental and natural resources (for instance, see Battese,
1988; Ning, 1996; Nelson, 1997; Dudhani, 2006; Ward,
2000). Most of these studies express the benefits of remote
sensing in terms of percentage improvements in statistical
measures of accuracy; fewer studies express benefits in
monetary terms. The primary difficulty in attempting to
monetize benefits of remote sensing is that the environ-
mental and natural resources themselves are typically
“public goods,” that is, resources which, unlike ordinary
goods and services, are not exchanged in markets (see
Macauley, 2006 for a discussion of the challenges in valu-
ing “information” such as remote sensing). Accordingly, it
is difficult to ascribe monetary value to remote sensing
data about nonmarketed resources. Bouma and coauthors
(2009) carry out a case study of the value of satellite
remote sensing of water quality in the North Sea and are
able to monetize benefits in terms of the costs saved by
water managers. Williamson and coauthors describe the
economic value of remote sensing in improving forecasts
of natural disasters in terms of reducing loss of life, prop-
erty damage, and other costs. These approaches thus
illustrate ways in which to express benefits in financial
terms, but this line of research remains small and
fragmented. And, because remote sensing data can often
serve multiple purposes (remote sensing of land use, for
instance, can inform highway planning as well as forecasts
of agricultural production), a “unit” of data may be
undervalued if only one of many applications of the data
is evaluated in a case study.

Assessing costs and benefits

Few studies have attempted to assess the net benefits —
that is, comparing both the costs and benefits of remote
sensing and quantifying the extent to which benefits
exceed costs. Given the difficulty in monetizing benefits,
quantitatively relating benefits and costs is obviously even
more difficult. In the few instances when benefits and
costs are expressed in common units (say, dollars), the
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comparison is easier. For example, if benefits are
expressed in terms of costs saved, and if cost data
are available, then benefits and costs can be compared
(Bouma and coauthors make this comparison, for
instance). If benefits and costs are combined, a general
rule of thumb in benefit and cost assessment is that the
difference between benefits and costs is preferred to the
ratio between benefits and costs. Using the difference
avoids the problem of whether a benefit is a negative cost,
which can lead to ambiguous results when using the ratio
rather than the numerical difference. (An example: In esti-
mating the benefits of remote sensing in monitoring air
pollution, is a reduction in pollution a benefit or an
avoided cost? Expressing the reduction as a benefit or a
cost will not affect the difference but will affect the result
if benefits and costs are expressed as a ratio.)

Conclusion

Assessing the benefits and costs of remote sensing is
one of the challenges of ascertaining the appropriate
amount of investment a society should undertake in
remote sensing systems. When is the cost of these sys-
tems justified by the benefits they confer? For
a variety of reasons, quantifying costs and benefits is
difficult. Expressing benefits in financial terms is partic-
ularly difficult, as remote sensing data may confer ben-
efits in the form of new knowledge or about natural
resources (air, water, climate, land, oceans) and the envi-
ronment (air and water quality, land use). Society values
these benefits, but ascribing monetary value to them is
quite difficult.
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CROP STRESS
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Synonyms
Insect infestation; Nitrogen deficiency; Water deficiency;
Weed infestation

Definitions

Crop stress. Crop response to environmental factors that
results in suboptimal crop production.

Introduction

Crop stress is the plant response to environmental factors
that ultimately results in suboptimal crop production.
The environmental factors of primary interest to US corn,
cotton, soybean, and wheat producers are water, nutrients,
weeds, and insects. Not coincidentally, these are also the
factors that are most easily managed through irrigation
and applications of fertilizer, herbicides, and pesticides.
Crops are generally managed to minimize crop stress
within the constraints of producing a profitable yield and
minimizing environmental impact. The day-to-day man-
agement decisions to achieve this delicate balance are
based in part on information about the extent, duration,
and cause of crop stress. The role of remote sensing in crop
management is to provide such information about crop
stress using sensors that acquire data in the visible (VIS),
near-infrared (NIR), short-wave infrared (SWIR), thermal
infrared (TIR), and synthetic aperture radar (SAR) wave-
lengths. A first step is to understand the physical plant
manifestations associated with crop stress that are most
easily detected with optical and microwave remote
sensing.

Plant manifestations of crop stress

Water stress affects the plant leaf canopy by two primary
mechanisms (Rosenthal et al., 1987). The first involves
the closure of leaf stomata, which results in a reduction in
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photosynthesis and transpiration. The associated increase
in leaf temperature can be detected using remote sensing
in the thermal infrared wavelengths (Jackson et al., 1981).
The second mechanism involves a decrease in leaf expan-
sion and an increase in leaf senescence. The reduction in
plant leaf canopy development in comparison to well-
watered plants can be detected through estimates of LAI
or ground cover made using remote sensing in the visible
wavelengths (Maas and Rajan, 2008). The mechanism
affecting leaf stomata is initiated when available soil water
in the root zone falls below 30 %. In contrast, the mecha-
nism affecting leaf expansion and senescence is initiated
when available soil water in the root zone falls below
50 %. Thus, leaf expansion and senescence typically are
affected by water stress before photosynthesis and transpi-
ration. There are a number of secondary effects of water
stress that are associated with the adaptation of plants to
the decrease in water availability.

The crop physiological adaptations to transient water
deficit range from changes in canopy architecture to
adjustments in leaf osmotic potential (Turner, 1977).
Many of these adaptations have a pronounced effect on
spectral reflectance and SAR backscatter and the optical
properties of plants that allow stress detection with remote
sensing. Crops have the capacity for developmental plas-
ticity to complete the life cycle before serious water defi-
cits develop. For example, studies have shown that
wheat can hasten maturity in response to mild water defi-
cits at the critical time between flowering and maturity. To
endure prolonged water deficit while maintaining high
water potential, some crops reduce water loss through
increased epidermal waxes of leaves and a reduction in
general plant productivity. Other adaptations are to reduce
the radiation absorbed by the plant through leaf movement
(e.g., leaf cupping, paraheliotropism, or wilting) or to
reduce leaf area through decreased leaf expansion,
reduced tillering and branching, and leaf shedding. It is
generally reported that leaves under water stress show
a decrease in reflectance in the NIR spectrum and
a reduced red absorption in the chlorophyll active band
(0.68 pm); however, Guyot et al. (1984) found that it
was necessary to have an extremely severe water stress
to affect the leaf reflective properties. In the TIR, there is
a direct link between the process of plant water evapora-
tion and the plant thermal response (i.e., water evaporates
and cools the leaves) explained by Jackson et al. (1981).

Like crop water stress, crop nutrient stress has a direct
effect on crop growth and development. Nitrogen is fre-
quently the major limiting nutrient in agricultural soils.
Leaves deficient in nitrogen absorb less and scatter more
visible light (Schepers et al., 1996). Due to the link
between leaf chlorophyll and nitrogen concentrations
(Daughtry et al., 2000), leaves marginally deficient in
nitrogen may appear a lighter, less saturated shade of
green, and more severely nitrogen-stressed leaves may
appear yellowish green and chlorotic. Thomas and
Oerther (1972) found that with nitrogen deficiency, the
visible reflectance increased (due to decreasing

chlorophyll content) and the NIR and SWIR reflectances
decreased (due to decreasing number of cell layers). Nutri-
ent deficiencies in crop canopies have the potential to
affect canopy architecture and the optical properties of
not only the leaf but also the stem and flower/grain head.
Manifestations of typical nutrient stresses generally
appear initially as changes in the optical properties of
leaves and only later as change in the canopy architecture
and decreased canopy biomass. The position of the red
edge (an abrupt, step increase in the leaf reflectance in
the NIR around 0.72 pm just outside the visible region)
offers a robust metric for monitoring leaf and canopy
nutrient status (Pefiuelas and Filella, 1998). Recently, the
concentration of epidermal polyphenolics, secondary
metabolites in the leaf that may be measured using
a commercially available clip-on UV absorption meter,
has shown promise as a surrogate measure of leaf nitrogen
status (see, for example, Tremblay et al., 2007; Demotes-
Mainard et al., 2008; Meyer et al., 2006).

Crop stress due to weed interference has been attributed
to many factors, including allelopathy and competition for
sunlight, soil water, and nutrients (Sikkema and Dekker,
1987). The plant manifestation of weed-induced crop
stress is generally reduced crop yields. Because weed dis-
tribution is influenced by drainage, topography, soil type,
and microclimate, crop stress in weed-infested fields is
highly variable. Variations in reflectance patterns and can-
opy temperatures over time and space may reveal crop
stress associated with soil and topographic conditions
(Wiles et al., 1992). In the early season, herbicide applica-
tion is based simply on the presence or absence of plants,
and remote sensing systems generally use the reflectance
differences between relatively wide spectral bands in the
visible and NIR spectra to make the distinction between
plants and soil or rock (Medlin et al., 2000). Post-
emergent herbicide applications require discrimination
between weeds and crops, which is generally accom-
plished by using the difference between spectral signa-
tures of crops and specific weeds or by acquiring images
when weed coloring is particularly distinctive (Brown
et al.,, 1994) or weed patches are comparatively large,
dense, and/or tall (Pérez et al., 2000).

Remote sensing is not used to directly observe insects,
but rather, to observe the damage to crop foliage and to
detect plant canopy conditions that might be conducive
to insect infestation. Early infestations of some insects
are associated with leaf senescence or mortality, resulting
in reduction in canopy density. Some crop pests not only
cause physical damage to the leaf canopy but also cause
a change in the spectral reflectance characteristics of the
affected foliage. Aphids (4Aphididae) deposit honeydew
on cotton leaves which supports the growth of sooty mold
(Aspergillus spp.), thus profoundly affected the reflectance
characteristics of the leaves, particularly in the NIR (Maas,
1998). Other pests, such as spider mites (7etranychus
spp.), can cause changes in leaf reflectance that can be
detected using remote sensing in the visible and NIR
wavelengths (Fitzgerald et al., 2001, 2004). These spectral
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signatures are distinct enough to differentiate them from
water stress effects (Fitzgerald et al., 2000). Insects are
sometimes attracted to areas within fields that contain the
most vigorous plant growth. Areas of lush cotton growth
in Louisiana were identified with spectral vegetation indi-
ces to direct scouting for the tarnished plant bug (Lygus
lineolaris) and facilitate spatially variable insecticide
applications (Willers et al., 2000).

Remote sensing of crop stress

Readers are referred to recent reviews by Moran et al.
(2004) and Hatfield et al. (2004) for an extensive summary
of remote sensing applications and products for detecting
crop stress associated with water and nutrient deficiencies
and weed and insect infestations. The greatest progress has
been made in crop water stress detection. The use of
remote sensing in irrigation scheduling has been reviewed
by Maas (2003). Some spectral crop water stress indices
have been commercialized for irrigation scheduling
(Jackson et al., 1981; Burke et al., 1988). Opportunities
for deriving crop nutrient status and pest infestation from
remote sensing have recently increased with the develop-
ment of hyperspectral and narrowband multispectral imag-
ing sensors (Gitelson et al., 2006; LaCapra et al., 1996).
The production of fine-resolution digital elevation models
(DEM) with high vertical accuracies from radar systems
provides useful supplemental information for the manage-
ment of large agricultural areas. Recent development and
launches of multispectral sensors with fine resolution has
stimulated efforts to observe the early stages of pest infes-
tations and areas with potential for pest infestations in time
for control measures (Fitzgerald et al., 2004).

Conclusions

The technologies of the future will probably include sen-
sors to measure natural and genetically induced fluores-
cence related to crop vigor (e.g., Liu et al., 1997), more
focus on multispectral data fusion including SWIR, TIR,
and microwave measurements (e.g., Jackson et al.,
2004), and increased assimilation of remotely sensed data
in crop yield models and decision support systems (e.g.,
Maas, 2005; Baez et al., 2005; Maas, 2005; Ko et al.,
2005, 2006). The latter has the potential to address one
the greatest challenges to use of remote sensing as
a source of information about crop stress — determining
the cause of crop stress. It has been particularly difficult
to discriminate crop stress due to water and nitrogen,
which often produce similar plant manifestations but
require different and costly management. Decision sup-
port systems based on crop growth theory can assimilate
producer knowledge, management history, and remote
sensing information to best determine the extent, magni-
tude, and cause of crop stress. This could lead to the
turnkey solution called for by Hatfield et al. (2008) for
application of remote sensing for agronomic decisions
suited to both specialists and nonspecialists.
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Definition

Cryosphere. It collectively describes elements of the Earth
system containing water in its frozen state and includes sea
ice, lake and river ice, snow cover, solid precipitation, gla-
ciers, ice caps, ice sheets, permafrost, and seasonally fro-
zen ground. Although a significant portion of the
world’s snow and ice is found in the polar regions,
cryosphere exists at all latitudes and in about 100
countries.

Polar regions. Earth’s polar regions are the areas of the
globe surrounding the north and south poles typically
encompassed by a line of latitude corresponding to 66°
34" north or south (i.e., between each pole and its
corresponding polar circle), which is the approximate
limit of the midnight sun and the polar night. Alterna-
tively, it can be defined as the region where the average
temperature for the warmest month (July) is below 10 °C
(50 °F).

Introduction

Knowledge of the state of the cryosphere is important for
weather and climate prediction, assessment and prediction
of sea level rise, availability of freshwater resources, nav-
igation, shipping, fishing, mineral resource exploration
and exploitation, and in many other practical applications
(IGOS, 2007). Changes to the cryosphere have far-
reaching climate and socioeconomic consequences. The
need for reliable global monitoring is essential to address
the issues of climate and cryosphere within the Earth sys-
tem. Despite its importance, the cryosphere remains one of
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the most under-sampled domains in the Earth’s climate
system.

The Cryosphere and Polar Region Observing System
(hereafter abbreviated as CryOS) shall provide a stable,
long-term monitoring capability using a combination of
in situ and remote sensing measurement capabilities
(Drinkwater et al., 2008). The satellite remote sensing part
of'this system specifically fulfills the need for regular mea-
surements of changes in the global cryosphere in response
to climate variability and change. In particular, due to the
logistical challenge of accessing the remote polar regions
and high elevation cryosphere, together with the harsh
weather conditions and extended winter-season darkness,
satellites are the primary means of making year-round,
day and night, weather-independent observations. Their
advantage also lies in their ability to obtain uniform, con-
sistent global sampling, including observations of the
north and south polar ice-covered regions and lower-
latitude mountain glaciers, permafrost, lake and river ice,
and seasonally snow-covered areas.

The objectives of the satellite element of CryOS shall
be to quantify snow- and ice-mass variability and mass,
energy, freshwater, and gas exchanges between the
cryosphere and the other elements of the Earth system
(land, atmosphere, and ocean). This system element must
respond to climate research and policy needs, socioeco-
nomic needs, and operational snow and ice service needs.
Moreover, the resulting data shall be made easily and
freely available and shall be integrated with data from air-
borne and in situ observing systems for the purpose of
developing a comprehensive record on cryospheric vari-
ability (Drinkwater et al., 2008, 2010).

Satellites contributing to CryOS must comprise a broad
range of capabilities and have the ability both to sample
the primary aspects of the cryosphere. Due to the sensitiv-
ity of the cryosphere to temperature and corresponding
short timescales on which snow and ice may change, the
system must be capable of providing global coverage with
daily sampling from broad-swath, low-resolution sensors,
complemented by high-resolution satellite sensors with
the ability to provide detailed local and regional informa-
tion, as required by the specific application.

Essential satellite elements of an observing system

The cryosphere and polar observing system must contain
the following basic satellite capabilities:

¢ Daily, all-weather, global imaging

e High-resolution all-weather polar
imaging

Surface temperature and albedo change
Ice topography/elevation/thickness change
Gravity and mass distribution and exchange
Position monitoring/navigation
Telecommunications for data relay

ice dynamics

Additionally, the geophysical products described in the
list above require a source of independent measurement

data for product validation. Together these general capa-
bilities are required to provide robust information on the
main terrestrial and marine cryospheric domains.

Terrestrial cryosphere

For the terrestrial cryosphere, CryOS shall provide
a complete picture of the snow reserves and solid precipi-
tation, river and lake ice, permafrost, seasonally frozen
ground, glaciers, ice caps, and ice sheets. This element
of the observing system bridges meteorological and
hydrological applications and ensures incorporation of
data on the appropriate cryospheric variables in the next
generation of hydrological and climate models. The basic
challenge is to provide global data with the accuracy
required for water management and disaster mitigation
(e.g., avalanches), for monitoring climate change and
variability, and for the estimation of sea level rise.

Marine cryosphere

For the marine cryosphere, CryOS shall provide regular
observations of sea ice and ice shelf characteristics and
their dynamics. Ideally these data shall be supported by
Global Ocean Observing System (GOOS) observations
of ocean temperature, salinity, dynamic topography, and
tides to understand the ocean-ice-atmosphere coupling
processes responsible for variability and changes.

The following sections treat each of the cryospheric
subdomains  which require specific monitoring
capabilities.

Snow extent and water equivalent

Terrestrial snow cover has the largest geographic extent of
the comgonents of the cryosphere covering nearly 50 mil-
lion km” of the Northern Hemisphere in winter. Snow,
with its high albedo, influences surface water and energy
fluxes, atmospheric dynamics and weather, frozen ground
and permafrost, biogeochemical fluxes, and ecosystem
dynamics.

In order to support water, weather, and climate applica-
tions, various observations of snow are required. Remote
sensing observations focus on the daily geographic extent
of snow cover and snow water equivalent (SWE; the total
water content) since these two quantities have
a fundamental control on hydrologic and ecosystem
processes.

Point measurements of solid precipitation and snow
depth on the ground are often unrepresentative of sur-
rounding areas, and so satellite remote sensing data must
be combined with these snow measurement sites to pro-
vide a consistent picture at regional or continental scale.
Satellite measurements of snow extent are typically
accomplished using visible and near-infrared sensors on
satellites in either polar low Earth orbit (LEO) or geosta-
tionary orbit (GEO). Using such multispectral measure-
ments from GOES, MSG/SEVIRI, AVHRR, MODIS,
MERIS, MISR, and AATSR, it is possible to discriminate
between snow- and cloud-covered regions and to establish
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the extent of snow cover. Currently, these sensor data are
complemented by all-weather SWE products produced
from passive and active microwave data with appropriate
frequencies such as SSM/I, AMSR-E, and ASCAT;
QuikSCAT; and Oceansat-2 Scat though their low spatial
resolution currently limits their use in hydrometeorologi-
cal models. Future multiple-frequency (Ku- and X-band),
high-resolution active microwave sensors such as
synthetic aperture radars (SAR) (see entry Data
Processing, SAR Semsors) must be developed
specifically for measurement of SWE at the relevant sub-
kilometer scale.

Solid precipitation

To date satellite precipitation measurements have greatly
increased our ability to monitor and observe liquid precip-
itation (i.e., rainfall) globally. However, a similar capabil-
ity does not yet exist at high latitudes for solid
precipitation (i.e., snow and hail). Thus, development of
a robust snowfall measurement capability remains a high
priority for the cryosphere, such that the contribution of
this critical element of the high-latitude water cycle can
be fully characterized.

River and lake ice

Lake and river ice are a key component of the terrestrial
cryosphere, and seasonal ice growth plays an important
role in regulating physical, chemical, and biological pro-
cesses. Long lake and river ice records serve as an indica-
tor of high-latitude climate variability and serve as an
important data source for initializing weather forecast
and climate models (Jeffries et al., in press). Meanwhile,
the presence of freshwater ice also has a number of socio-
economic implications ranging from transportation to the
occurrence and damaging effects of ice-jam flooding.
The observing system must be able to monitor the sea-
sonal distribution and duration of lake and river ice.
Autumn freeze-up and spring time thaw may be monitored
at high resolution (10—120 m) under daylight conditions
using Landsat MSS or TM and SPOT HRYV for small lakes
and narrow rivers, whereas for larger features the detection
of the presence of ice has more traditionally been accom-
plished using medium-resolution (250 m—1 km) visible
and infrared AVHRR and MODIS products. Nonetheless,
extensive cloud cover and periods of darkness in winter
limit their use at high latitudes. For establishing freeze-
up and break-up dates and for year-round monitoring of
seasonal ice on smaller lakes and rivers, SAR image prod-
ucts from ERS-1 and ERS-2, RADARSAT-1 and
RADARSAT-2, Envisat ASAR, ALOS PALSAR, and
TerraSAR-X may be considered more optimal (Jeffries
et al., 2005). These are complemented by scatterometer
and passive microwave monitoring of the largest lakes.

Permafrost

Permafrost is subsurface soil which remains at or
below the freezing point of water for 2 or more years.

Such permanently frozen ground and seasonally or inter-
mittently frozen ground is widespread in the Arctic, sub-
arctic, alpine, and high plateau regions, and in ice-free
areas of the Antarctic and subantarctic. In the Northern
Hemisphere, permafrost is estimated to cover approxi-
mately 23 million km? with up to 17 million km? of this
underlying exposed land (Brown et al., 1997). Seasonal
and intermittently frozen ground together occupies
approximately 56 million km” in the Northern Hemi-
sphere and includes the “active layer” over permafrost
(i.e., the layer which undergoes seasonal thawing) and
soils outside permafrost regions (Zhang et al., 2003).

Permafrost and the freeze-thaw state of land
surfaces exert a critical influence on the surface energy
balance, hydrologic cycle, ecosystems, biogeochemical
fluxes, hydrology, and weather and climate systems. Fur-
ther, permafrost thaw can have significant socioeconomic
consequences through its direct impact on structures such
as roads, buildings, railways, and pipelines.

The primary needs in permafrost areas are to determine
the terrain and its changes over time (including topogra-
phy and vegetation characteristics), in association with
the thermal state of the surface. Near surface soil
freeze-thaw state is a critical variable since it is
a primary indicator in relation to the fluxes of energy,
water, and carbon. Unlike other components of the terres-
trial cryosphere, subsurface properties of permafrost
terrain are not directly observable from remote sensing
platforms. However, many surface features of permafrost
terrain are observable with a variety of sensors ranging
from aerial photography and high-resolution optical
satellite imagery to synthetic aperture radar and satellite
passive microwave radiometry (Duguay et al., 2005;
Kaiéb, 2008).

Passive optical imaging radiometers operating at
visible and infrared wavelengths have traditionally been
used under cloud-free conditions to map changes in the
characteristics and thermal condition of permafrost ter-
rain. Very-high-resolution (0.2—5 m pixels), narrow swath
optical sensors such as EOl Hyperion, Ikonos, or
QuickBird can provide extremely detailed information
on small features of the landscape. For mapping the evolu-
tion of features over time, ASTER, ALOS PRISM, ALOS
AVNIR-2, and SPOT image data (10—100 m pixels) can
be used, with the advantage of availability of SPOT
data since the mid-1980s. For large area land cover
mapping, these are complemented by medium-resolution
(250 m—1 km pixels) broader swath imaging instruments
(such as MERIS, MODIS) providing regional to continen-
tal scale coverage on a daily basis. Low-resolution
(12-25 km pixels) image data from passive microwave
radiometers and scatterometers, for example, have the
advantage of year-round, daily, weather-independent con-
tinental scale coverage, and may be used to monitor the
circumpolar spatial and temporal details of freeze and
thaw cycles.

In addition, digital terrain models (DTMs) are also
essential for understanding and modeling permafrost and
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its evolution. High-resolution and high vertical accuracy
DTMs may be derived at high-latitude tundra perma-
frost from repeat-pass InSAR or tandem interferometry
(i.e., ERS-2-Envisat ASAR cross interferometry,
COSMO-SkyMed, or TanDEM-X) measurements. Mean-
while changes in permafrost terrain may be detected using
differential InSAR or DInSAR (i.e., the calculation of
ground deformation from the difference between two
InSAR images). In addition to InSAR techniques, lower-
precision optical DTMs can be derived from stereoscopic
optical sensors, such as SPOT HRYV, Cartosat-1, and
ALOS PRISM, or using stereophotogrammetry.

Ice sheets (topographic change,
mass change, and sea level)

Ice sheets play a key role in the climate system, locking up
vast amounts of freshwater in the form of snow and solid
ice, and by their significant influence on the energy bal-
ance of the polar regions. The two major ice sheets
remaining from the last ice age blanket most of Greenland
and Antarctica. They contain enough freshwater, in the
form of ice, to raise sea level by approximately 7.2 and
62 m, respectively (Alley et al., 2005). The inland ice rests
on bedrock, while their floating ice shelf extensions link
the ice sheet with the ocean. Ice is transported from the
inland toward the ice shelves via fast-flowing ice streams
and outlet glaciers.

Ice sheets undergo seasonal growth by snowfall and
then wasting by summer melting, with accompanying
release of freshwater into the ocean. The extent to which
ice sheets and glaciers are changing is reported as “mass
balance” by measuring the net inputs and net losses. The
totals of precipitation and accumulation, ablation, melting,
runoff, sublimation/evaporation, ice dynamics, and ice-
berg calving are reported over the course of each year
and used to compute the net balance either as a gain in
mass (positive) or negative loss of mass (negative). Ice
sheets may lose mass by a combination of dynamical pro-
cesses which govern ice stream flow across the grounding
line, or by surface ablation, basal melting, and iceberg
calving at the seaward margins of floating ice shelves.
Exchange of mass between ice sheets and oceans as fresh-
water has a major impact on both ocean circulation and sea
level and is currently estimated to contribute more than
0.3 mm/year (30 cm/century) to sea level.

Since the early 1990s, there are indications that rapid
changes are taking place particularly around the margins
of the Greenland and Antarctic ice sheets (Rignot et al.,
2008; Van Den Broeke et al., 2009). A combination of
remote sensing methods have highlighted that streaming
ice flow (i.e., ice motion) is responsible for the largest pro-
portion of mass loss from the ice sheets. By contrast, the
central plateau of both ice sheets appears to be close to
net neutral balance, with accumulation balancing ice-mass
losses.

Remote sensing of ice sheet behavior relies on the abil-
ity of the sensors to acquire data over vast areas of terrain,

during day or night and also in all-weather conditions.
Optical satellite data at visible wavelengths have been
used since the 1960s to define changes in the ice margin
and surface characteristics, with pairs of images acquired
at different times used for motion of the surface and digital
terrain model generation, the latter in stereographic mode.

Passive microwave radiometer or scatterometer images
of ice sheets are often used to measure the onset, duration,
and extent of ice sheet surface melt, since they are sensi-
tive to the appearance of melt water in snow. Each has also
been used to make estimates of mean annual snow
accumulation.

Changes in ice sheet surface elevation averaged over
large areas can be interpreted as a measure of changing
ice sheet volume. Since 1978, successive radar altimeters
have measured ice sheet and ice shelf surface elevation.
Their primary limitation has been their ability to recover
accurate data in the steep terrain around the edges of the
ice sheets. Recently, this limitation has been addressed
with the CryoSat-2 SAR interferometric radar altimeter.
The ICESat laser altimeter has also recently acquired
detailed topography around the sloping margins of the
Greenland and Antarctic ice sheets. The advantage of the
laser altimeter is its smaller measurement spot on the sur-
face, allowing more accurate elevation data, albeit limited
by optically thick cloud conditions.

SAR measurements complement the other remote sens-
ing instrument data described above, through high-
resolution observations. Since the early 1990s, SAR
images have provided a wealth of new information on
characteristics of the ice sheet surface, though the advent
of SAR interferometry (InSAR) has enabled measurement
of details of topography as well as precise details on the
motion of ice (Rignot et al., 2011). In conjunction with
ice sheet models, InSAR data provide a valuable means
to study the impact of ice stream velocity on the net loss
of ice mass.

Satellite gravity provides direct measurements of grav-
ity anomalies due to ice sheet mass unloading or ice sheet
mass change. Data from the GRACE satellite confirms
other measurements which suggest that the Greenland
and Antarctic ice sheets are losing mass around their mar-
gins over the last decade (Rignot et al., 2008; Van den
Broeke et al., 2009). The high-resolution geoid and grav-
ity anomaly data acquired by the GOCE satellite will serve
as a precise reference for elevation changes and to under-
stand the details of gravity anomalies due to isostatic
adjustments to ice-mass unloading.

The observing system for quantifying ice sheet and gla-
cier changes and their contribution to sea level include
a number of contributing measurement capabilities
(Wilson et al., 2010). Continued surveys by satellite radar
and laser altimeters are needed to provide elevation
changes over broad areas on a routine basis. These should
ideally be coupled with continued time series of interfero-
metric synthetic aperture radar InSAR) measurements of
glacier velocities to understand changes in ice thickness
due to ice discharge. In addition, time series of satellite
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gravimetric measurements of the static and time-varying
components of the gravity field reveal net ice-mass
changes over large regions and entire ice sheets. Periodic
surveys by optical systems may also be beneficial as
another means of mapping of changes in ice stream mar-
gins, ice shelves, or for complementary Digital Elevation
Model generation.

Sea ice extent and concentration

A significant fraction of the surface of the world’s polar
ocean is frozen at any given time. Sea ice grows seasonally
from 7 to 16 x 10° km? in the Northern Hemisphere and
from 3 to 19 x 10° km? in the Southern Hemisphere, cov-
ering up to about 10 % of the surface area of each hemi-
sphere at the respective winter peak. Arctic sea ice
observations over the last 30 years indicate significant
decreases in total area and extent of sea ice, although
regional patterns of change can be highly variable and
indicate opposing patterns of growth or decay in extent
on interannual to decadal timescales.

Polar sea ice has an important climate regulating
impact by limiting exchanges of momentum, heat,
and moisture between the ocean and atmosphere. Due
to the large difference in albedo between ice and
ocean, reductions in sea ice extent by melting result
in more heat being absorbed by the ocean, thereby
amplifying the effects of high-latitude warming. Sea
ice redistributes salt and freshwater by rejecting brine
when it freezes, transporting freshwater by ice drift,
and ultimately by depositing this freshwater in the
upper ocean during summer melt. Thus sea ice vari-
ability exerts a considerable impact on the regional
energy and freshwater budgets, as well as directly
impacting the temperature, salinity, and buoyancy of
brine in the upper ocean.

Daily observations of sea ice extent and concentration
(fractional coverage of ice in a given area) are required
to understand the thermodynamic evolution of the sea
ice cover on seasonal to interannual timescales (Breivik
et al.,, 2010). Satellite passive microwave radiometer
observations (from ESMR, SMMR, SSM/I, and AMSR-
E) have traditionally been used for this purpose as they
are capable of daily mapping of the entire sea ice cover
of both polar regions. The 30 year continuous time series
of dual-polarized, multifrequency passive microwave
radiometer data spanning the period from 1979 until the
present day (Cavalieri et al., 1996; Comiso et al., 2003)
has become the backbone of the sea ice monitoring system
(see http://www.nsidc.org/seaice/). More recently, radar
scatterometer images have been used to complement these
radiometer data (Long et al., 2001). Their combination
helps to distinguish between seasonal and perennial, or
multiyear, ice and to provide more robust information on
ice conditions during surface melting conditions. This
synergy allows more robust retrieval of sea ice character-
istics in operational sea ice products (e.g., EUMETSAT
sea ice products: http://saf.met.no/p/ice).

Daily passive microwave radiometer observations have
been supplemented by continuous visible and infrared
very-high-resolution radiometer (1 km pixels) data since
the 1970s with the NOAA AVHRR instrument series
and DMSP OLS. More recently, the NASA Moderate
Resolution Imaging Spectroradiometer (MODIS) added
to this capability. During cloud-free, sunlit periods, this
class of sensors provides supplemental information on
ice concentration and ice characteristics such as albedo
and thickness from reflective characteristics. During the
cold season, cloud-free infrared data may also be used to
derive ice surface temperature using a split-window tech-
nique which employs two thermal bands (typically at 11
and 12 pm).

The advent of SAR has revolutionized the capability to
study sea ice at much higher resolution. Since the early
1990s, SAR has provided detailed images of sea ice at spa-
tial resolutions of up to 30 m, including information frac-
ture or lead locations/orientations with relatively thin ice,
and information on ice ridging with relatively thicker,
deformed ice. Wide-swath SAR (up to 500 km wide
swath) has added the capability to deliver synoptic-scale
coverage (up to 1,000 km) on timescales of 1-3 days, with
complete Arctic coverage on a weekly basis (Kwok et al.,
1999).

Sea ice thickness and dynamics

In order to fully appreciate the variability in sea ice mass
and volume in response to climate variability, it is also
required to measure sea ice thickness and drift dynamics.
Both variables are essential to partition the role of thermo-
dynamic and dynamic contributions to ice thickness
changes, or to quantify advective fluxes of freshwater in
the form of ice.

Ice drift data are derived from image pairs of the same
region typically spaced at intervals of one to several days,
using a variety of computer tracking algorithms which
measure displacement of ice features over time. Daily pas-
sive microwave radiometer and scatterometer products
have been used as a basis for Arctic and Antarctic ice drift
products (Breivik et al., 2010), with merging of the drift
fields from these two instruments providing more reliable
results over several day intervals (Lavergne et al., 2010).
Notably, the accuracy of these products is limited by the
resolution of the sensor and the intervals between images,
which prevents the details of ice drift to be recorded on
short time (<2 days) and space (<10 km grid) scales.
For this purpose wide-swath SAR data from RADARSAT
and Envisat ASAR have been used to estimate ice drift on
amuch finer grid, limited only by the image resolution and
pixel spacing of 100—150 m. Using consistent time series
of such products, it is possible to resolve the details of ice
drift velocity and divergence and convergence of the ice,
together with the dynamical thickening and drift-related
area flux of sea ice (Kwok, 2011).

Since data from active and passive microwave imaging
sensors do not contain sea ice thickness information
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content, it was necessary to develop this capability. Radar
altimeter measurements of ice surface elevation or free-
board (i.e., the difference in elevation between the ice sur-
face and sea level in leads), together with ice density and
snow-loading information, allow conversion of freeboard
to ice thickness along profiles across the ice surface. Both
the ICESat lidar and CryoSat-2 radar altimeter missions,
with their higher resolution and measurement precision,
allow changes in thickness and volume of sea ice to be
estimated over sea ice cover.

The final goal of combination of sea ice thickness, con-
centration, and dynamics data is to make a complete
estimation of ice volume fluxes (Kwok et al., 2009;
Kwok, 2011). Using time series of each of these quanti-
ties, it becomes possible to estimate the seasonal to
interannual variability in ice fluxes and, thus, the variabil-
ity in transport of freshwater from high to lower latitudes.

With the future combination of passive microwave
radiometers such as SSM/I and JPSS/MIS, and C-band
SAR such as RADARSAT-2 and RADARSAT-3, and
GMES Sentinel-1, and SAR altimeters such as CryoSat-
2 and GMES Sentinel-3, a robust sea ice observing system
component is assured for the next decade or so.

Albedo and surface temperature measurements

Observations of broadband albedo and surface tempera-
ture are required for characterizing surface-atmosphere
radiation budgets and energy exchanges over polar snow,
ice, land, and ocean surfaces. Albedo varies considerably
for different snow and ice surface properties (from 35 %
to 95 %), and changes dramatically with snow metamor-
phism due to temperature variability or melting, or under-
lying surface properties (Perovich et al, 2002).
Broadband albedo measurements are accomplished by
passive, multi-angle optical measurements in the visible
and shortwave-infrared spectral range.

Surface temperature of snow, ice, ocean, or frozen
ground is also important for the determination of energy
exchanges and for understanding onset of processes such
as snow metamorphism or freeze and thaw. Accurate tem-
perature observations help constrain surface radiative and
turbulent fluxes, and can help improve water and energy
budgets for the cryosphere.

To date these measurements have been accomplished
by passive visible and infrared radiometers operating in
the visible and infrared range such as AVHRR, ASTER,
ATSR, AATSR, MODIS, MISR, and MERIS instruments,
with the future continuity in measurements secured
with the future GMES Sentinel-3 OLCI and SLSTR
instruments, and the NPP and JPSS VIIRS instrument
successors to MODIS.

Gravity and the geoid

The measurement of small spatial and temporal variations
in the Earth’s gravity and of the geoid (i.e., equipotential
reference surface) are required to quantify snow- and
ice-mass distribution and mass transports including

freshwater exchange between land, ocean, ice, and atmo-
sphere and for constraining heat, energy, and freshwater
cycling through the Earth system.

Since 2000, three missions have contributed valuable
data to meet these needs. The CHAMP, GRACE, and
GOCE satellites have sequentially improved knowledge
of the static gravity and geoid, while GRACE has revolu-
tionized our understanding of the time-variable compo-
nent of the gravity field. The GOCE mission promises
to deliver a revolutionary accuracy in the static geoid over
its operating lifetime. Gravity gradients from its funda-
mentally new gradiometer instrument, coupled with pre-
cise orbit information, give access to approximately
2 cm geoid accuracy at 100 km spatial resolution. This
geoid promises a uniform global reference level for altim-
eter detection of regional dynamic ocean topography or
sub-centimeter eustatic sea level changes (see entry Sea
Level Rise) (over a nominal satellite lifetime of several
years) in response to ice sheet melting (Wilson et al.,
2010).

The GRACE follow-on (GRACE-FO) mission, cur-
rently being prepared for launch in 2016, is designed to
provide a gap-free succession of data between the current
GRACE mission and an upgraded GRACE-II planned for
launch in the 2020 timeframe. GRACE-FO will continue
to map the Earth’s gravitational field with regional
resolution and monthly variability.

Other infrastructure considerations

For the polar and cryospheric observing system to fulfill
all essential needs, it is necessary to consider also
a number of other critical issues which indirectly require
other satellite remote sensing capabilities.

Ground-based observations

As opposed to remote sensing measurements, in situ mea-
surements are made in direct contact with the medium of
interest and typically result in sparse or sporadic observa-
tions in space or time (i.e., by comparison to the satellite
data). Independent in situ, surface-based measurements
of known quality of the physical state of the relevant
cryospheric subdomain, or atmosphere, land, or ocean
are required to understand the physical processes at work
and to validate the satellite data products. Reference
observation networks of autonomous or manned stations
are needed for this purpose. Capabilities include precipita-
tion (solid/liquid); snow water equivalent; vertical profiles
of temperature, physical, and dielectric properties; satel-
lite-tracked buoys (ice/ocean); automatic weather stations;
and glacier or ice sheet GNSS survey reference sites.

Satellite communications and positioning

Operations in the polar regions and particular navigation
in sea ice require a combination of satellite-based commu-
nications and accurate positioning. Many in situ observing
measurement systems rely on some combination of
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positioning, and satellite communications/data relay to
operate successfully (e.g., autonomous drifting buoys).

Communications satellites are invaluable to telecom-
munications uses such as data relay in the polar regions.
Modern communications satellites use a variety of orbits
including geostationary orbits, elliptical (e.g., Molniya)
orbits, and other and low (polar and nonpolar) Earth
orbits. Communications satellites provide a microwave-
based radio relay capability which today is used exten-
sively for mobile applications such as communications
to ships, aircraft, and handheld terminals, for which, in
polar regions, alternative technologies do not exist. New
highly elliptical orbiting polar communications and
weather satellite systems such as the Canadian Polar Com-
munications and Weather (PCW) and Russian Arktika sat-
ellites are currently in development to improve monitoring
capability and high-latitude activities.

Today, accurate navigation and positioning has become
dependent on satellite aids such as satellite navigation or
Global Navigation Satellite Systems (GNSS) such as the
currently operational US Global Positioning System
(GPS) and the developing European GALILEQO, the Rus-
sian GLONASS, and the Chinese BeiDou-2 (or COM-
PASS) systems.

Measurement reference frames

An accurate and stable measurement reference frame is
essential for most precise remote sensing measurement
techniques such as the altimetry and InSAR techniques
discussed earlier (Wilson et al., 2010). This requires the
following:

o Sustained support for satellite remote sensing tools
integral to the International Terrestrial Reference Frame
(ITRF), including satellite laser ranging, very-long-
baseline interferometry, DORIS, and GNSS

¢ Inclusion of observations of the static gravity field from
GOCE and other stand-alone missions to determine
a precise, high spatial resolution geoid

e ITRF accurate to approximately 1 mm and stable to
approximately 0.1 mm/year or better, in order to be able
to understand the consequences of a changing
cryosphere upon the rate of sea level change

Remote sensing product validation

One of the shortcomings in cryospheric remote sensing
measurements is that algorithms used to retrieve geophys-
ical data products may be sensitive to spatial variability,
topography, atmospheric propagation, or other diurnally
or seasonally driven physical effects. To check the robust-
ness of measurements and veracity of the resulting prod-
ucts over time, it is necessary to perform product
validation.

Independent validation measurement data are typi-
cally acquired during in situ experiments synchronized
with the satellite overpass times, at specific carefully
selected instrumented sites. In situ measurements must
also be made at the appropriate time and space scale for

effective comparison with the satellite sampling.
Comparison of well-calibrated in situ measurements with
the satellite data products allows the evaluation of the
consistency of measurements over time, and for the
sources of uncertainties and biases in the satellite data
to be rigorously quantified.

Validation of cryospheric products also relies on critical
ancillary data provided by existing in situ measurement
networks which report regularly via the Global Telecom-
munications System (GTS) or other satellite communica-
tion links. These networks include buoys in the ocean
and sea ice pack, Global Observing System (GOS)
weather stations and snow cover monitoring sites, and
other terrestrial network sites comprising the Global
Terrestrial Networks for Permafrost (GTN-P) and Glaciers
(GTN-QG).

Summary

Due to the complex interrelationships between the terres-
trial, alpine, and marine elements of the cryosphere, the
space component of the cryospheric and polar region
observing system (CryOS) is needed to provide compre-
hensive information on all cryospheric domains. Methods
of remotely sensed observations may be common to these
domains, and thus the principal challenge for CryOS is to
identify ways to develop, coordinate, maintain, and
sustain these remote sensing observations within the
GEOSS framework (Drinkwater et al., 2008; Jezek and
Drinkwater, 2010).

Notably, the cryospheric and polar region observing
system is recognized to require more than remote sensing
measurements of snow and ice properties from satellites or
airborne platforms. It must also include complementary
networks of ground-based instrumentation as well as other
capabilities such as modeling, data assimilation, and
reanalysis systems and comprehensive data archiving
and management systems.
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Definition
The cryosphere is defined as the part of the earth’s surface
where the water is in solid form. It includes the sea ice,
lake and river ice, glaciers and mountain ice caps, ice
sheets, snow cover, and the frozen ground (including per-
mafrost). The cryosphere is important to global climate
due to its high reflectivity (albedo) of the sun’s rays.
Changes in the cryosphere affect the global heat balance
and thus modulate the global climate.

Albedo is the reflectivity of the earth’s surface to the
incoming solar radiation (sunlight).

Introduction

The cryosphere is an integral part of the earth’s climate
system. It is closely linked to the earth’s surface energy
budget, the water cycle, sea level changes, and the sur-
face gas exchanges. Presently, the cryosphere on land
contains about 75 % of the world’s freshwater, mostly
in the Greenland ice sheet and the Antarctic ice sheet.
The total melt of these two ice sheets would increase
the global sea level by about 64 m. In the past million
years, the cryosphere has gone through significant
changes on different time scales, such as the Ice Age.
When the global climate cools, the cryosphere expands,
and when the global climate warms, the cryosphere
shrinks. On the other hand, the cryosphere not only
responds passively to changes in the global climate, it
also actively modifies the global climate through the
albedo feedback. In general, roughly 80—-90 % of the
sun’s rays reaching the snow or ice surface are reflected
back into space. In contrast, only 10 % of the sun’s
rays are reflected back to space from the ocean surface.
In a colder climate, the growth of sea ice and the snow
cover and ice sheets on land would increase the albedo,
which reflects more of the sun’s rays back into space
and reduces the heat absorption by the earth’s climate
system, leading to a further cooling effect of the climate.
In a warmer climate, the shrinkage of the cryosphere
would reduce the global albedo, thus allowing more of
the sun’s rays to be absorbed by the earth’s climate sys-
tem and make the climate even warmer. This is
a positive feedback.

Present state of the cryosphere
Mean state of the cryosphere

Currently, about 10 % of the earth’s land area is covered
by ice, mostly in the Antarctic and Greenland; only
a tiny fraction lies in the ice caps and mountain glaciers.
In the annual mean, sea ice covers about 7 % of the earth’s
ocean area. In the Northern Hemisphere, the maximum sea
ice extent is about 15 million square kilometers in winter,
with a minimum of about 3.6 million square kilometers in
summer in the Arctic and the adjacent seas. In the South-
ern Hemisphere, the sea ice covers about 19 million square
kilometers of ocean in winter and about 3 million square
kilometers in summer. In the Northern Hemisphere winter

season, snow covers about 33 % of the land north of the
equator and reaches 49 % in midwinter. Since the land area
south of 40 °S is very small in the Southern Hemisphere,
the region with snow cover in winter is small, except for
Antarctica. The frozen ground (including both seasonally
frozen ground and permafrost) covers about 51 % of the
land area in the Northern Hemisphere in winter, of which
about half is permafrost.

Changes of the cryosphere during the twentieth
century

Based on both historical and satellite observations, the
snow cover has declined in spring and summer in the
Northern Hemisphere since the early 1920s, especially
since the late 1970s, but the changes are small in winter
(Lemke et al., 2007). In the Southern Hemisphere, little
or no long-term trend is found from the satellite observa-
tions for the last three decades, but there is substantial
interannual variability.

For the river and lake ice, studies show that the freeze-
up date in the late fall is later, with a rate of change of 5.8
=+ 1.6 days per century, and the break-up date is earlier,
changing at a rate of 6.5 + 1.2 days per century for
selected rivers and lakes in the Northern Hemisphere
(Magnuson et al., 2000).

In terms of sea ice, the satellite observations show
a significant declining trend (—7.4 £ 2.4 % per decade from
1979 to 2005) for the Northern Hemisphere summer sea ice
extent (Comiso, 2003). The 2012 summer minimum sea
ice extent was only about 3.6 million square kilometers,
a dramatic reduction in comparison to the 1979—2000 aver-
age minimum of about seven million square kilometers.
The winter sea ice cover is also shrinking in the Northern
Hemisphere with a rate of about 44,000 km? per year since
1979. In the Southern Hemisphere, the sea ice cover
increased slightly during the recent decade, but it is not sta-
tistically significant. On the other hand, from up-looking
sonars on submarines and some moored instruments that
measure sea ice thickness, a drastic thinning of the Arctic
multiyear sea ice around the late 1980s is found
(Johannessen et al., 2004). There is no trend before the late
1980s (Tucker et al., 2001).

The glaciers and ice caps which are not adjacent to the
large ice sheets of Greenland and Antarctic occupy only
a very small portion of the land surface. However, these
glaciers and ice caps affect the river runoff since most of
the large rivers originate there. Variations of the stability
of these glaciers and ice caps would affect the river flow
in spring and late summer. Studies show that the retreat
of the glaciers and ice caps became evident globally as
early as 1850 (Oerlemans, 2005). Regionally, the retreat
of the glaciers and ice caps has been significant every-
where except in Europe and the Andes since 1960s
(Dyurgerov and Meier, 2005). In Europe and the Andes,
the glaciers and ice caps show evidence of retreat since
the 1990s.
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Since the Greenland and Antarctic ice sheets hold huge
amounts of ice which could significantly raise the sea level
if they were to fully melt, it is important to monitor the
changes in the ice sheets and study the impact of these
ice sheets on global climate in the future. In the Greenland
ice sheets, about half of the ice loss is by surface melting
and runoff into the sea. In the Antarctic, ice is drained by
slow-moving ice at the center of the ice sheet and by
faster-moving ice-walled ice streams or ice shelves and
narrow ice tongues at the edges. Observations from multi-
ple sources, including from remote sensing instruments,
show that the Greenland ice sheet mass was balanced
during most parts of the twentieth century, but the Green-
land ice sheet started to lose mass since the early 1990s
with an accelerating trend (Lemke et al., 2007). In the Ant-
arctic, the ice sheet appears to be losing mass all the time
which might be associated to the past forcing since
portions of the ice sheet respond very slowly. Recent sat-
ellite observations indicate that there is a slight mass gain
in the eastern Antarctic and a more significant mass loss in
the west Antarctic (Rignot and Thomas, 2002; Zwally
et al., 2006). The total contribution of the ice sheets, gla-
ciers, and ice caps to the sea level rise has been about
1.2 £+ 0.4 mm/year from 1993 to 2003.

Observations show a warming of the permafrost all
over the world in the twentieth century, especially in the
late twentieth century when data are more abundant
(Lemke et al., 2007). In some regions, this warming
causes the permafrost to degrade. The degradation of the
permafrost can cause significant problems for human
activities. Thawing can induce the subsidence of the
ground, a downward displacement of the surface,
especially for the ice-rich permafrost. Typically, this
subsidence does not happen uniformly; some regions
would rise up and some regions would sink. Any man-
made infrastructure standing on the thawing permafrost
can be significantly damaged. On the coast of the Arctic,
the permafrost degradation causes an erosion of the
coastline by up to 3 m per year. For the seasonally frozen
ground, the active layer which thaws and freezes on top of
the permafrost becomes thicker, indicating a downward
propagation of the surface warming signal. The area of
the seasonally frozen ground outside of the permafrost
region has shrunk about 7 % in the Northern Hemisphere
during the last century.

The cryosphere in past climates

In the past million years, the earth’s climate has experi-
enced a few cold-warm cycles — the glacial-interglacial
cycle. Each of these cycles lasted about 100,000 years.
The most recent interglacial started about 10,000 years
ago. The cause of these glacial-interglacial cycles is not
well understood, but strong evidence indicates that these
are linked to regular variations of the earth’s orbit around
the sun, the so-called Milankovitch cycles. In each of
these cycles, the amount of the solar radiation reaching
the earth surface changes at each latitude in each season,

but may not change the annual mean value. Many studies
suggest that the total amount of solar radiation reaching
the North Hemisphere in summer is crucial for the starts
and ends of this climate change cycle. If the snow in the
previous winter can survive the following summer, snow
cover would grow and ice sheets would grow due to the
albedo feedback. A growing ice and snow cover on
the earth’s surface would reflect more sunlight into space
and further cool the earth’s climate, the ice sheets grow
bigger, the glaciers and ice caps grow towards lower alti-
tudes, and sea ice cover expands towards the equator.
At the last glacial maximum (about 21,000 years before
present), the global sea level dropped by about 120 m, or
about 120 m of shallow ocean was turned onto land. The
ice sheets covered a significant portion of the North Amer-
ica continent up to 45°N (called the Laurentide ice sheet),
a large portion of Europe, and part of the western and
middle Russia (called the Weichselian ice sheet) in the
Northern Hemisphere and southern South America
(called Patagonian ice sheet) and the Antarctic in the
Southern Hemisphere. These ice sheets were, in general,
about 3—4 km thick.

Projected changes of cryosphere in future climate

In the recent report of the Intergovernmental Panel on Cli-
mate Change (IPCC, 2007), scientists using comprehen-
sive state-of-the-art coupled climate models show that
the status of the sea ice cover, snow cover, and frozen
ground in the future climate depends heavily on how much
CO, is emitted into the atmosphere by human activities.
The Arctic could be seasonally ice-free in the mid-to-late
twenty-first century if the CO, emission were high (Meehl
et al., 2007). If so, human and marine life would be
affected dramatically. Polar bears rely on the sea ice to
hunt for food. If there is no sea ice at all in summer, polar
bears would not be able to obtain enough nourishment.
Model projections also show a significant reduction of
the snow cover in the Northern Hemisphere, a poleward
movement of the permafrost extent (indicating
a shrinking in permafrost area), and an increase in the
active layer thickness in the permafrost region. These
changes would reduce the surface albedo, and the earth
system would absorb more solar radiation which would
warm the earth’s climate even more.

In recent years, a slight inland thickening and strong
marginal thinning of the Greenland ice sheet produce
a net loss of the ice mass. A model-projected warming in
the twenty-first century would suggest a continued mass
loss of the Greenland ice sheet. One model projection indi-
cates that the entire Greenland ice sheet could completely
melt away in the next 3,000 years if the current warm
climate persists (Ridley et al., 2005). This would raise
the global sea level by half a meter per century at peak
melting. The changes in the Antarctic ice sheet as
a whole are uncertain. But the Western Antarctic ice sheet
is likely to lose more mass, or even totally collapse, if the
future climate is warmer; a complete collapse of the West
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Antarctic ice sheet would cause a global sea level rise of
5 m. It is hard to project how long this process will take
from present ice sheet models.

In general, if the future climate is warmer than now
projected by the IPCC models, it is certain the glaciers
and ice caps will become smaller. Based on model simula-
tions of 17 glaciers, the volume of loss of the glaciers is
projected to be up to 60 % by 2050. Since the disappear-
ance of these glaciers and ice caps is much faster than
a potential reglaciation, the loss of the glaciers and ice
caps may be irreversible, at least in some regions. Because
the total mass of the global glaciers and ice caps is much
smaller than the ice sheets of Greenland and Antarctic,
the melting of these glaciers and ice caps would not raise
the global sea level by much. However, it potentially can
significantly impact the river runoff and the availability
of freshwater supply, hence adversely affecting human
activities.

Summary

The cryosphere is a very important part of the global
climate system, and many important properties can be
derived using remote sensing. The cryosphere played
a significant role in the past changes of the earth’s cli-
mate. Because of its high reflectivity (albedo) of solar
radiation, shrinkage of the cryosphere coverage on the
earth’s surface would induce a higher absorption of the
solar radiation by the earth’s climate system which
would enhance warming. A seasonal ice-free Arctic
would enhance the hydrological cycle there, which
will significantly affect human and marine life in the
pan-Arctic region. A possible melt of the Greenland
and West Antarctic ice sheets in the future would raise
the global sea level markedly. Studies show that the
climate was only a few degrees warmer during the last
interglacial period than now and that the sea level was
about 3—6 m higher. At that time, a very large portion
of the Greenland ice sheet melted. If the sea level were
to rise by 3 m in the next century or so, by the melting
of the Greenland and West Antarctic ice sheets, human
activities would be impacted in a momentous way.
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Definition

The term “feedback” is taken from electrical engineering
and describes how a small part of the output of a circuit
or a system, such as an amplifier, is fed back to become
part of the input. A positive feedback loop results in
a growth in the signal, or initial disturbance,
and a negative feedback loop acts to diminish the effects
of a disturbance, retaining the system close to a stable
state. A positive feedback loop could push a hitherto stable
system past a tipping point into another state. The
concept of feedback loops is a very appealing idea for
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geophysics and climate researchers, for example, as there
are many levels of complexity that permit feedback loops
of both signs that can stabilize the system to some
disturbances or perturbations, and render it unstable to
others (Bony et al., 2006).

Climate feedbacks

In the climate system, the simplest approach is to consider
the change in the equilibrium temperature of the earth,
or of a particular region (the temperature change being
written as A7), that results directly from a change in the
radiative forcing (AQ):

AT; = JAQ

where 1 represents a sensitivity factor. For the direct
radiative forcing of the climate system, 4 is determined
by the physical law relating radiation and temperature
(Stefan-Boltzmann’s Law) and has a value of about
0.25 K (Wm )" for temperatures typical of the middle
atmosphere. Thus, a change in radiative forcing of
4 Wm ? would lead to a temperature change of about 1 K.

In the more realistic case, the climate changes involve
feedbacks which modify AT, to give the actual
equilibrium temperature change (AT). Using the term
“gain” (g) to represent the fraction of AT that is caused
by feedback mechanisms, where g can be negative, but
no larger than +1, then:

g = (AT — AT,;)/AT
so that:
AT = AT;/(1 - g)

Thus, a negative gain reduces the temperature change,
and a value close to 1 leads to large amplification of the
direct temperature change. There are generally several
components in the climate gain factor which result from
different physical mechanisms, and so the value of g is
not a single value but varies according to the relative
strengths of the different components, which in turn
depend on the relative influence of the relevant parts of
the climate system (NRC, 2003).

In the cryosphere, several feedbacks are also present in
other parts of the climate system, but here they are ren-
dered more extreme by the special characteristics of
a region that are close to the freezing point of water.
Several of the various components of the cryospheric
feedbacks are accessible to satellite remote sensing, either
directly through measurements of the critical variables, or
through measurements of the consequences of the
feedbacks.

In the polar regions, there are at least four major
feedbacks that can, at least in principle, be monitored, or
quantified, using remotely sensed data: the surface
albedo-shortwave radiation feedback, the water-vapor
feedback, the cloud radiative feedbacks, and the biogenic
cloud condensation nuclei (CCN) feedback.

Surface albedo-shortwave radiative feedback

The rapid loss of summertime Arctic Ocean ice cover in
recent years has focused attention on possible mechanisms
for the accelerated loss, and the surface albedo feedback
is one that is frequently mentioned. When the ocean is
covered by ice, most of the incident solar radiation is
reflected back through the atmosphere and to space. The
ratio of the total amount of reflected energy to the incom-
ing sunlight is called the albedo of the surface. Dry, fresh
snow on sea ice can reflect as much as 90 % of the incident
sunlight. The reflectivity varies with wavelength of the
radiation (Hanesiak et al., 2001). As the temperature rises
and the snow or ice begins to moisten, the albedo
decreases, resulting in more of the solar energy being
absorbed, and this leads to more melting of snow and
ice. When melt ponds form, the surface albedo falls further
and more solar energy is absorbed, leading to accelerated
melting. The melting sea ice reveals the dark sea surface
which has an albedo of <10 %. The heat resulting from
the absorption of solar energy can be moved laterally by
surface currents and brought into contact with sea ice,
which it can melt from the sides or from beneath.

The situation on land is similar: when snow and ice
melt away, they are replaced by bare ground or vegetation
which generally has lower albedo and therefore absorbs
more energy, hastening the melting of the remaining snow
and ice nearby.

The albedo shortwave radiation feedback is a positive
one, as the melting of the snow and ice reduces the surface
albedo, resulting in the absorption of more sunlight,
leading to yet more snow and ice melt (Curry et al., 1995).

The extent of polar sea ice is monitored very effectively
from polar orbiting satellites using microwave radiome-
ters and the surface reflectivity, and hence albedo is
measured by satellite imaging radiometers operating in
the visible part of the electromagnetic spectrum.

Water-vapor feedback

Water vapor in the atmosphere is a very potent green-
house gas. This means the water molecules at a given
height in the atmosphere absorb some of the infrared
radiation emitted from the surface below and from the
intervening atmosphere, radiation that would otherwise
escape to space thereby cooling the planet; when that
energy is reemitted, some of it propagates back toward
the surface. The maximum amount of water vapor the
atmosphere can hold without condensing is approxi-
mately exponentially dependent on the absolute temper-
ature. Thus, as the temperature of the air rises, so does
its ability to support an increasing water vapor burden
and therefore its ability to intercept more of the outgoing
infrared radiation. This is a positive feedback. The
actual amount of water vapor in the atmosphere is also
dependent on an available source of water, usually at
the base of the atmosphere. A frozen surface is a poor
source of moisture, so the atmosphere above is generally
very dry, and the downward infrared radiation from the
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atmospheric water vapor emission is small. Over open
water, evaporation into the atmosphere leads to
a moister atmosphere and increased downward infrared
radiative heating of the surface. The advection of the
moister atmosphere from over the open water to over
sea-ice increases the radiative heating of the surface,
leading to melting of the surface and increased evapora-
tion — another positive feedback.

Although the atmospheric water vapor content, often
called the precipitable water, can be measured quite
accurately over the open oceans by microwave radiome-
ters on spacecraft, the retrievals are not very accurate
over land or over sea ice, or a surface comprised of
mixed open water and ice. The atmospheric water vapor
profile can be derived from measurements of infrared
and microwave sounding radiometers, but again over
land and over mixed ice and water surface, the retrievals
are not very accurate. Thus the remote sensing of the
water vapor and hence the direct quantification of this
feedback is not possible using current remote sensing
technology.

Cloud radiative feedbacks

A consequence of the increased atmospheric water vapor
content resulting from evaporation over open water in
polar regions is increased cloud cover. Often the low-level
clouds that form over leads and polynyas (areas of open
water surrounded by ice; Smith and Barber, 2007) can be
traced many kilometers downwind, and are apparent in
satellite imagery (Dethleff, 1994). Over the polar regions,
as elsewhere, clouds can be carried great distances by the
winds. The presence of clouds has two consequences on
the surface radiative energy budget: they heat the surface
by increasing the infrared radiation incident at the surface,
and they cool the surface by casting shadows, that is, by
scattering sunlight back to space. The former is
a positive feedback, and the latter a negative one (Curry
et al., 1996). Both are present at the same time, and the
combined effect depends on the relative strengths of each
(Hanafin and Minnett, 2001). The infrared heating
depends on the amount, type, thickness, and height of
the clouds and is present both night and day. The short-
wave cooling occurs only in daylight and depends on the
amount, type of clouds, and also on the solar zenith angle,
and whether there are clouds across the face of the sun
(Minnett, 1999). In general, the negative feedback that
results in the cooling of the surface occurs in the polar
summer, when the sun is higher in the sky, whereas the
positive feedbacks occur when the incident solar radiation
is small, when the sun is close to the horizon, or absent, as
in the winter (Intrieri et al., 2002; Vavrus, 2004).

Clouds can be identified in satellite images, although
this is more readily done when the clouds are illuminated
by sunlight against a dark background of open water or
dark vegetation. Over a bright frozen surface, the
automatic identification of clouds is difficult and apprecia-
ble errors can occur. Similarly at night, when the

identification of clouds relies on a temperature contrast
with respect to the surface, problems of misidentification
can arise. Relatively new techniques using space-borne
cloud radars and lidars show promise in improving the
confident identification and classification of clouds and
consequent improvements in the study of the cloud radia-
tive feedbacks in the polar regions.

Biogenic cloud condensation nuclei (CCN)
feedback

For clouds to form in the polar atmosphere, it is not
sufficient that the water vapor content be at or above
saturation, but also that there are small particles in the air
that can act as cloud condensation nuclei. One group of
CCNs over the oceans are minute salt crystals that result
from the evaporation of spray droplets and another are
derived from biological activity in the ocean. Airborne
experiments over the Antarctic ice floes revealed bacteria
and algal spores acting as CCNs (Saxena, 1983), and
subsequently dimethylsulfide (DMS), a gas released from
its precursor dimethyl sulfonium propionate (DMSP) at
the ocean surface, have been found to be effective CCNs.
DMSP is released when phytoplankton and algae die and
decay. More recently, viruses, bacteria, and fragments of
diatoms have been found to act as CCNs in the lower
atmosphere over leads in the Arctic Ocean (Leck et al.,
2004). The presence of biogenic material provides
a possible feedback mechanism in the climate system:
solar radiation is necessary for plankton to bloom, and
when they die they release material that become CCNss,
increasing the cloud amount, and this leads to
a reduction in solar radiation reaching the surface —
a negative feedback.

The presence of CCNs promotes not only cloud forma-
tion, but also influences the cloud properties. High con-
centrations of CCNs result in more and smaller droplets
in the clouds, and this has two consequences. Firstly, the
clouds have a higher albedo and therefore scatter more
solar energy back to space, the Twomey Effect (initially
described in terms of anthropogenic pollution in the atmo-
sphere (Twomey, 1977)), and secondly, the smaller cloud
droplets take longer to accrete to sizes that will lead to pre-
cipitation, so that the clouds live longer — the Albrecht
Effect (Albrecht, 1989).

This biogenic negative feedback has been hypothesized
to result in the appropriate amount of sunlight reaching
the ocean surface to sustain the appropriate levels of
biological activity. Too little sunlight reaching the surface,
because of a local positive perturbation in the cloud cover,
leads to less phytoplankton growth, fewer CCNs, and
eventually more sunlight reaching the surface because
fewer clouds are formed, or they have properties that
are less effective in reducing the sunlight at the surface
(Leck et al., 2004).

Unlike the other feedbacks, discussed briefly here,
the biogenic feedback remains hypothetical and the
links involved have mnot been quantitatively
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substantiated. It remains a topic of research. The chloro-
phyll concentration in the upper ocean can be monitored
using remotely sensed measurements of ocean color
derived from reflected sunlight in the visible part of
the spectrum, and clouds can be monitored from space,
as mentioned above.

Summary

Climate feedbacks in polar regions act to accelerate or
delay the effects of global change, not only at high lati-
tudes, but worldwide. Because of the remoteness of the
polar regions, and the difficulty of gathering appropriate
measurements using conventional instrumentation,
the study and monitoring of many of the components of
the feedback loops are feasible only by using satellite
remote sensing.
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Definitions

(Land)fast ice. Sea ice attached to the shore or near-shore
sea bed.
Nunatak. A mountain peak protruding through glacier ice.

Introduction

Remote sensing of the cryosphere has a 50 year history. We
begin with an historical overview of aerial photography of
the cryosphere — mainly glaciers and ice caps — and then
proceed to satellite imagery and data for each of the major
components of the cryosphere. In turn, we consider glaciers,
snow cover, freshwater ice, sea ice, ice sheets and ice
shelves, icebergs, and frozen ground.

Aerial photography

Glaciers and ice caps

Remote sensing of the cryosphere began with both vertical
and oblique aerial photography of glaciers and ice caps.
A massive campaign to photograph the Canadian Arctic
was undertaken in the late 1940s—1950s (Dunbar
and Greenway, 1956) and the photography covered all land
areas. The US Geological Survey (USGS) photographed
numerous glaciers in western North America and Alaska
beginning in the 1950s (Post, 2005: http://earthweb.ess.
washington.edu/EPIC/Collections/Post/index.htm).

The Austin Post aerial photograph collection begins in
1957 and continued through the 1980s. About 100,000
images on microfilm became a part of the World Data
Center (WDC) for Glaciology collection when the WDC
was transferred to the USGS in Tacoma in 1970 and to
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the University of Colorado, Boulder, in 1976. This collec-
tion of the USGS Ice and Climate Project is known as the
Post-Mayo-Krimmel Collection.

Aerial photography has continued to find applications.
For example, snow patches remaining in late July in the
Canadian Arctic have been mapped from air photographs
for 1948—1983 by Lauriol et al. (1986). They found a high
(0.93) correlation between the residual snow and maxi-
mum late winter snow thickness.

Satellite imagery and data

Aerial photography studies largely transitioned to satellite
imaging from the Earth Resources Technology Satellite
(ERTS) in July 1972 (renamed Landsat 1) and the subse-
quent Landsat series through Landsat 7 (15 m resolution)
launched in 1999. The images are from a return beam vid-
icon (RBV) camera and multispectral scanner (MSS).

US military satellites in the CORONA and related
programs collected over 800,000 diffraction-limited pano-
ramic photographs with 2—7 m ground resolution from
1960 to 1972, which were declassified and made available
for scientific use in the 1990s (McDonald, 1995). Mosaics
of Greenland were developed from the Declassified Intel-
ligence Satellite Photographs (DISP) by Zhou and Jezek
(2002) in 1962 and 1963. Csatho et al. (2000) discuss
the rectification of CORONA images for studying Green-
land glacier motion and Altmaler and Kany (2002) use ste-
reographic pairs for digital surface model generation.

In March 2002, the European Space Agency launched
Envisat with the MEdium Resolution Imaging Spectrom-
eter (MERIS) which has 15 channels in the
390-1,040 nm spectral range; a spatial resolution at nadir
0f'300 m is reduced on board to 1,200 m. In January 2006,
the Japan Aerospace Exploration Agency (JAXA)
launched the Advanced Land Observing Satellite (ALOS)
with three remote sensing instruments: the Panchromatic
Remote sensing Instrument for Stereo Mapping (PRISM)
for digital elevation mapping with 2.5 m spatial resolution,
the Advanced Visible and Near-Infrared Radiometer type
2 (AVNIR-2) for precise land coverage observation, and
the Phased Array type L-band Synthetic Aperture Radar
(PALSAR) for day-and-night and all-weather land
observation. Imagery from commercial satellites has
found occasional use but is too expensive for most
research purposes. This includes data from the French
Satellite Pour I’Observation de la Terre (SPOT) series,
with SPOT 1 launched in 1986 and 5 in 2002 with
2.5-20 m resolution, the US Ikonos launched in 1999 with
1—4 m resolution and Quickbird launched in 2001 with
0.6—2.4 m resolution. The status of Russian environmen-
tal satellites in the METEOR, OKEAN, and RESURS
series is reported by Asmus (2003).

Glaciers

Glacier mapping from Landsat Thematic Mapper (TM)
data has followed several approaches (Paul, 2000). These
involve: (1) manually delineating the glacier outline by

cursor tracking, (2) segmentation of ratio images, and
(3) unsupervised or supervised classification. The first
approach has been used to determine glacier length
changes (Hall et al., 1992, for example). Various combina-
tions of ratios have been used. Bayr et al. (1994) derive
a glacier mask by using thresholds with ratio images of
raw digital numbers from TM channels 4 and 5. Rott and
Markl (1989) use atmospherically corrected spectral
images of TM3/TM5 and TM4/TMS5, with the help of
thresholds to obtain a glacier mask. Paul noted that classi-
fication methods, both supervised and unsupervised,
proved not to be suitable for glacier mapping.

Beginning in 1978, a major effort was undertaken by
Williams and Ferrigno (1988) of the US Geological
Survey to compile a Satellite Image Atlas of Glaciers of
the World. The authors used maps; aerial photographs;
Landsat 1, 2, and 3 MSS images; and Landsat 2 and 3
RBYV images to inventory the areal distribution of glacier
ice between about 82° north and south latitudes. Some
later contributors also used Landsat 4 and 5 MSS and
Thematic Mapper (TM), Landsat 7 Enhanced Thematic
Mapper-Plus (ETM+), and other satellite images. There
are 10 regional chapters: Those concerning Antarctica
(B); Greenland (C); Continental Europe (E); Asia (F);
Turkey, Iran, and Africa (G); Irian Jaya, Indonesia, and
New Zealand (H); South America (I); North America
excluding Alaska (J); and Alaska (K). All chapters are
now accessible at http://pubs.usgs.gov/pp/p1386/.

A NASA-funded project for Global Land Ice Measure-
ments from Space (GLIMS) is under way at the National
Snow and Ice Data Center (NSIDC) (Armstrong et al.,
2005b; http://www.glims.org/). It is an international pro-
ject involving 60 institutions worldwide, with the goal of
surveying a majority of the world’s estimated 103,000 gla-
ciers (Bishop et al., 2004). Currently over 96,000 glacier
outlines are in the GLIMS database. A supplemental glob-
ally complete inventory was developed for the [PCC ARS
report and is available as the Randolph Glacier Inventory
RGI3.0 (April 2013) from GLIMS. GLIMS uses data
collected primarily by the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) instru-
ment, aboard the Terra satellite, and the LANDSAT
ETM+, along with historical observations. Analysis of
changes in glacier extent using GLIMS data, earlier satel-
lite imagery, and historical maps for the Eastern Pamir
(Khromova et al., 2006) show that the glacier area
decreased 7.8 % during 1978-1990, and 11.6 % in
1990-2001. In the Cordillera Blanca, Peru, Raup et al.
(2007) show that glaciers receded by 11-30 % over the
period 1962—2003; they also recognized inconsistencies
in the earlier glacier mapping. Racoviteanu et al. (2008)
use Spot 5 scenes from 2003 compared with aerial photog-
raphy from 1970 for the Cordillera Blanca and report
a 22.4 % loss in glacier area. High-resolution ALOS/
PRISM data have been used for mapping glaciers in
Eurasia and determining areal changes by comparison
with earlier data by Aizen et al. (2007) and Surazakov
et al. (2007).
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There is still no single map of the world’s glaciers.
However, work is under way at the NSIDC to compile
such a map using 500 m-resolution Moderate-Resolution
Imaging Spectroradiometer (MODIS) images. The proce-
dure involves determining whether a pixel has ever been
snow free, by combining the lowest reflectance signatures
for each pixel over several summer time periods in order to
identify permanent snow and ice with the highest
reflectance.

Glacier motion has been mapped with JERS-1 L-band
SAR data. Strozzia et al. (2008) employ offset fields
between pairs of JERS-1 satellite SAR data acquired in
winter with 44 days time interval to estimate glacier
motion on Svalbard, Novaya Zemlya, and Franz-Josef
Land. The displacement maps show that the ice caps are
divided into a number of clearly defined fast-flowing units
with displacement larger than about 50 m/year with an
estimated error on the order of 20 m/year.

Glacier mass balance has been estimated for three
glaciers in the French Alps using a combination of
SAR data and surface stakes (Dedieu et al., 2003). The
essential key to using remote sensing is to obtain
a high-resolution digital elevation model (DEM). This
is possible from ASTER using stereoscopy, provided
there are ground control points (GCPs) on and around
the glaciers.

Snow cover

Hemispheric analysis of snow cover began in the United
States in October 1966 from the polar orbiting Very High
Resolution Radiometer (VHRR), with 3 km resolution,
and continued with the use of AVHRR, GOES, and other
mainly visible-band satellite data. The National Oceanic
Atmospheric Administration (NOAA) issued weekly
snow cover maps of the Northern Hemisphere that, begin-
ning in 1972, were analyzed from the Advanced Very
High Resolution Radiometer (AVHRR) instrument with
1.1 km resolution. The NOAA snow maps were generated
from a polar stereographic grid whose pixel size ranged
from 125 x 125-200 x 200 km depending on latitude.
This now provides the longest time series of any satellite
product. Since February 1997, it has been issued on
a daily basis using the Interactive Multisensor Snow and
Ice Mapping System (IMS) (Ramsay, 1998). Recent
upgrades to the IMS are reported by Helfrich et al.
(2007). They include: a 4 km-resolution grid output,
ingest of an automated snow detection algorithm, expan-
sion to global extent, and a static Digital Elevation Model
for mapping based on elevation.

Global snow cover maps are now available from
MODIS on Terra (February 2000—present) and Aqua (July
2002—present). There are daily, 8 day, and monthly global
grids at 500 m and 0.05° resolution (http://nsidc.org/data/
modis/data.html). Hall and Riggs (2007) provide an accu-
racy assessment for the Terra products. The overall abso-
lute accuracy of the 500 m resolution swath and daily
tile products is 93 %, but varies by land-cover type and

snow condition. The most frequent errors are due to
snow/cloud discrimination problems; however, improve-
ments in the MODIS cloud mask have occurred in each
reprocessing. Detection of very thin snow (<1 cm thick)
can also be problematic.

Global snow depth and water equivalent can be esti-
mated from passive microwave data. One of the earliest
algorithm applications was by Foster et al. (1980) using
SMMR data for a hemispheric analysis. Chang et al.
(1987, 1990) use the difference of the 18 and 37 GHz
channels on SMMR to estimate snow volume in the
Northern Hemisphere. The mean monthly snow volume
ranges from about 1.5 x 10" kg in summer to about 300
x 10"? kg in winter. Tait (1998) developed a series of algo-
rithms for different land-cover types similar to those of
Chang et al. (1987). Snow grain size, especially the pres-
ence of large depth hoar crystals, has a huge effect on
microwave backscatter and so decreases the brightness
temperature. Over the Canadian Prairies, operational ana-
lyses have been issued in near-real time since 1988/1989
using a vertically polarized gradient ratio algorithm
(37-19 V)/18 (Goodison and Walker (1994). The
algorithm was much improved by the use of a wet snow
indicator. Foster et al. (1997) compare snow mass
estimates from a prototype passive microwave snow algo-
rithm, a revised algorithm, and a snow depth climatology.

Global maps of snow water equivalent from SMMR
and SSM/I have been produced from 1978 to 2007 (with
updates) by Armstrong et al. (2005a); (http:/nsidc.org/
data/nsidc-0271.html). The data are in 25 km grids but
the radiometric information is from an area that is larger
than 625 km?, so the gridded value represents a mean
Snow Water Equivalent (SWE) for this area. There is
decreased confidence in the SWE reliability and possible
under-measurement in the following cases:

1. Mountainous areas with large topographic variability
return low SWE values. Samples from these areas
contain a mixed signal from a large footprint.

2. Forested areas return low mean SWE values, because
the mixed signal includes emission from trees and the
snow canopy as well as the underlying surface.

3. Areas near coastlines return low or no SWE values,
because the mixed signal includes frozen and unfrozen
water and land.

4. Areas containing melting snow or wet snow packs typ-
ical of maritime snow conditions return low or no SWE
values, because the microwave emission from liquid
water overwhelms scattering from the snow pack.

5. Shallow or intermittent snow during fall and early win-
ter typically does not result in sufficient microwave
scattering to reliably detect SWE.

Further details are available at http://nsidc.org/data/docs/
daac/nsidc0271_ease_grid_swe_climatology.gd.html

The Advanced Microwave Scanning Radiometer for
the Earth Observing System (AMSR-E) was launched on
Aqua in May 2002. It measured horizontally and vertically
polarized brightness temperatures at 6.9, 10.7, 18.7, 23.8,
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36.5, and 89.0 GHz. The spatial resolution of the individ-
ual measurements varied from 5.4 km at 89 GHz to 56 km
at 6.9 GHz. Thus, it had twice the resolution of SSM/I.
A snow cover algorithm has been developed and tested
by Chang et al. (2003). AMSR-E (SWE) and MODIS
(snow extent) are available at NSIDC. AMSR-E was
decommissioned on October 4, 2011.

Regional analyses of snow cover extent and characteris-
tics have been carried out using Landsat Thematic Mapper
data (Dozier and Marks, 1987; Martinec and Rango, 1987).

Subsequently, Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS) data have been used to map grain
size and other snow characteristics via spectral mixture
analysis. AVIRIS has 224 contiguous spectral channels
with wavelengths from 400 to 2,500 nm. The spatial reso-
lution is 4—-20 m. The classification algorithm is based on
the multiple end-member approach to spectral mixture
analysis in which the spectral endmembers and the num-
ber of endmembers can vary on a pixel-by-pixel basis.
This approach accounts for surface cover heterogeneity
within a scene. The mixture analysis is operated on
endmembers from a library of snow, vegetation, rock, soil,
and lake ice spectra. Snow end members of varying grain
size were produced with a radiative-transfer model
(Painter et al., 1998, 2003; Dozier and Painter, 2004).

Algorithms are available to map snow extent (Shi and
Dozier, 1993; Rott and Nagler, 1993; Shi and Dozier,
1997) and snow depth and density (Shi and Dozier,
1996) using SAR data. These approaches are valuable
for small areas in mountain terrain but the limited swath
coverage makes them impractical for continental regions.

The Cold Land Processes Experiment (CLPX), funded
by NASA, was a multisensor, multi-scale approach to
assess terrestrial snow cover, providing a comprehensive
data set necessary to address several experiment
objectives. Within a framework of nested study areas in
the Rocky Mountains of Colorado, ranging from 1 ha to
160,000 km?, intensive ground, airborne, and spaceborne
observations were collected for mid-winter and spring
intensive observation periods (IOPs) in 2002-2003. The
three major questions of the mission (Cline et al., 1999)
were as follows:

1. Can the components of the terrestrial cryosphere be
observed from space accurately enough to identify
meaningful climatic trends?

2. To what extent can snow and frozen ground informa-
tion, deduced from remote sensing data, improve
models of cold season processes, hydrologic forecasts,
and forecasts of high-latitude ecosystem functions?

3. To what accuracy can SWE be estimated from remote
sensing data, and is this sufficient for hydrological
applications?

More specifically, the project aimed to:

e Evaluate and improve snow water equivalent retrieval
algorithms for spaceborne passive microwave sensors
such as SSM/I and AMSR-E

o Evaluate and improve radar retrieval algorithms for
snow depth, density, and wetness, and soil freeze/thaw
status

e Improve radar retrieval algorithms to enable discrimi-
nation of freeze/thaw status of snow, soil, and vegeta-
tion surfaces

o Examine the effects of spatial resolution on the skill of
active and passive microwave remote sensing retrieval
algorithms for snow and freeze/thaw status

o Examine the feasibility of coupling forward microwave
radiative-transfer schemes to spatially distributed
snow/soil models, to improve assimilation of micro-
wave remote sensing data

o Examine the spatial variability of snow and frozen
soil distributions in different environments and
(a) improve the representation of subgrid-scale vari-
ability of snow and frozen soil in coupled and
uncoupled land surface models, and (b) improve the
representation of orographic precipitation (snowfall)
in atmospheric models

Data collection focused on airborne measurements
from five sensors each with a different spatial resolution.
The NASA AIRSAR instrument collected synthetic
aperture radar measurements at three frequencies (P-, L-,
and C-bands) in both polarimetric and interferometric
modes. The NASA POLSCAT instrument collected Ku-
band scatterometer measurements. The NOAA PSR-A
instrument collected passive microwave measurements at
five frequencies ranging from 10.7 to 89 GHz. The similar
Airborne Earth Science Microwave Imaging Radiometer
(AESMIR) was flown during the 2003 campaigns to col-
lect passive microwave measurements (at all AMSR-E
frequencies from 6.9 to 89 GHz). The National Weather
Service (NWS)/National Operational Hydrologic
Remote Sensing Center NOHRSC) airborne snow survey
program also flew similar snow-detection sensors. An
instrument measured terrestrial and atmospheric gamma
radiation, which was used to determine snow water equiv-
alent based on standard operational algorithms. At the two
largest scales (33,000 and 142,000 km?), data collection
focused on spaceborne measurements from several active
and passive microwave and optical sensors.

Tedesco et al. (2005) show that airborne Polarimetric
Scanning Radiometer data can be modeled by a log-
normal distribution (Fraser, forested area) and by
a bimodal distribution (North Park, patchy-snow, non-
forested area). The brightness temperatures are resampled
over a range of resolutions to study the effects of sensor
resolution on the shape of the distribution, on the values
of the average brightness temperatures, and on the stan-
dard deviations. The histograms become more uniform
and the spatial information contained in the initial distri-
bution is lost for a resolution >5,000 m in both areas.
Tedesco et al. (2006) analyze the brightness temperatures
of melting and refreezing snow using a truck-mounted
radiometer at 6.7, 19, and 37 GHz and measuring bright-
ness as a function of snow wetness. The physical model
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reproduces brightness temperatures with a relative error of
3% (8 K).

Haran (2003) provides MODIS radiances, reflectances,
snow cover, and related grids for the CLPX IOPs in 2002—
2003. Stankov and Gasiewski (2004) supply airborne
multiband polarimetric brightness temperature images
over three 25 x 25 km meso-scale study areas for both
years. A listing of CLPX data sets is available at: http://
www.nsidc.org/data/clpx/#data.

Freshwater ice

Ice forms seasonally on lakes, reservoirs, and rivers.
A major problem for detection is the small spatial scale
of rivers and small lakes. Detection of ice cover by passive
microwave data is possible on large lakes and ice condi-
tions have been routinely mapped on Great Slave and
Great Bear Lakes in Northern Canada since April 1992
(Walker and Davey, 1993). DMSP SSM/I data are
acquired with a focus on ice freeze-up and breakup. It
has been found possible to discriminate between areas of
ice cover and open water using SSM/I 85 GHz data. Air-
borne SAR data were used by Leconte and Klassen
(1991) to determine lake and river ice features in Northern
Manitoba, and Radarsat SAR is used routinely for ice clas-
sification and mapping over the Great Lakes (Leshkevich
et al., 1998). Wynne et al. (1998) determined lake ice
breakup dates from 1980 to 1994 for 81 lakes and reser-
voirs in the US Upper Midwest and portions of Canada
(60 °N, 105 °W to 40 °N, 85 °W). Analyses of images
from the visible band of the GOES-VISSR were used.
The objectives were to investigate the utility of monitoring
ice phenology as a climate indicator and to assess regional
trends in lake ice breakup dates. MODIS 250 m-resolution
data have been used for a study of ice-out dates in the
Brooks Range (Kukthuroja et al., 2006). An initial prob-
lem was to construct a lake mask using 30 m TM imagery.
Duguay and Lafleur (2003) combine optical and SAR data
analysis to map ice thickness on shallow sub-Arctic lakes.

Sea ice

Sea ice in the Eurasian Arctic seas was routinely mapped
by visual reconnaissance from aircraft flights in the Soviet
Union starting in July 1933 and continuing until 1992
(Borodachev and Shilnikov, 2003). From the 1950s
onward, 30—40 aircraft made 500—700 flights annually
(Johannessen et al., 2007). The coverage was initially only
in late summer, but by 1950, it was continuous throughout
the year. Side-Looking Airborne Radar (SLAR) mapping
was used from the mid-1960s and in 1983. SLR (Side-
looking RADAR) was available from the Okean 01 series
of satellites. Ice concentration and ice type were mapped at
10 to 30 day intervals. The chart records have been
resumed since 1997 using satellite data. Early paper charts
were digitized, and the entire series, including later charts
that were produced entirely digitally, were converted to
Sea Ice Grid (SIGRID) format at the Arctic and Antarctic
Research Institute (AARI) in St. Petersburg, Russia.

NSIDC completed the conversion to EASE-Grid —
a Lambert equal-area projection with 12.5 km cell size.
Total ice concentration, as well as partial concentrations
for multiyear, first-year, new/young ice, and fast ice, is
available (Arctic and Antarctic Research Institute, 2007).
Mahoney et al. (2008) analyzed sea ice extent in the
Eurasian Arctic for 1933 to 2006 using the Soviet
historical data.

The first aerial ice reconnaissance in Canada was
completed during the winter of 1927-1928 by the Royal
Canadian Air Force (RCAF) over Hudson Strait and
Hudson Bay. In 1940, the Canadian Department of Trans-
port Marine Services began an “Ice Patrol” in the Gulf of
St. Lawrence. Summer patrols in the Arctic began in
1957. The first SLAR used for ice reconnaissance was
installed in 1978; it had a 100 m resolution. SLAR
measurements continue to be used along the eastern coast
of Canada. Airborne Synthetic Aperture Radar (SAR) was
introduced in 1990 with digital processing techniques and
a resolution in the range of 5-30 m.

The use of satellite data from the visible and infrared
Very High Resolution Radiometer (VHRR) began in
1966. In 1970, the National Oceanographic and Atmo-
spheric Administration (NOAA) launched the first of
a series of satellites with VHRR having an improved res-
olution of 1 km. In 1978, the first satellite carrying the
improved Advanced Very High Resolution Radiometer
(AVHRR) was launched. This series continues to this day.

Satellite reception at the Arctic and Antarctic Research
Institute provides visible and infrared satellite images both
from Russian (METEOR, OKEAN, RESURS) and US
(NOAA) satellites. The OKEAN satellite also provides
SLR and passive microwave data.

In December 1972, the National Aeronautics and Space
Administration (NASA) launched the FElectrically
Scanning Microwave Radiometer (ESMR) on Nimbus 5.
Until May 1977 this provided single channel horizontally
polarized radiation at a frequency of 19 GHz. Its ability to
operate in darkness and through cloud cover yielded the
first comprehensive maps of polar sea ice extent for
1973—-1976 (Zwally et al., 1983; Parkinson et al., 1987).
The brightness temperature data gridded to 25 km
(Parkinson et al., 1999) are available at: http://nsidc.org/
data/docs/daac/nsidc0077_esmr_tbs.gd.html.

In October 1978, the Scanning Multichannel Micro-
wave Radiometer (SMMR) was launched on Nimbus 7
and operated until August 1987. The instrument had three
channels, two with dual polarization. Frequencies 18 and
37 GHz were used in various algorithms to derive sea ice
concentrations for first-year and multiyear ice (Gloersen
et al., 1992). The records continued with the Special
Sensor Microwave Imager (SSM/I) on Defense Meteoro-
logical Program satellites. These instruments had five
frequencies including 19 and 37 GHz.

Sea ice can be discriminated in the microwave regime
through differences in the emissive characteristics
between ice and ocean; in general, sea ice is more emissive
than the open ocean. Use of combinations of frequencies
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Figure 1 Microwave brightness temperatures of sea ice and
open water observed by Nimbus 7 SMMR in three regions of the
Arctic, February 3-7, 1979. The regions A, B, and C are
representative of first-year sea ice, multiyear ice, and open
water, respectively. Hatched bands indicate 4 one standard
deviation about the mean (From Cavalieri et al., 1984; courtesy
of the American Geophysical Union).

allows more accurate discrimination between ice and
ocean as well as the ability to estimate fractional ice cover
within regions of mixed ice and water. The NASA Team
algorithm (Cavalieri et al., 1984) uses a polarization ratio
and a gradient ratio.

The polarization ratio is:

Ts[19V] — T[19H]
Tg[19V] + T[19H]

PRigv/H =

The gradient ratio is:

Ts[37V] — Ts[19V]
Ts[37V] + Ta[19V]

GRp7v/19v) =

The PR is small for ice and large for water while the GR
is small for first-year ice but large for multiyear ice.
Figure 1 illustrates these points (Cavalieri et al., 1984).
Combinations of PR and GR enable the Ty signatures to
be interpreted as ice type and there are some eight or so
algorithms in use for this purpose.

Another approach is used by the Bootstrap algorithm
(Comiso, 1986), which employs linear combinations of
19 and 37 GHz frequencies at both horizontal and vertical
polarizations to estimate fraction ice coverage. The NASA
Team and Bootstrap, as well as other algorithms, require
empirically derived “tie points,” or coefficients for pure
surface types (100 % ice and 100 % water).

There are many uncertainties and limitations in using
passive microwave data for sea ice detection. There are

errors due to ambiguous emissivity signals, particularly
from surface melt water during summer and for thin ice.
The available passive microwave frequencies can discrim-
inate between at most three ice types, but often a region
may have more than three unique microwave signatures.
There can be erroneous ice retrievals over open water
due to increased ocean surface emissivity from wind
roughening. Atmospheric emission may be a factor in
some conditions. Perhaps the major limitation is the low
spatial resolution of passive microwave sensors, with foot-
prints of 12—50 km. Thus, individual floes cannot be
imaged and the ice edge location can be estimated to sev-
eral kilometers accuracy at best. However, passive micro-
wave data are a valuable source of sea ice information
because it is sunlight independent and is generally not
affected by clouds and other atmospheric sources.
Also, passive microwave sensors have wide swaths and
sun-synchronous orbits that provide frequent coverage of
the polar regions. Thus, passive microwave data has pro-
vided a consistent and nearly complete daily record of
sea ice conditions in both the Arctic and Antarctic since
late 1978. Carsey (1992a) discusses the passive micro-
wave properties of sea ice and the limitations of passive
microwave remote sensing in more detail.

While the NASA Team and Bootstrap algorithm prod-
ucts are the most commonly used passive microwave sea
ice estimates, several other algorithms have been devel-
oped, including the Cal/Val or AES York (Bjerkelund
et al., 1990), Bristol (Hanna and Bamber, 2001), and
Norsex (1983). All these algorithms make use of some
combination of the 19 and 37 GHz channels. More recent
algorithms have employed the higher frequency passive
microwave channels on SSM/I and AMSR-E to obtain
better spatial resolution and to resolve some of the surface
ambiguities. These include the NASA Team 2 (Markus
and Cavalieri, 2000) and the ARTIST (Spreen et al.,
2008). The NASA Team 2 algorithm is used for the
AMSR-E standard sea ice product (Comiso et al., 2003).

A comparison of the NASA Team and the Bootstrap
algorithms is given by Comiso et al. (1997) and of the
NASA Team, NASA Team 2, and the Bootstrap algorithms
by Stroeve et al. (2001). Partington (2000) compared
NASA Team and Cal/Val estimates and discussed the
potential for a combined product using data fusion. Meier
(2005) compares four different algorithms with AVHRR
data. He finds that the smallest mean errors are from the
Cal/Val and NASA Team-2 algorithms; the former tends
to overestimate and the latter underestimate ice concentra-
tion relative to AVHRR in three near-marginal ice zones of
the Arctic. Andersen et al. (2007) compared several algo-
rithms and found significant differences in long-term
trends depending on the algorithm, indicating potentially
important influence of atmospheric and surface properties
on the various sea ice algorithms.

Comiso and Nishio (2008) combine SSMR, SSM/I, and
Advanced Microwave Scanning Radiometer (AMSR)-E
data to show that the trend in ice area through 2006 in the
Arctic is now slightly more negative at —4.0 £ 0.2 % per
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decade, respectively, while the corresponding trend in the
Antarctic remains slightly positive at +1.7 = 0.3 % per
decade. The Arctic sea-ice cover, as revealed by microwave
radiometry experienced a remarkable reduction in area in
the summer of 2007, and again in 2012.

Carsey (1992a) provides a detailed and comprehensive
treatment of sea ice remote sensing using both passive
microwave and active radar remote sensing.

Passive microwave imagery is also useful for tracking
large-scale sea ice motions using cross-correlated feature
matching (e.g., Agnew et al., 1997; Kwok et al., 1998;
Meier et al., 2000) or with a wavelet analysis approach
(Liu and Cavalieri, 1998). SSM/I 85 GHz can estimate
daily ice motions to within an RMS error of 6 km/day
accuracy (Meier et al., 2000); averaging over longer time
periods (Kwok et al., 1998) or using spatial interpolation
(Meier et al., 2000) can reduce the error. Ice motion
retrievals are limited during summer melt. Passive micro-
wave sea ice motions have higher errors in the Antarctic
(Kwok et al., 1998). The higher spatial resolution of
AMSR-E can provide improved motion accuracy (Meier
and Dai, 2006) and allow for better detection of summer
motion through the use of the 18 GHz channel (Kwok,
2008). Because of the change in emissivity of sea ice dur-
ing melt, passive microwave imagery is also useful for the
determination of melt onset (Smith, 1998; Drobot and
Anderson, 2001; Belchansky et al., 2004)

Radars that measure the power of the return pulse
scattered back to the antenna can be used to derive geo-
physical parameters of the illuminated surface, or volume,
based on the scattering principles of microwave electro-
magnetic radiation (Maurer, 2003). These instruments
are known as “scatterometers.” The major instruments
flown are the ESCAT, the European Space Agency’s
(ESA) Earth Remote Sensing (ERS)-1 and -2 Active
Microwave Instrument (C band, 3 GHz, V), the first of
which operated between 1992 and 1996 and the second
of which has been operating since 1996, and the NASA
QuikSCAT SeaWinds instrument (Ku band, 13.6 GHz,
V and H), flown from 1999 to present. Scatterometry is
useful for measuring ice extent (Allen and Long, 2006;
Anderson and Long, 2005; Remund and Long, 1999)
and ice motion (Zhao et al., 2002; Haarpaintner, 2006).
Resolution-enhanced scatterometer data using image
reconstruction techniques have provided improved spatial
resolution (Long et al., 1993), which potentially yields
more precise ice edge position (Meier and Stroeve,
2008). Due to salinity differences between multiyear and
first-year ice, scatterometer data can estimate seasonal
and perennial ice coverage (e.g., Nghiem et al., 2007).
Scatterometry is also useful for measuring the extent of
snowmelt on sea ice due to its extreme sensitivity to the
presence of liquid water.

Another active microwave sensor useful for sea ice
studies is synthetic aperture radar. In contrast to
scatterometers, it is an imaging radar that synthesizes
images from multiple looks during the satellite’s motion
in orbit to effectively create a large antenna and thus

obtain much higher spatial resolution. The Canadian
RADARSAT-1 sensor has been providing SAR coverage
of sea ice since 1995. RADARSAT-2 was launched in
December 2007 and will take over SAR acquisition from
RADARSAT-1. However, RADARSAT-2 is a purely
commercial satellite and it is unlikely that data will be
widely available to the science community. The resolution
is high enough to capture small-scale ice motion and ice
deformation events, allowing ice motion, ice age, ice
volume, ice production, seasonal ice area to be estimated
at fine spatial scales (Kwok and Cunningham, 2002;
Kwok et al., 1995, 1998). The high-resolution, all-sky
capabilities are particularly useful for operational analysis
of sea ice, and SAR imagery is widely used by operational
sea ice centers such as the Canadian Ice Service and the
US National Ice Center (Bertoia et al., 2001). However,
the narrow swath of SAR sensors limits repeat coverage
to every 3—6 days in many regions of the Arctic. In addi-
tion, SAR imagery of sea ice can be difficult to interpret
and efforts at automated analysis have been largely
unsuccessful.

The determination of sea ice thickness remains a major
challenge. Upward looking sonar (ULS) on submarines is
the major source of ice thickness information in the Arctic
(Rothrock et al., 1999). Ocean floor—mounted ULS have
also provided ice thickness estimates but only in isolated
locations (Vinje et al., 1998). Airborne electromagnetic
induction instruments have been used experimentally
and operationally since about 1990 (Haas and Eicken,
2001). Worby et al. (1999) describe its use over fast ice
and pack ice in the Antarctic. More recently, autonomous
underwater vehicles (AUVs) have been successfully
employed to map the terrain of the underside of sea ice
(Wadhams and Doble, 2008).

ERS radar altimetry has been used to estimate ice
thickness in the Arctic (Laxon et al., 2003; Peacock and
Laxon, 2004) and the Antarctic (Giles et al., 2008), but
the coverage of the polar regions by the ERS orbit
limits retrievals to the seasonal ice zones in the Arctic.
Cryosat 2 with a radar altimeter was launched by ESA in
April 2010 and is providing ice thickness and volume
estimates for the Arctic (Laxon et al., 2012). The laser
altimeter on the Ice, Cloud, and Land Elevation Satellite
(ICESat) has been used to determine sea ice freeboard in
the Arctic. Kwok et al. (2008) obtained average values
of 43 cm over multiyear ice and 27 cm over first-year ice
in February—March 2006. Uncertainties arise primarily
through snow cover on the ice. Zwally et al. (2008)
measured Antarctic ice thickness using ICESat.

There are considerable issues in determining sea ice
thickness from altimeters and such measurements are still
largely unvalidated. Because altimeters are measuring
only freeboard, any errors in such estimates are magnified
when deriving total ice thickness. The major uncertainty is
snow thickness, which must be known to accurately
account for its contribution to freeboard height (for laser
altimeters that measure from the top of the snow surface)
or for total freeboard density (for radar altimeters that
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penetrate snow cover and measure from the snow/ice
interface). However, while there is still considerable
uncertainty in any absolute thickness estimates from
altimeters, they appear to be able to capture seasonal and
interannual variations well in sea ice thickness.

Lagrangian tracking of sea ice using passive microwave
imagery and other sources provides a long history (since
early 1980s) of ice age, a proxy for ice thickness (Maslanik
et al., 2007); comparison with ICESat thickness indicates
reasonable correlation between age and thickness on
a basin scale up to ages of 9 years.

Ice sheets

Ice sheet remote sensing involves all wavelengths of the
electromagnetic spectrum. Initial work was done with
Landsat MSS images in the 1980s. Williams et al. (1982)
assembled 4,270 Landsat scenes covering Antarctica to
about 82 °S latitude. A Landsat MSS mosaic of the
Ronne-Filchner ice shelf and Coats Land was
georeferenced using measured ground control points by
Sievers et al. (1989). A SAR mosaic from ERS-1 was
georeferenced and is thought to be accurate to 50 m (Roth
et al., 1993). The images are co-registered by either
(1) matching fixed points such as nunataks projecting
through the ice or (2) using the furnished coordinates
based on orbital parameters. Note that georeferencing
using the ephemeris data (furnished coordinates) has an
advantage in the ice sheet interiors, where large areas are
devoid of fixed rock outcrops. There are two methods to
determine the glacial velocities: an interactive one in
which crevasse patterns are visually traced (Lucchitta
et al., 1993) and an autocorrelation program developed
by Scambos et al. (1992).

Polar Pathfinder AVHRR products are available twice
daily at 5 km resolution in Equal-Area Scalable Earth
(EASE) Grid format (http://nsidc.org/data/avhrr/) for July
1981 through June 2005, and for shorter periods at 1.25
and 25 km resolution. The products include: clear-sky sur-
face broadband albedo and skin temperature, solar zenith
angle, surface type mask, cloud mask, orbit mask, and
ice motion vectors (Maslanik et al., 1998; Scambos
et al., 2000). Laine (2008) used these data to analyze
albedo changes in the Antarctic. All sectors show slight
increasing spring—summer albedo trends. The steepest
ice sheet albedo trend of 0.0019 +£ 0.0009/year is found
in the Ross Sea sector. The steepest sea ice albedo trend
of 0.0044 £ 0.0017/year occurs in the Pacific Ocean
sector.

Multi-angle Imaging SpectroRadiometer (MISR) data
have been used to determine the ice albedo over
Greenland (Nolin et al., 2001). Stroeve and Nolin (2002)
use two different methods to derive the snow albedo:
one based on the spectral information and one utilizing
the angular information from the MISR instrument. The
latter method is based on a statistical relationship between
in situ albedo measurements and the MISR red channel
reflectance at all MISR viewing angles and is found to

give good agreement with the ground-based measure-
ments. The spectral method is more sensitive to instrument
calibration and shows bidirectional reflectance distribu-
tion function models and narrowband-to-broadband
albedo relationships. The MISR sensor’s ability to map
glacier facies and roughness was explored and
documented by Nolin et al. (2002).

The VELMAP project at NSIDC (http://nsidc.org/data/
velmap/) aims to compile all ice flow data for the Antarctic
continent. The project includes Landsat 7 and ASTER
ice velocity maps while the second and third Radarsat
Antarctic Mapping Missions provide data north of 80 °S.
There are currently more than 130,000 ice vectors in the
database.

Changes in the West Antarctic ice sheet since 1963
have been identified using formerly classified Corona
images and recent data by Bindschadler and Vornberger
(1998). They find that ice stream B has widened at a rate
much faster than expected and its movement also slowed
down. The available data are reviewed and described in
Bindschadler and Seider (1998). A mosaic of the 1962—
1963 Antarctic coast and ice shelves was compiled, and
a grounding line for that time was calculated, from these
data (Kim et al., 2006).

In 1997, the Canadian RADARSAT-1 satellite was
rotated in orbit, so that its synthetic aperture radar (SAR)
antenna looked south toward Antarctica. This permitted
the first high-resolution mapping of the entire Antarctic
continent to be accomplished in less than 3 weeks. Swath
images representing calibrated radar backscatter data have
been assembled into 90 tiles at 25 m resolution and an
image mosaic available at 125 m to 1 km resolutions.
The RADARSAT Image Map of Antarctica, 1999, is the
product of the RADARSAT-1 Antarctic Mapping Project
(RAMP). The mosaic provides a detailed look at ice sheet
morphology, rock outcrops, research infrastructure, the
coastline, and other features. Accompanying this mosaic
is the high-resolution RAMP Digital Elevation Model
(DEM) that combines topographic data from a variety of
non-SAR sources to provide consistent coverage of all of
Antarctica. Version 2 improves upon the original version
by incorporating new topographic data, error corrections,
extended coverage, and other modifications. The RAMP
DEM is gridded at 200, 400, and 1,000 m.

There are large-scale spatial variations in radar bright-
ness. The bright portion of Marie Byrd Land and the east-
ern Ross Ice Shelf probably represents the region where
significant melting and refreezing occurred during an
early 1990s melt event. Most of the coastal areas and much
of the Antarctic Peninsula appear bright also because of
summer melt. Remaining strong variations in radar bright-
ness are poorly understood. Thousands of kilometer long
curvilinear features across East Antarctica appear to fol-
low ice divides separating the large catchment areas. On
an intermediate scale, the East Antarctic Ice Sheet appears
to be very “rough.” The texturing is probably due to the
flow of the ice over the Wilkes subglacial basin located
in George V Land. There the imagery shows subtle
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rounded shapes similar in appearance to the signature of
subglacial lakes such as Lake Vostok. In Queen Maud
Land, East Antarctica, there are extensive ice stream and
ice stream-like features. An enormous ice stream fed by
a funnel-shaped catchment, reaching at least 800 km
into East Antarctica, feeds Recovery Glacier, which
enters the Filchner Ice Shelf. Megadunes and wind
glaze regions were first identified as local features in
Landsat TM, but are fully visible for the first time in
the RAMP mosaic. Megadunes cover approximately one
million square kilometers of the plateau surface
(Fahnestock et al., 20006).

Using interferometry with SAR imagery obtained
during the 1997 Antarctic Mapping Mission, ice velocity
vectors were obtained over the East Antarctic ice streams.
The upstream velocity of the Recovery Glacier is about
100 m/year but near the grounding line there is a local
peak velocity of about 900 m/year.

Two digital image maps of surface morphology and
optical snow grain size that cover the Antarctic continent
and its surrounding islands have been prepared by NSIDC
and the University of New Hampshire (Haran et al., 2005).
The MODIS Mosaic of Antarctica (MOA) image maps are
derived from composites of 260 MODIS orbit swaths. The
MOA provides a cloud-free view of the ice sheet, ice
shelves, and land surfaces, and a quantitative measure of
optical snow grain size for snow- or ice-covered areas.
Scambos et al. (2007) use MOA to provide continent-wide
surface morphology and snow grain size.

Recently, the USGS with the British Antarctic Survey,
NASA, and the National Science Foundation have pro-
duced a Landsat Image Mosaic of Antarctica (LIMA)
from over 1,000 scenes of ETM + to latitude 82.5 °S at
15 m resolution (http://lima.usgs.gov/view_lima.php).
Both the mosaic and the individual original Landsat
images used in the compilation (which are nearly
completely cloud-free scenes of the surface) are available
online for free.

For Greenland, there has been albedo mapping with
AVHRR (Stroeve et al., 1997) and MODIS (Liang et al.,
2005). Ice velocity in ice streams has been derived from
interferometric SAR (InSAR) (Joughin et al., 2000) and
C-band SAR data from ERS-1 have been used to map the
different snow and ice facies of the ice sheet (Fahnestock
etal., 1993). Snow melt over the ice sheet has been mapped
using SSM/I data by Abdalati and Steffen (1996) and using
SMMR and SSM/I data by Mote and Anderson (1995). The
latter used a threshold value of the 37 GHz brightness tem-
perature while Abdalati and Steffen used a cross-polarized
gradient ratio (XPGR), which is a normalized difference
between the 19 GHz horizontally polarized and 37 GHz ver-
tically polarized brightness temperatures. The threshold of
XPGR = —0.025 is used to classify dry versus wet snow.

Changes in mass balance of the two major ice sheets
have recently been derived from a variety of satellite mea-
surements including the Gravity Recovery and Climate
Experiment (GRACE) (Rignot and Thomas, 2002).

They show that the Greenland ice sheet is losing mass by
near-coastal thinning. The West Antarctic ice sheet, with
thickening in the west and thinning in the north,
is probably thinning overall. The mass imbalance of the
East Antarctic ice sheet is likely to be small, but even its
sign is uncertain. The main objective of the laser altimetry
data obtained from the Geoscience Laser Altimeter System
(GLAS) on the Ice, Cloud, and land Elevation Satellite
(ICESat) was to measure ice sheet elevations and changes
in elevation (Schutz et al., 2005). GLAS provided global
coverage between 86 °N and 86 °S. ICESat has seen wide
use as a tool in investigating specific processes or regions,
via profile comparisons over time. Among several results
are the discovery of rapidly changing subglacial lake sys-
tems, which appear to fill and drain on short (month to year)
timescales (Fricker et al., 2007; Shepherd and Wingham,
2007). Using satellite-derived surface elevation and veloc-
ity data, Howat et al. (2007) found large short-term varia-
tions in recent ice discharge and mass loss at two of
Greenland’s largest outlet glaciers (Howat et al., 2007).

Ice shelves

Iceberg calving from the Ross and Filchner ice shelves has
been observed via satellite by the National Ice Center
(NIC) originally using DMSP Optical Line Scanner
(OLS) with 2.7 km resolution and AVHRR and subse-
quently MODIS and Envisat. Ballantyne and Long
(2002) use scatterometer data to show the increasing num-
bers of icebergs detected since 1976. Antarctic icebergs
are designated by the NIC as originating in one of four
quadrants: A 0-90 °W, B 90—180 °W, C 180-90 °E, and
D 90-0 °E. Iceberg B-15 broke off the Ross Ice Shelf in
late March, 2000. Among the largest ever observed, this
iceberg was approximately 270 km long x 40 km wide,
nearly as large as the state of Connecticut.

MODIS satellite imagery revealed that the northern
section of the 220 m-thick Larsen B ice shelf, on the east-
ern side of the Antarctic Peninsula, shattered and sepa-
rated from the continent. A total of about 3,250 km~ of
shelf area disintegrated in a 35 day period beginning
on January 31, 2002. The shattered ice formed a plume
of thousands of icebergs adrift in the Weddell Sea. Over
the last 5 years, the shelf has lost a total of 5,700 km?,
and is now about 40 % the size of its previous minimum
stable extent. Glasser and Scambos (2008) found that
ice-shelf breakup is not controlled simply by climate.
A number of other atmospheric, oceanic, and glaciologi-
cal factors are involved. The location and spacing of
fractures on the ice shelf such as crevasses and rifts are
very important because they determine the strength of
the ice shelf.

On Ellesmere Island, Arctic Canada, the Ward Hunt Ice
Shelf has undergone similar rapid changes since 2000.
SAR imagery revealed an extensive serpentine crack,
and secondary fractures, in 2002 (Mueller et al., 2003).
In summer 2005, the Ayles Ice Shelf broke off forming
an ice island (Copeland et al., 2007).
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Icebergs

Icebergs were originally tracked by airborne reconnaissance
in the Canadian Eastern Arctic and sub-Arctic. During
1960—1968, the International Ice Patrol used visual aerial
reconnaissance. From 1963 to 1982, the Ice Patrol made
iceberg survey flights north along the Labrador coast and
into Baffin Bay. Side-looking airborne radar (SLAR) was
introduced in 1983 and continues to be used. Following
the advent of Radarsat-1 SAR (Power et al., 2001) in
November 1995, the costly airborne surveys were
discontinued by the Canadian Ice Service.

The Antarctic Meteorological Research Center at the
University of Wisconsin-Madison provides near-real-time
and archived imagery of Antarctic icebergs (http://amrc.
ssec.wisc.edu/index.html). The images are from NOAA
Polar Orbiting visible and IR band data. Brigham Young
University, Provo, UT, produced enhanced resolution
scatterometer backscatter images during July—September
1978 (from Seasat), July 1996—June 1997 (from NSCAT),
1992-2001 (from ERS-1 and 2), and June 1999 up to pre-
sent (from QuikSCAT). Images were obtained from the
Scatterometer Climate Record Pathfinder (SCP) project
(Stuart et al., 2007). The initial position for each iceberg
is located based on either (1) a position reported by the
National Ice Center’s web page (http://www.natice.noaa.
gov/) or (2) by the sighting of a moving iceberg in a time
series of scatterometer images. Ballantyne and Long
(2002) used the archive to produce a long-term analysis
of Antarctic iceberg activity.

Frozen ground

Frozen ground may be seasonal or perennial (permafrost).
Permafrost is beneath the surface and not readily amena-
ble to direct remote sensing (Zhang et al., 2004). However,
the near-surface soil freeze/thaw status can be determined
using satellite remote sensing data. SAR provides infor-
mation on the timing, duration, and spatial progression
of near-surface freeze/thaw in autumn and spring, for
example. Freezing results in a large increase in the dielec-
tric of soil and vegetation, which causes a large decrease in
L-band (15-30 cm wavelength) and C-band (3.75-7.5 cm
wavelength) radar backscatter (3 dB). Way et al. (1997)
used the ERS-1 C-band instrument over central Canada,
for example, to detect this. Passive microwave radiation
(PMR) data offer similar information at lower spatial res-
olution. Frozen soils relative to unfrozen soils exhibit
(1) lower thermal temperatures, (2) higher emissivity,
and (3) lower brightness temperatures. The PMR algo-
rithm for frozen soils is:

0
5 Tg(f) < Psg
and

Tgi7v) < Pp

where the spectral gradient is in K Ghz 'and Ty @a7v)isin
K. Psg and Pp, are the cutoff spectral gradient and bright-
ness temperature, respectively. Based on these equations,
surfaces can be classified as frozen, dry (and hot), wet
(and cool), and mixed (Zuerndorfer and England, 1992).
A frozen surface has low brightness temperature
(37 GHz) and a relatively low negative spectral gradient.
Zhang and Armstrong (2001)and Zhang et al. (2003) ana-
lyzed soil freeze/thaw status over the contiguous United
States and southern Canada in winter 1997/1998. They
used a negative spectral gradient and a threshold value
of P3; = 258.2 K. They found that almost 80 % of the
time, the near-surface soil was frozen before snow accu-
mulated on the ground. They applied the validated frozen
soil algorithm to investigate near-surface soil freeze/thaw
status from 1978 through 2003 over the Northern
Hemisphere (Zhang and Armstrong, 2003). The long-term
average maximum area extent of seasonally frozen
ground, including the active layer over permafrost, is
approximately 50.5 % of the landmass in the Northern
Hemisphere. Preliminary results indicate that the
extent of seasonally frozen ground has decreased about
15-20 % during the past few decades.

Smith et al. (2004) developed a freeze/thaw algo-
rithm for SSM/I data and applied it for high northern
latitudes for 1988-2002. They found a trend toward
later autumn freeze-up in evergreen conifer forests in
North America by 3.1 4+ 1.2 days/decade while
in Eurasia there was a trend toward earlier thaw dates
in tundra (—3.3 + 1.8 days/decade) and larch biomes
(—4.5 + 1.8 days/decade). Despite the trend toward
earlier thaw dates in Eurasian larch forests, the grow-
ing season did not increase in length because of paral-
lel changes in timing of the fall freeze (—5.4 £ 2.1
days/decade).

Conclusions

Remote sensing of the cryosphere has made major
advances over the last three decades and has become an
indispensable tool for cryospheric research, given the
remote locations and hostile environments involved in
the spatial distribution of many cryospheric variables.
Beginning with aerial photography of glaciers, optical
remote sensing then came into use in the 1960s—1970s
for mapping snow cover and sea ice. The advent of pas-
sive microwave remote sensing in the 1970s eliminated
most of the problems of cloud cover and illumination,
and this advantage continued with the much higher
resolution airborne and satellite radar data in the 1980s.
Spatial resolution of optical sensors became much
enhanced in the 1990s, and the 2000s have seen the use
of satellite laser altimeter and gravity measurements.
Techniques have also advanced with the direct produc-
tion of DEMs from satellite data and ice motion studies
using Interferometric SAR.
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