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Preface

This publication is an outcome of the Fourteenth International Conference
on Information Systems Development, ISD'200S, held in Karlstad, Swe­
den during 14-17 August 2005. The theme for the ISD'200S conference
was "Advances in Information Systems Development: Bridging the Gap
between Academia and Industry". This conference continues the fine tradi­
tion of the first Polish - Scandinavian Seminar on Current Trends in In­
formation Systems Development Methodologies, held in 1988, Gdansk,
Poland . Through the years this seminar has evolved into the "International
Conference on Information Systems Development (ISO)" as we know to­
day. This ISO conference compliments the network of general Information
Systems conferences, e.g. ICIS, ECIS, AMCIS, PACIS and ACIS.

Information Systems Development (ISO) progresses rapidly, continually
creating new challenges for the professionals involved. New concepts, ap­
proaches and techniques of systems development emerge constantly in this
field. Progress in ISO comes from research as well as from practice. The
aim of the Conference is to provide an international forum for the ex­
change of ideas and experiences between academia and industry , and to
stimulate exploration of new solutions. The Conference gives participants
an opportunity to express ideas on the current state of the art in informa­
tion systems development, and to discuss and exchange views about new
methods, tools and applications. ISO as our professional and academic dis­
cipline has responded to these challenges. As a practice-based discipline,
ISO has always promoted a close interaction between theory and practice
that has been influential in setting the ISD agenda. This agenda has largely
focused on the integration of people, business processes and information
technology (IT) together with the context in which this occurs.

The ISD conference provides a meeting point or venue for researchers
and practitioners. They are coming from over 30 countries representing all
continents in the world . The main objective of the conference is to share
scientific knowledge and interests and to establish strong professional ties
among the participants. This year, the ISD'200S conference provided an
opportunity to bring participants to the newly established Karlstad Univer­
sity in Sweden . Karlstad University is well known for its multidisciplinary
research and education programs as well as the close cooperation with the
local industry of the Varmland region . The ISD'200S conference was or­
ganised around seven research tracks. This Springer book of proceedings,
published in two volumes, is organised after the following conference
tracks including a variety of papers forming separate chapters of the book:
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• Co-design of Business and IT
• Communication and Methods
• Human Values of Information Technology
• Service Development and IT
• Requirements Engineering (RE) in the IS Life-Cycle
• Semantic Web Approaches and Applications
• Management and IT (MIT)

Three invited keynote speeches were held during the ISD'2005 confer­
ence by very prominent authorities in the field: Prof Goran Goldkuhl, CEO
Hans Karlander and Prof Bo Edvardsson. In parallel with the conference
we held a practical Workshop for the ISO delegates including presentation
of a professional E-portal from the Wermland Chamber of Commerce.

The conference call for papers attracted a high number of good quality
contributions. Of the 130 submitted papers we finally accepted 81 for pub­
lication, representing an acceptance rate of approximately 60%. In addition
we had a pre-conference opportunity for promoting and supporting re­
searchers in their professional careers. The pre-conference comprised 25
papers which are published in separate proceedings from Karlstad Univer­
sity Press. We had a best paper award appointment of four papers from the
pre-conference offered to join this Springer book of proceedings . All to­
gether we have 89 contributions (88 papers and one abstract) published as
chapters in this book. The selection of papers for the whole ISD'2005 con­
ference was based on reviews from the International Program Committee
(IPC). All papers were reviewed following a "double blind" procedure by
three independent senior academics from IPC. Papers were assessed and
ranked from several criteria such as originality, relevance and presentation.

We would like to thank the authors of papers submitted to ISD'2005
conference for their efforts. We would like to express our thanks to all
program chairs, track chairs and IPC members for their essential work. We
would also like to thank and acknowledge the work of those behind the
scenes, especially Niklas Johansson for managing the web-site and sub­
mission system MyReview and Jenny Nilsson for all valuable help with
editing the papers according to the Springer book template. We are also
grateful to Karlstad University in particular to Rector Christina Ullenius,
Dean Stephen Hwang and Head of Division Stig Hakangard for their sup­
port with resources to be able to make the local arrangements.

Karlstad in August 2005

Anders G. Nilsson and Remigijus Gustas
Conference Chairs ISD'2005
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Change Analysis - Innovation and Evolution

Goran Goldkuhl and Annie Rostlinger

Department of Computer and Information Science,
Linkoping University, Sweden (ggo, aro)@ida.1iu.se

Introduction

Is information systems development (ISO) an organisationally legitimate
and appropriate change measure? This is a fundamental question for in­
formation systems (IS) practitioners and researchers. It is one possible
question that a change analysis (CA) tries to answer. Before one starts to
develop or procure an information system, one needs to be sure that this
kind of measure really will solve problems and realise goals . Change
analysis is an investigation with the purpose to perform a diagnosis of a
current organisational situation and a determination of appropriate change
measures. A basic idea of CA is not to take ISO or any other type of
change for granted. Determined change measures should be well-founded
through an unbiased analysis.

Change analysis was originally developed around 1975 and was at that
time an innovation in the area of information systems development and or­
ganisational change. The concept of change analysis was originally devel­
oped by Goran Goldkuhl, Mats Lundeberg and Anders G Nilsson in the
ISAC research group at Stockholm University. This concept was opera­
tionalised into the method change analysis/ISAC (Lundeberg et al, 1978;
1981). In the beginnings of the 80'ies the CA concept was brought further
by the works of Goran Goldkuhl and Annie Rostlinger, Partially inspired
by the ISAC method, we started to develop the change analysis/SIMM
method. This method has now evolved over 25 years through research, ap­
plication and education.

In this paper we will describe the basic idea of CA as it emerged during
the 70'ies in the ISAC group and the continual evolution of change analy ­
sis/SIMM from the beginning of the 80'ies up until now. During the 80'ies
there was a heavy focus on considering change analysis as an organisa­
tional problem solving process. Several important description techniques
were developed to support collective problem solving. Much effort was put
into structuring the change analysis process encouraging both critical re­
flection and creativity.
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In the early 90'ies the method was influenced by business process think­
ing. Process oriented notations were developed and included in the
method. Important at this stage was the development of a generic business
interaction model, called the BAT model (Goldkuhl, 1996). This meant
also an introduction of theoretical models to be used as a driver for inquir­
ies. During the late 90'ies this was even sharpened through the introduc­
tion of workpractice theory and its generic practice model (Goldkuhl &
Rostlinger, 2003).

The structure of the CA/SIMM has evolved over the years. As more and
more parts were included, we needed to make the structure more flexible.
The method evolved during the 90'ies from a monolithic method structure
to a flexible configuration of method components.

CA has during 30 years evolved as a perspective and a method. Some
highlights from this evolution will be showed in this paper. It is beyond the
scope of this paper to make any comparison with other methods. We will
focus on how change analysis originated and how it has evolved since its
inception.

Change Analysis as Choice of Change Measures

The use of information technology (IT) for improving organisations is to­
day so extensive that we simply tend to take it for granted. However, the
use of IT is not the only proper answer to the question "how to improve an
organisation". There are other types of change measures. Development of
information systems should not be taken for granted as the change meas­
ure, although it many times is an appropriate type of change.

The concept of change analysis was introduced by Lundeberg, Goldkuhl
& Nilsson (1978, 1981) as a way to avoid an un-reflected decision on in­
formation systems development. One main ground and experience for this
was a large action research project in mid of 70'ies. We participated and
tested some of the ISAC methods for early ISD in a project in a large
Swedish enterprise. After many problems in this project we eventually
found out that the ISD project actually was a pseudo endeavour in order to
avoid a basic conflict in the enterprise . After finding out this we first got
very upset, but later we were grateful for this experience and the emerging
insight: Perform always a change analysis before one starts the develop­
ment of an IS.

Change analysis is to be seen as a separate activity to investigate some
organisational situation in order to arrive at informed choices of action.
The decided change measures should be seen as proper ways of resolving
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problems and obtaining the goals of the organisation. Not any change
measure should be taken for granted. The understanding of different prob­
lems should guide the search for proper changes. CA should be performed
in an unbiased way, which means that CA should be performed without
any particular solution bias.

In relation to ISO, change analysis is seen as a separate and preceding
step. Change analysis can lead to a decision to develop an information sys­
tem, but it may also lead to other change measures as well as the decisions
of not making any changes at all or even to the decision to close down
some part of the enterprise (figure 1). If ISO is chosen as a change measure
in CA, there may also be other complementary changes decided upon. This
is important since IS should not be seen as a universal solution. There
might be other types of problems, which need other appropriate solutions.
The result of a change analysis might many times be a "package" of
change measures, which complement and support each other.

Change analysis

Information Systems
Development

Other changes

Fig. 1. Change analys is as a choice of change measures

Change Analysis as Organisational Problem Solving

Research on CA was brought further 1981 in the Human-Infological re­
search group (HUMOR). We stared to develop the method Change Analy­
sis/SIMM. This research continued 1990 in the research network VIIS
(www.vits.org).

One purpose of using CA is to create changes in organisations, i.e.
changes which can be implemented as solutions of different problems.
Change analysis is therefore a method for problem solving. A CA process
starts with vague ideas of problems. During the CA-work the problems are
considered in a thorough way to get verified, balanced and structured prob­
lem descriptions.

We conceive the process of problem solving as a creative interaction
and communication process. A process with different actors involved, ac­
tors with different understandings of the workpractice as well as different
understandings of goals and values (Goldkuhl & Rostlinger, 1984; 1988).
A well performed problem solving process increases the opportunity to
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reach excellent solutions. Excellent solutions are measures that really im­
prove the workpractice when they are implemented. According to the in­
tentions of CA involved actors can take part in a joint problem solving
process. The participation is supported by use of communication instru­
ments in form of structured documentation (e.g. graphical diagrams). This
participation of different actors facilitates the use of the work knowledge
of different actors and also makes the problem solving process being
transparent, well-founded and balanced. In the method design of CA we
have been influenced by general models of problem solving and the phases
of preparation, incubation, illumination and verification (Harman &
Rheingold, 1984) can be traced in the CA-method.

Problem resolving starts with a problem, i.e. an apprehension that a
problematic situation exists. Someone conceives an important difference
between the actual and the desired situation, where the deviation is the
problem (Dewey, 1938; Schon, 1983). But it is not only one simple prob­
lem; we often have to deal with many problems in a complex pattern. We
early introduced problem diagrams as a way to handle the need for struc­
turing complex problem situations including various problems (Rostlinger,
1981; Goldkuhl & Rostlinger, 1993). With problem diagrams a problem
can be related to other problems in the problematic situation. One problem
can have the function of either cause or effect or both cause and effect. A
deeper understanding of the different problems and their functions gives
prerequisites for finding critical problem causes and in that way getting
appropriate solutions of problems. Problem analysis with problem dia­
grams explicitly emphasise the problem solving dimension of the CA­
work.

In order to improve workpractices it is important to reduce problems but
not to reduce the strength. In fact it is important to get knowledge of strong
points in the organisation. Not to do these strengths away but instead they
are essential to keep and improve. Strength diagrams (Rostlinger, 1993)
are constructed in the same way as problem diagrams. Different strong
points are identified and related in order to find critical causes and effects.
By problem analysis and strength analysis the CA-work can focus on both
negative and positive aspects related to the organisation and the problem­
atic situation.

To determine if something is a problem or a strength and if a measure is
a god or a bad one, it is important to have reference points to compare
with. Workpactice goals are such reference points. A goal expresses what
is desired. In CA it is therefore important to focus on goals; both to iden­
tify existing goals, explicit as well as implicit goals, and also to modify
and develop new goals. In CA we work with goal diagrams as an analysis
instrument to relate goals in terms of main goals and sub goals, and to de-
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teet conflicts between different goals (Goldkuhl & Rostlinger, 1988). It is
important to settle goals for the future workpractice in order to decide on
suitable measures.

One important part of the CA-work is to get knowledge of what prob­
lems to reduce and what strengths to use. This is called change require­
ments and is a step forward to the measures. A certain change measure is a
concrete way to improve the workpractice, but there can be several differ­
ent ways of improvement for one change requirement. It is important to
have the possibilities to choose between different ways of change actions.
Therefore identification and formulation of change requirements are im­
portant before the treatment of measures. This part of the CA is summa­
rised in a document called condensed evaluation and is including the most
important goals, problems and strengths together with the formulated
change requirements.

To formulate change requirements is the final step in the diagnosis
phase of the CA process (Goldkuhl & Rostlinger, 2003). A performed di­
agnosis should lead forward to a decision of what to do if something really
needs to be done. A diagnosis giving adequate information about signifi­
cant aspects of the workpractice is a prerequisite for useable measures that
fulfil goals by resolving problems and maintaining and developing
strengths .

Change Analysis as Business Process Development

Already in 1986, some years before the business process wave started, the
first steps in this direction were taken for the CA/SIMM method . Up until
then, we had used the Activity graphs from ISAC (Lundeberg et ai, 1981)
as a method part in CA/SIMM. The working procedure of ISAC A-graphs
was a top-down de-compositional approach based on systems theory. Dur­
ing a large industrial project in 1986, a new alternative notation was devel­
oped (action diagrams), which replaced A-graphs. Instead of a de­
compositional approach, we chose to work mainly "bottom-all"; modelling
actions and the flow of information and material (Goldkuhl, 1992). Action
diagrams use the basic modelling concepts of action, performer and object.

Action diagrams became very appropriate for a horizontal analysis of
business activities; as a kind of workflow analysis that has become a back­
bone for process oriented approaches. One main trigger for this kind of
process orientation was the seminal paper by Hammer (1990) . A focus on
horizontal business processes and on customer satisfaction has since then
influenced development of organisations and information systems.
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CNSIMM emerged during the 90'ies as a method for business process de­
velopment (Lind, 1996; Rostlinger et al, 1997; Lind & Goldkuhl, 1997;
Christiansson, 1998).

The conception of a business process is of course vital for such meth­
ods. In many business process approaches there seems to be a bias towards
"business processes as transformation of input objects to output objects for
customers". This transformation view has been challenged by a coordina­
tion view, where the interaction between customers and suppliers is em­
phasised (Keen, 1997). In CA/SIMM we adopt a combined view, ac­
knowledging business processes as both workflow and interaction
(Goldkuhl & Rostlinger, 2003).

A theoretical basis for the business process analysis in CNSIMM in­
quiries emerged through the BAT model (Goldkuhl, 1996; Goldkuhl &
Lind, 2004). BAT (Business interAction & Transaction framework) de­
scribes in different generic models how a customer and a supplier interact
with each other. The BAT models describe business interaction in terms of
generic business phases where business proposals, commitments, fulfil­
ments and assessments are exchanged between customer and supplier (fig­
ure 2). BAT can be used as a template or a reference model when analyz­
ing business processes in a CA. It helps the participants to direct their
attention towards important aspects; as e.g. how proposals are made, how
customers and suppliers come to agreements through negotiation and con­
tracting, how agreements are fulfilled in delivery and payment processes,
how both customers and suppliers get satisfied through a business transac­
tion.

A business process oriented CA is operationalised through different
modelling techniques . Action diagrams, mentioned above, play an impor­
tant role. This notation makes it possible to obtain a very detailed and
comprehensive process model of the organisation describing sequences,
conditions, alternatives, triggers and other parts of the action logic. The de­
tailed process descriptions in action diagrams can be abstracted and aggre­
gated to process diagrams. These describe sequential sub-processes but
also alternative variant processes (Lind & Goldkuhl, 1997). Process dia­
grams are often structured according to the phase structure of the BAT
model. The interaction between customer and supplier is modelled in co­
work diagrams (Rostlinger et al, 1997). This notation describes, in an es­
sential way, how customer and supplier create and fulfil business agree­
ments. In these ways CA/SIMM can be used to analyse and (re)design
business processes as both interaction and workflow.
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Fullfilments

Assessments

Commitments

<, n ,../
....... --- -.....".

Business relation
(Post-Transactional)

Businessretano n
(Pre·Transactional)

;::......L.....-L./_,..~- n--r-<,_-L-~........,
Supplier Proposals Customer

Possibl recurrent
businesstransactions

Fig. 2. BATbusiness transaction model (Goldkuhl & Lind, 2004)

Change Analysis as Practice-Theory Driven Development

Theoretical and methodological development concerning CA/SIMM went
on hand in hand. As described above, there was an integral development of
the business process notion and supporting modelling techniques. The
combined business process view (transformation and coordination) was
further developed during the late 90'ies. This combined view was the first
step towards a multi-functional view of organisations as practice systems
(Goldkuhl et ai, 2002) . Other important aspects of organisations were
added and integrated towards one comprehensive and generic model of
workpractices (ibid; Goldkuhl & Rostlinger, 2003).

The generic workpractice model (figure 3) describes a workpractice in
terms of actions , actors and action objects as results and preconditions. It
acknowledges a workpractice as a transformative practice, i.e. transform­
ing some "raw material" (base) into some product (result) aimed for the
clients ("customers") of the practice . It also acknowledges a workpractice
as governed by a horizontal coordination, i.e. some assignments (product
order) from the clients or some proxy. These two aspects are covered by
the combined business process view as described above . Besides these
there are several other aspects that are important for workpractices. There
is also a vertical coordination, with assignments from management. In­
struments and descriptive and procedural knowledge are utilised in the
workpractice. We also acknowledge the nonnative context consisting of



8 Goran Goldkuhl and Annie Rostlinger

norms and judgements that govern the workpractice. Financial flows play
also essential roles.

Productassigners

T
R

L.----f A

N
S
A
C

L.-_--f T
I
o
N
S

Baseassigners

ACTIONS performed
in a MANNER, at somePLACE,at someTIMEby

PRODUCERS
(humans, machines) basedon

CAPABILITY
(individual, collective, material, informative, financial)

Otherresulttakers
and influences on them

and theiractions,
and effectsarisen

INFRA STRUCTURE

Knowledge & Norrn-frarners Financeproviders
Instrument providers & Estimators

Fig. 3. The generic model of workpractices

A workpractice consists of actions performed by human and artificial
producers . Such actions, situated in time and place, are carried out accord­
ing to the institutionalised manner of the workpractice . Actions within a
workpractice are based on performers' capabilities that are established and
evolving through a continual learning and conscious development.

This workpractice theory affects CA/SIMM in several ways. At a very
early stage of a CA process, workpractice definitions are made (ibid). The
different categories of the generic workpractice model are used as a tem­
plate. The workpractice definitions will guide the CA inquirers to focus
crucial aspects of the workpractice. To perform a CA/SIMM inquiry has
now become not only method-driven but also theory-driven.

The introduction of workpractice theory has made CA more focused.
Later parts of CA, as e.g. problem analysis and strength analysis will be
governed and informed by the workpractice definitions made. This makes
it appropriate to direct attention towards important workpractice character-
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istics, as e.g. product quality, clarity and reciprocity in assignments, effi­
ciency in transformation, coordination and interoperability between differ­
ent sub-practices, adequacy and congruence of capabilities, continual
learning, relations and congruencies between different assignments and
different norms.

Change Analysis as Flexible Use of Method Components

The CA method implies prescriptions for use by the CA investigator. The
method tells the method user something about what to do and how to do it
when investigating workpractices. But also important is when to do it, i.e.
in what order shall something be done. The original CA/SIMM had a
rather strict sequential order of work steps. The norm was to start with
problems then continue with actions/processes and goals and end up with
change requirements and change measures . The method structure was
fixed and the method was treated as a monolith, i.e. one integrated whole­
ness with predetermined work steps.

Over the years we have expanded the CA method. Gradually more and
more aspects have been incorporated within the method . With many as­
pects and many types of notations it was no longer so obvious to perform
the inquiry by steps taken always in the same order. We also noticed that
different actors used CAiSIMM in quite different ways. In 1988 a book on
change analysis was published in Swedish (Goldkuhl & Rostlinger, 1988).
This book increased the use of CA/SIMM and also the use of CA/SIMM
by different actors and in different situations. We always have recom­
mended a situationally adapted use of CA/SIMM. It is important to focus
the issue at stake and to put the studied workpractice in the foreground and
the method use in the background.

All these things together increased the need for a more open and flexible
structure of the CA/SIMM method . But the need for a redesigned method
also forced us to direct attention to the method concept. What is a method
for workpractices investigation and development? According to our view a
method implies prescriptive rules to support actors performing investiga­
tions. These rules are based on some perspective and purposes. A method
can consist of separate method components. Each component consists at
least of procedural rules (what and how to do), notational rules (what and
how to document), concepts (what and how to talk and think about a phe­
nomenon/a task/an issue); Rostlinger & Goldkuhl (1994). Confer figure 4.

This clarification of the method concept was important for the way we
changed CAiSIMM. The method changed from a monolithic method struc-
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ture to a more flexible configuration consisting of different method com­
ponents. The CA/SIMM was now designed as a basic block structure re­
lated in sequence including decision points together with different flexible
components (figure 5); cf also Goldkuhl & Rostlinger (2003).

Method componentlissue

Fig. 4. Method concept

Modelling & analysis

Workpractice Inter-practice Process &
Problem analysis

definition analysis action analysis

Strength analys is Goal analys is
Dimension •••analysis

I
<, ,

Condensed
evaluation

<,
<,

<,
<,

<,
<,

Establishment of
CA precondition s

/'

Workpraclice
diagnosis

"
Study of change

measures

Change decision

Fig. 5. Change analysis method structure

The main basic blocks are "workpractice diagnosis" and "study of
change measures". Each block contains of several separate method com­
ponents. The investigators have the possibility to choose between the dif­
ferent components in order to get the best support in the current inquiry
situation. E.g. in the block workpractice diagnosis there are among others
the components workpractice definition, inter-practice analysis and proc­
esses & action analysis. These components imply different foci on the
workpractice and they can partly be used as complement as well as substi­
tute to each other.
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The more flexible structure with basic exchangeable method compo­
nents gave the CA method a more generic function. CA/SIMM and differ­
ent generic parts of CA /SIMM can be used by many different actors in a
variety of inquiry situations. Different aspects are differently important in
different situations. The purpose is to support an efficient and situationally
adapted use of the components. The use of CA/SIMM shall enhance a fo­
cused creativity and it shall contribute to a transparent inquiry including
both communicative quality and decision rationality (Habermas, 1984;
Goldkuhl & Rostlinger, 1984; 1988; Forester, 1999).

Conclusions

The CA/SIMM method has evolved over many years . Through many pub­
lications and education at several universities the method has been widely
spread and used. It has been used by many practitioners in many real life
applications and in many different settings.

The method has also been used and tested by us and several research
colleagues in many action research projects. Besides this empirical
grounding, we have also performed internal grounding (continual revision
of concepts and structure in order to make the method more coherent) and
theoretical grounding (relating the method explicitly to different theoreti­
cal sources). It is through this kind of combined empirical, internal and
theoretical grounding (Goldkuhl, 2004) that the CNSIMM method has
evolved over the years .

References

Christiansson MT (1998) Interaction Analysis - An Important Part of Inter­
Organisational Business and IS Development. In: Proc of the 3rd Inti Work­
shop on the Language Action Perspective, Jonkoping Int. Business School

Dewey J (1938) Logic: The Theory of Inquiry. Henry Holt, New York
Forester J (1999) The Deliberative Practitioner - Encouraging participatory plan­

ning processes. MIT Press, Cambridge, Mass.
Goldkuhl G (1992) Contextual Activity Modelling of Information Systems. In:

Proc of the 3rd International Working Conference on Dynamic Modelling of
information system s, Noordwijkerhout

Goldkuhl G (1996) Generic Business Frameworks and Action Modelling. In: Proc
of Language Action Perspective '96 , Springer Verlag

Goldkuhl G (2004) Design Theories in Information Systems - a Need for Multi­
grounding. Journal of IT Theory and Application (JITT A), 6(2) pp 59-72



12 Goran Goldkuhl and Annie Rostlinger

Goldkuhl G, Lind M (2004) Developing e-Interactions - a Framework for Busi­
ness Capabilities and Exchanges. In: Proc of the 12th European Conference
on Information Systems (ECIS2004), Turku

Goldkuhl G, Rostlinger A (1984) The Legitimacy of Information Systems Devel­
opment - a Need for Change Analysis . In: Proc of IFIP Conference Human­
Computer Interaction , London

Goldkuhl G, Rostlinger A (1988) Forandringsanalys - Arbetsmetodik och forhall­
ningssatt for goda fbrandringsbeslut . Studentlitteratur, Lund [In Swedish]

Goldkuhl G, Rostlinger A (1993) Joint Elicitation of Problems: An Important As­
pect of Change Analysis . In: Avison D et al (eds) Human, Organizational and
Social Dimensions of Information Systems Development, North-Holland

Goldkuhl G, Rostlinger A (2003) The Significance of Workpractice Diagnosis:
Socio-Pragmatic Ontology and Epistemology of Change Analysis. In: Proc of
the Inti workshop on Action in Language, Organisations and Information Sys­
tems (ALOIS-2003), Linkoping University

Goldkuhl G, Rostlinger A, Braf E (2002) Organisations as Practice Systems - In­
tegrating Knowledge, Signs, Artefacts and Action. In: Liu K et al (eds) Organ­
isational Semiotics: Evolving a Science of IS, Kluwer, Boston

Habermas J (1984) The Theory of Communicative Action 1- Reason and the Ra­
tionalization of Society, Polity Press, Cambridge

Hammer M (1990) Reengineering Work: Don't Automate, Obliterate. Harvard
Business Review, pp 104-112

Harman W, Rheingold H (1984) Higher Creativity. Tarcher, Los Angeles
Keen PGW (1997) The Process Edge. Harvard Business School Press
Lind M (1996) Business Process Thinking in Practice . In Proc of 19th IRIS­

Conference, Goteborg University
Lind M, Goldkuhl G (1997) Reconstruction of Different Business Processes - a

Theory and Method Driven Analysis . Proc of the 2nd Inti Workshop on Lan­
guage Action Perspective (LAP97) , Eindhoven University of Technology

Lundeberg M, Goldkuhl G, Nilsson A (1978) A systematic approach to informa­
tion systems development - I. Introduction; - II. Problem and data oriented
methodology, Information Systems, vol 4, pp 1-12, 93-118

Lundeberg M, Goldkuhl G, Nilsson A (1981) Information Systems Development­
A Systematic Approach. Prentice-Hall, Englewood Cliffs

Rostlinger A (1982) Problem Analysis - a Methodological Outline. In Goldkuhl G,
Kall C-O (eds) Report from the 5th Scandinavian Research Seminar on Sys­
temeering , Chalmers Unversity ofTechnology, Goteborg

Rostlinger A (1993) Styrkeanalys - Ett arbetssatt for att tillvarata positiva aspekter
i verksamheter, VITS, IDA, Linkoping University [In Swedish]

Rostlinger A, Goldkuhl G (1994) Generisk flexibilitet - Pa vag mot en kompo­
nentbaserad metodsyn, VITS, IDA, Linkoping University [In Swedish]

Rostlinger A, Goldkuhl G, Hedstrom K, Johansson R (1997) Processorienterat
forandringsarbete inom omsorgen. Kvalitet 97, Goteborg [In Swedish]

Schon D (1983) The reflective practitioner - How Professionals Think in Action.
Basic Books , New York



The Computer - The Businessman's Window to
His Enterprises

Hans Karlander

Procuritas Partners KB, Stockholm, Sweden (www .procuritas.com)
karlander@procuritas.se

Background

Hans Karlander has a Master of Science in Economics and Business Ad­
ministration from the Stockholm School of Economics. Hans Karlander is
co-owner and managing partner of Procuritas and joined the partnership in
1995. Karlander started his career at Electrolux in 1977 and has since then
among other been Executive Vice President at IndustriFinans, Executive
Vice President at Swedbank and Under-Secretary of State at the Swedish
Ministry of Industry and Commerce before joining Procuritas.

Hans Karlander is invited as key note speaker to represent the business
world at the information systems development conference ISD'2005.
Drawing from real-life experience insight is given into the life of an ordi­
nary computer user as well as an introduction to the large and growing pri­
vate equity industry. Thoughts and rationale behind investments in compa­
nies and how IT is used to create value arc presented.

Procuritas

The large increase in pension capital worldwide has changed the financial
landscape fundamentally. Enormous sums of money have been accumu­
lated and are under management. Today, as an illustration, 40 percent of
American common stock is owned by pension funds and retirement funds.
Asset management is based on modem theories developed by Markowitz,
Nobel laureate for his theories on portfolio selection. Capital is allocated
into different classes and sub-classes, of which private equity is a sub-class
to alternative investments. Pension funds globally invested over 62 billion
US dollars in the alternative asset class during 2004, including 17 billion
dollars in private equity . In the US, some eight percent of assets under
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management by institutional investors are placed in private equity. This is
expected to increase by one percentage point during 2005, translating into
an additional 160 million dollars allocated to private equity. Europe is fol­
lowing the US example.

Private Equity refers to active ownership in non-listed companies
through majority positions as opposed to the sleeping ownership of latent
institutions in listed companies. Solid businesses with great potential are
acquired and held for a period of normally five to six years, representing
an active development cycle, during which pressure is put on creating
value in the company. It is worth noting that by creating value for inves­
tors in the form of financial return on their investments, value is also cre­
ated for a number of parties as employments become safer, local suppliers
get larger orders, distributors receive increased business, and the munici­
pality can collect more income. In order to build a more valuable company
information technology is used in two steps. Firstly as a tool for coordinat­
ing activities and additionally to create value by itself. It is in this setting
that Procuritas acts.

Procuritas was founded in 1986 as the first Nordic private equity com­
pany. Procuritas buys, develops, and subsequently sells companies. The
company has 25 employees in Stockholm and Copenhagen and is owned
by seven partners. Procuritas has over 350 million euro under management
that is invested into the so called "mid-segment" of the market - well es­
tablished companies with proper businesses, but smaller than the giants.
Currently Procuritas owns ten corporate groups with combined sales of
almost two billion euro with over 12000 employees. The specialised niche
in which Procuritas is active is called management buyouts (MBO). In an
MBO, a company is acquired together with the management of the com­
pany, aligning management interests with the owners ' .

Value Creation

In traditional early-1990's MBOs a large part of the value created origi­
nated from financial improvements, and less from operational optimisation
and strategic development. However, high historical profitability in the
private equity industry has attracted competition and led to a maturing of
the industry. The globalisation trends have also reached the private equity
industry with international actors entering local markets. The inflow of
more private equity funds increases the supply of capital while increasing
the demand for acquisition targets. In line with classical economic theory
this means it is no longer possible to buy cheap and earn money through



The Computer - The Businessman's Window to His Enterprises 15

only financial leverage and general strategies. Today, genuine insight into
the companies' operations and development potential is required to add
value. To understand the development potential it is imperative to get a
deeper understanding of all aspects of the operations of a company, of
which IT is one parameter of great importance , before the acquisition.
Therefore, when analysing a potential investment it is vital to understand
the current level of IT used, and how IT can be utilised to improve the ex­
isting business , manage the investment and subsequently develop services,
new products and the business itself.

Relating back to Markowitz (1991), a rational investor maximises the
expected return at a given risk level. As private equity investments are
riskier than, say, government bonds, investors require a higher return on
their money. Typically, investors demand a yearly return of 20 to 25 per­
cent from private equity investments. To meet this target, real value must
be created in the investment targets. There are many factors that make an
investment attractive, e.g. unique products, interesting markets with
growth potential and experienced management with proven results. The
single most important factor for creating value is active ownership. It is
only through acquiring majority positions in un-listed companies that the
owners have the power to really change the company and reach the finan­
cial goals . By removing a company from the stock exchanges, fundamental
improvements and restructurings can be undertaken without having to
worry about meeting the quarterly financial targets set up by the market.
Instead the owners can focus on long-term returns rather than short-term.
One of the most important tools for an active owner to meet these goals is
information technology. However, IT on its own does not automatically
add value, but must be used as support for the owner and management.

The business of a company is built up by numerous activities, ranging
from the actual production of the products (for a manufacturing company)
and logistics systems to marketing and human resource management. In
line with classical Michael Porter competition theory, each individual ac­
tivity can largely be copied by competitors, but it is the specific combina­
tion of activity sets that makes a company unique (Porter 1980, 1985). In­
formation technology is often vital to coordinate activities and create a
strong, competitive company .

Prerequisites for Successful IT Investments

To meet the return targets and create so much value in a relatively short
period of time demands a clear strategy and IT as a part of this, creating
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durable companies with a competitive advantage. Procuritas is not in­
volved in "day-trading" or speculation - high demands are placed and real
value must be created to deliver superior returns to investors.

In the real world, the majority of IT investments are locked into operat­
ing and maintaining existing applications. Only ten percent are available
for investment outside existing applications, and it is these ten percent that
can be invested into new means of creating value, rather than optimising
existing processes. Also, a very large share of investments, including but
not limited to IT, create no or even destroy value. Surveys by Kaplan and
Norton (2004) show that as much as 70 percent of organisations that intro­
duce CRM software cannot show results from these investments. To cap­
ture the full potential benefits, each investment, IT or not, must be accom­
panied by organisational change and development of human capital
competencies .

The levels of IT investments are twofold: the first level utilising infor­
mation technology to improve and coordinate existing activities and the
second level using IT to create value by itself. Common to both levels is
that data gathering and processing only have a value if the information is
correctly interpreted and used. Translated into Procuritas' endeavours, a
successful IT investment can only be reached through: (i) strong leadership
by management and board of directors; (ii) insight into that implementa­
tion of IT must have personnel and organisational consequences ; and (iii)
the above being used as a strategic goal.

Good to Great

Starting with the first point above, the importance of leadership is ana­
lysed. With data transactions becoming virtually instantaneous and cost
free, the management of multinational corporations is facilitated. Together
with reduced transportation costs (sending a container from China to
Europe costs around I 000 dollars) and movements towards free trade, the
geographical location of a company has less relevance. The world is full of
good companies, but through the increasing internationalisation and com­
petition from China and India, good is simply not good enough. The old
economies have to move from good to great in order to survive. This is
true for all sectors that face international competition. Also within the aca­
demia, researchers are faced with direct competition from the Far East
within their own fields of expertise. Also, it is up to the researchers to pro­
vide solutions for the old Western economies if we are to continue to move
up the food chain, or at least maintain our positions.
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"I have but the simplest taste - I am always satisfied with the best"
- Oscar Wilde

Instead of comparing with best practice the new "buzz-word" is next
practice as put forward by professors Prahalad and Ramaswamy (2004) in
a recent book. This means that when comparing to the best practice one
can only become second best. It is only by striving to develop the next
practice through innovation that a companycan excel. Jim Collins (2001),
author of the best selling book From Good to Great started with 1435
large US companies, examined their performance over 40 years and subse­
quently found eleven companies that became great and outperformed the
others. To be classifiedas great, a company had to produce average cumu­
lative stock returns several times greater than the general market over a
sustained period of time (15 years). He named these eleven companies the
Good-to-Great companies and compared them to see what they had in
common.

Collins (200I) found seven principles that the group of great companies
all had in common: level 5 leadership, disciplined thought, confrontation
of brutal facts, hedgehog concept, culture of discipline, flywheel momen­
tum, and preservation of core and stimulation of progress. The common
denominator is leadership. It is at the highest level of leadership that a per­
son can take a company from "merely" being good to really being great.
One of Collin's key points is first who - then what; leadership should
come before strategy. It is more important to decide on who should carry
out a task than what the actual task should be. In fact, everything is secon­
dary to leadership. Only in the hands of a competent leader, can IT provide
the information necessary to form rational decisions and also enable the
control of a large organisation and coordination of numerous activities.

Information Technology Investments in the Real World

Continuingwith the secondand third points relating to the prerequisites for
successful IT investments, some concepts must be introduced. Kaplan and
Norton (2004) define "information capital" as databases, information sys­
tems, networks, and technology infrastructure. Information capital is fur­
ther divided into four categories: transformational applications, analytic
applications, transaction processingapplications and technology infrastruc­
ture. This concept is used as a reference point henceforth when discussing
the use of information technology in the Procuritas portfoliocompanies.

Before Procuritas makes an acquisition, the level of IT in the company
is analysed. Furthermore, the effectiveness of management and its ability
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to implement what Procuritas perceives as important are evaluated. There
are two central points when analysing the level of information technology:
IT as support for increasing efficiency of the current operations, including
financial control and rationalisations, and how a new strategic course for
the company can be set and given strategic IT support .

Table 1a. The Procuritas portfolio companies per July 2005

DISA Expan Thermia
Industry Moulding Building Energy

machines material

Turnover €155M €77M €55M

Employees 342 599 345

Geographical Global Denmark Sweden
areas of Germany Finland
operations

International Global Denmark Europe
exposure Germany

Table lb. The Procuritas portfolio companies per July 2005

Wermland Paper Brio Educational Bravida
+ Printel

Industry Kraft paper Wholesaler of Installation
provisions to services
pre-schools and
schools

Turnover €IOOM €90M €998M

Employees 418 186 8500

Geographical Sweden Sweden Sweden
areas of Norway Norway
operations Denmark Denmark

Finland

International Global Nordic region Sweden
exposure Norway

Denmark
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Table Ic. The Procuritas portfolio companies per July 2005

Sanda Axenti NSG- -_ .. __~_H'~_

Industry Painting Manufacturing Car transporta-
conglomerate tion

Turnover €74M €50M €43M

Employees 1 200 235 389

Geographical Sweden Sweden Sweden
areas of Norway Denmark
operations Denmark

Finland

International Sweden Global Sweden
exposure Denmark

The portfolio companies of Procuritas cover a wide range of industries
and face varying degrees of intemationalisation (see Table la-c). These
companies naturally rely on IT to different extents and vary in how far
they have come in their strategic positions. As the companies have little in
common (other than being, hopefully, good investments) they have differ­
ent levels ofIT, different needs and different opportunities. An example of
the diversity is the variety in business lines: there are four manufacturing
companies, three service companies, one company within wholesale and
one processing company. Also, the companies face varying degrees of in­
temationalisation: for example DISA has production, procurement and
sales worldwide while Sanda is a strictly local Swedish business. To illus­
trate how information technology is viewed in a typical investment case,
the acquisition ofWermland Paper is analysed.

Wermland Paper comprises two mills in the forests of Varmland. To­
gether they have a turnover of 100 million euro with over 400 employees .
The mills produce unbleached kraft paper, used for among other carrier
bags, packaging and masking paper. Within unbleached kraft paper,
Wermland Paper is active on three substantially different markets. After
two decades of large profits, the two paper mills had faced gradual reduc­
tion in profitability during the four years prior to the sale of the company
in 2003. Procuritas' investment hypothesis was that it should be possible to
bring the mills back to the traditional profitability levels. Bearing this in
mind an extensive pre-acquisition company analysis was undertaken.

Just like it is not the individual activities by a company but rather the
entire set of activities that make it unique, individual components of a pre­
acquisition analysis are normally not difficult to obtain; there are always
experts that can be hired as consultants to provide specific information .
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Rather, it is putting all the pieces of information together and forming a
solid opinion on whether the company should be acquired or not that
makes the analysis inimitable.

The Wermland Paper analysis showed a great potential for cost reduc­
tions, a neglected market side and lack of strategy for the future. Also, it
was found that the pulp and paper industry stands before great changes:
South-East Asia and Eastern Europe are surging as competitors, and the
markets in Europe and the US are changing profoundly. The Wermland
Paper mills have developed well without extensive investments in IT, but
in order to stay competitive and survive in the new market conditions,
Wermland Paper needed a clear strategy with IT implemented to a much
larger extent. Swedish industry has a high level of investments into infor­
mation technology, and especially the forest and paper industry early im­
plemented IT. However, in this industry dominated by engineers, IT has
mostly been implemented in production, while neglected in marketing, fi­
nance and management. This also became evident in the pre-acquisition
analysis ofWermland Paper, where IT was found to suffice as production
support, but poor for financial control and non-existent towards customers.

In the investment case an eight point programme was identified to im­
prove the low profitability of the company. Part of this programme in­
cluded transaction process applications such as quality control systems
and manufacturing resource planning as well as analytic applications, e.g.
inventory analysis. Less than two years down the road, the effects of the
programme are evident. By implementing IT on the operational level, per­
sonnel has been reduced by twelve percent, inventory has been greatly
lowered and cost reductions amounting to some ten percent of revenues
have been realised. Maintaining the strong focus by management and the
active owners on the strategy laid out at acquisition, the eight point pro­
gramme continues with further investments in for example supply-chain­
management, manufacturing and financial management. Once profitability
is up and "the fire has been put out" the attention can be drawn to creating
further value through investing in transformational applications. A central
component for these applications is a portal that brings together for exam­
ple just-in-time delivery systems and packaging tracking. With the support
of IT, the organisation has also become less hierarchical. Production man­
agers can now directly access information such as costs and prices for their
own accounts. These accounts are also linked to individual budgets so that
it is clearer on a lower level, and to more people, how specific units and
projects are faring.

To conclude, in a short period of time, remarkably large rationalisations
have been made possible through transaction processing applications.
However, the most important need for the company was new, strong lead-
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ership. In conjunction with the acquisition, a new CEO was recruited and
since then new management has been built, together with a new and quali­
fied board of directors. Management and board of directors have now
started working in strategies that among other include transformational
applications, such as the portal mentioned above.

Looking at the rest of the Procuritas portfolio, it is evident that depend­
ing on how far the companies have come in their development, value creat­
ing information technology applications play varying roles. In the three
service companies, transaction processing applications are difficult to im­
plement while in the other companies (manufacturing, processing and
wholesale) transaction processing applications are vital for cost reductions.
In all companies, analytic applications are important for Procuritas as
owners, as correct information is essential to manage the companies.

Conclusions

As active private equity owners , the first level of information technology
investments, transaction processing applications, and to some extent ana­
lytic applications, can be implemented to under a strong management
rather quickly increase profitability. These types of IT-applications gener­
ally contribute to enhanced productivity and thus increased profits . How­
ever, IT investments create no, or even destroy, value if uncoupled with a
clear strategy of what the company should achieve. To ensure that relevant
strategies come into place, there must be active owners that put the proper
management into place together with a competent board. In the words of
Jim Collins (2001), who must come before what, relying on meritocracy
when recruiting (whether internal or external). Information technology is
an important tool in the world of private equity, but only as a component,
and always subordinated to leadership. Management must secure the im­
plementation of the strategy and IT investment(s) both through adapting
the organisation and the human resources. By providing a clear strategy
and supporting management, private equity companies enable successful
implementation of transformational applications that support new business
models, generate new revenue and contribute to value creation.

In preparation for this speech the present thinking on business strategy,
governance and the role of IT has been consulted. It is somewhat gratify­
ing to find that the methods developed by Procuritas are in line with what
academia endorses. One can see that what has always been perceived as
important by successful private equity firms is confirmed by modern man­
agement and governance research. The map seems to coincide with reality .
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Introduction and Aim

Many companies are at a crossroad where they try to stay competitive by
creating customer value through service development. This combination
produces the prerequisites that are necessary for favorable customer ex­
periences. Our focus is not on issues directly related to the new service de­
velopment process as such, which has often been the case in the service
literature (Gupta and Wilemon 1990; Martin and Horne 1993, 1995; Ed­
vardsson et aI., 1995, 2000; John and Storey 1998; Scheuing and Johnson
1989; Kelly and Storey 2000). First we focus on challenges in the new
business landscape where service competition, IT, and value creation
through service, put pressure on companies and markets to develop service
offerings preferred by demanding customers. Secondly, we focus on ser­
vice value creation through favorable customer experiences.

Our aim is to identify and discuss success factors in new service devel­
opment as a basis for future research. The point of departure is the service
research literature and the results from our studies on the development and
design of new services. The empirical illustrations are mainly from IKEA,
a company we have studied during the last four years.

We begin the article with a discussion on service competition and ser­
vice strategy. We continue with a discussion on the experience concept
and experience-based service value. In the third section we focus on suc­
cess factors when developing new services, and finally we present some
food for thought about challenges companies can expect in the future.

Service Competition and Strategy

Companies are searching for new and improved ways to differentiate their
market offerings in order to stay competitive and make a profit (Shaw and
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Ivins 2002). We argue that the move toward services is a fundamental re­
action to the evolution of competition and one of the major ways for com­
panies to differentiate their market offerings, customer relationships, and
organizations by creating new customer value through service. Technology
infusion in service organizations is one fundamental trend in service com­
petition which has resulted in Self-Service Technology (SST) and a wide
range of other applications of Information and Communication Technolo­
gies (lCT). Many e-services can be discussed in terms of network external­
ities (Liebowitz and Margolis 2004). IBM has substituted its 'e' (since e­
business is almost ubiquitous and everyone knows what it is) with 'on', to
symbolize its ' on demand business services' . Many services become time
and place independent so that customers can use or consume services at a
time and place of their convenience.

Grove et al., (2003) found in their study that there is a need to explore
the growing interplay between services and information technology, and
particularly the Internet and e-commerce that it has spawned. The experts
suggest that there is a need to explore, in more detail, the role that technol­
ogy plays in the communication, delivery, sale, and support of services, the
nature of the e-service encounter, the nature of service excellence when the
service is technology-based, and the impact of high-technology service
dimension on the demand for high-touch features. Nilsson (2005) dis­
cusses the future of information systems development (lSO) and argues
that

"ISO will be oriented to model how companies will operate in the on­
coming virtual markets. The modeling area of interest will become how
different kinds of inter-organizational IT-systems can support electronic
commerce and web-based business solutions" (p. 31).

We often hear about service infusion in manufacturing. For instance,
Ford Motor Company claims that:

"If you go back to even a very short while ago, our whole idea of a customer
was that we would wholesale a car to a dealer, the dealer would then sell the car to
the customer, and we hoped we never heard from the customer - because if we
did, it meant something was wrong".

Ford continues and states:

"Today we want to establish a dialogue with the customer throughout
the entire ownership experience. We want to talk to and touch our custom­
ers at every step of the way. We want to be a consumer products and ser­
vices company that just happens to be in the automotive business" (Garten
2001 p. 137).
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We believe that service and service constellations, including favorable
customer experiences but not physical goods, are fueling modern eco­
nomic growth. A physical product of good quality can be seen as a pre­
requisite. It is an entry ticket for a company to start to compete. But there
are other traits necessary for success in a market. Even the niches become
host to similar competitors where quality is a given and price is the main
way to compete. New technology and service outsourcing is making it
possible to produce services in parts of the world where labor is cheaper.

Products become platforms for services and experiences which render
value. This evolution has forced companies to look downstream, or down
the value chain, to the possibility of competing through the services that
surround their products or use the products as resources in service and ex­
perience concepts. Rather than sell the cake mix, you help the customers
create a memorable birthday party. For a company to go from a pure prod­
uct company to a company that stages services and experiences is quite a
challenge.

A company needs to develop new service processes and a service struc­
ture that contains and supports a number of different and changing cus­
tomer processes. This will affect the supplier relationship. A company will
have to think in terms of allied production, by not only working closely to­
gether, but also relying on suppliers to invent and deliver superior value to
the company's customers. In other words, outsource everything that is not
a core component of the company. A key term is networking, where dif­
ferent competencies are combined to deliver superior value to customers.

Furthermore, companies too often become locked into their own busi­
ness models . These companies are reluctant to modify their own business
by installing new technology, products, services, or distribution channels.
They become so focused on providing customers with what they wanted
yesterday that they miss the opportunities to create markets for tomorrow.
We suggest that improving the prerequisites for new service development
processes is one of the ways to stay in business. We will focus on the crea­
tion of favorable customer experiences and experience-based value. The
focus is not only on value from physical products and services per se but
also on experiences. Customers become co-creators of attractive experi­
ences which may result in lasting customer value and long-term relation­
ships . 'Value-in-use' (Vargo and Lusch 2004a , b) and 'consumption judg­
ments' are related concepts. In both cases the traditional focus on cognitive
evaluation has been extended to include service-elicited emotions and ex­
penences,
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The Experience Concept and Experience-Based Service
Value

In their book "The Future of Competition", Prahalad and Ramaswamy
(2004) focus on co-creating unique value with customers, and argue that
"value is now centered in the experiences of consumers" (p. 137) and not
just embedded in products and services . Customer delight and customer
perceived value are linked to memorable, favorable customer experiences
(Pine and Gillmore 1999; Johnson and Gustafson 2000; Berry et al., 2002).

Customers must experience the intangible service in order to understand
it. Unlike goods, the intangibility of services makes it more difficult for
customers to imagine, desire, and thus assess the value . Customers pur­
chasing professional tax advice have no knobs to tum, buttons to push, or
pictures to see. Customers' perceptions of risk tend to be high for services
because services cannot be touched, smelled, tasted, or tried on before pur­
chase. Customers can test-drive a new automobile and kick the tires, but to
try a new vacation resort they must first register as guests (Reichheld and
Sasser 1990).

Traditionally, the experience concept is used to describe and understand
experience-intensive situations, where people integrate what they perceive
and encounter according to a script during and after consumption. Custom­
ers' fantasies are staged and, at least to some extent, controlled in relation
to attractive solutions where products and services become platforms for
experiences, not just a means to an end in a logical and calculative way.

We define a service experience as the service encounter and/or service
process that creates the customer's cognitive, emotional, and behavioral
responses resulting in a mental mark or a memory (in line with Johnston
and Clark 2000). Some of the experiences are especially favorable and
others are particularly unfavorable. Both tend to stay in the customer's
(long-term) memory. We call these experiences memorable.

Berry et al., (2002) emphasize the necessity of "managing the total cus­
tomer experience" when discussing service experiences. They advocate
recognizing clues of experience related to functionality and clues of ex­
perience related to emotions . According to Voss (2003), organizations fo­
cus to a higher degree on experiences to engage customers, to create and
support brands, and to differentiate themselves (ibid. p. 26).

Customers respond to an event in certain ways in order to maintain posi­
tive emotions and to avoid negative emotions (Stauss and Neuhaus 1997).

"Duringthe consumption experience, various types of emotions can be elicited,
and these customer emotions convey important information on how the customer
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will ultimately assess the service encounter and subsequently, the overall relation­
ship quality" (Wong 2004 p. 369).

Hence, the more we know about drivers of negative and positive cus­
tomer emotions, the better we understand the focus in developing new ser­
vices with designed-in experiences, and the better we can manage service
competition. Emotions are expressed at critical incidents when customers
perceive disappointment or delight. Customer feed-back, complaints, and
praise (or compliment) contain information about positive and negative
emotions. Emotions are evoked during service consumption or use. The
narrative approach is a useful way of collecting data; it describes custom­
ers' emotions when exposed to situations creating both favorable and un­
favorable customer experiences .

Critical Success Factors When Developing New Services

Our findings , from a number of research projects and publications (Ed­
vardsson et aI., 1995,2000; Johnson and Gustafsson 2000; Gustafsson and
Johnson 2003) about how to successfully develop and launch new services,
are suggested below.

1. Develop a Deep and Thorough Understanding of the
Customer and what Creates Value through the Lens of the
Customer

Understanding the customer is the key to commercial success. To survive,
you need to understand the problems and needs of the customers who use
your products and services, and to use that information to create a competi­
tive advantage . It is not enough to simply organize a couple of focus
groups and assume that you understand your customers' needs. Under­
standing requires a much deeper knowledge of the following :

• customers ' needs, priorities, requirements, expectations, and preferences
• customers' service context, or when, what, how, why, and where the

service is used
• customers' knowledge and capability to use the service
• customers' values and cognitive structures
• customers' experiences, emotions, and behaviors when using the ser­

vices
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Unfortunately, many companies outsource the task of collecting and in­
terpreting customer information and thus introduce a filter. We argue that
it is extremely important for companies to develop their own skills for un­
derstanding customers, and thereby take charge of one of their most impor­
tant assets.

IKEA emphasizes the lens of the customer, the language of the cus­
tomer, and the solutions to real life problems. IKEA focuses on total cus­
tomer experiences and how they are formed during use and consumption.
These experiences are filled with emotional energy since they are estab­
lished during periods of tension and adventure. They are articulated and
may be objectified during an institutionalization process that turns them
into identity carrying traditions . Some become narratives and thus repro­
duce the company culture.

2. Create a Customer-Centric Service Culture and Strategy
within the Company

Unfortunately, it is not enough to just gain a deep understanding of the
customers' needs, expectations, usability process, quality perceptions, and
values. The real challenge is to create a service strategy and a culture
within a company which is in line with customers ' value perceptions and
priorities. This lays the foundation for, and gives support to, realizing
powerful service concepts where the technical infrastructure often plays a
key role. Service concepts and the latest technology itself, however, will
not be enough. Services always rely on service encounters and moments of
truth where people interact. Personal interactions, both inside the company
and with external customers, always playa key role in creating loyal and
profitable customer relationships. IKEA suggests that the values of the
customers need to be understood and through design, advertising, cata­
logues, development teams etc., the furniture becomes a physical artifact
which represents and expresses these core customer values. This is impor­
tant to attract, touch, and retain customers.

3. Stay Focused on your Customers

Building and maintaining a service advantage require market segmenta­
tion. Your ability to build the culture, and subsequently link activities, de­
pends on remaining strategically focused on a particular customer popula­
tion.
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How does IKEA address the question of staying focused on the custom­
ers? IKEA focuses on designing "solutions to real life problems". The fo­
cus is not on the furniture as such but on the value in use at home that ad­
dresses "every day life needs". Functional quality is important because
design creates attraction but the total customer experience in the form of
individualized customer solutions is the acid test.

4. Apply a Multi-Method Approach

In some cases it is enough to simply ask customers what they want and
then design and offer what they require. In many cases, however, custom­
ers have difficulty explaining what they want in order to direct the service
development processes, especially when developing innovative new ser­
vices. In order to collect all the different data needed to get to know the
customer, a multi-method approach is needed. Surveys and customer satis­
faction studies based on verbal methods are simply not enough . A number
of methods are needed to capture different, relevant, and important aspects
of the customers' needs, value-drivers, and usability process in great detail.

5. Involve the Customer in the Development Process

Many new services are technology driven rather than customer driven.
Furthermore, these new services do not seem to be tested in a systematic
way before they are launched. This may be due to a lack of customer­
centric culture in many companies. We are surprised to find that only a
few of the service companies we have studied over the years proactively
involve demanding and knowledgeable customers in project teams and
new service development processes. In the automobile industry, for exam­
ple, customers are heavily involved when new cars are being developed.
During the past 25 years Honda has worked very closely with customers in
different phases of the development process . The customers even have a
veto right, which means that the project must get their acceptance to con­
tinue from one phase to the next. In contrast, service companies seem to
rely more on simple verbal input or feedback from customers.

Our studies show that many of the most successful organizations work
in close cooperation with real and demanding customers on their premises.
This approach makes efficient use of a company's resources , reaches better
results, and is faster. Having highly motivated and engaged customers in
the process may prove to be important in the launching of a new service in
a timely fashion. The Internet is an excellent tool for involving customers
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and enabling companies to have easy and direct access to almost anyone in
the world.

In IKEA, touch-points are important for creating great experiences and
mental marks. Customers are involved in creating these touch-points and
in managing experience design. IKEA customers are involved by design­
ing their own solutions, assembling the furniture, using the catalogue, us­
ing the Internet, getting advice from professionals, e.g., architects in the
store, and using technology to simulate the solution and test it before pur­
chase and consumption. Work IKEA is a good example. You can design
your own ideal workplace with the IKEA free internet 3D planner, but you
can also talk to an IKEA expert who is ready to listen and give advice.

6. Appoint Multi-Teams

Successful service development requires organizations to first choose
working methods and to determine the role of the project manager (leader­
ship, responsibilities, and authorities). Thereafter, development activities
are usually organized into project teams. We argue that a close and work­
ing cooperation between functions, professional groups, and customers
within the organization is a key success factor. Such multi-teams should
include people with different kinds of experiences and expertise such as
sales people, customer service employees, computer software specialists,
net-services, and technicians. The teams may benefit from including exter­
nal experts from partner companies and research institutions.

The primary benefits of using multi-teams are increased communication
and the ability to view the opportunity or problem from many different
perspectives. The use of multi-teams not only brings in expertise and
knowledge, but also results in team members taking information back to
share with their own functional area or organization . Once a consensus is
reached at a meeting that involves many different parties, they also take re­
sponsibility for the decision.

7. Manage Internal and External Communication

New services are becoming more complicated and are often based on a
technical solution. Consequently, more people are involved in projects to­
day and companies frequently need to work within in a network to com­
plete the new service. Internal and external communication is crucial for
the success of a new service development project. Lufthansa has developed
an interesting approach where posters or learning maps are used to illus-



Challenges in New Service Development and Value Creation through Service 31

trate the customer process, provide information on how customers come in
contact with the company, list their goals, and state the type of customers
they have. Information is available and interactive systems make commu­
nication with the customers possible before, during, and after, for example,
a visit to the store.

8. Appoint a Project Leader with the Skills to Lead, Coach, and
Develop Team Members

It is rare in today's business environment to have project managers who
are both strong leaders and responsible for all the important project deci­
sions. To handle a multi-team, a talented individual is required with the
skills to lead, coach, and develop team members . Empowering the team is
extremely important. A leader must be agile and flexible enough to meet
the challenges facing the organization. A team-based approach for devel­
oping new services also requires methods and structures that work on pro­
jects in a customer-centric way. If the team loses sight of the customer, the
end results are jeopardized. The product/concept developer in IKEA has
the role as a coach and "design developer". Their result will be audited
from a customer value perspective.

9. Take on a Holistic Approach

Time to market is a key success factor. In order to keep the development
time to a minimum, it is necessary to work on different issues at the same
time using a holistic approach with a number of parallel and simultaneous
activities, rather than using a sequential approach in which one problem is
solved at a time. Taking a holistic view also means widening the scope,
looking at the total offering, and looking at both the cognitive and emo­
tional assessment of the service experience.

In IKEA the holistic approach is customer based. Traditional show
rooms in which furniture is displayed become experience rooms where so­
lutions to real life problems express the holistic approach. Examples of to­
tal customer solutions are complete kitchens, living rooms, and bedrooms .
The Communications Manager for Sweden provides us with his view of
this expertise ; he gives the expression "a holistic view" a specific IKEA
mearung.



32 Bo Edvardsson, Anders Gustafsson and Bo Enquist

10. Focus on the Whole Integrated Customer Solution and the
Service Experience

Integrated customer solutions are usually further developments of existing
services and are only to some extent based on radically new service offer­
ings. Many new services are inspired by, or more or less copied from,
competitors. Most new products and services previously existed in some
form. From the customer's perspective, services are most often packages
or functions that form integrated customer solutions. These must be under­
stood by the customer and also easy to use. For some services a physical
product provides the platform for the service, such as a washing machine
for laundry services. In the telecom field, the customer's technical infra­
structure may be crucial.

When a new service is developed it is important that it fits into a larger
context. New services are natural extensions of existing ones, and not
separate parts. In the world of physical goods, competitors may use either
segmentation or differentiation to compete. Segmentation means focusing
on a subset of the market, or market segment, to better serve their needs.
Successful service companies combine segmentation and differentiation as
part of their "seamless system" of linked activities.

11. Monitor and Understand Market and Future Trends

New markets are opening up (e.g. China, India, and Eastern Europe) while
other markets are becoming more competitive (e.g. telecommunications,
airlines, and electricity) or evolving (e.g. call centers, computer solutions,
and PC software). As a result, companies are constantly discovering new
customer needs. To further complicate the picture, the Internet is opening
up new ways to trade. A consumer will soon be able to buy a product from
the least expensive source. This means that customers will alter their be­
havior therefore it is important to understand these new trends. One trend
is for customers to want more control. Some factors feed this desire:

• advances in communications and information technology that are con­
stantly and drastically reducing the cost of information

• substantially higher levels of education
• availability of more information through expanded media and sophisti-

cated customer data-bases
• a widespread distrust of experts and of authority in general
• a strong consumer-advocacy movement
• a resistance to arbitrary pricing practices
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Challenges for Companies in the Future

To forecast development in the field of new service development is not
easy, and may be impossible . However, we would like to suggest some
food for thought. Service innovations, service design, and new service de­
velopment will be critical for company growth, competitiveness, and prof­
itability. Various technology enablers will fuel this development and high
tech will be combined with high touch services . More services will be car­
ried out by customers at a time and place of their convenience. The global
service market place will be replaced with the global service resource
space. Time and place will have a completely new meaning and the bor­
derless, virtual, and networked organization will be a reality. Customers
become co-creators and are provided with capabilities and resources to
serve themselves in completely new ways. This will change the game of
marketing and management. The empowered and creative customer will
compete with other market actors to design, create, and provide solutions
and experiences in a resource efficient way combined with social and envi­
ronmental responsibility .
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Introduction

C West Churchman devoted his life to a new philosophy of knowledge . He
called it "systems thinking or the systems approach". I had the privilege to
be part of this work from 1973 when I first was advised to meet with him.
There are many good stories about the start of this new philosophy of
knowledge, including writings of Churchman himself. In this text I am not
going to repeat those stories. Instead, the main focus is to discuss some re­
sults and implications when we start to use this new philosophy of knowl­
edge in practice.

First I should say that I really disliked Churchman 's label, "systems
thinking and systems approach", because most researchers and philoso­
phers that place themselves as systems thinkers have very little in common
with Churchman's ideas. To make it simple, most systems people I have
met are analytic in their thinking. In their thinking the world start to be so
complex that we have to divide it into subsystems, and subsystems of sub­
systems (and so on) in order to be able to overview the different parts and
processes and their relations . As an example, Simon at one time was a well
known systems thinker, but as Ulrich pointed out [1] Churchman had radi­
cally different basic ideas to what Simon had. I prefer to say that Church­
man was the first co-design thinker . His basic idea was that we can design
an infinite number of views of reality; some more detailed , others more an
overview. But Churchman said this is not enough. We can also "calibrate"
the viewing instrument and decide which of all the possible views that
should be implemented. It is both a design process and a Co-process to se­
lect the best possible of many views. In this sense Churchman was the first
co-designer.

Churchman was often criticised for a lack of practical examples of co­
design thinking. In the beginning of the 1980's, I was able to attend a talk
by Churchman at Stanford. A large audience was listening and at the end
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there was time for questions. As I remembered there was only one serious
question. The question was phrased like this - "Now you have been
preaching for more than fifteen years about these ideas, can you mention
any example of how these ideas have been used in practice, or is it, as
many of us think - just empty talk?" Churchman 's answer to that question
was. -"There are many examples, but the closest to you all is the American
constitution . This is a really good example because it has been in use for a
while and many of us would agree that it works." This was a perfect an­
swer and the critical people were very quiet afterwards. After the talk he
admitted "It was a good question - implementation is our weakest side, but
on the other hand this is early in the process" .

From my point of view there are now many examples of successful im­
plementation of co-design thinking. Pioneers in this work are Ackoff [2],
Checkland [3], Mitroff and Mason[4]. Their approaches have stimulated
good implementation work all over the world today. But it is more than
that. There is a slow change in world view coming along on all levels of
human behaviour. I remember once at a seminar Capra talked about his
way of working with physics. Churchman's comment was "It is a shame
that he is coming here telling us about implications of the systems ap­
proach". There are now many researchers with work along in this route of
thinking which is summarized well by the philosopher von Wright as "the
analytic thinking of knowledge is dead in the philosophical conversation,
instead we can see growing co-evolutionary thinking approaches. [5] I
think the best summary of this movement is formulated by Churchman in
my translation as: "When for the first time you can see the world from the
view of someone else... " you have started to be a co-designer. [6]

Co-design in Practice

In a way, Churchman's formulation is really practical. For more than
twenty years, I have been working with small and large companies and or­
ganisations in different projects where we have tried out co-design think­
ing in practice. This includes management models as well as software de­
velopment. I will tell a bit more about that later, but still I think
Churchman's formulation is the most important.

I do not know how many times I have heard statements such as "Yes, I
realise there are different perspectives on this, but we also have to count
the hard facts." From my point of view in general, educated people from
universities are the most hard fact and empirically grounded theory ori-
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ented. For them, "perspectives" is sloppy language use which has nothing
to do with scientific-based thinking.

It is like an enormous thinking barrier standing there. It takes time, en­
ergy and boldness to come to a point where you see that all hard facts
come out of co-designed measurement scales (perspectives) implemented
in instruments and software. When people break this barrier, sometimes it
can be rather dramatic . I once saw a rather recognised professor with tears
in his eyes declare that he suddenly realised that most of his earlier work
was a waste of time. More common is a reaction of anger combined with
arguments like: "Applying this relativistic thinking will cause a collapse of
our culture - the whole school system based on the idea of educating the
truth to our children will tum into chaos."

After working with these ideas in more than 25 years I am still im­
pressed by the curage it takes to dare to think co-design . Donald Schoon
once told me that he did not dare to tell most other researchers at MIT
about his co-design ideas. They will just think I am out of my mind, he
told me. At that time we were discussing the idea that from a co-design
perspective also politics has to be an integrated part. In many places it is
almost dangerous to express such ideas. We have been so nurtured with
ideas and practice reflecting a complete separation between the scientists
producing understanding of the world and the politicians making decisions
about how to act based on proper understanding. May be relativistic per­
spective thinking is one step on the way to co-design thinking. The relativ­
ist says "there are an infinite number of ways to describe an apartment or a
dead human being". The co-designer agrees but he also says "if the human
culture is going to develop, someone has to decide on which description to
use, and that is an act of politics, ethics and aesthetics .

It really amazes me to listen to all these "half way" Co-design thinking
approaches. The line of argumentation is this. Yes we can see the existence
of different "co-designed" perspectives or frameworks and our job as co­
design researchers is to find out in which perspective we can find the
deepest and most proper understanding. In line with this thinking are ex­
pressions like "it is an advantage to use a scientific and more precise lan­
guage". It seems like people using these expressions never seriously have
reflected on the relation between precision and the used scale or frame­
work. From my point of view this type of thinking is even less developed
than the relativistic thinking.

Interestingly there are now starting to grow many scientific conferences
and meetings where the basic underlying philosophy is direct relativistic
multi-perspective and multi-disciplinary thinking. This is not at all in line
with co-design thinking. Co-design thinking is not relativistic . We can de­
sign an infinite number of measurement scales (perspectives), but we have
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to select which of all the possible scales we are going to use in a specific
situation. Otherwise we can not act. May be Churchman was not so clear
about this. His main point in his earlier writings was to challenge the
dominating perspective in a dialectical approach. But Churchman also had
ideas about calibration as the complementary side of bringing in new per­
spectives into a conversation. In calibration, we have to agree on which
measurement scale to use. A good example is what scale to use if we are
going to decide if a human being is dead or alive. It is possible to use an
infinite number of scales, but we have to use one of them when are going
to determine if a human being is dead. Different scales influence different
people in different ways. In recent years we have had such a discussion.
Are we are going to use brain-dead or heart-dead as the scale in action?
For the moment at least, in Sweden, brain-dead is the scale in action mak­
ing it possible to perform more successful organ transplantations . This ex­
ample also gives us a hint about co-design thinking in action.

Coming so far, I have to comment on another thinking barrier, related to
co-design thinking that creates a lot of frustration, anger, and fear. The ar­
gument this time sounds like: "Only God can decide what is to be regarded
as dead or living and every attempt to try to put you in God's position will
just lead to catastrophe." At one conversation on this topic an old professor
looked at me and said "You must be sent by the devil himself'. Church­
man himself struggled a lot with this, as he called it the guarantor problem.
My position is that co-design thinking tries to consider, and when possible
also involve all people that can be influenced by some perspective embed­
ded in actions and technology, simply because each individual in co-design
thinking represent a piece of God.

In summary, I believe that there is a number of ways to lead people into
the application of co-design thinking. Most important is still to be able to
cross the real fundamental thinking barriers. After passing these thinking
barriers, almost everything you do is co-design in practice.

Co-design Applied to e-Government

From the view of Churchman, Co-design behaviour has its origins in the
philosophy of Kant [7]. To solve the philosophical dispute between the
idealists focusing on ideas as the essence of the world, and the realists fo­
cusing on reality as the essence of the world, Kant proposed that we need
a' priori ideas to interpret the real world. This idea, that today we refer to
as perspective, was much more elaborated by another philosopher,
Singer.[8] He expressed the same idea in a different language. He said that
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we need to design measurement scales to be able to measure, or in other
terms, we need to create good questions to get good answers.

Subsequently Churchman , [9] clarified the direct connection between a
measurement scale, an idea and a hope for the future. We, for instance, can
"measure" day care centres for children so that parents can choose between
them. But more important Churchman also proposed that we have to de­
sign the measurement scale taking into account that different people have
different hopes for the future and that their hopes change over time.

For example, when council staff measure, or describe, a day care centre
s/he has to think about whom s/he is talking to: is it a family with several
children, with disabled children, a family with strong environmental con­
cerns, a family where the parents work long hours, etc. The design of the
measurement scale becomes a co-designed system between different inter­
ests. This co-designed measurement scale/view directly influences the de­
sign of the day care centre database and the presentation of measurement
results for the public, e.g., one component in what we today call e­
government and e-services. [10] An e-service informing about staff
knowledge in different languages is based on the clients question or hope
for the future of being able to use a specific language. Views not only in­
fluence the design of information and services, but also often influence the
design of the service or business itself. A smart manager of a day care cen­
tre who often gets a question about the knowledge in a special language
can make a decision to hire staff with that skill and make this into a speci­
ality or business idca. With these background ideas, we started in the be­
ginning of the 1990's to develop the first e-government prototypes "Live­
better, Home-Samit and Learn-Samit" . Inspired by that a number of pilot
projects started in a few Swedish cities . I joined a strong pioneering group
in Kista, the Silicon Valley of Sweden, and together we built the first real
Co-design e-government systems in the middle of the 90's . [11]

One important aspect of co-design applied in e-government is that the
result hardly can be classified in the distinctions government, learning and
democracy. In "Kista.com" portal all these aspects were integrated . In the
beginning, we worked with a first stakeholder model. The model were dis­
cussed and decided by the Board. Based on this model a first set of ser­
vices were created. One of these services was the e-Parliament where the
citizens could have opinions and proposals about the services in Kista.
Another part of the Kista portal was a user panel also evaluating new pos­
sible and implemented services . New proposals about stakeholders and
services led into co-design projects and after decision in the Board also in
some cases new services were implemented. It was government, leaming
and democracy at once. But more than also business were involved. Many
questions were about how to present local business as a part of the local
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services. Finally, it was also another type of "business". Also for a physi­
cal community it is important to show a good web front end in order to
stimulate tourism and new inhabitants.

Co-design Applied to e-Business

The following small scenario gives some hints about how the co-design
thinking also can improve e-business. All tailors know by experience that
there are a few key measurements to perform on the body of a customer in
order to be able to produce a perfect fitting dress. In this scenario the tai­
lor, together with a co-designer, created a self measurement system easy to
perform by everybody. This idea, together with the possibility for mail or­
der companies to store a large variety of sizes, opens up the possibility of
e-tailors on the Internet. As a customer you just perform the self­
measurement and give the results in the e-tailor portal. As a result the e­
tailor company will send you a perfect fitting tailor-made dress for a lower
price than a regularly purchased dress.

Both examples above are happening today and they show the basic ideas
of co-design thinking in action. In summary, the examples tell us that it is
a waste of energy, and from a co-design point of view, naive, to try to ana­
lyse a day care centre or a human body into its smallest detail. These de­
tails are infinite since they depend on designed measurement scales. In­
stead we have to focus the energy on designing measurement scales that in
use can satisfy some hope for a future better life for some people.

If these examples demonstrate the basic ideas, there are also examples
of application areas with more visible impact. A few years ago we started
work with large Swedish banks and large companies such as Nokia, Volvo
and Ikea with the same underlying ideas, but with a different focus. In
these companies we focus a financial situation (bank), a transport situation
(Volvo) or a living situation (Ikea). One important consequence of co­
design thinking is that the company or bank has to integrate all resources
in the answer/service offer as a response to the selected customer ques­
tions/requests/views. This also means that there has to be an integrating
steering body within the company with power to create synergies between
the customer contact channels, such as shop, advertisement, Web-portal,
catalogue and so on. In most companies this causes a large reorganisation
need. From my point of view Ikea is far on the way in this development
process. As a result of the earlier mentioned work in Kista, we have now
also for some years been working with some large cities in Europe within
the European framework research programmes. The basic underlying co-
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design philosophy has been the same, but in these examples the services
have included all sorts of citizen questions and needs.

A special application with strong potential impact is the creation of the
Stockholm Challenge award as a modem IT-Nobel-prize. As the examples
show, a co-design situation is an ideal in itself. It is a co-evolving system
creating value to its stakeholders. From a co-design perspective this ideal
or view can be applied as a frame of measurement itself. The measurement
shows how close to a co-design ideal a project is. If we than add a prize for
the project closest to the ideal we have created a co-design driving system
with great potential.

Some Strategies for Implementation of Co-design Ideas

As I mentioned earlier Churchman admitted that implementation was the
weak side of the systems approach. On the other hand when we observe
how many thinkers and practitioners around the world saying that they
have been influenced by Churchman or/and his students, it is also possible
to say that implementation is rather strong . It is interesting to notice that
Churchman and his best known student Ackoff has used two rather oppo­
site strategies in their attempts to involve more people trying out the "sys­
temic" ideas as Ackoff calls them. Churchman is fundamentally unsure ­
questioning everything from still another perspective, and another and ...
Ackoff on the other hand is fundamentally sure - with a clear argumenta­
tion he paints a new systemic landscape. Within this landscape the idea of
new perspectives connected to ideals are fundamental. It looks to me that
Churchman all the time tries to go outside the boundaries of his own think­
ing. That is why it is hard to know if he regard the "enemies of the systems
approach" really are the enemies or if they are just new perspectives that
have to be "swept in". For Ackoff it seems enough to clear his own mind
not trying to break out of it.

My approach may be a bit closer to Ackoff even if I regard myself to be
a Churchmanian. It is part of the co-design approach to create new per­
spectives and to involve new stakeholders with new perspectives into con­
versation and action . But there is also a strong breaking out component in
co-design thinking. This breaking out component is an awareness of other
languages to express perspectives. There is the well known body and ac­
tion language all the way from habits to dance and exercise in all forms .
There is also the possibility to use all kinds of artefacts and paintings to
express perspectives.
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Also here it is possible to view Ikea as a good example of applying co­
design thinking. It is an attempt to integrate perspectives in language and
pictures in the catalogue and web with the stores and the management
style. Included are also the offices and to some part also openness to find
new ways of express what Ikea stands for.

One way is to express this idea is to refer back to the expression "the
mouth was saying one thing but the eyes another thing". The idea of co­
design is to be aware of as many expressions as possibly and to form them
together into a genuine good living experience.

Saying that, one crucial question is, how do we dare to try out new ex­
pressions? Or, how do we dare to listen to strange enemies? It reminds
about the first big step for the baby to move from milk to other types of
food. You have to dare to try to be able to include another perspective or
aspect of life. As another example many people have difficulties to try the
Swedish delicates fermented herring because they think the smell is awful.
In that way they will miss one of the top food experiences I think. Euro­
pean collaboration is from my point of view to some part to try out and to
get inspired by local specialities.

Also here there is a limit - you can not try out everything and some - a
lot of experiences can also be dangerous for yourself and your friends. The
first time I heard about Churchman was as a deep thinking man sitting in a
bathtub with a view over the ocean being served with drinks and drugs by
his wife. Later Churchman had to realise he was an alcoholic and we once
talked about the problem of how to know when a new experience starts to
become dangerous . I remember his question: "You are strange - how can
you stop drinking when it tastes better the more you drink?" From my
view Churchman was trapped into a dangerous experience. Later he got
help from the AA movement and he started to see that organisation as a
strong model for rescuing organisations. During the last years of his life he
used this experience in reflections about science as a dangerous trap. Much
more can be said about this but my point here is to say that Churchman
really tried to include new experiences expressed in various languages, and
he didn't just talk about it he also to some part also lived it.

The Surf Wave Strategy

To summarize, the co-design approach I have used and exemplified with
Ikea example can be described with a surf wave metaphor, a question of
timing. Based on old experiences you just know when it is time to try to
involve a new perspective or experience. If you start too early or paddle
too hard you will run into a dangerous trap. On the other hand if you start
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too late or paddle too slow you will be too late to have any impact with the
involvement of a new perspective .

A strange experience I have is also that it is easier to work with the front
wave development together with companies and organisations than what it
is with the scientific community. From this perspective the scientific
community is more conservative. A company can say - we do not exactly
understand, but lets try it out so may be we can learn. The scientific com­
munity is more of the view that "this is not our perspective so it must be
wrong".

To this can be added, and demonstrated with the Ikea example, that new
perspectives and experiences can have all different forms. In practice this
have had the implication that the co-design projects I have been part of in­
volves not just pure formal language modelling but also trying to find out
good working conditions involving as many good perspectives as possible.
The ideal result can be summarized with the word fun. It is fun to surf a
wave.

An important aspect of this strategy is the paddling part of the wave
metaphor. How hard to introduce new perspectives, it is a balance between
too much push and too little push. This is not an easy task. My attempts
have always been in line with Schon's "leading subsystems" approach.
[12] Start with small examples and let these examples stimulate a change
with more impact. This strategy is also to some part reflected in the struc­
ture of this text in which I try to move in small steps from small limited
examples into examples with more impact and importance .

Of course there are other strategies when it comes to implementation of
co-design thinking. Here I will shortly mention the three most important I
have worked with. The guideline approach , the review approach and the
award approach.

The Guideline Design Approach

This approach is basically to hand out some guidance thought steps models
and tools that can be used in order to support people or companies that
want to try to work as co-designers. One critical question here is how de­
tailed the guidelines should be. If you make them too detailed, there is a
great risk that people will not use them, and if they are too little detailed,
people may be feeling lost. Albinsson has been working with these ideas in
many companies and organisations in Sweden. [13]

The question reminds me about some of the golf coaches I have experi­
enced. I specially remember Sven Tumba Johansson, a legend in Sweden,
now living in Florida. He told me "You have to understand there is simply
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just one rule you have to know to be a good golfer. You have to move
away from a feeling that you hit the ball into a feeling that you drop the
ball. The golf club is doing the work and you just decide where you want
to drop the ball, that's it. If you have this feeling in your body you can
master most of the almost infinite number of situations you will get into."
At least for me, that introduction strategy worked to my satisfaction.

I realise that I, to a great extent, have used the Tumba strategy in my
work with coaching people in companies and organisations to be co­
designers . Maybe I have taken this strategy one step further in that I have
tried to adapt to the local culture and the use of wolds in that culture. I
have almost never talked about co-design thinking. Instead I have engaged
with the people formulating the basic ideas in a language fitting into this
specific situation. I have made them into co-designers of their own co­
design guidelines. An example is the work with Volvo. In that context, we
worked with guidelines for development of a new "sale support system".
Inspired with work from Ikea where we worked with "buy support sys­
tems", we at one point suggested to change the name at Volvo to "buy
support system". This was just an impossible suggestion. I do not have to
tell you that we never tried to use the term co-design system, even if the
basic idea was that the buyer and the dealer together were co-designing the
best possible car for the buyer.

The Review Design Approach

At IIASA I was using an evaluationlreview- design for introducing the co­
design ideas in relation to an environment management system in Europe.
The idea is simple. As I have described above, in every question is embed­
ded a perspective and a hope for the future. So if we use this idea and then
put the co-design view itself into the question with the hope that the re­
spondent will start to reflect in line with the co-design ideas. As an exam­
ple in the environmental case you can ask. "Which stakeholders were in­
volved in the co-design of the co-design of the environmental measuring
systems? How were they involved? What kind of hopes for the future did
they have? And so on. [14]

In review setting you can just tick the box for every answer. If they have
no answer, or the answer is - we have never thought about this - there is
no tick in the box. In summary the result of the IIASA case was that there
was no tick in the box since the environmental models were created by the
scientists in an analytical mode of thinking. My conclusion was that from a
co-design point of view this environmental system represented low quality.
They also completely failed because they were never used. This review-
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design strategy is to a high degree successfully used by the ISO­
standardisation groups even if they, for the most part, seem unconscious
about the designed perspective that is embedded in the review questions.

The Award Design Approach

In the earlier mentioned Stockholm Challenge award, a quite similar co­
design of co-design introduction approach was used. In this case the re­
view questions were complemented with an international experienced jury
that could use the questions as guidelines for their evaluation. Also an
award was set up with a similar ceremony as the Nobel prize ceremony.
Complementary to this, all nominated projects were invited to a conversa­
tion about exchange of experiences and challenges for the future. The
Stockholm Challenge award was a success and between 600 and 900 pro­
jects from all over the world were evaluated each year from 1999-2003.

End Remark

I know many co-design thinkers, like Churchman were, are rather or very
pessimistic about the future of academic research. What they see is scien­
tific production counted in overwhelming numbers of papers accepted in a
narrow community with the same or similar views - with little or no con­
nection to attempts to solve any problems for anyone in practice . I am not
that pessimistic - of course it is ridiculous to count scientific progress in
the number of papers, but on the other hand I can feel a change is under
way. In the European Union this change is very much pushed by the
framework research programmes. Universities all over the world try to be
more in connection to the world outside. A co-design wave is starting to
build up and I think its time to start paddling. The Karlstad conference is
an important opportunity for this.
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Introduction

There exist a large number of different methodologies for developing in­
formation systems on the market. This implies that there also are a large
number of "best" ways of developing those information systems. Avison
and Fitzgerald (2003) states that every methodology is built on a philoso­
phy. With philosophy they refer to the underlying attitudes and viewpoints,
and the different assumptions and emphases to be found within the specific
methodology.

One rather new philosophy concerning the system development area is
the Co-design philosophy. This philosophy has its origin from late C West
Churchman and his philosophy of knowledge, a philosophy he labelled as
systems thinking or the systems approach. The name Co-design is from
Olov Forsgren who has grounded the Co-design philosophy mainly on
Churchman and his work. The main idea in Co-design is that the world
consists of infinite views of reality. In order to create new perspectives on
the system about to be developed, every stakeholder expected to be af­
fected by the system has to be involved and all kinds of artefacts and paint­
ings have to be used to express those perspectives.

But when looking for methodologies or guidelines built on those as­
sumptions and on the Co-design approach - it is not easy to find any. In
this paper I therefore will describe the Co-design approach and analyze the
philosophy on which it is grounded. I will also describe and analyze the
Ideal oriented Co-design approach which could be seen as one way to use
the Co-design spirit in practice. I also give some suggestions how to im­
prove this Ideal oriented co-design approach to make it easier to adopt.
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Brief Description of Co-design

Forsgren (2004) states that late C West Churchman was the world first co­
design thinker. Churchman himself did not use the term co-design . Instead
he called his philosophy of knowledge for systems thinking or the systems
approach. Churchman was inspired by the philosopher Edgar Singer.
Singer told us that if we want to get a good answer, we first have to create
a good question. Otherwise we shouldn't be able to design the measure­
ment scales necessary in order to be able to measure (Forsgren, 2004). For
example when an organization thinking of adopting or purchasing a meth­
odology they have to measure methodologies for system development, so
they can choose between them. The measurement scale allows the organi­
zation to know how well the methodology is working and meeting the
needs of its users. Churchman says that the measurements need a teleo­
logical view, which means that the purpose of the measurement has to be
defined.

His reason for this is that: " . . .measurements are a specific type of in­
formation which co-determine decision in a wide variety of contexts."
(1971, p.93). To measure something, the object being measured must be
specified, and so must its properties. According to this, Churchman also
points out that all measurement involves prediction.

West Churchman and Russel Ackoff (Forsgren 2004) found out that
there was a direct connection between these measurements scales and an
idea and a hope for the future. From this aspect Forsgren points out that
when designing those measurements scales one must take into account that
different people have different hopes for the future and that those hopes are
changing over time. Forsgren also argues that those measurements scale
not are to be seen as relativistic . There can be an infinite number of meas­
urements scales or perspectives . But the stakeholders have to select which
of all possible scales to be used in a specific situation. Churchman called
this action for calibration.

Churchman (1971) states that human knowledge does not come in
pieces. To understand an aspect of nature it has to be seen through all ways
of imaginary. Bausch (2004) interpretation of this statement is that a per­
son refines his solid opinion by sweeping in multiple and divergent view­
points in order to gain a rounded appreciation of a topic. Forsgren (2004)
calls this approach for co-design and defines a co-designer as a person that
can see the world from the view of someone else.

Bausch (2004) claims that for Churchman, human bias was an essential
aspect. Churchman's idea was that system theorists should try to weave all
matters of human concern into one grand imagery or purpose behaviour.
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They should also seek to tie all different goals together without making it
inexplicable to the people involved. Churchman also argued that a real sys­
tem theorist is interested in how we know, plan, make decision and make
sure that those decisions are ethical.

Co-design in the Light of Philosophy

Fig. 1. The Framework for
comparing methodologies
(Avison & Fitzgerald, 2003)

Philosophy
(a) Paradigm
(b) Objectives
(c) Domain
(d) Target

2 Model

3 Techniques and tools

4 Scope

5 Outputs

6 Practice
(a) Background
(b) User base
(c) Participants

7 Product

The Paradigm Element

Avison and Fitzgerald (2003) think it is im­
portant that an organization, when it is about
to adopt or purchase a methodology, puts ef­
forts on making sure that they choose the one
that corresponds to their needs. They there­
fore suggest their "Framework for comparing
methodologies" as a tool for understand ing
different methodologies but also as a tool for
comparisons. In this chapter, I will use their
framework (Fig. 1) as a way to describe the
philosophy of Co-design and as a tool to look
at the Ideal oriented Co-design approach in L....:...--=-:..=.== ---J

the perspective of improving the approach.

A paradigm in this perspective is a specific way of thinking about prob­
lems but also a foundation of practices for the future. Avison and Fitzger­
ald (2003) define two paradigms which they think is relevant for system
development methodologies; the science paradigm and the systems para­
digm. The authors also include that a philosophy consist both of ontologi ­
cal and epistemological assumptions. Translating this into a modelling
situation one can say that ontology is about what to model, whilst episte­
mology is about how to model.

In their book Avison and Fitzgerald use a model, developed by Lewis in
1994, showing the connections between ontology and epistemology (Fig.
2). In this model Ontology contains a scale between Realism and Nominal­
ism. Realism argues that there exist immutable objects and structures in
the universe that are independent of the observer's appreciation of them.

Nominalism argues that those objects cannot be immutable instead they
are social structured. (Avison and Fitzgerald 2003) The scale of Episte­
mology also has two positions. On one side of the scale is the Positivism
which implies that there exist causal relationships which can be scientific
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Fig. 2. Framework for analysing the underly­
ing philosophies of methodologies (Avison &
Fitzgerald 2003)

Nominalism

ONTOLOGY

Realism

Positivism

Interpretivism

EPISTOMOlOGY

measured. On the other end is the Interpretivism which argues that there is
no single truth that can be proven by such an investigation.

Figure 2 also shows the
positions of the different
aspects in Epistemology
and Ontology and their re­
lationship towards each
other in the terms of objec­
tivism and subjectivism.
An Objectivist approach to
a system development
process, according to Avi­
son and Fitzgerald (2003),
is built on the assumptions
that there are true facts ex­
isting which are immuta­
ble. This could be a proper
approach when modelling
entities for a database. A subjective approach look at the data collected as a
perception of data constructed by the viewer. This approach could be
proper when for example designing a user interface.

The Paradigm of Co-design

Co-design can be described as a holistic approach since it tries to sweep in
all the different views that can affect the systems and its different stake­
holders . From this perspective it could be viewed as soft systems thinking.
But it also argues for defined measurement scales that define and measure
for example the artefacts, the services or the activities in focus. It seems
that the co-design tries to bridge two different kinds of views on how to
best develop an information system.

It is also possible to describe Co-design as an epistemological approach
since Churchman himself thought of his idea as a philosophy of knowl­
edge. Using Lewis scale of Epistemology when defining the philosophy of
Co-design in the terms of Interpretivism and Positivism, I think the idea of
Co-design is to cover the more evolutionary way of knowledge creation.
With this I mean that Co-design is more Interpretivistic than Positivistic.
Forsgren's argument that appropriate members of the organization and its
stakeholders must be participating in the development work, to catch every
view important for the system being developed, is an approach that also
implies that there not only exists one truth.
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On the other hand, since the idea of Co-design is to sweeping in the dif­
ferent stakeholders opinions, the philosophy probably also consider to in­
corporate the fact that some of the stakeholders believe that knowledge is a
result of examining the one and only truth. I think that the philosophy of
Co-design tries to handle both Interpretivism and Positivism. For example
the calibration of the measurements scale could be described as evolution­
ary and implies that it is to be categorized as Interpretivism. But the result
of the calibration has to be judged as a truth which then will be used in a
specific situation by specific users. Therefore the calibration also could be
seen as a positivistic action.

Co-design, in the way Forsgren describes it (2004), has a Humanistic
perspective, which implies that the human is the active part in the informa­
tion system, not the system itself. This view is what I define as an onto­
logical perspective. With Humanistic perspective I refer to Nurminen
(1988) who argues that the humanistic perspective emphasis on individu­
als. Knowledge is seen as situated, the user is seen as a human actor of
both job and the Information System and the tasks is performed by human
actors using tools. This perspective also thinks that the system develop­
ment is evolutionary.

Nunninen (1988) have also defined a System theoretical perspective and
a Socio-technical perspective . The system theoretical perspective does em­
phasis on technical formal aspects . Knowledge is seen as objectivistic and
users, if there are any, are rational and mechanical. This perspective sees
tasks as performed by machines and the communication is with a machine.
The system development process is argued to be a lifecycle. In Lewis
model this could be compared with Realism. The Socio-technical perspec­
tive does emphasis on interaction between human and computer, knowl­
edge is seen as instrumental and the users are seen as active users of the in­
formation system. This perspective thinks the actors are communicating
with a user-friendly machine and the users are participating in the system
development process.

Using Nurminens' definitions above one could argue that Co-design not
only is Humanistic but also has a socio-technical perspective. This since it
argues that the stakeholders should participate in the development process .
But I think that Co-design want something more from the stakeholder than
just participation when the developers need their stakeholders' opinion
about the user interface etc. The Co-design is said to be driven by the
stakeholders and the stakeholders are involved throughout the process.
From my point of view it depends to be closer to the Humanistic side. But
once again, the fundamental idea of Co-design is to look at the develop­
ment process from every angel possible. So according to Lewis scale on
Ontology I would say that a real Co-designer must cope with the whole
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System
Theo retica l

O NTOLOGY

C O-DESIGN

Humanistic

Positivistic

Evolutionary

EPISTOMOlOGY

scale, even the System theoreti­
cal perspective, just because the
idea of Co-design is to get the
differing perspectives of the
world being defined.

If using Lewis model- taking
away the subjectivist and objec­
tivistic approach and instead use
the terms from the co-design
philosophy and Nurminen - the
figure, from my point of view,
will look little different. In this
figure I show that the darker ar- Fig. 3. A way to look at Co-design relating
eas have more of a genuine co- Epistemology and Ontology
design approach than the lighter
one. Even if the whole range could be seen as Co-design. (Fig. 3).

The Objective of Co-design

This sub element objective related to philosophy, analyzes the objective of
the methodology. For example if the methodology will develop a comput­
erized information system or if the methodology has a wider view and not
only force the development of an information system but also have the
goal to improve the organization as well. Avison and Fitzgerald (2003) are
of the opinion that this is a very important aspect to consider, when choos­
ing a methodology. A methodology that concerns itself solely with provid­
ing an IT solution is quite a different methodology from one that does not.

Co-design according to Forsgren (2004) is a moral and political question
because its objective is to support the ideal life of somebody. This means
that the underlying assumption is to both develop a computerized informa­
tion system and to improve the organization as well. But this only if it will
support those who are affected by the system and result in a good world
for "the future generations to live in". This is a huge objective and not that
easy to grasp developers, designers or the organization itself. The objective
of Co-design is to be seen as long-termed or long-ranged, putting in more
aspects than Avison and Fitzgerald describes in their framework.

The Co-design Domain

The third sub element related to philosophy is about the domain of situa­
tions the methodology address . It differs from the object element in the
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way that this is focusing on the areas where for example the information
system is about to support the users or which part of the organisation is to
be improved. Avison and Fitzgerald (2003) relates this element to what in­
formation is needed and the strategy needed to get this information in or­
der to be able to develop the desired system or to do the desired improve­
ments. For example, the strategy and information needed will be different
if the methodology seeks to identify the overall planning and organisation,
than if the methodology concentrates on solving one specific and pre­
identified problem.

The Co-design domain has, from my point of view, no restrictions . It
could focus on just a specific and pre-identified problem but it could as
well try to identify the overall planning and organisation for the desired fu­
ture. In fact this means that, even if the system about to be developed just
will handle the pre-defined problem or if it will be an overall solution im­
proving the organisation, the co-design process will be the same: Involve
all the different stakeholders, let them together define the measurement
scales, let them together decide the measurement scale to be used and then
together develop the desired future.

The Co-design Target

The fourth sub element related to philosophy is about the applicability of
the methodology. Avison and Fitzgerald (2003) think this aspect is impor­
tant because some methodologies are specifically targeted at particular
types of problems, environments or size of organizations - while others are
said to have a general purpose. This means that there are methodologies
that only can be used when developing special applications while others
can be used when developing more general applications.

Even from this target perspective I think there are no limitations con­
cerning the Co-design target. Since the Co-design approach is about to
sweep in every perspective important for the system, from every stake­
holder affected by the system, the Co-design approach could be used both
for bespoken systems and for more general web-based systems. I think this
wide range of target for the Co-design approach is where Forsgren (2004)
found the big thinking barriers among both developers and designer of in­
formation systems. This because the developers and designers first have to
take into account many different measurement scales and than manage to
calibrate them in cooperation with the stakeholders. They also have to be
prepared for the reality that those stakeholders, involved in the develop­
ment process, probably will change their measurements scale when their
hopes for their future change. This type of situations and questions I don't
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think the developers or designers are prepared for to handle, when they
leave their education in informatics.

Brief Description of Ideal Oriented Co-design Approach

Ideal oriented Co-design approach has evolved from theories. The phi­
losophy is from Churchman and his idea about system thinking. The Ideal
approach is then formulated by Albinsson and Forsgren (2004) upon their
experience from different research and design projects. The practice is
though built on the theories. Albinsson and Forsgren (2004) states that in a
development process it is crucial that the methodology used has an ap­
proach that handles the dynamics of requirement. Their suggestion is to
use the Ideal oriented Co-design approach. The authors argue that the Ideal
approach is not to be declared as a complete systems development meth­
odology or a project management methodology. Instead it should be seen
as a pointer to critical qualities of system development.

Albinsson and Forsgren (2004), has learned through experience that the
stakeholders view on the project during its lifecycle will change; a change
that may affect scope, goals or even the existence of the project. Therefore
the approach put a great effort on the stakeholders and how to know and
engage the most important stakeholders . It is also important to make it
possible for the stakeholders to discuss about the future and those things
they don't know the existence of or have words for. The authors suggest
using mini-scenarios to facilitate the communication between developers,
designers and stakeholders . They also suggest mock-ups as a way to visu­
alize the systems and its user interaction.

The Ideal oriented Co-design approach is visualized as a road with dif­
ferent number of lines which in different phases of the process have differ­
ent width. The different lanes are supposed to be dynamic and co-exist
with the other lanes and with other methodologies. They also have to run
parallel during the whole process. The authors also state that the realiza­
tion part is the one that demands the most resources. But they don't de­
scribe how to perform this phase, only that there exists many approaches
and methodologies that handles system development. Generally there are
no models, techniques or tools described how to be used in the description
of the Ideal oriented Co-design approach. I would say that the descriptions
of the approach is more like advises of how to think about the different
phases in a system development project, than a hands-on description over
how to actually perform a development process with a Co-design ap­
proach.
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Reflections and Suggestions to Improve the Ideal
Oriented Co-design Approach

In this paper I have focused on describing the Co-design philosophy and
how it could be used in pract ice by also describing the Ideal oriented Co­
design approach . From the analysis I will now reflect and give some sug­
gestions on how to improve the Ideal oriented Co-design approach.

From a Pointer to a Toolbox

Ideal oriented Co-design approach does not want to be seen as a method­
ology, but rather as a pointer to critical aspects in the system development
process. I understand that distinction because the Co-design approach in­
cludes so many more dimension than just data based information system.
But when Albinsson and Forsgren arguing for the approach to be just a
pointer, I think there is a risk that the developers and designers will handle
the approach as just theories and do not put any efforts on those aspects in
their practical work of building information systems. The lack of concrete
methodologies, which address the Co-design approach, may also have the
consequences that the developers and designers never will be confronted
with the Co-design philosophy. It could also get the consequence that the
Co-design approach neither is mentioned or used in education and training .

Since the world also is known to be changing continually, as well as the
stakeholders need and hope for the future is changing, I also think there
rather is a need for a toolbox than a specific Co-design methodology. I'm
not myself an advocate of using one specific methodology and only hold
on to that during the system development process . This because I think that
different stakeholder, different time, different circumstances, different en­
vironments, different question and so on, will shape unique contexts.
These different contexts demands adjusted methodologies, techniques and
tools. My suggestion is therefore that the Ideal approach put together the
best from a lot of methodologies, techniques and tools, which all fit into
the Co-design philosophy and marketing itself as the toolbox to be used by
those who want to join the Co-design approach.

Probably the question will appear how can some one selects the best or
the appropriate from the toolbox . This question can however never be an­
swered by the toolbox, since the craftsmen themselves from their experi­
ence, knowledge and competence must take response for their work.
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Take the Best from the Best

The Ideal oriented Co-design approach is mainly evolved from Church­
man's ideas of systems thinking. When describing the approach the most
efforts are put on how to think instead of how to do. This implies that it
still is more of a theoretical approach than a practical one. I think it is of
great value to explicitly have these - I call the guidelines - when develop­
ing information systems, but since I'm arguing for a toolbox I also want to
see hands-on descriptions of how to use different techniques and tools with
the Co-design approach as a basis. This off course, demands that there is a
decision and ambition to evolve the Ideal oriented Co-design approach into
a more practical approach.

When looking for those techniques and tools which contribute to the
Co-design approach, one idea is to look among the followers of Church­
man and not only on Churchman himself. I found that many ideas in the
Ideal oriented Co-design approach are similar to those in the methodology
Interactive Planning. This methodology has been developed by Russell
Ackoff, who was a former student to Churchman. Another follower of
Churchman is Peter Checkland, who developed the Soft System Method­
ology (Checkland & Scholes 1990). In this methodology there are tech­
niques as Rich Pictures, CATWOE and Root definitions, which in one way
could be said to be built on the Co-design philosophy. But from my point
of view they have to be explicit claimed and perhaps also described how to
be used form the view of the Ideal oriented Co-design approach. There are
more adopters of the Churchmanian philosophy, so probably there also
will be other methodologies, techniques and tools that already are
grounded in the Co-design spirit. Perhaps they just need a little adjustment
to the Ideal oriented Co-design approach and they could also be put into
the toolbox.

When looking closer to the description of the Ideal oriented Co-design
approach, Albinsson and Forsgren let us know that mock-ups, prototypes,
animation, testing and technologies for realization have to be used. The de­
scription also implies that the scenarios, that are developed, have to be
evaluated. All those techniques and models to be used I think must be de­
scribed how to be used in the spirit of Co-design. One suggestion could be
to look at the toolbox the same as to a solution sharing community. What I
mean is that different developers could contribute to the growth of a Co­
design toolbox by putting their techniques, tools and models into the box.
Then the toolbox itself will act in a Co-design spirit.
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Position Co-design towards other Approaches

Today many system approaches, other than Co-design, are using the word
design with an understatement of involving the stakeholders. There are for
example the Participatory design, the Cooperative design, the Interaction
design and the Human centred design . Due to the essence of the Co-design
philosophy all those other approaches have to be positioned toward the Co­
design approach and reflected on in which way they contribute or not to
the Co-design philosophy. From the description of the Ideal oriented Co­
design approach I learned that the approach not only considers the techni­
cal aspects of a system but also organizational, managerial, moral and po­
litical aspects. I think these are important aspects and therefore have to be
declared in order to facilitate for the developers and designers in their deci­
sion to adopt the Co-design philosophy and approach and not one of the
others into their repertoire .

Improving the Road Metaphor

Albinsson and Forsgren use the metaphor of a road with three co-existing
lines, when they describe the Ideal oriented Co-design approach. With this
metaphor they want to visualize that different concerns run parallel in the
process and that all lines do go all the way from the start of the process to
the end. As the developers and designers drive the project along the road, it
is possible to drive in different speed at different points along the road.
This far I think the metaphor is alright, but when one of the lanes brakes
up into two tracks, the metaphor - like a car - also get a breakdown. Even
if it is just a metaphor I think it has to be improved.

My interpretation is that the intention with breaking up one of the lines
into two tracks is that along this so called consequence line; there will
sometimes be need for using the decision track. Meantime the realization
track, which is the other track, will go on continuously, just slowing down
when considering the outcome of the decision track. To maintain the inten­
tion in this and the other lanes I can see two solutions. The first one is just
to use four lanes instead ofjust three . But I guess that Albinsson and Fors­
gren already considered this and also have removed that possibility be­
cause decisions are not to be taken all the time. In the second solution I
will suggest that this third lane get halting-places along the way. When
there is a need for decisions the project drivers can tum over and halt dur­
ing the time the decisions are considered. If there are no need for decisions
the project just roll on.
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But there is also another problem with the metaphor concerning the de­
scription of the Ideal oriented Co-design approach. Albinsson and Fors­
gren have through experience learned that the process need about three it­
eration to result in a reasonable, acceptable and stable design. The fact that
they use the term iteration implies that there are recurrent activities in the
software development process. If this is the intention, the metaphor should
have had the look of a racing track instead of an ongoing road. But I don't
think the authors mean iterations as it used in for example the methodol­
ogy Rational Unified Process: RUP (Kruchten 1999). My interpretation of
their description is that the Ideal oriented Co-design approach has an evo­
lutionary approach which also the metaphor of the ongoing road implies.
When talking about iteration I will instead suggest that the three lines in
the metaphor pass through different landscapes. The first requires a sketch
or a mock-up to make it possible for the drivers to be able to leave the
area. The second requires a prototype and the third a deployable system. I
think that putting in landscapes along the road of the development process,
will make the metaphor dynamic. It is possible to put in new landscapes
along the road, but also to alternate landscapes; without taking away the
intentions of the three lanes. It is also possible to use the landscapes as a
way to get new perspectives on the system about to be developed.
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Introduction

Information systems development (lSD) of today is too limited, with a
tendency to focus on the information systems as such. It has been claimed
that system development could be seen as business development (cf. Wi­
nograd & Flores, 1986). When studying approaches to ISD one could
however question how system development as business development is
promoted (cf. Kruchten , 1999; Jacobson et aI, 1995). Lately, a strong em­
phasis has been put upon successful IS project at the cost of not being able
to focus enough on the business (context) .

Several IS development methods uses business analysis in order to se­
cure the projects knowledge about the context that the IS should support.
But is it enough performing a business analysis and not consider the busi­
ness perspective in the following phases of the system development proc­
ess, and what perspectives should be included performing the business
analysis? From a Scandinavian perspective use oriented design has been
strongly emphasized. Is this isolation towards IS use enough to facilitate
simultaneous development of IS and business? During the later years a co­
design perspective (Forsgren, 2004; Rowe, 2005) on business and IS has
been put forward.

In contemporary organizational change approaches, such as Business
Process Reengineering (BPR) and Total Quality Management (TQM), the
process notion is focused. Several different methods for process modelling
exist and different methods are based on different conceptual frameworks
and thus different process notions. Two views can be identified - the trans­
formative and the communicative view (Keen, 1997; Goldkuhl & Lind,
2004). The transformative view can be regarded as a "manufacturing"
view concerned with describing the transformation of input into output.
This is of course important to describe, but in many situations it is appar­
ently not sufficient, especially in the ISD area. This narrow view is chal­
lenged in Language/Action (LlA) approaches for business modelling; cf.
e.g. Action Workflow (Medina-Mora et ai, 1992) and DEMO (Dietz,
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1999). This view is based on the idea that communication is not just trans­
fer of information. When you speak, you also act (Austin, 1962, Searle,
1969). By using a communicative view on processes, the organizations'
establishment and fulfillment of commitments are emphasized.

In this paper we are inspired by use centered design (cf. Arvola, 2004;
Ehn & Lowgren, 1997; Holmlid, 2002) . These theories emphasize the us­
age in the design process and derive from the work oriented design ap­
proach (cf. Ehn, 1988). Lately, several researchers have studied use in rela­
tion to information systems development (Olausson & Haraldson, 2005;
Arvola, 2004; Agerfalk, 2003; Holmlid, 2002). Information systems are
part of a business structure, and the IS has no value in itself. It is when the
IS is used, the value arises. In this paper IS use refers to a use situation,
where the IS is an instrument humans use acting in business processes. We
focus on digital artifact as IS for business processes, i.e. process oriented
IS, and not digital artifacts in general.

As information system developers we want to enable design of process
oriented IS, i.e, sufficient support for business processes. We have been
conducting five process modeling projects, involving different organiza­
tions, and the cases have showed that IS do not support the business proc­
esses to a desirable extent. This paper put forward aspects that enables the
designer to develop process oriented IS, where a co-design approach is
considered as a mean for the development of such systems.

We adopt three use situations; (1) product utilization, (2) customer in­
teraction and (3) IS use, identified and presented by Olausson & Haraldson
(2005) . The authors mean that these aspects are necessary to consider by
the designer, in order to design process oriented IS.

Further, we build this paper on three foundations; (1) Businesses should
be process oriented. (2) Business and Information systems should be de­
veloped in concert (i.e. co-designed). (3) Use is an important aspect when
designing information systems .

In this paper we elaborate on the idea of the use situations as a co-design
approach to IS development. It is our understanding that business charac­
teristics, such as property of products, influence the business processes and
therefore the perceptions of the different use situations.

We use four scenarios to illustrate the interrelationship between the use
situations, based on different business characteristics and we conclude by
comment on the implications for IS development.

The purpose of this paper is to explore how a co-design oriented ap­
proach to IS and business development can serve as a foundation for de­
sign of process oriented IS. To summarize; based on the knowledge of how
to interpret use in co-design, how are the different use situations interre­
lated and affected by different business characteristics?
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Co-Design of Business and IS

Information systems as a discipline is concerned with designed artifacts .
The practice of information system is interplay between design and usage
of such systems (Goldkuhl , 2004) . Design as process, the IS development,
and design as product, the developed IS, need to be addressed. Design is
interpreted in a broad sense, involving "solving problems, creating some­
thing new or transforming less desirable situations to preferred situations"
(Friedman, 2003, p. 507).

In order to design information systems it is important to understand the
usage of the system and the role it has performing the business, to under­
stand the IS as a part of the larger business structure. But during the design
the IS and business have to be treated as different objects in order to re­
duce complexity of the design. Business development and IS development
also derives from two different traditions . Business development according
to Hammer (1996) and Davenport (1993), stresses business processes and
the advantage with such a perspective are a clear focus on value creating
activities and the customer. In this view the IT-system is, in the design
situation, considered to be an enabler for business development. IS devel­
opment takes, on the other hand, the system as a starting point and ac­
knowledge the business only as the systems environment (e.g. Langefors ,
1973). In our opinion, it is important to understand the business processes
since the IS should support them. But, it is also important to acknowledge
IT as a driver for business change. In the design process this implies a con­
tinuous shift in focus from IT to business processes and back, in order to
co-design .

Further , IS development in itself can be dealt with from different per­
spectives . One is the LIA perspective mentioned above. Within the LIA
community IS are regarded as communication and action systems. LAP
approaches have been proven to be powerful for developing and under­
standing the role of IS in organizations, cf. e.g. Action Workflow (Medina­
Mora et ai, 1992) and DEMO (Dietz, 1999). These approaches are also to
prefer since they include a customer orientation and emphasize commit­
ments made by different parties.

Customer orientation implies a focus on the ones the organization pro­
duces value for. In order to ensure such value creation , it is essential that
actions are performed with quality. In order to ensure high quality in or­
ganizations (meeting the customers expectations) there is a need to focus
on the product produced for the customer, and how this is produced (trans­
formative aspects). As a mean to reach this focus, it is important to ac­
knowledge the communication within the organization as well as the inter-
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action between the organization and the customer (communicative and co­
ordinative aspects). A successful process of establishing commitments and
fulfilling these commitments, determines communication quality.

In order to produce a co-designed product (for an elaboration on the
concept of co-design see Olausson & Haraldson, 2005) it is necessary to
consider stakeholders, of which the client is the most important. By con­
sidering the client, the use of the product are emphasized, and not the
product as such (see Dahlbom, 2002). When adopting a co-design ap­
proach (Olausson & Haraldson, 2005), the designer has to take into con­
sideration the ones affected by the design and by the usage. When design­
ing a new information system, the existing systems must be taken into
consideration. The old can then be seen as stakeholder in the design proc­
ess.

A co-design approach implies a view on information systems, where the
artifact must be considered in relation to its usage and effects on others be­
sides the direct user (ibid.). Usage can only be comprehended indirectly
through the operations by which they make sense to the persons involved
(Gauthier, 1999). Goldkuhl & Rostlinger (2002), Dahlbom (2002) and
Gauthier (1999), among others, acknowledge consideration to the usage
and the identification of other stakeholders besides the client.

Three Use Situations

The design situation as such is complex, there are many aspects to reflect
upon and several roles involved. Each use situation involves several roles,
which are to be seen as stakeholders, with interest to either the product
produced or the design process. The consideration to different aspects and
interests could be done by several designers and in different ways. The im­
portant thing, at this point, is not how the consideration is done but that
these aspects are acknowledged in some way in the process and that the
designer makes active choices. Which interests the designers choose to
consider depends on many factors such as influence, power etc. We do not
elaborate on these aspects in this paper, but do acknowledge the impor­
tance and put them forward as further research .

A simultaneous development of business and IS implies consideration to
different use situations (Olausson & Haraldson, 2005). Firstly, the use of
business products has to be considered (Product utilization - in figure 1).
In order to design good businesses, customers' satisfaction must be priori­
tized. Customers assess the product in the use situation. The customer
would be unsatisfied if the product in use is different from the expecta-
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tions, regarding the product. The possible use of the products must be re­
flected in the design of the business processes and therefore in the design
of the IS.

Stakeholde rs

Use situation 2
Customer Interaction

,
\
I,,, ,

Custome? - - f -­
Use situation 1

Product Utilization

Use situation 3
IS Use

Fig. 1. Three use situations in co-design of business and IS (adapted from Olaus­
son & Haraldson, 2005)

The second use situation (Customer interaction - in figure 1) is the use
of the organization. Clients interact with the organization in order to fulfill
a need, through using a service or purchasing a product, provided by the
business. In the interaction, the organization and the customer need to un­
derstand the each others expectations. The organization must be able to
understand the customer's expectations regarding the product, which
means that the customer must be able to express the needs . The organiza­
tion also has to express their expectations concerning customer's future ac­
tions, such as payments. The understanding of these expectations serves as
a base for the commitment. In order to arrive at communication quality
there is a need to distinguish between the organization as an actor and the
agents within the organization, acting on behalf of the organization
(Ahrne, 1994; Taylor, 1993).

The commitment is to be seen as establishment of expectations regard­
ing the parties' future actions (Haraldson & Lind, 2005). The customer has
certain expectations on the product and on the organization and the sup­
plier has certain expectations on the customer's behavior. Of course there
arc other stakeholders to the bus iness as such, all with different interests
about how the business should act and behave, which we do not reflect
upon in this paper. In use situation the client could be seen both as an indi-
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rect user to the developed IS and as a direct user of the developed organi­
zation.

The customer is an indirect user of the system through information pro­
vided by the business actors, in terms of product information such as avail­
ability and deliverance. The customer is also a direct user of the organiza­
tion. For example, when the customer enters a store, (s)he interacts with
the organization. If the customer does not get certain product information
the organization can fail in fulfilling customer needs and meet the cus­
tomer expectations. Other stakeholders to this situation are of course busi­
ness actors, who acts based on the commitment established between the
customer and the organization.

The third situation, is the use of the information system (IS use - in fig­
ure I). The users of the developed system are the business actors. It is es­
sential to understand the business processes and what support (in terms of
information system) actors need performing the business . This, as well as
the comprehension of the interaction between business actors and the in­
formation system, is necessary aspects when designing process oriented IS.

We believe that consideration to the three use situations provides a pos­
sibility to describe and handle the complexity of the design situation. We
can describe it by acknowledge the three use situations, but in order to
handle it we need guidelines how to behave. A framework is purposed as
further research, at the end ofthis paper.

Four Scenarios

As mentioned earlier, we use four scenarios in order to clarify the three use
situations and to identify business aspects that could influence the percep­
tion of the use. We refer to the four scenarios as; the bike store, the e­
business, the hairdresser's and the e-service.

The first business, the bike store, is a regular store with the business
concept of selling bikes to everyday people . The practice is constituted of
several business processes; warehousing, sales and procurement among
others. Potential customers have to enter the store in order to purchase a
bike. In the store there are selections of bikes in display, and there are sev­
eral variants kept in stock. The customer interacts with the organization
through the sales personal. The sales personal are dependent on the IS dur­
ing the interaction in order to provide the customer with valid information.

The second scenario is an e-business, selling home electronics via an
internet store. In this example, the IS is used during the interaction be­
tween the customer and the organization. Potential customers need to enter
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the business web site in order to purchase the electronics . The web site is
the only possible way for customers to purchase products .

The third scenario is a hairdresser's, who uses a scheduling system in
order to plan the business. The hairdresser and the customer interact in the
scheduling situation and the hairdresser uses the system in order to see
time available and to make the time reservation. The information in the
system then functions as a base when confirming the customer reservation.

The last scenario (e-service) is a bank providing services including pay­
ing invoices over the Internet. The bank also provides a number of addi­
tional services, not focused in this paper . The interaction between the bank
and the customer goes via the bank web site.

Three Use Situations in Four Scenarios

As mentioned above, a simultaneous development of business and IS im­
plies consideration to different use situations . In the sections below, the
business characteristics in each scenario are emphasized. The first scenario
is therefore the richest and the following stresses the aspects not included
in the bike store scenario .

Three Use Situations in the Bike Store

The first use situation (Product utilization - in figure 1) implies the use of
the business product. In order to design a good business, customers' satis­
faction must be prioritized. Customers assess the product in the use situa­
tion and the customer would be unsatisfied if the product in use is different
from the expectations, regarding the product. The possible use of the prod­
ucts must be reflected in the design of the business processes, and there­
fore in the design of the IS. The customer's as well as the organization's
expectations about future actions should be established, and reflected in
the commitment made by the two parties . This is made in the second use
situation (Customer interaction - in figure 1), which refers to the use of the
organization. The customer interacts with the organization in order to ful­
fill a need, through purchasing a product or a service provided by the busi­
ness. Here, we refer to the customer entering the store in order to purchase
a new bike. The customer is an indirect user of the system through infor­
mation provided by the sales personal , in terms of product information
such as availability and deliverance. The customer is also a direct user of
the organization. When the customer enters the store, (s)he interacts with
the organization. If the salesman is unable to get the certain product infor-
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mation, s(he) can not neither mediate the information to other business ac­
tors, nor provide the customer with sufficient information. The organiza­
tion may thereby fail to fulfill customer needs and meet the customer ex­
pectations. Other stakeholders are the business actors, who act based on
the commitment made by the two parties.

The third use situation is the use of the information system (IS use - in
figure I). The IS users are the business actors, i.e, the warehouse, produc­
tion and sales personal. It is essential to understand the business processes
and what support (in terms of information system) the actors need per­
forming the business actions. This, as well as the comprehension of the in­
teraction between the business actors and the IS, are necessary aspects in
order to design process oriented IS. The use, in this third use situation, re­
flects the personal working with warehousing and sales, interacting with
the system in order to create customer value.

Three Use Situations in the E-Business

In this business, the second use situation is an aspect of IS use (IS use - in
figure 1), were the customer interaction (Customer interaction - in figure
1) is one possible use of the IS. Therefore, the use of IS implies both cus­
tomer using the web site in order to purchase home electronics and the in­
ternal business actors interaction with the IS in order to perform the busi­
ness processes.

The IS designers have to consider the first use situation (Product utiliza­
tion - in figure 1) when designing the web site. The interaction patterns
constitute the service use, where the customer uses the IS and where the
commitments are made. One stakeholder that clearly affects the interaction
pattern is the supplier or base provider. If the e-businesses' and suppliers'
IS are integrated it is possible to provide the e-business, and by that the
customer, with stock information. By that the e-business could minimize
their stock levels. Further, based on the information received, the e­
business can offer the customer valid product information.

Three Use Situations at the Hairdresser's

At the hairdresser's, the customer interacts with the organization through
both telephone i.e, when reserving time, and when utilizing the service i.e.
getting the hair done. This implies the customer interaction to be two
folded. The first use situation (IS use - in figure l) appears when the busi­
ness actor scheduling the customer. In this case, the second and third use
situation occurs at the same time (Customer interaction and product utili-
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zation - in figure 1). When the customer utilize the service (s)he also in­
teracts with the organization. Designing an IS for the hairdresser's, implies
understanding for the simultaneous use. If not considering these character­
istics there could be consequences, such as double booking. Some acts take
more time to perform and sometimes certain equipment is needed. In order
to perform the business efficient, coordination is required. It is therefore
essential that the person who makes the time reservation, perceives the
customer's needs and that the system supports this action by allowing the
expectations to be mediated and used as a base when the service is pro­
vided.

Three Use Situations in the e-Service Business

In the e-service business the customer interacts with the banks web site in
order to pay invoices (Customer interaction - infigure 1). In this case the
actions ' includes all three use situations. The customer uses the IS per­
forming the payment (IS use - in figure 1), (s)he interacts with the organi­
zation as well as utilizing the service at the same time, i.e. the customer
utilize the service, interacting with the organization (Customer interaction
andproduct utilization - infigure 1).

What's In It for Me?

Developing process oriented IS is a matter of considering use situations.
Process orientation is about providing value for customers, where value is
constituted by use experience. Value adding activities in process oriented
theories, refers to customer satisfaction (cf. Davenport, 1993). Customer
satisfaction, drive the designer to ask the question "What's in it for me?"
from a customer perspective. But, as we discussed above, the customer
view is not enough , the designer has to consider other stakeholders as well.
Further, this implies that "me" refers to different subjects depending on
which use situation the designer considers. "Me" can also imply different
stakeholders in the same use situation.

Characteristics in the four scenarios can be divided in two main groups;
products/services and digital/non digital. If the business regards services
the product utilization and customer interaction overlaps, and if the cus­
tomer interaction is digital (e.g. e-commerce) it overlaps with the IS use .

Depending on business characteristics the use situations arise in different
constellations. In the first scenario the use situations are evaluated sepa­
rately . IS use, customer interaction and product utilization all occurs sepa­
rated from each other. In the second scenario, the second and third use
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situation overlaps. The customer uses the IS for placing the order (interact­
ing with the organization) . In the third scenario the service utilization re­
quires interaction with the organization. And finally, the last scenario illus­
trates how all use situations are consolidated into one. What implications
does this variation of use situation have on the co-design approach?

Well, the designer has to consider the customer variation concerning
different use property. There are different stakeholders to each use situa­
tion and each stakeholder has different perceptions regarding the use. A
designer has to identify stakeholders in order to choose which interest to
consider, i.e. making an active choice. It is also important for the designer
to understand the notion of each use situation and how they interrelate.
This perception affects the co-design and the possibility to meet stake­
holders' expectations (above all the customers'). Therefore, the question
"What's in it for me?" is a key question for designers . By consider stake­
holders, the designer could identify perceptions of use, which enables de­
sign of process oriented IS.

From a designer's point of view, developing an IS for the fourth sce­
nario (i.e. the e-service) might be easiest. The three use situations are con­
solidated into one and could therefore be regarded as one "single" situa­
tion. On the other hand, the demands put on this "single" use situation are
higher, because the customer assesses the three use situations by experi­
ence one. For example, a bike purchase implies several ways for the busi­
ness to influence the customer, such as correct stock information, knowl­
edgeable sales personal and suitable products. In the bike store scenario,
each use situation is assessed separately. In relation , the e-service only has
one opportunity to influence the customer. The customer assesses all three
use situations by one interaction.

In this paper we emphasis how the three use situations are affected by
business characteristics and in the four scenarios, business characteristics
vary and results in different business and IS requirements.

Our contribution in this paper is a further development of a co-design
approach, by illustration of how the use situations are affected and de­
pendent on different business characteristics.

As further research we propose development of a framework for how to
act in line with a co-design approach to IS development. Other research
questions that are important to address is the influence and power different
stakeholder has in this approach.
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Introduction

Reuse is one of most important issues in information systems (IS) engi­
neering. Information systems mostly are used to support some business
and must be aligned with supported business in all aspects . From the point
of view of IS engineering, any business can be considered as a system that
can be decomposed into two interrelated, however, relatively independent
layers: basic entities that usually are referred as registered units (Caplin­
skas and Vasilecas 1998) and processes in which some basic entities are
acting as actors. Other basic entities are used as process resources or ma­
nipulated by the processes as objects processed performing business trans­
actions (business objects). Although each business process has its own
view on basic entities, such entities also have some process-independent
ontological properties. In information systems ontological properties of ba­
sic entities are registered and stored in process-independent databases
called registers (Caplinskas and Vasilecas 1998). The notion of register
comprises also service required to create and maintain appropriate data­
base. In this paper we use term application domain to refer to the knowl­
edge about basic entities and their ontological properties, and term prob­
lem domain to refer to the knowledge about a particular business process
including knowledge about the specific, required only in the context of this
process, properties of basic entities . So, in the proposed terms, each IS has
one application domain and a number of problem domains. Application
domain is implemented by a number of registers and each problem domain
by an appropriatefimctional subsystem of IS. We suppose that registers are
implemented as components and are shared by many different subsystems.

Ontologies in IS engineering are used to support both application do­
main knowledge (domain concepts) reuse and process domain knowledge
(process concepts) reuse. Usually, however, both kind of knowledge are
mixed, interrelated and business processes are described in terms of par-
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ticular application domain. On the other hand, it is possible to separate
knowledge about business entities and business processes, to generalise
process knowledge, describe processes in terms of abstract roles (actors,
resources, business objects, et cetera) played by basic entities but not di­
rectly in terms of basic entities themselves. In other words, it is possible to
describe generic business processes and reuse such generic processes in
different application domains. This idea has been proposed in (Caplinskas
2003) and elaborated in details in (Caplinskas and Ciuksys 2004). The
main purpose of this paper is to propose ontology-based approach to do­
main engineering that enables process knowledge reuse. The research is
still in progress. The main contribution of the paper is proposal how to
separate business process and application domain knowledge during the
engineering for reuse, how to combine business process knowledge and
application domain ontologies during the engineering with reuse in a par­
ticular application domain and how, during this process, to associate prob­
lem domain knowledge with reusable domain-independent software com­
ponents in order to build the functional subsystem supporting corre­
sponding business process.

The rest of the paper proceeds as follows. The paper starts by discussing
the notion of generic business process . After this reusable top-level on­
tologies are proposed. Then the main ideas of engineering with reuse in the
proposed approach are illustrated with a particular example. Finally, paper
ends with conclusions.

Generic Business Process

The notion of a generic business process is similar to the notion of generic
task (Chandrasekaran 1986). A generic business process is an abstraction
used to describe the family of particular processes. We suppose that ge­
neric processes have hierarchical structure and that different levels of the
hierarchy describe the process with different granularity. Like the feature
models (Kang et al. 1990), it consists of variable components (variabili­
ties) and components included into each process of the family (communal­
ities). Generic processes are described in terms of abstract roles (actors,
inputs, outputs, resources, et cetera). They are designed with the intention
to generate particular processes, that is, processes in which some basic en­
tity of a particular application domain (or a group of such entities) is as­
signed to each process role. We say that particular process is created by the
location of a generic process in a particular application domain. Apart of
the assignment of roles, the location of a generic process in an application
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domain provides its configuration and its refinement. The purpose of con­
figuration is to reject variabilities that are not relevant to the application
domain . The purpose of the refinement is to decide about the granularity of
the process.

We suppose that generic business processes are role-limiting processes.
It means that for each role the properties of the basic entities that can can­
didate to play this role are defined by the set of constraints. On the other
hand, we suppose that basic entities must be classified into subclasses of
pretenders to play different roles. Although often role assignment is quite
simple and takes down merely to the analysis of terminological differences
between definitions in domain and process models, sometimes there exists
significant semantic difference between roles and basic entities . In such
cases, the mapping requires use of transformation rules that should be part
of process location requirements.

A particular process (process located in a particular application domain)
still is an abstraction because it describes a number of process instances all
of which are intended to achieve the same goal.

Ontologies for Reuse

To be reused in different application domains, the business process soft­
ware must be designed for reuse. It means that it must implement generic
business process , more exactly, family of business processes . The pro­
posed reuse approach attempts to combine domain-engineering techniques
and ontology-based IS engineering techniques. This approach splits do­
main-engineering activities into two parallel groups of activities : process
domain engineering and application domain engineering. Process domain
engineering can be done in at least two different ways.

One approach is to extend the process domain analysis with additional
activities for the development of business process ontology and to use this
ontology to produce a model of generic business process . Process ontology
should define concepts required to model business process, that is, it
should specify primitives that constitute a generic process and define the
roles played by the basic entities in the process. It also should serve as an
interface to evaluate whether an application domain conforms to the struc­
ture of knowledge used by the process . Generic business model should de­
scribe the family of business processes having common aspects, predicted
variability and granularity levels. Generic business model, in contradistinc­
tion to process ontology, includes high-level control knowledge . Control
knowledge specifies the ordering of the generic process's steps, that is,
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how the process activities can be combined to generate process outputs.
During the process domain design generic process architecture is pro­
duced. Generic process architecture is a parameterized scheme that de­
scribes the structural properties and components of appropriate functional
subsystem. Components are described in the terms of roles. Generic archi­
tecture is the scheme that can be used to produce generic components (that
is, parameterised components that include foreseen variabilities and granu­
larity levels) as well as other reusable assets. Allowed sequencing of com­
ponents is defined by a special component or in some other way. Reusable
process assets are produced during the process domain implementation
phase. The inputs for application engineering (that is, for engineering with
reuse) phase are generic process architecture , application domain ontology,
reusable process assets, UMUMJ platform profile and requirements de­
scribing implementation constraints. UMUM platform profile defines
stereotypes necessary to express subsystem architecture in terms of a par­
ticular software platform (.NET, J2EE®2, et cetera). The main shortcoming
of this approach is that the control knowledge is being used in a very early
phase (during process domain design) and cannot be adjusted later. As a
consequence, the system produced in such a way often requires essential
real-world business process's changes, because there is no way to change
control knowledge in order to adapt it to real-world business process (con­
trol knowledge is hard-coded within generic process components). As a
matter of facts, this is one of the most important disadvantages of ERP
packages .

Another approach (Fig. I) provides that process ontology is the only ar­
tefact developed during the process domain analysis phase. The only result
of the process domain design in this approach is a parameterized scheme
describing the structural properties and components of functional subsys­
tem. In this case, reusable assets produced during process domain imple­
mentation phase do not include any control knowledge . Control knowledge
is considered as a part of implementation requirements and is used during
application engineering phase only. Thus, this approach eliminates disad­
vantages of the first approach.

At least two ontologies are necessary to support the proposed approach:

• application domain ontology, and
• business process ontology.

I UMUM is a trademark of Object Management Group, Inc.
2 J2EE®is a registered trademark of Sun Microsystems, Inc.
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Fig. 1. Business process reuse

Application domain ontology captures domain knowledge independ­
ently of its usc. To be useful for application engineering purposes how­
ever, domain knowledge should be organised in some special way. In addi­
tion, both application domain ontology and business process ontology
should be described by some common system of metaconcepts. It means
that some higher-level ontology must be developed. We call this ontology
upper-level ontology (Fig. 2)
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Fig. 2. Upper-level ontology
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The upper-level ontology introduces generic concepts that are shared by
all lower-level ontologies and reflect underlying theory about the nature of
enterprise's social reality (discourse of interest). It is functional or, in other
words, designed for specific purposes of enterprise information system de­
sign. This ontology has been influenced strongly by ideas beyond
Uschold's enterprise ontology (Uschold et al. 1998). The most important
difference between Uschold's enterprise ontology and our upper-level on­
tology is that we allow states for roles. Concepts defined by upper-level
ontology are shared across all IS domains.

It should be noted that indeed we have three metalevels. In upper-level
ontology two metalevels are present. The top level provides only one con­
cept "concept" that is used to define second level concepts "entity", "rela­
tionship" , "role", and "state-of-affairs" . These concepts, in turn, are used
to define third level concepts in application domain ontology and in busi­
ness process ontology. In other words, we follow scheme provided by
MOF™3 standard (Object Management Group, Inc. 2002). Following this
approach instances of metaconcepts are concepts themselves. It means that
concepts of lower level are instances of concepts of the higher level. Con­
cepts that belong to the same level in ontology can be specialised using
generalisation (that is, class/subclass) relationship.

One more note is that in this paper, for the sake of simplicity, we visual­
ise the proposed ontologies using UMLTM-like diagrams (actually in our
research we describe ontologies using OWL (World Wide Web Consor­
tium 2004). It means that we use UMLTM-like language to describe ontolo­
gies. Because UMLTM does not provide metamodelling facilities, our dia­
grams should not be considered as proper UMLTM diagrams.

Application domain ontology (Fig. 3) introduces general concepts that
are shared by application domains across all enterprises. This ontology
provides categorisation of basic entities in two, possibly overlapping, cate­
gories: active entities and passive entities.

Active entities are possible candidates to play active roles (that is, to be
actors) in business processes. They must have capabilities required to
achieve some business goals or subgoals. Business goal is a state of pas­
sive entity that candidates to play output role in some business process. A
special kind of capability is to be able to use some tools. Such organisation
of knowledge in the application domain significantly facilitates mapping of
actor roles to application domain entities.

3 MOF™ is a trademark of Object Management Group, Inc.
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Fig. 3. Top-level ontology of application domain; concepts of this ontology are in­
stances of upper-level ontology's concepts (shown as stereotypes)

In business processes , goals, subgoals and passive entities (including
tools) candidate to play the roles of role states, inputs, outputs and re­
sources/instruments (Fig. 4). Outputs (in some role state) must be mapped
on physical objects with goals as their possible states. Such mappings
should be provided as part of implementation requirements. The special
kind of passive entities are tools. In business processes they candidate to
play the roles of instruments. Instrument is the subclass of resource. Re­
sources can be mapped into passive entities by matching of their attributes.

«relationship» 1-__1
IsExecutedBy

«relationship»
Takeslnputs

«relationship»
ProducesOutputs

«relationship»
UsesConsumesCreates

Fig. 4. Business process top-level ontology'

State of
input, output
and resource

roles
respectively

4 The figure 4 and further figures do not show names of links between concepts
because stereotypes fully define the meaning oflinks.
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Process Knowledge Reuse

The main idea for engineering with reuse (Fig. I) in our approach is:

• using implementation requirements, to configure reusable software
components (that is, to remove non required variable features),

• combining application domain ontology and business process ontology
to produce problem domain model and, using this model, to assign basic
entities to business process roles and to store links between role names
and entity names in configuration of name server,

• using problem domain model, to refine reusable software components
up to required level of granularity,

• combining problem domain model and control knowledge to generate
process specification (that is, process description in some process or­
chestration language) for a process execution engine.

It is assumed that the produced system will run in a component envi­
ronment orchestrated by some BPM platform (Huntress 2004).

Fig. 5. Activity concepts of the "Lecture" process

Let us explain the proposed ideas in more detail using as an example a
simplified lecture process. This process is considered as a generic process.
It means that it can be reused in different universities, colleges as well as
to give presentation at conferences. At the generic level, it can be seen as a
process in which speakers tell something to listeners. A fragment of the
ontology of this process is shown in Fig. 5. Ontology defines main activi­
ties of this process. Some activities are optional, as marked by multiplic­
ities "0..1" or "*". For example, activity "UnlockRoom" is optional , mean­
ing that there can be domains where the room should not be
locked/unlocked before/after lecture. This activity is executed by the actor
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"Keyholder" (Fig.6). The input of the process is "LockedRoom", and it
must be in the state "Locked". The instrument "Unlockinglnstrument" is
provided to unlock the room (that is, to change its state). All names are
role names. Process ontology does not include any control knowledge (that
is, sequencing of activities) .

«inpuu
LockedRoom

Fig. 6. A fragment of ontology for the activity "UnlockRoom"; it shows roles for
actor, input, output and instrument

Control knowledge for generic lecture process is defined separately
(Fig. 7). It is a part of implementation requirements. For the sake of sim­
plicity, the figure does not show the activity "GiveLecture" itself. In gen­
eral case, control knowledge has a hierarchical structure because any non
elementary subactivity (in our example the subactivity "Givel.ecture") has
its internal control flow. The Fig. 7 presents the result of evaluation of the
whole hierarchy. Control knowledge should be expressed in some process
orchestration language, for example , BPEL4WS (Andrews et al. 2003),
and intended to be executed by some process execution engine.

Fig. 7. Control knowledge for the lecture process
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It is supposed that, at the information system level, each business proc­
ess is supported by an appropriate information process. However, not all
process activities must be supported by IS. During process domain imple­
mentation phase each activity that must be supported by IS is implemented
as a reusable process asset. During application engineering phase assets are
transformed to process components for a given platform, for example, En­
terprise JavaBeans®5 (Sun Microsystems, Inc. 2003). Process execution
engine calls these components in a sequence defined by process orchestra­
tion language. Such an approach looses coupling between components and
facilitates the reuse of process components. Application domain entities
are not referenced by process components directly. When needed, refer­
ence is provided by name server (role-name must be given as a parameter).

Fig. 8 shows a fragment of application domain ontology for a particular
university. In this domain, the entity "Watchman" (an agent) has capability
to use the entity "Key" (a tool). The entity "Watchman" is related to sub­
goals "UnlockedClassroom" and "LockedClassroom". Both subgoals de­
fine the states for instances of the entity "Classroom". The entity "Lec­
turer" is related to goal "LecturelsGiven" that defines the state for
instances of the entity "LectureObject".

Fig. 8. Fragment of someparticular university's application domain ontology

Fig. 9 shows goal hierarchy. The goal "LecturelsGiven" is the main goal
and it has two subgoals: "UnlockedClassroom" and "LockedClassroom".
Fig. I0 shows how domain entities are mapped to the roles of the activity
"UnlockRoom". Firstly, hierarchy of role states of outputs is matched with
goals hierarchy and the roles "LockedRoom" and "UnlockedRoom" are
mapped to the entity "Classroom". Then the role "Unlockinglnstrument" is

5Enterprise JavaBeans®is a registered trademark of SunMicrosystems, Inc.
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mapped to the entity "Key". Finally, the role "Keyholder" (actor) is
mapped to the entity "Watchman" (agent that will execute "UnlockRoom"
activity) .

Fig. 9. Goal hierarchy

«instrument»
Unlockinglnstrument

«goal»
LockedClassroom

«mapp,nig» «m'al?ping»

«output»
UnlockedRoom

Fig. 10. Mapping of application domain entities to the roles of the activity
"UnlockRoom"

Conclusions

Combining domain-engineering techniques with ontology-based ap­
proaches to IS engineering, it is possible to separate application domain
knowledge and generic knowledge about business processes, and reuse
process knowledge in a number of different information systems.
Usehold's enterprise ontology (Uschold et al. 1998) provides an appropri­
ate basis to model application domain knowledge as well as knowledge
about business processes. Modern component environments and BPM plat­
forms allow modifying traditional domain-engineering techniques in such
ways that facilitate the reuse of process knowledge significantly. The paper
only sketches the proposed approach. The research is still in progress. Fur­
ther research intends to elaborate the proposed algorithm in detail, espe­
cially for the situations when the role should be mapped to the group of en­
tities, It is also planed to elaborate further techniques to refine generic
process , to produce assets and to generate process execution specifications
for process execution engine.
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Introduction

There has been a rapidly increasing establishment of distance selling busi­
nesses the last ten years. Many of those organisations have chosen Internet
as their primary (and sometimes only) customer communication medium.
Others have chosen to offer their customers a wide range of communica­
tion media. There are reasons for both these decisions, but both choices
may also cause problems . Organisations that only offer one way of com­
munication might exclude some customer groups, since different custom­
ers prefer different media. Organisations that allow many communication
media might, on the other hand, be trapped in this generosity, since each
medium added to the communication media portfolio means more chan­
nels to maintain .

There are several theories that try to explain why people choose to
communicate through a certain medium and not others. One of the most re­
ferred, although highly criticised, theories is the media richness theory
(Daft & Lengel, 1986). Its purpose is to explain managers' choice of
communication media and to explore how to make communication more
effective by choosing the appropriate communication medium. Our paper
focuses on aspects that are central in media richness theory, but we are tak­
ing the criticism towards this theory into account; that there is not one ef­
fective way to communicate for all people or in all contexts (see Markus,
1994; Yates & Orlikowski, 1992; Carlsson & Zmud, 1999). Instead of
adopting media richness theory as a guide when discussing how a commu­
nication media portfolio should be developed, we are interested in how dif­
ferent product types might affect the customer communication. Neverthe-
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less, there are similarities between what we try to understand and the
knowledge objects of media richness theory.

In this paper we will discuss the thesis that a distance selling company
should let their product type(s) influence the customer communication
portfolio. We are using a product classification scheme by Goldkuhl and
Rostlinger (2000) in order to classify products in two distance selling
companies. We have conducted case studies in these two organisations (the
Photo Company and the CD Company) and have found typical questions
and problems that the customers have in each case. By comparing these
problems to the different product types we aim at finding some illustra­
tions of how the product type affects which customer communication me­
dia that are more or less feasible. The purpose of the paper is to shed some
light on important issues to consider for companies when deciding which
customer communication media they should include in their portfolio and
which media they should leave out.

Product Classification

There is a classical division between goods and services, in literature as
well as in daily conversations. The product a customer buys is either a
physical "thing" or an immaterial "assistance" of some kind. Service mar­
keting is a research field that has focused on the characteristics of services
in comparison to characteristics of goods (Gronroos, 1990). Gronroos
(ibid.) defines services to be intangible (immaterial), inseparable in pro­
duction and consumption, heterogeneous and perishable (i.e. having no
separate and lasting evidence) . These characteristics have, however, been
questioned by Goldkuhl and Rostlinger (2000), who criticise the division
between goods and services as being outdated. Instead, they state that the
notion of action is important when characterising goods and services. They
base their objections on a pragmatic perspective, which means that actions
are performed by an actor who has certain intentions (von Wright, 1963).
Each action results in something. There are material actions which give
rise to material results, other actions are of a communicative nature and
many actions are social. This pragmatic ground implies that we need a
more detailed division of products, than just to distinguish between goods
and services. (Goldkuhl & Rostlinger, 2000)

In order to better understand the characteristics of pragmatism we refer
to Goldkuhl (2004) who explores the meanings of pragmatism and its con­
sequences for information systems research. He formulates six aspects that
distinguish pragmatic research; an interest for actions, an interest for ac-
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tions in their practice context, an acknowledgement of action permeation
on knowledge, an interest for practical consequences of knowledge, an in­
terest in what works and what does not work, and an acknowledgement of
the full dialectics between knowledge and action; i.e. proper action is
knowledgeable action and proper knowledge is actable knowledge (ibid.).

We will not go into detail about Goldkuhl's and Rostlinger's criticism
of Gronroos' service characteristics in this paper. In short, they use argu­
ments from the pragmatic perspective to show that services are not always
intangible, inseparable in production and consumption, heterogeneous, or
perishable. The result of their critical investigation is, thus, that these as­
pects are not determinant characteristics for services. Goldkuhl's and
Rostlinger's criticism follows previous critique of the division of goods
and services made by von Wright (1995) and Castells (1996). As an alter­
native to the common division of goods and services , Goldkuhl and
Rostlinger (2000) formulate a product classification consisting of four
main product classes and eight sub-classes: Provided goods (Goods for
transfer and Temporarily provided goods), Treatment (Treatment of cli­
ent's property and Treatment of client), Transportation (Transportation of
client's property and Transportation of client) , and Presentation (Exhibi­
tion of goods and Presentation of producer).

This classification builds on the notion that both goods and services
might have either a material or immaterial character; i.e. there are both ma­
terial and immaterial goods as well as services. It also builds on a division
between four use situations; material use, informative use, experiential use,
and financial use, in order to characterise differences in anticipated cus­
tomer use and potential satisfaction. Goldkuhl and Rostlinger claim these
to be generic producing acts and products. (ibid)

A reason to usc this classification scheme is that we find Goldkuhl's and
Rostlinger's pragmatic arguments attractive since we agree with the notion
of actions as important objects to focus on, in order to understand situa­
tions and contexts. The basic standpoint of the classification scheme is the
two actor roles of the producer and the customer. The producer performs
actions that result in a product, intended for the customer. The customer
performs actions of consumption when receiving and using the product.
There will be customer effects of the product and its use; the customer
might be satisfied or not. There might also be producer effects when the
acts, the results, and the customer reactions retroact on the producer, which
is an example of the reflexive and learning aspect of action (ibid.) .

In table I, the product classification scheme is illustrated with examples
of each class. The product classes are ideal types. In reality many products
are multifunctional, since they fulfil several purposes (ibid.) .
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Table 1. Product classification scheme (Goldkuhl & Rostlinger, 2000:8)

Material Informative Experiential Financial
Goods for Goods Goods Goods Goods/financial
transfer purchased for purchased for purchased for means purchased

material use informative experiential in purpose of
use use exchange/returns

Example Purchased car Purchased Purchased Bond
textbook video film

(action)

Temporarily Goods rented/ Goods rented! Goods rented! Goodslfinancial
provided borrowed for borrowed for borrowed for means borrowed
goods material use informative experiential in purpose of

use use exchange/returns
Example Rented car, Book (non- Rented video Loan of money

rental of fiction) bor- film, game
washing fa- rowed from session m
cilities for car library squash hall

Treatment Clients ' Clients' Clients' Clients' property
of client's property property property treated with
property treated with treated with treated with financial aim

material aim informative experiential
aim aim

Example Car repair ser- Auditing, Copying of Stock admini-
vice vehicle test photos or film stration

Treatment Client treated Client treated Client treated Client treated for
of client for physical for increase in for experien- economic

effect knowledge tial enhance- influence
ment

Example Eye Eye examina- Psycho- Personal
operation tion, training therapy insurance

Transporta- Client's prop- Client's prop- Client's prop- Client's prop-
tion of erty/material erty/informati erty/informati erty/financial
client's transported on transported on transported means trans-
property with material with informa- with experi- ported with eco-

purpose tive purpose ential purpose nomic purpose
Example Transporta- Telephony, Telephony, Order for

tion of mail, e-mail, mail, e-mail, payment, with-
furniture telefax tclefax drawal from

account
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Table 1. (cont.)
Material Informative E~riential Financial

Transporta- Client trans- Client trans- Client trans-
tion of client ported with ported with ported with

purpose to informative experiential
change loca- purpose purpose
tion

Example Bus journey Driving Cruise
lesson

Exhibition of Goods exhib- Goods exhib-
goods ited with ited with

informative experiential
purpose purpose

Example Television Art exhibi-
broadcast tion, enter-
documentary tainment film

Presentation Producer Producer
of producer presentation presentation

with informa- with experien-
tivepurpose tialpurpose

Example Lecture given Theatre
by public performance
lecturer

Research Method

We have performed two qualitative, interpretive case studies in distance
selling businesses in order to analyze the customer communication media
portfolio and the effect of product characteristics. The methods used to
collect data about the companies, the way they communicate, their experi­
ences, and opinions of customer communication, etc. are interviews, ob­
servations, and examination of different documents such as data stored in
databases, publications, marketing documents, and policy documents. This
method triangulation has been necessary to get a truthful view of both the
companies' and the customers' perspectives on customer communication.

In both companies interviews with the managers of the customer service
departments were followed by observations of the employees attending the
different communication media. The observations entailed listening to
telephone calls from customers, observing the registration of order forms
and answering of e-mails as well as letters and faxes. During the observa­
tions we also asked the employees about observed events. As the questions
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were posed in the working environment they were used as complement to
the prepared question guides used during the interviews. The observations
were followed by further interviews with the managers of the customer
service departments as well as interviews with employees. These, in turn,
were followed by new observations and so on until a state of redundancy
was reached, i.e. a state where new data did not add any further findings.

Empirical Cases

The two studied cases show several differences compared to each other,
which make them suitable to use. We are going to examine the cases in or­
der to find what kind of typical questions customers in each case pose to
the company. By doing so we aim at finding examples of what kind of
problems a specific product type may cause the customers. The studied
cases are a company that sells CDs and a company that develops digital
photos. As the companies participated in this study on the condition of
anonymity they are named by their products, i.e. the CD Company and the
Photo Company. Common for the two cases are that neither of them has
any physical shop and they have no face-to-face communication with their
customers.

The CD Company

The case study at the CD Company was carried out between fall 2000 and
spring 2002. The CD Company is a retailer, seIling music CDs on the
Swedish and the Norwegian market. The company was founded by the
present CEO some thirty years ago and is now a subsidiary in a corpora­
tion with several mail order companies in several countries in Europe. The
company has approx. 30 employees.

To purchase from the company, customers are required to register and
become members of the customer club. All members receive a monthly
magazine with a mandatory offer. The customers will receive the offer if
they do not turn it down. Customers can also order other products, which
are offered in the magazine and on the company's Internet site. The CD
Company offers their customers the following communication media; tele­
phone, fax, letter, membership coupons and order forms, e-mail, voice re­
sponse system, and web-based interface.

Some of these media are offered for any business action (such as posing
questions or making complaints) and other media are only offered for plac­
ing orders and turning down the offer of the month. In table 2 we illustrate
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each communication medium's different usage possibilities in a business
action matrix (Johansson& Axelsson, 2005).

Table2. Business action matrix of theCD Company

Tele- Fax Letter Membership E- Voice re- Web-
phone coupons. mail sponse inter-

order forms system face
Placing or- x x x x x x x
der
Turning x x x x x x x
down man-
datory offer
Posing x x x x FAQ
questions
Making x x x x
complaints

The company sells music CDs; a product that according to the product
classification scheme is goods purchasedfor experiential use. This means
that the CD is a material product, but it is not until the customer listens to
the music that she gets any real use of the product. The customer experi­
ences something when listening; she is either pleased or dissatisfied with
the outcome. The product is standardized; i.e. each item is similar and
there arc no ways for customers to influence the product.

Typical Customer Questions and Problems in the CD Company

Most questions and problems presented from the CD Company's custom­
ers are common to any mail order company. Some of them relate to when
products, currently out of stock, will be delivered, how to return a deliv­
ered product, how long the delivery time will be, if it is possible to defer
the payment for delivered products. Specific questions concerning the
product are e.g. if a recently released CD is sold by the company or in
what CD a specific song is to be found. The most complicated questions
are when a customer needs help with finding out who the artist of a certain
song is or the name of a song heard on the radio or on the television.

The company is very positive to their customers using the voice re­
sponse system. By the voice response system the customers serve them­
selves which gives the employees more time to attend other matters. An­
other appreciated communication media, from the company's perspective,
is the e-mail as e-mails can be attended to at any hour and from anywhere.
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The Photo Company

The second case is a company offering several photo services by mail or­
der. The company was founded about 30 years ago in Sweden, but is now
a subsidiary of a larger European corporation dedicated to the photo busi­
ness. The Photo Company has approx. 130 employees and serves the Nor­
dic market. All production is placed in Sweden. The product in focus in
this paper is the development of digital photos (the company also develops
photos from traditional roles of film). The case study at the Photo Com­
pany was carried out during the autumn and the winter of 2004.

When placing an order, the digital pictures can be sent by mail on mem­
ory cards, on CDs or be uploaded on the company's web site. When send­
ing items by mail the customers can use a certain photo envelope to put the
items in. These envelopes are sent to potential and current customers as a
recurrent marketing action. Some customers even send their digital pic­
tures attached to e-rnails, but that is not a communication alternative mar­
keted by the company. The fastest way to send digital pictures is by up­
loading them to the customer's personal page on the company 's web site.

The Photo Company offers their customers the following communica­
tion media; telephone, fax, letter, order forms (photo envelopes) , e-mail,
and web-based interface.

Some of these media are offered for any business action (such as posing
questions or making complaints) and other media are only offered for
sending the electronic files for developing photos . In table 3 we illustrate
each communication medium's different usage possibilities in a business
action matrix.

According to the product classification scheme the product is client 's
property treated with experiential aim. This means that the customer sends
a piece of her property to the company; i.e. a memory card, a CD, or by
uploading an electronic file. The company delivers photos from this prop­
erty (either on paper or in digital form), which the customer uses by look­
ing at the pictures, showing them for friends, giving them away as pre­
sents, etc. Thus, the product is used in an experiential way. The customer
might be pleased or dissatisfied with the quality of the pictures, but also
with the photographed subject which might bring good memories from a
holiday.
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Ta ble 3. Business action matrix of the Photo Company

Tele- Fax Letter Order forms , E- Web-
phone photo envelopes mail interface

Placing orde r x x
(memory card)
Placing order x x
(CD)
Placing order x x
(upload elec-
tronic files)
Posing ques- x x x x FAQ
tions
Making com- x x x x
plaints

Typical Customer Questions and Problems in the Photo
Company

The increased adoption of digital photo technology has changed the situa­
tion for the Photo Company in many aspects. They get many and often
very time consuming customer quest ions about digital photos. Customers
need help with their computing settings, the application to edit the digital
photos and how to upload their photos on the company's web site.

Apart from these questions , there are also common questions about why
a picture did not come out as good as expected. The employee then has to
ask the customer about light conditions when the photo was taken, if a
flash was used, if the photos the customer is not satisfied with were taken
outdoors, and so on. Sometimes unsuccessful photos arc the result of the
photographer's inexperience and sometimes the result of low quality of the
camera used . In these cases the matter is delicate to discuss with the cus­
tomer. As the questions from customers often are complicated, the Photo
Company prefers telephone questions instead of questions posed on e­
mail. If a customer has problems when down loading the photos on the
web, this could be due to many different reasons. All these reasons, thus,
have to be explained in the e-mail, which takes a lot of time in each case .

Sometimes the customers do not receive the photos they expect. The
Photo Company has a department dedicated to tracking lost photos or
mapping returned photos with customers missing their photos . Many times
they have to call the customers and ask them about details in the photos, to
make sure they will send the right ones.
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Discussion

Our two cases give us good examples of the similarities and differences
between the studied products. The CD Company's product is a material
and standardised product. In this case, the order process might be handled
by many different communication media, but the delivery process always
needs to include physical logistics for the product to reach the customer.

The Photo Company, on the other hand, has a product which could be
both material and digital, depending on which media the customer chooses
to have the photos delivered on (paper or disc). The order process is more
complex in this case, since the order includes a delivery from the cus­
tomer. The product cannot be produced without a treatment of the cus­
tomer 's property, i.e. its digital pictures. The Photo Company has not got a
true digital product, though, since there is always some material element in
the process; the customer might send a material storage of the electronic
files (a memory card e.g.) or the company delivers the photos on a material
disc. This is an important distinction, since it is only true digital products
that could be handled in a totally digital business process. In our cases
there is always some element of physical delivery, which affects the com­
munication media chosen.

The similarity between the studied products is that both have an experi­
ential purpose. The difference when it comes to experiencing the products
is that the customer is a "passive" listener when using the CD, but she af­
fects the quality of the photos taken. Thus, she is involved in the product
quality in this case. This also results in a more or less complex process if
the customer is not satisfied with the product or the delivery process. The
CD can easily be replaced by another copy if broken under transport or ex­
changed to another artist if not satisfactory. In the Photo Company there is
a much more complex process if the customer is not satisfied with the
product quality, since it might be due to the photographer's skills. If the
products are not delivered it is also complex to investigate which motives
that have been delivered by the customer but not developed by the com­
pany. These examples of varying complexity affect feasible communica­
tion media for this interaction. Standardised and automatic media (e.g. web
interface or voice response system) might be a good choice for the CD
Company, but the Photo Company probably would get much extra work if
they were not able to talk directly to their customers in problematic cases.
When it comes to uploading the electronic files, on the other hand, the web
interface is the most convenient medium for the Photo Company. The find­
ings above also indicate that a voice response system is not of much use in
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cases where the customer needs to contribute with some piece of property
in order for the product to be produced, as in the Photo Company.

The fact that there are many alternative operative systems, web brows­
ers and other settings in the customers ' computers makes it often difficult
to communicate bye-mails, in the Photo Company, where the customer
needs a certain application to be able to edit and upload the files at the web
site. Telephone is, thus, a faster communication medium, which allows the
company to ask detailed questions about computer settings, whether the
customer has tested other alternatives etc. Employees have the same appli­
cations and are able to solve the problems by guiding the customer through
each step. In this case direct contact through telephone is highly appreci­
ated by both company and customers. Compared to the Photo Company,
the CD Company has less complex customer questions to handle, which
makes e-mail a favoured medium in this case.

Conclusion

The main lesson learned in this paper is that distance selling companies
should let the product type influence the communication media portfolio.
Our use of the product classification scheme by Goldkuhl and Rostlinger
(2000) shows that this is a feasible classification for this purpose.

The main motive for choos ing Goldkuhl's and Rostlinger's product
classification scheme is that we find this classification detailed enough to
give us proper help when classifying product types in our case studies. The
detailed product classes imply a thorough conceptualisation, which is use­
ful. The common division of products and services would have been much
too blunt for this purpose. The fact that only one class (goods for transfer)
treats goods in a traditional sense, although there are elements of goods in
some of the other classes, implies that this classification is much more ex­
haustive than earlier attempts to distinguish between goods and services . If
we relate this to distance selling settings, we claim that many of the B2C
organisations that we find on Internet offer products that are a mixture of
goods and services. This is another important motive for us to use this
classification scheme. The classification scheme also highlights the inten­
tions behind different actions, which we see as very important to take into
account when making decisions about which communication media to in­
clude or exclude in the communication media portfolio.

There are of course other aspects to take into account when developing a
customer communication media portfolio, besides product type. Our aim in
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this paper has, however, been to highlight that product type is one impor­
tant aspect, that should not be neglected in this context.

In both case studies we have analysed a product which is used in an ex­
periential way. Thus, we need further studies to expand the scope and look
at distance selling businesses that sell products for material, informative,
and financial use as well. Such studies would be interesting since other
product types might give us insights that we have failed to recognise in this
paper. The findings would also gain in generalisation if studies covering
all product classes in the classification scheme were conducted.
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Introduction

Business and technological change threatens organizational sustainability,
which depends on a balance between change and order. Few organizations
can control the forces that affect them, but they can control the way in
which they deal with those force s. Organizations today face increasing
pressures to integrate their processes across disparate divisions and func­
tional units, in order to remove inefficiencies as well as to enhance man­
ageability. Although many enterpri ses acknowledge the need to be quick
and responsive in a global economy and market that is constantly chang­
ing, many are not adequ ately structured to do so. The functional/divisional
organizational structure, the legacy form industrial age and one of the ma­
jor agility inhibitors, is still predominant.

In the paper we develop a process-structure development model that
serves as a framework for organizational development. Model is built us­
ing capability maturity model and evolution of organi zational structures
model. Any change initiative based on only one of the model s is too nar­
row in its nature so the results are innately subordinate, and are often far
from what has been planned and anticipated. By combining the two we
suggest that for optimal gains changes must occur simultaneously.

Framework should also be considered when new information technol­
ogy is deployed in an organization. Neglecting the processes and/or struc­
tures might severely limit the benefits of any new technology, software,
hardware or an integrated solution. Information technology should never
be considered in isolation from such concepts as it, by itself, can not im­
prove the organizational performance.

The structure of the paper is as follows. First, we present some of busi­
ness reno vation methodologies, examine their success rate and review the
literature on the critic al success factors of BPR. Next, we introduce the
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capability maturity model used to assess the process maturity. In the next
section the evolution of organizational structures is briefly discussed and
subsequently the process-oriented organizational structure is thoroughly
presented. Next we present our synthesized model of process-structure de­
velopment. In the last section main practical implications are described,
limitations of the model are exposed and recommendations for future re­
search are outlined.

From Functions to Processes

To cope with the challenges organizations must accept process-based man­
agement principles. Process is one or more tasks that add value by trans­
forming a set of inputs into a specific set of outputs (goods or services) for
another person (customer) by a combination of people, methods, and tools
(Tenner and DeToro 1997). The process paradigm implies a new way of
looking at organizations based on the processes they perform rather than
the functional units, divisions or departments they are divided into. The
perceived need for such a shift in organizational design stems from the fact
that, despite the changes in contemporary economic and social environ­
ments, management values and principles from the industrial revolution
still determine the organizational structure of many modem firms . This has
resulted in companies being organized around functional units (depart­
ments or divisions), each with a highly specialized set of responsibilities.
In such form of vertical organization units become centers of expertise that
build up considerable bodies of knowledge in their own subjects, but even
the simplest business tasks tend to cross functional units and require the
co-ordination and co-operation of different parts of the organization
(Giaglis et al. 1999 taken from Blacker 1995).

To be a truly world-class organization, the company needs to work as a
team and all the functional areas of the business need to be properly inte­
grated, with each understanding the importance of cross functional proc­
esses . As the basis of competition changes from cost and quality to flexi­
bility and responsiveness, the value of process management is now being
recognized (O'Neill and Sohal 1999).

The transition from functional/divisional organizational to process de­
sign can take many forms. Business process (re)design is one of the most
common forms of organizational change (Smith 2003) . Business process
redesign is any planned change in a business process to permanently im­
prove the functioning of that process. The change may involve redefining
the steps in the process, applying new technology (including software and
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hardware), redefining performance standards, improving the quality of in­
puts, training the personnel responsible for the process, enhancing man­
agement's control over the process, and enhancing the alignment among
processes.

Business process redesign was a major trend in the 1990s. Many authors
and researchers tackled the subject and developed their own understanding
and management guidelines on the issue. As a result there are many terms
that describe the same general idea. O'Neil and Sohal (1999), reviewing
the literature on the subject of business process reengineering, cited the
following variations: business process improvement, core process redes­
ign, process innovation, business process transformation, breakpoint busi­
ness process redesign, organizational reengineering, business process man­
agement, business scope redefinition, organizational change ecology, and
structuredanalysis and improvement.

Putting the terminology aside, all of the ideas provided above had the
basic aim of bridging the problems organizations faced and improving
their performance, Selection of the improvement approach that is appro­
priate for each process at any given time is based on three factors: the im­
portance and opportunity associated with closing a performance gap and
the feasibility of the improvement effort. Wide areas of organizational
changes span from an ongoing continuous improvement efforts (e.g. TQM)
to occasional breakthrough reengineering projects (e.g. BPR).

Business process reengineering on one side is the fundamental rethink­
ing and radical redesign of business processes to achieve dramatic im­
provements in critical measures of performance, such as cost, quality, ser­
vice and speed (Hammer and Champy 1993). Continuous improvementon
the other end of the spectrum accents improvements efforts that are more
frequent (ongoing) but have smaller, more incremental impact on firm's
operations.

During the 1990s many firms undertook the BPR projects and despite its
promising scheme the success rate was well below the desired one. Differ­
ent studies report different failure rates of BPR project and span from 70%
(Champy 1995) to almost 80% (Smith 2003) failure rate. Such results fu­
eled new studies in order to identify reasons for failure.

Determining the critical success factors (CSF) of business process reen­
gineering emerged as a response to low success rates of BPR projects.
Many authors approached the subject and the list of CSFs appeared. As the
list grew so did the need to synthesize the CSF framework. Guimaraes
(1997) categorizes CSF into 6 categories: [1] External, [2] Employee em­
powerment, [3] Operational, [4] Communication, [5] Methods and Tools,
[6] Leadership. Sung and Gibson segment CSF as [I] Strategic, [2] Organ­
izational [3] Methodological [4] Technological and Educational. Al-
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Mashari and Zairi (1999) cite 5 dimensions. One of common characteris­
tics of any CSF framework we have found is the fact that organizational
factors are highly neglectedor are absent altogether.

Practitioners, next to the academics, similarly fail to recognize the sig­
nificance of structural elements in redesign projects. In their empirical
study of Korean firms Sung and Gibson (1998) found that managers attrib­
ute the least importance to organizational factors. Further more, they are
the least prepared for organizational changes needed to support the BPR
project and maintain the redesigned processes.

What the majority have overlooked or barely touched upon is to our
opinion one of the key reasons for BPR project failures. Factors of organ­
izational structure design are of paramount importance in delivering suc­
cessful BPR projects as well as sustaining the gains in business perform­
ance. In support of this statement, Sung and Gibson (1998) showed the
positive association between BPR and business performance in their study.
In our opinion the organizational design changes should go hand in hand
with BPR efforts. Implementing new processes can not take place in a
rigid environment of functional organizational structure. Instead, corre­
sponding structural changes must reflect the new processes and support
and enable their implementation. Process-oriented organization is one such
organizational design that enables new work practices and is presented in
the following sections.

The Evolution of an Organization's Understanding of
Processes

The transition to process-oriented organization starts with the understand­
ing of business processes. Although majority of organizations have some
sort of documentation describing their processes (Skerlavaj 2003) it is
mainly in the function of IS09000 quality standard. This documentation is
of limited real value for the organizational redesign purposes. Furthermore,
it does not enlighten the true functioning of the organization and in that re­
spect does not help managers and employees better understand the busi­
ness processes within the organization.

To analyze firm's understanding of their processes we propose the use
of the adapted Capability Maturity Model (CMM) (Harmon 2003) that was
designed as a reference model of the stages that organizations go through
as they move from immature to mature in their understanding and man­
agement of processes. CMM identifies five levels or steps that describe
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how organizations typically evolve from immature to mature organizations
as follows :

• Level 1 - Initial : The processes are ad hoc, few activities are explicitly
defined and success depends on individual effort and heroics . Entrepre­
neurial organizations and new divisions do things anyway they can to
get started.

• Level 2 - Repeatable: At this level, basic project management processes
are established to track costs, and to schedule . As the organizations be­
come more mature they begin to conceptualize business processes and
seek to organize them, repeat successes, and measure them.

• Level 3 - Defined : Processes are documented and standardized
throughout an organization.

• Level 4 - Managed: Detailed measures of process and product quality
are defined . Both processes and products are quantitatively understood
and controlled.

• Level 5 - Optimizing: Organizations at this level routinely expect man­
agers end employees to improve processes. They understand their proc­
esses well enough that they can conduct systematic experiments to de­
termine if changes will be useful or not.

Organiz3liol1S with a maturemasteryof their processes

4. Managed /

5. Opt imizing

ContinuOU!l process
irnpru verneot is enabled by

q U;lnlitative fee dback for the
proc ess and from piloti ng
innovative new ideas and

technologies

3. Defined /
Delaikld rT>4f3sur fj$ (If proc ess

and produ ct qut' lily afE'
defined. 60th precesses and

prod ucts are qu anti tatively
underslcod and control led

1. Initial /

2. Repeatable /

The or{janizatio n b(tg ins 10
ccnceptcaazebusiness
precesses and SH'k 10

organize them

Precesses •aredocumented
and st and ard''5('(1 lhrougl1Out
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defined and success
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effort and heroics Organizations with an jmmature mastery of their processes

Fig. 1. Five levels of capability maturity model
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At each stage certain process management practices have to be imple­
mented before moving to higher capability level (lung 2004) . Jiang et aI.
(2004) showed that managerial activities at higher levels related positively
to software development projects' performance measures. The purpose of
the model is to assess at which stage the organization is and to assist in de­
veloping a road map to help them where they want to go. Process maturity
is the foundation for process-oriented organization as processes themselves
take the central role in it. Figure 1 outlines the levels of process maturity .

It should be stressed, however, that implementing CMM takes a lot of
effort and requires many resources. It has also been shown that the benefits
are only realized after level 3 has been reached (liang et aI. 2004). Consid­
ering the findings of Herbsleb et aI. (1997) that it takes between 21 to 37
months to move from one level to another, managers should carefully plan
the CMM implementation activities.

Process Oriented Organization

The evolution of the organization can also be viewed as the progress in the
organizational design and structure changes. Figure 2 depicts the organiza­
tional design development from classical hierarchal type (like functional
and divisional organizational structure) trough process-oriented (also
termed horizontal organization) to the learning organization, the highest
developmental stage of organizational design to date . The main problems
encountered in typical vertical organizations (phase one) are the lack of
cooperation and coordination between functional departments that function
almost in seclusion from other departments. This leads organizations to
form project teams, which are responsible for temporally linking previ­
ously isolated departments. The result is improved horizontal coordination,
however the benefits are limited in time scope as team formation is usually
attached to a specific project and is disassembled after the completion of
project. The third phase, as its name implies , focuses on core processes and
this is the focal point of this paper. The last phase is the learning organiza­
tion, which is at this moment the most advanced organizational form capa­
ble of providing the framework for optimal performance and competitive
advantage attainment. The process-oriented organization is not only a step
on the path to the learning organization, but is at the same time one of its
constituting elements for implementation.
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Fig. 2. Evolution of organizational structures

Basic Principles of Process-Oriented Organization

Principles of process-oriented organization (Ostroff 1999) describe their
fundamental characteristics and can broadly be divided in two groups. The
first group is the design principles. The central principle (I) is to organize
work around cross-functional core processes, (which create the value
proposition - defined as a set of benefits company offers at a price attrac­
tive to customers and consistent with its financial goals) not tasks or func­
tions. The aim is to maximize the horizontal coordination of workers that
take part in the core process, which results in better communication and
coordination that in tum leads to performance improvements. New hori­
zontal organizational structure emerges as the barriers that existed between
functional silos are removed.

The second (2) principle stresses the importance of process owners or
managers. They take the responsibility for the core process in its entirety
and have to, therefore, be competent in different fields and areas in the or­
ganization and have a mixture of authority and persuasion skills.

Next principle (3) of the process-oriented organization is teams. They
(more than individuals) are the cornerstone of organizational design and
performance. Teamwork encourages creative solution seeking for the prob­
lems that organization faces on the daily basis. The fourth (4) principle ad-
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vocates decreasing hierarchy by eliminating non-value-added work and by
giving team members who are not necessarily senior managers the author­
ity to make decisions directly related to their activities within the value
chain. (5) Integration with customers and suppliers for tighter and more ef­
fective relationships is the fifth design principle of the process-oriented or­
ganization.

Changing the organizational design is a daunting and complex undertak­
ing. By following the implementation principles the plausibility of suc­
cessful restructuring increases. These principles are (Ostroff 1999): (I)
empowerment of people by giving them the tools, skills, motivation, and
authority to make decisions essential to the team's performance. (2) Use of
information technology to help people reach performance objectives and
deliver the value proposition to the customer. (3) Emphasis of multiple
competencies and training people to handle issues and work productively
in cross-functional areas within the new organization. (4) Promotion of
multi-skilling, the ability to think creatively and respond flexibly to new
challenges that arise in the work that teams do. (5) Educating people
trained primarily in specific functions or departments to work in partner­
ship with others. (6) Measurement of end-of-process performance objec­
tives (which are driven by the value proposition), as well as customer satis­
faction, employee satisfaction, and financial contribution. And finally (7)
Building a corporate culture of openness, cooperation, and collaboration, a
culture that focuses on continuous performance improvement and values
employee empowerment, responsibility, and wellbeing.

Table 1. Advantages and disadvantages of process-oriented organization

Advantages
Ensures flexibility and quick responses
to the changes of customer needs .

Focuses on the creation of added
value.

Employees have broader view of the
organizational goals and objectives.
Focuses on team work and coopera­
tion.

Satisfied employees - higher author­
ity, responsibility and decision­
making .

Disadvantages
Defining and mapping of the key
business processes can be cumbersome
and complicated.
It requires the changes in corporate
culture, work place design, manage­
ment philosophy, measurement and
reward systems.
Traditional managers may refuse to
give up the power and authority.
It requires training and reeducation of
employees in order for them to
effectively work in the environment of
horizontal teams.
It can limit the development of highly
speciali zed functional knowledge.
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Process-oriented organization has many advantages over func­
tional/divisional organizational structure. However, as any other organiza­
tional form it is not flawless. Managers and consultants need to be aware
of this when selecting their business model. See table 1 for the most im­
portant advantages and disadvantages of a process oriented organization.

Process Structure Development Model

By examining the literature and studies on relevant subjects we have now
prepared the tools for our model building. The environmental changes that
threaten the very being of any organization must be dealt with in a com­
plex manner, considering all relevant factors . BPR in it self was not the an­
swer to the problems of rigidness of industrial like companies in informa­
tion age. Projects systematically failed as the desired performance
improvements were not reached . The key reason was that BPR was con­
sidered too narrowly and neglected organizational factors. The changes in
the processes were not reflected in the changes in organizational structure.
Organizational design and organizational culture remained unchanged,
blocking the success of the BPR efforts.

We consider the learning organization to be the most appropriate organ­
izational form for the information age. The positive impact of the learning
organization on company performance was proved empirically (Skerlavaj
2003) on the sample of 220 Slovenian companies. The study showed that
companies with better organizational learning processes consistently out­
performed companies that had less developed systems to reinforce organ­
izational learning. Later kind of firms were trailing behind in financial in­
dicators as well as non-financial indicator such as employee and customer
satisfaction . To reach the highest developmental stage, companies must
evolve through several stages. Process-oriented organization is one such
stage that also takes the central role in the learning organization as one of
its constituting elements.

Business process renovation is only the first albeit necessary and crucial
aspect of the evolution. In order for companies to transform themselves
they must survey their existing work practices, adapt and restructure them
as it best fits their environment and the strategic position they have chosen
to follow. Capability maturity model serves as a measurement framework
that can be used to asses the state of the process understanding and process
management capacity of any given firm. The higher the level a firm
reaches on the CMM model more mature it is in the aspect of business
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processes. The more mature a company is the closer it is to its optimal
process performance. The second aspect of the firm's evolution is the evo­
lution of its organizational structure. The model described in previous sec­
tion serves as a framework for assessing the state of company 's organiza­
tional structure and as a signpost to where they can and want to go.

We believe that the key to company's success lies in the combination of
both frameworks. We synthesize them and present the process-structure
development model (figure 3) upon which we base our proposition: Com­
panies must acknowledge both aspects of the model (process maturity and
organizational design) if they want to successfully adapt to environmental
changes, improve their performance, and sustain the competitive advan­
tage in both financial as well as non-financial terms.

Optimizing

Managed

Defined

Repeatable

Initial

Figure 1
Traditional Project Process Learning

Fig. 3. Process-structure development model

Focusing only on process renovation while staying on the first evolu­
tionary stage will not yield the outcome anticipated. Conversely, solely
centering on changing the organizational structure and abandoning the
process maturity concept will again prove to be futile. The process­
oriented organizational design is well equipped to support the realization
of the mature processes and in conjunction with corresponding structure
deliver the benefits stated in our hypothesis. By defining new roles and re­
sponsibilities coupled with the decision making authority empowered
workers continually strive to improve the process performance thereby re­
taining them in the optimal or near optimal state. Process owners oversee
these courses of action and support their execution. Process-oriented or-
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ganizational design is therefore an appealing concept that should be con­
sidered and adopted by organizations facing organizational problems or at­
tempting to stay ahead of the competition.

Conclusion

The proposition stated in previous section has some very practical implica­
tions for managers and consultants responsible for business improvements.
It should be clear that business change initiatives are complex undertak­
ings and should be approached as such. Furthermore, business process re­
engineering itself is not sufficient for any long-term gains. It should be
coupled with the appropriate structural changes for the benefits to manifest
themselves. Managers should recognize the new process paradigm and the
process-oriented organizational design as the implementation of this para­
digm. Thorough understanding of the concepts presented in this paper will
help them in advancing their organization on the way to the current opti­
mal state suggested in our process-structure development model which is a
learning organization with mature processes. By achieving this level many
of the internal inefficiencies are eliminated and most of the environmental
pressures are under control.

While we suggest practical implications of the findings it should be
stressed that it is not without limitations. The most crucial one is that the
process-structure development model has not been empirically tested. This
is left for the future research. Our proposition has to be refined and defined
more precisely so it can be measured empirically. Moreover, measures for
process maturity and organizational structure need to be devised and for­
malized. Empirical study designed to measure the constructs of process
maturity and organizational structure to test the hypothesis developed on
basis of our proposition must be conducted so the validity of the model is
either confirmed or rejected.

Despite the limitations the paper presents organizational changes in a
new light. It combines different management theories and presents them in
a new setting. The real value of paper's contribution will need to be as­
sessed by scrutiny and constructive criticism of fellow academics and re­
searchers. Their valuable feedback will act as an input for fine-tuning of
the model and important guideline for empirical study.
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Introduction

During more than 10 years of its existence business process modeling be­
came a regular part of organization management practice. It is mostly re­
garded as a part of information system development or even as a way to
implement some supporting technology (for instance workflow system).
Although I do not agree with such reduction of the real meaning of a busi­
ness process, it is necessary to admit that information technologies play an
essential role in business processes (see [1] for more information) . Conse­
quently, an information system is inseparable from a business process it­
self because it is a cornerstone of the general basic infrastructure of a busi­
ness. This fact impacts on all dimensions of business process management.
One of these dimensions is the methodology that postulates that the infor­
mation systems development provide the business process management
with exact methods and tools for modeling business processes . Also the
methodology underlying the approach presented in this paper has its roots
in the information systems development methodology.

The field of public administration traditionally interests researchers of
management theory. Unlike market-oriented businesses, this area poses
considerably harder problems with application of general management
principles. The cause is in particular the absence of market. This absence
leads to the need for using great portion of abstraction to implement those
principles. Questions as "who is a customer?" or "what is the customer's
interest?" are typically not easy to answer in this area J. The difficulty of
using general management practices in this business is visible especially in
connection with business processes , namely with their reengineering.

I For illustration just try to answer these questions in the case of the process oflaw
violation administration . It is absurd to suppose the violator is a customer be­
cause his interest is diametrically different from the interest of the community
(which is the real customer in this case).
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These problems manifest themselves specifically in identifying core proc­
esses.

The paper is organized into two main sections. The first section deals
with the topic of modeling business processes in general, without respect
to the specific features of public administration. It explains the roots of the
problem of modeling business processes, the basic principles, and the
methodology used.

It also argues for a two-dimensional view of the Real World. Specific
where attention is paid to the relationships between two basic types of the
Real World processes - on one hand the processes of life cycles of real
world classes, and on the other hand the business processes themselves.

The second section focuses on specific features of business processes
modeling in the field of public administration. It introduces the concept of
Life Events, as it is frequently called, and emphasizes its close connection
to the concept of Class Life Cycle as well as its substantial role in the
process of discovering core processes in the public administration. Be­
cause of the specific characteristics of the public administration area dis­
cussed above, this part of the paper addresses the practices that are still not
often applied in this field.

Modeling Business Processes

Basic Principles and Methodology

The crucial principle of information system (IS) development is the Prin­
ciple of Modeling. This principle expresses the presumption that the im­
plementation of the business system in the organization must encompass
the real facts that exist outside of - and independently on - the organiza­
tion. Because these real facts influence substantially the possibility of the
organization to reach its objectives, they are regarded as relevant. These
facts are visible in the form of specific and critical values of so-called
"critical factors". We can model each real world object that plays any im­
portant role in the business system as a collection of attributes that express
these critical factors. We call such an object a business object. Critical
changes of the critical factor values are recognized as (external) events.
Whenever a business process is initiated, it is due to an event that is called
a process trigger.

The principle of modeling states that the system of business processes in
the organization is a model of relationships between objectives and
critical events, and the mutual relationships among these objectives and
among these events. The purpose of each business process in the organiza-
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tion is to ensure the proper reaction to a particular event. Essential rela­
tionships among the organization's objectives, the critical factors and the
events are expressed in the form of relationships among particular proc­
esses . Products of these processes as well as their actors, goals, problems,
circumstances and other aspects should correspond to the relevant business
objects.

In the field of business modeling the purpose of the principle of model­
mg IS:

• it defines the basis for the analysis (what is the essential substance to be
analyzed),

• it leads to creat ion of such system of business processes which:
- is able to react on each substantial change requiring also the change in

business processes (changes of goals, objectives and critical factors),
- is optimal - it consists of all processes which are necessary in given

business conditions and only of those processes.

Information system, as an infrastructure for the business system, has to
be based on the same objective model of the real world as it is mentioned
above . Such objective model of the real world is traditionally called con­
ceptual model. The concept conceptual expresses the fact that the data in
the information system should describe the essential characteristics of the
real world : objects and their mutual relationships.

Regarding the conceptual point of view together with principles of ob­
ject orientation- one has to stop taking the object's methods just as a heap
of procedures usable for communication with other objects. It is necessary
to seek for the wider sense of them as a whole - seek for the substance of
their synergy. Such "superior sense" of the object's methods is represented
by the object life cycle.

Figure 1 illustrates the object life cycle as a complement to the Class
Diagram. It is good visible that all methods of the conceptual object should
be ordered into one algorithm that for each method defines its place in the
process of the object's life. This placement of the method in the object life
defines the conceptual sense of the method'.

2 Primarily the principleof natural unity of data and operations.
3 In this sense it is obviously absurd to take into the account such methods as give

list or send status as well as it is absurd to speak about "sending messages" be­
tween objects (discussion between the Order and the Goods in this example).
Such a point of view is suitable for the model of objects in a program system,
but in case of conceptual objects it is obviously improper.
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Q.l

Fig. 1. Object Life Cycles versus Object Model

Two Basic Dimensions of the Real World

According to the principle of modeling, the information system has to be
based upon the model of the real world. The term real world we under­
stand as the objective substance of the activities to be supported by the in­
formation system and of the facts to be stored in its database.

Thus data, stored in the information system, should express the exis­
tence of the real objects and their relationships. Functionality of the system
then should follow from the way which these objects are manipulated ­
from business processes . Of course, the way which the objects are manipu­
lated always has to respect their business nature, i.e. their natural dynam­
ics -life cycles.
So there are two kinds of the real world dynamics to be analyzed:

• Dynamics of the real world objects and their relationships given by their
conceptual nature (real world conditions and constraints)

• Dynamics of the business activities given by the conceptual nature of
the business processes (business nature).

As it is visible from the discussion above there are two basic orthogonal
views of the "real world" (See Figure 2):

• Object view which emphasizes the substance of the real world,
• Process view that emphasizes the real world behavior.
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Fig. 2. Two Parts of the Real World Business Model

The first view (Business Substance Model) represents objects and their
mutual relationships consisting of attributes and methods.

The second view (Business Process Model) represents business proc­
esses consisting of events and actions.

Of course, the model of objects also describes the behavior - in the form
of entity life algorithms (ordering of methods). Such behavior is seen from
the point of view of objects and their relationships . It says nothing about
the superior reasons for it. Thus the behavior of objects should be re­
garded as the structural aspect of the real world.

Business Processes versus Class Life Cycles

The significant aspect of the real world behavior, seen from the process
point of view, which is not present in the object point of view, is that there
has to be the superior reason for the real world behavior, independent of
the object life rules. In practice it means that for each business process
some reason in the form of the goal, objective, and/or external input event
(customer requirement) must exist. Business process as the collection of
actions, chronolog icky ordered and influencing objects (their internal
states and their mutual behavior), is something more than just an amor­
phous heap of the actions.
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Fig. 3. Relations between Process and Object Models

Similarly to the structural modeling of the real world (Business Sub­
stance Model), even for the behavioral model (Process Model) it is neces­
sary to describe the principles and general rules, and develop the tool (dia­
grammatic technique) which reflects them. [6] roughly states basic
principles and general rules of process modeling and contains also basic
specification of needed diagrammatic tool- Process Diagram - in the form
of Business Process Meta-Model. Following examples use the notation of
that Process Diagram.

Figure 3 illustrates how the process model explains dependencies be­
tween objects and their life cycles giving them the higher sense. This ex­
planation is based on the perception of object actions in terms of reasons
for them - events and process states. Objects are playing roles of attendees
or victims (subjects) of processes. For completeness it is necessary to re­
gard the fact that one object typically occurs in more processes as well as
one process typically combines the attendance of more objects. The or­
thogonality of those two points of view is also typical and substantial - it
gives the sense to this coupling.

Unfortunately, the Structure Diagram used for description of objects life
cycles at Figure 3 is not the regular diagram of the UML. UML prefers un-
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structured way of describing the context as it follows from historical cir­
cumstances (see [4] for instance)'.

Life Events

The concept of Life Events is often used in the context of the process­
oriented view on the public administration. This concept represents the
view of public administration activities in their natural consequences.
These "natural consequences" are always given by the situation in life of
the public authority's "customer" - a citizen. And life situations of a citi­
zen are in fact very close to the main goal and objective reason for the pub­
lic administration activities. It is obvious that such view has very much to
do with the main principle of business process reengineering - ordering ac­
tivities according to the main goals, which have to be directly connected
with natural strategic goals of the organization - consequently always fol­
lowing from the customer needs.

Figure 4 illustrates relationships between most frequent views on the ac­
tivities of the public authority'. It shows two different viewpoints:

• Point of view of the public authority typically emphasizes the "techni­
cal" aspects of processes. Clerks use looking at their daily work in terms
of individual activities, responsibilities and competences which are con­
nected with their positions. Another alternative view from the same
viewpoint is typical for the situation where the Authority owns high­
quality information system - the daily work of each clerk is than view­
able thru the set of applicationsor sub-systems/ databases.

• Point of view of the citizen represents quite different approach. Nobody
visits the Authority of one's own will. The citizen's visit is always
caused by some problem, situation - life event. The citizen typically
does not care of competences of individual clerks or information sys­
tems. The citizen has problem which requires the solution.

4 Properly speaking the UML isjust the language, notmethodology. It has allpos­
sibilities to specify context and the way of modeling is always the point of
methodology. Nevertheless as it does not allow "structured" description of an
algorithm its possibilities to describe life cycles of objects are appreciable lim­
ited. Structured description of theprocess is namely suitable (and natural) when
the process expresses the life of the object.

5 Note: this figure is just an illustration of the idea; unreadable texts as well as the
process diagram are used as symbols and arenotmeaningful.
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Fig. 4. Different views on public administration process

Looking at the public administration in terms of business processes
represents the third view which connects both different views discussed
above. Such view respects the technology aspects of the administration
(including legislation and organization of the Authority) as well as the
needs of the customer (represented by the Citizen at the figure 4). Life
events thus represent the needs (problems) of citizens (customers in gen­
eral) and triggers of administrative activities at once.

Deriving Life Events from Life Cycles of Crucial Classes

Life events became one of the most important subjects of the eGovernment
activities. There are several standard classifications of life events as a reac­
tion on the fact that the standardization is very natural in the area of public
administration. These standards are of different quality - from simple de­
scription of routine activities of clerks till the lists of life events carefully
analyzed as core representatives of the public administration activities.
One of the most interesting classifications becomes from the LEAP pro­
ject.
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LEAP (Life Events Access Project) [5] is a partnership project between
British Councils . According to its mission statement "LEAP aims to utilize
knowledge management in order to improve service provision to custom­
ers. The LEAP consort ium will use new information and communication
technologies to develop services to best meet the needs of customers and
clients." In this project life events are derived from the conception of the
standard life cycle of a citizen.

Figure 5 shows the simplified example of the Citizen life cycle descrip­
tion using the Statechart notation from UML [8]. The example comes from
the Reference Public Administration Business Processes Model project
mentioned in Conclusions. Each transition between particular states is de­
scribed by the triggering event together with the transition action . The
transition action should correspond to the action of some business process.

It is obvious that such description of the object life cycle is the good ba­
sis for analyzing the crucial life events in order to constitute the interface
between the authority and its customers.
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Fig. 5. Example of the Citizen life cycle description
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Discovering Core Processes from Crucial Life Events

According to the theory and sense of business processes reengineering
core processes in the organization have to deal directly with customer
needs- [I]. Such process always begins with the event representing the cru­
cial need of customer and ends with fulfilling this need.

As it is stated in the previous section life events represent important
situations in life of a citizen. It is obvious that the crucial life events
should be candidates for the triggers of crucial business processes - core
processes of the Authority.

As it is discussed above in the Introduction Citizen is not the only type
of the public authority's "customer". Therefore not only citizen-oriented
life events should be taken into the account in the process of discovering
core processes . For the most important processes their "customer" is the
community. As the main subject of the work of the Representation is the
needs and requirements of the community, the primary "customer" of the
Authority should be the community instead of a citizen. The global mis­
sion of the Authority (in the democratic political system, of course) is not
fulfilling the needs of an individual but fulfilling the needs of all citizens ­
the community (respecting individual needs, of course).

Concluding from previous paragraph one can find that in the process of
discovering core processes of the authority we also need to consider, be­
sides the citizen, the events from lives of some other objects. Typical ob­
jects, closely connected with fulfilling the needs of the community , are
Ground Plan, Financial Plan, Business Environment Development Plan,
and Social Development Plan. Life cycles of these objects address such
events as "Request for change in the Ground Plan" , "Investment inten­
tion", and "Social program proposal", etc. Such events seem to be the right
candidates for triggers of core community processes.

Moreover, processes following from life events of above mentioned ob­
jects are always in close connection with strategy-level decisions. Exam­
ples of such processes are: "Realization of the Change of the Ground Plan"
or "Realization of the Social Development Action", etc. Such processes
are not clearly processes of the authority but rather the processes of the
community because their key actors are not just clerks but also community
representatives and citizens.

On the other hand there are also core processes which's triggers are
coming from life cycles of other objects existing in the area of public ad-

6 Original literature uses the term "customer requirements". Respecting the speci­
ficities of public administration field discussed above in the introduction the
term "customer needs" seems to be more suitable here.
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ministration which are crucial especially from the citizen point of view.
One example of all such objects is the Construction which 's life cycle con­
tains events playing important roles in core processes. In this case it is the
core process House Building with supporting processes Building Permis­
sionor House Inspection for example.

Discovering core processes from crucial life events, what is the subject
of this section, thus requires at first careful discovering of crucial classes
and actors whose life events are the representatives of core processes trig­
gers .

Conclusions and Further Work

This paper emphasizes the importance of the modeling life cycles of ob­
jects as a natural complement to the business process description . It shows
the practical significance of this two-way description of the Real World
dynamics in the field of public administration processes and discloses the
concept of life events, wide-spread in the area of eGovernment activities,
as a specific manifestation of the same approach. Life events are also iden­
tified as the right basis for discovering core processes in the field of public
administration.

Theoretical parts of this paper bear on the results of the project Open­
Soul. The project is aimed on the development of the Business Processes
Modeling Methodology based on the formal business process meta-model.
For more information see http://opensoul.panrepa.org/.

Application of the theory in the field of public administration bears on
the experience from the project PARMA (Public Administration Reference
Model Architecture) which is not public at the moment (it is planned to be
opened soon - after the completion of the first release of the reference
model). The project is aimed on the development of the general reference
model of a public authority processes and objects . At the current stage the
project is aimed on the local authority processes where just life events play
the significant role .
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Introduction

Information system development (ISO) is not a stable discipline . On the
contrary , ISO must constantly cope with rapidly changing and diversifying
technologies, application domains, and organizational contexts [14]. ISO is
a complex and a multi dimensional phenomenon [5, 15]. As a consequence
of this Software Process Improvement (SPI) can also be regarded as a
complex and multi dimensional phenomenon [16]. Problems that are ac­
centuated in relation to SPI are: SPI is in its current shape a quite young
discipline [15], there is a sparse amount of SPI-theories that can guide SPI
initiatives [19], SPI-initiatives often focus on the system development
(SO)-process, methods and tools which is a narrow focus that leave out
important aspects such as business orientation [6], organization and social
factors [4, 5] and the learning process [19]. Arguments have therefore been
raised that there is a need for both researchers and practitioners to better
understand SO-organisations and their practice [5].

In order to succeed with SPI Mathiassen et.al [16] argues for five prin­
ciples that the SO-organization must adopt ; I) Focus on problems, 2) Em­
phasize knowledge creation, 3) Encourage participation, 4) Integrate lead­
ership, and 5) Plan for continuous improvements. Ravichandran [19] also
discuss critical factors for SPI initiatives, but from an organizational learn­
ing perspective, 1) development process must be designed so that it re­
flects the state-of-the-art, 2) mechanisms to promote learning by sharing
and reuse of procedural and declarative knowledge must be established, 3)
mechanisms for learning through systematic analysis should be imple­
mented, and 4) evolved performance standards should be used to control
the development process.

It is obvious that there are a number of factors that we need to deal with
in order to succeed with SPI initiatives . We see the combination of both
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focusing development and learning as critical, and in doing so we also see
a co-design perspective as an important driver. Co-design is emphasised
through the need for joint participation (research and practice) and how
this can be organised in order to succeed with SPI. There have been argu­
ments raised that there is a need to increase the reflective work in the SPI
domain [13]. Therefore, descriptive studies ofSPI-initiatives carried out by
trained independent researchers are encouraged [13]. We interpret this as a
call for co-design where researchers are involved in both the actual SPI­
initiative as well as being producers of reflective research. This paper is
therefore an initial step in that direction. The research question in this pa­
per is therefore: How is learning in SPlfacilitated through co-design?

This paper is based on an action research project where we as research­
ers have been involved in an SPI-initiative as external consultants, inline
with the conceptualisation of action research by Cronholm and Goldkuhl
[8]. As action researchers we have conducted fieldwork from a clinical
perspective [20] with the characteristics to get involved with the practice in
order to solve some problem. The empirical base for this paper is operative
SPI-project results, log books, field notes and observations .

The structure of this paper will be according to the following. In the
next chapter we will present a narrative story of the actual SPI-project. In
the third chapter we present our theoretical base. In the last chapter we will
then discuss aspects and implication of SPI-initiatives in terms of devel­
opment of the SD-practice and the multiple learning situations. This will
be done by presenting a initial framework for SPI-initiatives where learn­
ing aspects are emphasised.

Researchers Coming into Practice

General Description

During 2003 and 2004 we were involved in an action research project with
a SD consultancy firm. The purpose with the project was to develop and
implement instruments in order to establish congruency in their SD proc­
ess to ensure that delivered IT-systems harmonised with the actual busi­
ness. The vision for the consultancy firm is to provide enterprise systems
and e-solutions to customers.
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What Did We Do

The main structure for the project was divided into three phases, 1) project
preparation, 2) project execution, and 3) project conclusion and mainte­
nance . During the preparation phase we had a number of meetings between
us as researchers and the project leader at the consultant firm. The project
leader had a managing position at the consultancy firm. The main purpose
for these meetings was to discuss content, approach and cooperation pro­
cedures for the project. The result of these meetings was a schedule with a
number of meetings over a time period of one year . These meetings also
resulted in a guiding agenda and action plan for the project.

During the execution phase there were a mixture ofjoint meetings, indi­
vidual and group based work in between. We performed eight joint meet­
ing, one day each . For the joint meetings we had a predetermined agenda
which continuously was adapted depending on the progress in the project.
The agenda for each meeting was a mixture of theoretical and practical is­
sues that were to be handled . 1t was therefore a number of items on the
agenda that returned regularly. Such items were introduction, theory injec­
tion, case notation, the handbook, and modelling tools . Every meeting
started with an introduction by the project leader. During this introduction,
the project leader, made a recapitulation of the project and its current
status . He also presented the agenda for the meeting and there was a dis­
cussion about the status of the assignments that we had agreed upon at the
previous meeting. The joint meetings were performed in a co-design man­
ner - both as a mean for joint knowledge creation and to arrive in mutual
agreements. In order to create real results and learning in the SO-practice
the assignmentsalways consisted of practical application of theories, nota­
tion, and/or modelling tools that we had elaborated on during the previous
meeting. Depending on how the assignment had been carried out we some­
time had to revise the agenda for the meeting. The practical application of
new knowledge (theories, notation, and/or modelling tools) was mostly
conducted between the meetings and was mainly done in two ways; I) re­
construction of an old or an ongoing project with the use of new gained
knowledge or 2) application of new knowledge in a real ongoing project.
The purpose with this procedure was to gain experiences that could serve
as input for the next meeting, and development of the handbook where dif­
ferent types of guidelines were formalised and documented. Examples of
input to meetings were new process diagrams based on a certain notation
technique and reflections about theories that were used to identify variant
processes, for instance product theory and theory of practice, see also theo­
retical injection below .
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The process with development of the handbook was a successive and
incremental process where the handbook was supposed to serve as an intel­
lectual capital and guiding standard for the SO-practice. The handbook
was storied electronically so that it also could be accessed from outside of
the office. The handbook had a structure with a number of headings with
drill down possibilities and cross references . Example of headlines in the
handbook were; theories, cases, modelling tools, notation.

During the joint meetings we also had theoretical injections . This was a
mixture of lectures and discussions where both we as researchers and oth­
ers introduced and presented theories, notation techniques, and modelling
tools that could serve as a base and inspiration for development of their
practice . One could say that these instruments were drivers in the co­
design process. These theoretical injections could result in either develop­
ment of formalized work descriptions in the handbook (espoused theories)
or, not so obvious, development on a personal level (theory in use) [9].
The lectures and discussions always had the primary focus of how this
could be beneficial for the consultant firm and their projects .

An important part of the theoretical injections was the joint learning. We
will now therefore describe what type of theories that we injected, give ex­
amples of where in the process they were injected, why we choose a cer­
tain theory and what it resulted in. Theories that were injected can be char­
acterized as follows; Concepts that we need to attend to during change and
investigations, Process analysis in its context, Process theory, Approach
for process analysis, Method theory, Team based reconstruction and dy­
namic agendas, Theory ofpractice, and Change work and change methods
beyond process analysis. This list also represents the main order in which
these theories were injected over the year.

At the first meeting we performed the first theory injection, Concepts
that we need to attend to during change and investigations . This was a
presentation that addressed concepts that we, as researchers, considered as
important to deal with during this SPI initiative. First we presented our
view on, what is an investigation, and how we can use theories, methods,
tools and experiences as guiding support in this type of situations . We also
presented three other concepts that we believed were important. The first
concept was a trinity of process thinking, methods and change work and
how they are related and how these should be handled as a whole. In this
case process thinking is a common perspect ive that can be applied during
SO or change work in order to describe and perceive an organisation.
Methods can be used as support for conducting change work and there are
methods that, for instance, are dedicated for SO or change work in general.
Change work is then a wide concept where you generate change needs and
change measures . The next concept elaborated on notation, work proce-
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dure, cooperation procedure and approach for method supported work.
According to our view we argued for that these parts also are related and
should be handled as a whole. Notation and work procedure are important
parts of a method component and they give guidelines about how to docu­
ment and how a certain aspect of the investigation should be conducted.
Cooperation procedures accentuate suitable ways to conduct an activity,
interviews, individual work, group work, seminars etc. Approaches elabo­
rated on different ways to perform change work; Top-Down, Bottom-Up,
Bottom-All. The last concepts that were introduced elaborated on process
and IT systems and how these two are related. IT systems are for instance
supposed to support different actions that are performed. Therefore we
need to have knowledge about what actions that are performed and how
they are related, the process view. The process also helps us to identify
functionality in an IS. These concepts were introduced in order to set an
initial frame and content for the project. The purpose was also to initiate a
more conceptual and reflective thinking in the consultancy firm about their
own SO practice. This resulted in a lot of discussions about how this
could/should be translated into their operative SO practice. An important
result was also that we, in the project group, developed an agreement on
that there was a need to have an interchange between theory and practice.
Following this initial presentation we had theoretical injections founded in
the theories mentioned above. These theoretical injections were inter­
twined with other project activities. These theories are to be seen as a
meta-language for driving the development and learning process forward.
This meta-language was an instrument for shifting to discourse [12] and
consists of important primitives for handling the change process, i.e. con­
cepts for epistemological dimensions.

We have said that learning is an important part of an SPI initiative. An
other example of this is one application of a modelling technique that we
used during the project. The purpose with this modelling exercise was first
to identify the total portfolio of concepts that ought to be addressed during
modelling, i.e. from scope modelling to detailed design . During this proc­
ess there are a number of levels that the consultant goes through in order to
reach detailed system design; level 1: Enterprise Map, level 2: Main Busi­
ness Processes, level 3: Process , level 4: Sub Processes (logic sequence of
activities), and level 5: TasklUser Scripts. After that we had identified and
defined these concepts we modelled the relations between these concepts.
This resulted in a total concept model (a business ontology) that described
what concepts that needed to be modelled during the process. This ontol­
ogy should also to be seen as a meta language for driving the development
and learning process forward. What we also did was that we now were
able to identify what concept that needed to be modelled on each level
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(level 1- 5) and that we were able to clarify the relation between these lev­
els. It was important to clarify how models on an upper level were a ra­
tional result and a prerequisite to be able to model the next more detailed
level. Now we knew what concepts or primitives that they needed to model
through out the whole process. In this case the modelling exercise proved
itself to be a fruitful tool for learning on both sides. We as action research­
ers as well as the practitioners learned what primitives was necessary
model on each level and how different levels are related, i.e. how a supe­
rior modelling level will have impact in the final IT-solution. In the end of
the execution phase we also performed a (simulated) team based recon­
struction in the working group reflecting the newly introduced concepts.
This was made with the purpose to learn how to practically conduct a
modelling seminar in terms of how to make use of theories, methods and
suitable work procedures.

In the finishing and maintenance phase we spend a half day to evaluate
what results we had produced, the status of these results and how we
should continue. We decided to have a meeting every quarter to discuss
what the consultant firm had done in terms of development of the SD­
practice. We as researcher should in this part just be involved as external
reviewers who can serve as a communicative partner and quality reviewer
in the process.

Learning in a SPI-Setting

Guidelines for SPllnitiatives

In the context of SPI initiatives we can observe guidelines that specially
focus on this area. Three researchers that give recommendations concern­
ing SPI initiatives is Mathiassen et.al [16]. They say that focus on existing
problems is the key to succeed with a SPI initiative, see also "the High
Way Initiative" which is an advocated approach for SPI initiatives [6]. In
our project we had a number of specific problems that needed to be ad­
dressed, for example; no common principles for business modelling and no
conformity in results of business modelling. When dealing with specific
problems there are no standard solutions [16]. Those who are involved in
the SPI-initiatives must take into consideration practice specific traditions,
values and abilities [16]. Furthermore, people have different opinions
about what is problematic and what is not. Therefore the big challenge is
to understand and bridge over differences between formal practice and real
practice [16], see also espoused theories and theories-in-use by Argyris
and Schon [2], who advocate a problem driven approach. In our project
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there were gaps between prescribed work procedures and methods and the
way that the practitioners really worked . This we needed to learn more
about. Another thing that is emphasised as crucial during SPI initiatives is
knowledge creation [16]. The main message is that there is a need to eluci­
date and share knowledge about existing SO practice i.e. to learn about ex­
isting practice. This knowledge need to be both declarative (know-what) as
well as procedural (know-how) [19]. The necessity to deal with develop­
ment and sharing of knowledge during SPI-initiatives is also accentuated
by Meehan and Richardson [17] and Pourkomeylians [18]. In our project
there have been a continuous need for mutual learning both for us as re­
searchers and for the practitioners. The need for learning has comprised
aspects such as; new theories, prescribed work procedures and work pro­
cedures really in use. Encouragement and impetus structures for participa­
tion are also emphasised as important ingredient to make SPI happen [16,
6, 7]. This was also an obvious issue in our project. The participants must
find it worth wile to be engaged in the project. Even if the participants
have learned about existing problems they also need to learn about the
benefits (goals) that the project aims to achieve. To avoid dysfunctional ef­
fects, these benefits also need to be put in a larger context. The goal for the
SPI- initiatives can not be the SO-practice by itself [16]. There is also a
need for the SO-practice harmonises with strategic goals for the practice as
a whole. To achieve this, it is necessary to involve management who can
give information and communicate strategic goals.

A conclusion from this section is that there are a number of aspects that
the members in a SPI initiative (researchers and practitioners) have to learn
about. We would say that SPI is very much about learning, learning about
the actual SD-practice and the SPI initiative itself. This is also confirmed
by Ravichandran [19] when he describes SPI-initiatives as organisational
learning. We can summarise these learning aspects as; the actual situation,
actual problems,formal and informal work procedures, new theories,pro­
ject goals and strategic goals .

Foundation for Used Theories as Meta-Languages

As indicated in the section about the empirical case two related meta­
languages were used as instruments for driving the co-design process for­
ward resulting in well-founded development measures. The two related
meta-languages could be seen as two dimensions - an epistemological di­
mension (how to facilitate the knowledge creation process) and an onto­
logical dimension (how to interpret the "world"). The joint development
and learning has been facilitated through abstraction and discourse [9]. The
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theories used for the theory injection has relationships to each other. They
are founded in the ontological and epistemological stance advocated for in
socio-instrumental pragmatism (SIP) [10]. The basic concept of socio­
instrumental action is action. An action is a purposeful and meaningful be­
havioural of a human being. A human intervenes in the world in order to
create some differences . An important distinction is made between the ac­
tion result and the effects of the action [23]. The action result lies within
the range of the actor and the action effects may arise as consequences out­
side the control of the actor. Actor relationships between the intervening
actor and the recipient are established through social actions [12]. An or­
ganisation consists of humans, artefacts and other resources, and actions
performed. Humans perform action in the name of the organisation [1, 22].
Actions are performed within the organisation - internal acts and there are
also external acts towards other organisations (e.g. customers or suppliers).
Humans act in order to achieve ends [23, 10]. Human action often aims at
making material changes. Humans do however not only act in the material
world - they also act communicatively towards other humans. Austin [3]
and Searle [21] mean that to communicate is also to act. Human action can
therefore have impact in the social world as well as in the material world.

The used theories are aggregates of this generic model; both in terms of
ways to acknowledge the world (in theories such as theory of practice and
process theory), and ways to conduct knowledge development (in theories
such as change management, team based reconstruction and method the­
ory). For further details confer Goldkuhl and Rostlinger [10, 11].

Discussion and Conclusion: Multiple Learning During SPI
Initiatives

We have earlier presented a number of aspects (theoretical and empirical)
that we have to learn about during SPI initiatives; the actual situation, ac­
tual problems,jormal and informal work procedures, new theories,project
goals and strategic goals . The question is now, how we can organise dif­
ferent activities in order to facilitate mutual learning? First of all we se a
need for a co-design perspective with integrated leadership and participa­
tion where we have the meeting between researchers and practitioners and
how both sides are involved in co-designing the "new" SD-practice, for
co-design also cf. Olausson and Haraldson [24]. Practitioners have knowl­
edge about exiting practice but this need to be challenged and collided,
mostly by the external part, with new perspectives, theories, methods and
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experiences from other SO practices in order to get ideas of how to im­
prove the existing SO-practice, se Fig 1 below.

In the process of developing the SO-practice we argue for a number of
activities that we have found fruitful for learning, evaluation and designing
the SO-practice. These activities are; theoretical injections, relating to real
situations, carry out assignments, usage ofinstruments and mutual evalua­
tion and feedback. Theoretical injections are good for introducing alterna­
tive perspectives, theories, methods and experiences. These injections
must, however be discussed and elaborated on in relation to characteristics
for the actual SO-practice and their projects . In order to learn more and to
test injected theories they need to be applied in some way. This can be
done by giving assignments to project members where they are supposed
to use different instruments (perspectives, theories, methods) as support to
accomplish the assignment. When this is done they report back the results
and experiences to the project group. This is also a kind of injection that
helps the project group to learn about the usefulness of tested theories.
Ouring this presentation the project group will conduct a mutual evaluation
about the usefulness and need for possible modifications.

oo

ijractltlone",~Re'" rchers

Co-design, Integrated leadership and Participation
-------.,

Learning about existing practice Learning about new aspects
Actual problems Perspectives

Formaland informal work procedures "challenges" Theories
Projectgoals and strategic goals Methods

The actualsituation Experiences

-\ )Learning activities
Theoretical injections applied through

in relation to .>-------
Relating to realsituations
Carryout assignments
Usage of instruments

Mutual evaluation and feedback
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Fig. 1. Framework for facilitating learning during SPI

The framework above accentuates the need of learning on both sides,
the research practice and the business practice. This has earlier been elabo­
rated on by Cronholm and Goldkuhl [8] where they conceptualise this as
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two interlinked parts with a cross section in action research; theoretical re­
search practice, business change practice/empirical research practice and
regular business practice. We therefore argue for that there is a need for an
interplay between the focus on the SO-practice and the reflection arena.

In this paper we have analysed our experiences from one SPI initiative
that we have been involved in. Our main conclusion is that it's not enough
to just focus on the SO-practice! There should also be a focus on learning.
Such learning focus can be facilitated through a co-design oriented ap­
proach, in which a number of different stakeholders' interests have been
taken into consideration during joint meetings.

We believe that there is a need to make a difference both in the material
and the social world. In the material world through that we focus on the
SO-practice and develop guidelines and knowledge that can be used as
support in their regular work. But if these guidelines shall be used, they
also need to have made a difference in the social world. They need to be
accepted and their usefulness must be understood and proven. This means
that there is a need to develop the inter-subjective arena between employ­
ees in the SO practice. When it comes to external influences, such as theo­
retical injections, we can conclude some characteristics . The theories,
which are considered as meta-languages, that are used should have rela­
tions to each other, for instance that they are based on the same ontological
foundation. There should also bee a purpose for why a certain theory is
used at a certain point in the process. We can also see that development of
the SO-practice and reflection must go hand in hand. This is for instance
important in order to decide how and when different theories can be used.
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lntroductlon'

Feasibility study is one of the early activities in information systems (IS)
development when important decisions regarding choice among several
possible systems development alternatives are to be made. In times of rela­
tively stable business environment and waterfall model as a systems de­
velopment approach, the role and methods of feasibility study where quite
clear (Kendall and Kendall 1995). However, new software development
methods and the necessity to develop more rapidly new IS or their parts
may challenge the possibility to evaluate project feasibility in the early
stages of IS development.

In relatively stable environment the main methods of feasibility study
were economic ones based on the statistical analysis of an organisation.
These methods were accompanied by the evaluation of some other feasi­
bility perspectives such as technical feasibility and operational feasibility.
In order to use these methods and perform statistical analysis mainly his­
torical knowledge about organization and IS projects was utilized. Nowa­
days, in turbulent business environment statistics based evaluations may
not always predict future benefits and losses correctly . Changes in organ­
isational environment require to take into consideration their potential im­
pact on future IS (Kendall and Kendall 2002). Therefore it is necessary to
reconsider the scope of knowledge needed for feasibility study in order to
analyse feasibility ofIS projects correctly .

This paper looks at feasibility study in turbulent business environment
from two perspectives: both theoretical and practical. From the theoretical
perspective, the paper applies systems theory to reveal IS project feasibil-

1 This work has been partly supported by the European Social Fund within the Na­
tional Programme "Support for the carrying out doctoral study programm's and
post-doctoral researches" project "Support for the development of doctoral
studies at Riga Technical Univers ity"
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ity study factors, which describe knowledge required for feasibility study
relevant in rapidly changing environment. From the practical perspective,
the paper analyses existing feasibility study methods and their potential to
provide knowledge about theoretically important factors. The paper com­
pares feasibility analysis knowledge dimensions relevant in relatively sta­
ble environment to the knowledge dimensions important in turbulent envi­
ronment and suggests an organised set of factors to be considered for IS
project feasibility analysis.

The paper is organised as follows. In Section 2 demands of knowledge
for feasibility study in turbulent environment are analysed and the set of
relevant feasibility study factors revealed and compared to "classical" fea­
sibility study factors. In Section 3 a survey of 27 feasibility study methods
from a historical perspective and analysis of their capacity to cover the
theoretical feasibility study factors are presented. This section analyses ap­
plicability of different feasibility study methods in turbulent organisational
environment. In Section 4 a simple feasibility study method FEASIS,
which utilizes all identified feasibility factors relevant in turbulent envi­
ronment, is discussed. In Section 5 brief conclusions are presented.

Feasibility Study in Turbulent Environment: the Systems
Perspective

Turbulent organisational environment is dynamic, continually changing,
unpredictable, and uncertain (Bordia et al. 2004, Knoll et al. 1994, Mil­
liken 1987, Bums and Stalker 1961). It has such features as unpredictabil­
ity, turnover, and absence of pattern in the changes that occur in market
conditions or technologies (Bordia et al 2004). Moreover, changes in tur­
bulent environment may happen faster than organisations are able to meet
these changes. No doubt, turbulent environment is a challenge for most of
organisational processes including the process of the IS development. Fea­
sibility study, in tum, is one of the IS development subprocesses, which
requires knowledge that enables organisation to make the best choice from
several IS project alternatives.

Previously, in relatively stable environment relatively static organisa­
tions selected IS projects on the basis of knowledge about economical, op­
erational, and technical feasibility (Kendall and Kendall 1995). In feasibil­
ity study the main objects of interest were the proposed IS and its
development project. In turbulent environment the feasibility study be­
comes more complex. First, project feasibility study should be done in a
shorter period of time and more often, because of more frequent changes in
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organisational strategies, goals, processes, structure, and knowledge
(Hartmann and Froster 1997). Second, the spectrum of objects of interest
in feasibility study becomes larger, because of the necessity to acquire and
start to use IS faster, which requires a reasonably good fit between the IS,
organisation and its external environment (Sprice 2002, Sprice 2003).

From the system theory point of view the IS is a subsystem of an or­
ganisation, the organisation , in turn, is a subsystem of its external envi­
ronment (Skyttner 1996). Therefore changes that can influence the IS may
be considered on two levels of abstraction, namely - organisational level
and environmental level (Fig. 1). Organisational environment is composed
of two interrelated levels, namely, task environment and social environ­
ment (Bayars 1996, Jackson 2000, Skyttner 1996).
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Fig. 1. Organisation and its environmental levels

Task environment consists of customers, suppliers, alliances, govern­
mental bodies, competitors . Social environment contains the following
elements: social factors, economical factors, political factors and techno­
logical factors (Wheelen and Hunger 2002) . The main change drivers, such
as economical globalisation, political globalisation, technical progress, and
sociological issues, arc rooted in social environment (Turban et al. 200 1).
These change drivers initiate changes in task environment; thus, the or­
ganisation is influenced by its social environment and task environment, as
well (Fig. 1). In many cases an organisation is a member of the inter­
organisational network (Hatch 1997). It means that an organisation can be
influenced by other organisations belonging to this network and the or-
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ganisation has to be able to adapt to these organisations and their subsys­
tems. For example, the IS of one organisation should fit the IS of another
organisation if these organisations exchange data by using their IS.

To reveal all factors important for feasibility study in turbulent envi­
ronment we assume that:

1. all factors relevant in stable organisational environment are to be taken
into consideration also in turbulent environment (the main objects of in­
terest: IS and IS development project);

2. additional feasibility factors should be derived from the impact of envi­
ronmental factors on organisations and their subsystems (main objects
of interest: organisation, task environment, and social environment).

In order to find out which organisational subsystems must be analysed
from the system theory point of view, main organisational issues, such as
goals, structure, processes, management and control, and resources were
organised in interrelated subsystems so that changes in one of the subsys­
tems can be transparently tracked in other subsystems. Thus, the factors
were derived on the basis of analysis of mutual relationships between the
following organisational subsystems: goals subsystem, technological sub­
system, subsystem of organisational structure, subsystem of resources,
process subsystem (including management and control), IS (i.e., subsys­
tem), and knowledge subsystem, as well as on the basis of analysis of the
impact of constituents of task and social environments on those organisa­
tional subsystems.

Altogether forty-six factors required for feasibility study were identi­
fied. The factors are organised in five levels of abstraction where each ab­
straction level refers to each object of interest given above, namely, IS
level (ISL), IS project level (PL), organisational level (OL), task environ­
mental level (TL), and social environmental level (SL) (Fig. 2). Each fac­
tor requires knowledge on a particular level of detail and abstraction, e.g.,
knowledge about ISL factors is needed on a higher level of detail and con­
creteness than knowledge about TL or SL factors.

The following three groups of factors are considered to compare the
knowledge needed for feasibility analysis in relatively stable environment
and the knowledge needed for feasibility study in turbulent environment:

I. factors relevant in both cases and requiring knowledge on the same level
of detail and concreteness in stable and turbulent environment;

2. factors relevant in both cases, but in turbulent environment requesting
knowledge on a higher level of detail and concreteness than in relatively
stable organisational environment;

3. factors relevant in turbulent environment.
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Fig. 2. IS project alternative feasibility factors

Factors reflected in Fig. 2 show that the knowledge needed for analysis
of feasibility of IS project alternatives in turbulent environment is consid­
erably richer than the knowledge needed for this activity in relatively sta­
ble organisational environment.
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First, besides factors relevant in stable environment the following
knowledge is needed:

• knowledge about organisational structure and organisational knowledge
(OL);

• knowledge about client, partner, and governmental IS and requirements,
as well as knowledge about competitors IS (TL);

• knowledge about social and ethical norms and legislation issues and
technological trends (SL).

Second, deeper knowledge in comparison with relatively stable envi­
ronment is needed with respect to such ISL factors as IS performance, IS
quality, IS costs, and IS flexibility.

In order to perform feasibility study not only the set offa ctors but also
the method of evaluation of IS project alternatives is needed. Section 3
provides analysis of existing methods suitable for feasibility study with re­
spect to their capacity to utilize knowledge requested by all forty-six iden­
tified feasibility factors relevant in turbulent environment.

Analysis of Feasibility Study Methods

In this section the feasibility study methods are surveyed from the follow ­
ing two perspectives:

1. their capacity to cover theoretical feasibility study factors presented in
Section 2 (Table 1);

2. historical perspective (Fig. 3).

Table 1 amalgamates twenty-eight feasibility study methods. Each
method (column 2) has its sequential number (column 1), which is used to
refer to a particular method further in the text. Column 3 shows how many
feasibility factors out of forty-six identified ones the method directly con­
siders. Column 4 shows how many factors the method considers and could
consider.

Feasibility study methods with 0 in the third column are the ones which
do not prescribe particular analysis factors. The choice of the factors is left
to the user of the method. Some methods prescribe particular feasibility
factors, the scope of which mayor may not be extendable. None of the
methods currently utilize all forty-six factors; however, there are two
methods, which have a potential to utilize all these factors.
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Table 1. Feasibilitystudy mcthods:covcragc offcasibility factors

Nr Method Covered Potential
factors factors

1 Graphical judgement (Kendall & Kendall 2002) 0 8
2 The method of least squares (Efunda 2005) 0 8
3 Moving averages (Kendall & Kendall 2002) 0 8
4 Break-evenanalysis (BreakEven2005) 0 8
5 Payback (Toolkit 2005) 0 8
6 Cash-flowanalysis (Ward 2004) 0 8
7 Net Present value (Remenyi 1999) 0 8
8 Internal Rate of Return (Brav et al. 1999) 0 8
9 Profitability Index (Remenyi 1999) 0 8
10 Real Options Theory (Asundi & Kazman 2004) 0 8
11 Portfolio (Asundi & Kazman 2004) 0 8
12 Scoringmodels (Turban 200I) 0 44
13 AnalyticalHierarchyProcess (Sarkis & Sundar- 0 44

raj 2003)
14 Critical Success factors (Turban 2001) 3 3
15 Balanced Score Card (Alleman 2003) 6 39
16 Multi-criteria utility theory (Stewart & Mo- II 20

harned 2002)
17 Information economics(Lere & Gaumnitz 2003) 15 15
18 ApplicationDevelopment Project Estimation 15 15

(Brandon 2004)
19 COCOMO (Costar 2004) 1 I
20 Total cost of ownership(Turban 2001) 0 7
21 Rapid economicjustification (Micro 2005) 15 17
22 PORE (Procurement - Oriented Requirements 5 5

Engineering) (Sommerville 2005)
23 IEEE Recomended Practice for SoftwareAcqui- 20 20

sition (IEEE Std 1062, 1998)(IEEE_1062 1998)
24 Value analysis (Turban 2001) 15 29
25 E-commerce evaluation method (Lu 2003) 11 11
26 OAR method(OAR 2004) 12 12
27 Value Based Software Reuse Investment 2 2

(VBRI) (Favaro et al. 1998)
28 InformationSystems work and Analysis of 12 38

Change (lSAC) (Avison & Fitzgerald2003)

All these methods are developed in different time periods. It is interest-
ing to see, whether there is a relationship between Ihe time of appearance
of the method and the scope of factors prescribed by the method. Fig . 3
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shows the answer to this question. According to Fig. 2, there are 23 factors
on IS level, 7 factors on PL, 5 factors on OL, 7 factors on TL, and 4 factors
on SL. Project feasibility study methods MI-M13 do not prescribe any
particular evaluation factors, therefore they are not included in Fig. 3.

Fig. 3 reflects IS project feasibility study methods and the number of
factors that are covered by a specific method against all factors on a par­
ticular level of abstraction, e.g. M16 - method number 16 - Multi-criteria
utility theory (Table 1) on the IS level (IS) cover 4 evaluation factors of
twenty-three possible factors.

Fig. 3 shows that there is a tendency in methods with later dates of ap­
pearance to cover more factors on lower level abstraction levels then ear­
lier methods, as well as to cover more factors on higher levels of abstrac­
tion than earlier methods. However, none of the methods cover all factors.
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Fig. 3. Coverage of feasibility factors by methods: historical perspective .• M28 is
developed in 70th

We assume that the later period on the X axis refers to a more turbulent
organisational environment. In this context Fig. 3 also shows the follow­
ing:



Feasibility Study: New Knowledge Demands in Turbulent Business World 139

• Richer knowledge on ISL factors is used in methods that have been de­
veloped during the period of more turbulent organisational environment.

• Most of the project level factors are covered by early feasibility study
methods. Therefore we can conclude that these factors are almost
equally important in both stable and turbulent environments.

• Organisational level factors are more comprehensively covered by re­
cently developed feasibility study methods (years 2000-2005).

Task environmental level factors are scarcely covered by existing feasi­
bility study methods while social environmental level factors are not cov­
ered at all.

Regarding the potential of the methods to cover forty-six feasibility fac­
tors (Table 1, column 4) we can see that only two methods can utilize all
knowledge needed for feasibility study in turbulent environment, namely,
Analytical Hierarchy Process and Balanced Score Card. However both
methods require quite sophisticated knowledge with respect to the use of
methods. Moreover the Balanced Score Card requires the use of quantita­
tive measures that may not be available in all organisations, i.e. it utilizes
rather explicit than tacit knowledge with respect to the IS projects alterna­
tives. Complexity of those methods may hinder their use for practical ap­
plication of identified feasibility factors. On the other hand, several meth­
ods potentially could be combined to cover all factors. But combinations
of methods require additional research with respect to their compatibility.
Therefore practical applicability of all factors was tested using new IS fea­
sibility study method Feasible Information System (FEASIS), which was
developed for utilization of both explicit and tacit knowledge about all
identified feasibility study factors. The method is briefly described in Sec­
tion 4.

Information System Project Alternative Feasibility Method
FEASIS

The feasibility study method FEASIS is developed in order to provide both
the framework of analysis and cognitive aid in the utilization of tacit and
explicit knowledge about IS alternatives. It covers all forty-six feasibility
factors .

The feasibility factors are presented in the form of a table with three col­
umns (Fig. 4). The first column contains the evaluation factors organised
on five abstraction levels (Section 2). The second column contains "cogni­
tive aid" - questions that help to better understand what should be evalu-
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ated. The third column contains rules how to evaluate each factor accord­
ing to answers to the questions.

Simple equations and normalisation procedures are used to calculate the
total score for each alternative. The alternative with the higher score can be
considered as the best one.

FEASIS was applied in two small organisations . At the first attempt
FEASIS was used without a "cognitive aid" . However, it was difficult to
use the method without consulting the method's developer. Therefore the
method was extended by adding questions. The second application of the
method was successful. This allows to assume that it is possible to utilize
both tacit and explicit knowledge in IS project feasibility study. More ex­
periments are needed to prove that this assumption is correct.

, -
Factor Question Possible values

Organizational level (Ol)

Fit and impact on Does the proposed systems funct ionality fit business · If the answer to the first question
organizational processes that are going to be supported by is negative , the rating of the
business processes information system? factor can be between <1>and

Does the proposed system fit the written procedures <2>

regarding business processes that are going to be · If 2.-4. questions have at least 2

supported by information system? positive answers , the rating of the
factor can be between <3> and

Does the proposed system support data flows <5>
related (existing and planed) to business · If all questions have positive
processes? answers , the rating can be

Does the proposed system support business between <4> and <5>.

process (existing or planned)? · If no question has positive
answer , the rating can be <1>

Fig. 4. FEASIS example for the evaluation factor "Fit and impact on the organisa­
tional business processes"

Conclusion

Knowledge needed for feasibility study in turbulent environment is richer
than knowledge needed in relatively stable environment, especially regard­
ing the organizational internal and external environment. Therefore more
evaluation factors are to be used for performing the feasibility study in tur­
bulent environment (additional twelve factors). The study of the existing
feasibility study methods shows that none of them covers all required
evaluation factors. There are two methods that can potentially cover all
factors, however these methods are quite complex and are not easy to be
introduced in all, especially small organisations because of specific knowl­
edge needed to utilize these methods. Organisation could integrate several
methods of feasibility study and/or expand one method with additional
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evaluation factors, but it requires a good expertise on all peculiarities of
these methods. For small organisations, which base their decisions on tacit
knowledge rather than on explicit one, the FEASIS method may be rec­
ommended, as it is simple, utilizes forty six feasibility factors, and pro­
vides questions based cognitive aid for feasibility study. More detailed
evaluation of FEASIS from the theoretical and practical perspective should
be done in the future.
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Introduction

The ISO process has, historically, been done with a varied degree of in­
volvement from stakeholders of the work practice. However, the impor­
tance of active stakeholder participation in the development process has
been emphasised in books and articles over the past couple of decades,
([ I]; [2]). This is due to the increased diversity of the stakeholders of com­
puterized information systems and the increased level of computer literacy
among them.

This paper will begin with an overview of how users , as a main stake­
holder group, participate in the ISO process . The main focus of the article
is the presentation of empirical studies of interaction between the stake­
holders, i.e. users and designers , in two ISO processes.

Stakeholder Participation in the ISO Process

Stakeholder participation, ego by end-users, has been considered critical for
the successful development and implementation of information systems by
a number of different researchers ([3]; [4]; [5]; [6]) and has also been con­
sidered good and a natural maturity of the ISO process. According to [7],
stakeholder participation is encouraged in order to gain a correct under­
standing of user requirements, to potentially ensure user commitment and
to avoid user resistance. These views of the reasons for user participation,
however, have been criticized for being manipulative towards users by not
allowing them real decision making power in the ISO process, e.g. [8].

In their comprehensive account of ISO from a historical perspective, [I]
identifies three chronological phases of ISO, each of which is identified by
a category of major constraints thwarting the development process and
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thus the benefits of supporting computer-based systems in the work prac­
tice. In the two first phases, the constraints pertain to hardware and soft­
ware respectively . The hardware constraints of the first phase of systems
development, from the late 1940s to the middle of the 1960s, concern costs
of hardware and its limitations regarding capacity and reliability. The soft­
ware constraints of the second phase (mid 1960s to the end of the 1970s)
concerns productivity of systems developers and the difficulty of deliver­
ing reliable systems on time and within budget. This has commonly been
referred to as "the software crises" within ISD.

In the third phase, beginning in the early 1980s, "user relations"
emerged as the major constraint for ISD. User relations imply system qual­
ity problems stemming from an inadequate perception of stakeholder de­
mands and inadequately servicing their needs, i.e. not meeting stakeholder
requirements for a useful and usable work support of IT-artefacts. This
constraint was present, though not prominent, already in the earlier phases.
However, as the experience of stakeholders increased, demands for more
complex applications grew, and the systems began to be judged on their
usefulness, i.e. not just constituting automated imitations of formerly man­
ual tasks. This included the ease of use in supporting the specific work
tasks as well as the general aims of users when applied on more sophisti­
cated tasks. Because applications became less structured as they increas­
ingly handled managerial or planning oriented tasks, the ability of the ISD­
process to unambiguously specify the requirements of the systems de­
creased. From his research, [2] confirms that the problem of handling user
relations in an adequate way continues to be the prime constraint of ISD
also after the 1980s.

In order to deal with the problems of meeting and understanding user
requirements a number of strategies have been pursued. One such strategy
presented by [1] is to focus on breaking down the barrier between users
and developers by focusing on creating a common platform or scene
within a project group where users and developers are enabled to commu­
nicate on equal terms. Two examples of strategies within this approach are
the socio-technical and democratic approaches. The socio-technical ap­
proach, permeating the development method ETHICS developed by re­
searchers at the Tavistock Institute ([9)), and focusing on ISD as a parallel
work of both technical and human aspects in using information systems
through participation of a wide range of interested parties. The democratic
approach is building on political-conscious class division of the relations
within a project group ([ I0)). The so-called Scandinavian approach to ISD
and the development of Participatory Design have been influential in cer­
tain ISD projects. However, as [2] suggests, some have seen the democ­
ratic approach mainly as academically led action research projects with the
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main aim of creating group processes for change work that fills democratic
demands for all participants rather than aiming primarily at making quali­
tative software .

The Need for Further Studies of the Stakeholder-Developer
Interaction

Since the 1980s the strategies for solving problems of stakeholder partici­
pation in ISO have been refined and new strategies have been formed.
Studies show that there is a lack of empirical research on the actual com­
munication process between the stakeholders in ISO. [II] states that the
interaction between the participants has not been the focus of much study
compared to other parts within the ISO-process. [12] concludes, relating to
the dialogue between stakeholders and systems developers , that the meth­
ods available to study the stakeholder situation may be satisfying but he
questions if there is sufficient support in present methods for the stake­
holder to create the synthesis in her mind between the manual tasks at hand
and the proposed computerized system meant to support them. The form of
cooperation needed to aid the communication of such learning has been
pushed to the background in favour of the development of the formal
documentation within the methods.

The language used by the participants in the ISO process is not only im­
portant for the elicitation of requirements for a potential system but, as e.g.
[13] shows, can also be analysed and the result used to make the partici­
pants "aware ofpatterns of work practice and conceptual structures they
are not paying attention to during daily work" [13], page 118.

There appears to be a genuine need for studies on the actual interaction
between the stakeholders in the ISO process . Several studies have been
made on establishing factors that influence the outcome of an ISO-process,
either positively or negatively. User influence and user participation are
two such factors. However, not so many empirical studies have been made
to characterize the interaction within the ISO-process between the various
actors from both the stakeholder- and developer-side, according to [14].

Case Studies and Related Work

Given the need for a study of the actual interaction between the various ac­
tors in the ISO process, i.e. what the participants say to each other and how
they co-design together during project group sessions, the author has ana-
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lysed a number of dialogue sequences of video recorded ISD processes
that have been made accessible.

The empirical material is, partly, made up of sessions held during an
ISD project within an elderly care unit of a Swedish municipality. This
ISD process covers 15 meetings during a time span of about a year. In total
17 hours of video taped sessions. The video recordings were made for re­
search purposes and the lSD-project has been used as empirical base in
other research projects, e.g. [15] and [16].

The videotaped sessions were held in various constellations of stake­
holders from the work practice and from the system developer practice.
The sessions were also held with various foci, e.g. design-oriented talks,
prototype testing and user training. Sessions of interest in this paper con­
cerns the design-oriented talks and the prototype testing as they are fo­
cused on design aspects of the system to be built. These are the types of
sessions where interaction between actor roles is the most frequent. By ac­
tor roles is meant system developers , nurses and a manager of the nursing
unit. The two latter being the future end-user groups of the system. The
ISD process is based, implicitly, on the cooperative approach following the
Scandinavian Participatory Design-approach.

The empirical material to this paper also comes from an ISD process
within a Swedish government office where an information system was de­
veloped in order to replace a number of smaller systems presently in use.
Like the previous process within the elderly care, a number of prototype
based sessions were video taped. In total nine session and about 20 hours
of material was made available. The actors in this process was system de­
velopers, both internal staff from the IT section of the government office
and an external consultants, and users. Some of the users were also system
administrators of the systems to be replaced.

In order to study the interaction between the stakeholders, a number of
sequences of talk within the sessions were selected based on the criteria of
being directed towards a design solution. These talk sequences were tran­
scribed. Each sequence was made up of utterances. An utterance is one ac­
tor's contribution to the dialogue. On average, a talk sequence include 15­
20 utterances.

In an earlier study, [17], an analysis was made, based on some of the
transcribed talk sequences, to discover design promoting characteristics of
the interaction between the actors in the process, i.e. features of the inter­
action between developers and work practice stakeholders that appear to
have a positive influence on the development of the design of the informa­
tion system.

In [18] a further analysis was done on one of the talk sequences. The
analysis revealed how design solutions gradually evolve and mutual under-
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standing progressively is reached through iterations. Also, the analysis
show how implicit criteria of both IT-design logic and work practice
knowledge guide the way solutions to design problems are suggested and
decided on.

Result and Analysis

Following on, and building on, the study in [18] this paper aim at illustrat­
ing three types of actions involved in design discussions concerning an IT
system: proposing a solution, assessing a solution proposal and deciding
on a solution. Occurrences of the three action types emerge in discussions
among stakeholders as design problems are presented and the need for a
solution is called for, a form of co-design . This is often done in iteratively
as Figure 1 below suggests.

Propose

Assess

Decide

Fig. 1. Model for design decisions. Adopted from [18]

In this paper two examples will be given to illustrate the three action
types. The first example (see Table 1) is taken from a talk sequence named
Alarm Number from the ISO project within the elderly care. This sequence
contains a discussion between one of the nursing staff (Vilma) and two de­
signers (Stig and Sten) on how to solve the design problem of a proper
identification concept to use for patients in a search field in order to be
able to look up the information on the patients and then register new in­
formation about the patients condition in the journal. Prior to the first ut­
terance in the talk sequence a unique personal ID-number was suggested
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by the designers as a proper identification concept to use. The talk se­
quence reads as follows:

Table 1. Talk sequence Alarm Number

No. Actor

Vilma

2 Stig

3 Vilma
4 Stig
5 Sten
6 Vilma
7 Sten
8 Vilma
9 Sten
10 Stig
11 Vilma

12 Stig
13 Vilma
14 Sten
15 Vilma
16 Stig
17 Vilma

Utterance

But, I think there could be problems. I mean, it's easy to mix per­
sonal ID-numbers.
But, do you rememberthe names, or do you use the personal10­
number?
No, it's the names
OK, so it's the names
But, how do you know that it's correct in the Journal then?
Her personal ID-number is in the Journal, you know.
But, you may have two Anna Karlsson?
The address! She can be identifiedon her address, you see.
The address. So it's on the address you identify?
Would you like this? Would it be.. .
Yes, why not. But you see, 59, that's of course the whole house
over there.
OK, so it does not help?
No, not really. They all live at address 59 over there.
Is it the Alarmnumber?
Well yes, the Alarm number is of course better!
Should we decide on the Alarmnumber?
Yes, the Alarm number is terrific!

In utterance number I of Table 1 the nurse is assessing the suggested
identification concept but is not readily accepting it as she sees a problem
from a work practice point of view. Her assessment leads to a deepened
assessment in utterance 2 when one of the designers seeks to find out the
normal work practice for identifying patients in the (manual) journals. Ut­
terance 3 and 4 can be said to, implicitly, constitute a new and joint solu­
tion proposal for the problem. In assessing 'name' as identification con­
cept, the second designer (Sten) in utterance 5 and 7 call into question the
appropriateness of the concept suggested. He questions both the correct­
ness of the names in the Journal as well as the duplicity of names.

This makes the nurse propose another potential identification concept,
the patient's address at the elderly care centre (utterance 8). The designers
assess the suitability of the suggested concept by eliciting questions (utter­
ance 9-10). Initially in utterance 11, the nurse appears to confirm that the
group has arrived at a suitable concept, but in her assessment she reflects
on work practice implications of the design proposal and realizes some
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problems in using the address . Thus, the proposal is rejected in the joint
assessment of the nurse and a designer (utterance 12-13). Another proposal
is put forward by one of the designers (utterance 14) in the form ofa ques­
tion. This proposal receives an immediate positive assessment (utterance
15) and, finally, a decision can be made (utterance 16-17).

In this sequence we can see several strategies employed in order to pro­
pose and assess solutions . Proposals are made both individually and joint
by two stakeholders. Furthermore, proposals are made both in the form of
questions (utterance 14) and exclamations (utterance 8). Assessments can
be made in the form of reflections that can be clear (utterance 1) or vague
(utterance 11), or in the form of questions. A questions can in itself be an
assessive act (utterance) or it can combine with one or several utterances
to constitute an assessive act (utterance 5-7).

Decisions often appear to be made implicitly. Few times in the talk se­
quences studied there are explicit statements made like "We decide to ..."
or "The decision is to...". Rather, decisions are often made by the absence
of further questions or comments. However, in the talk sequence in Table
I the decision is made quite explicitly (utterances 16-17) where the af­
firmative answer in the last utterance confirms the decision.

The second example (see Table 2) is taken from a talk sequence named
"Confirm button" from the ISO project within the government office. This
sequence contains a discussion between one of the users (Anders) and
three designers (David, Doris and Dan) on how to design a simplified
function for confirming an order in a part of the new system This second
talk sequence is more extensive then the first one and reads as follows:

Table 2. Talk sequence Confirm button

Doris

Anders
Doris

Dan

No .

1

2

3

4
5
6

Actor Utterance-_._._ - - - -- - - - ------ ---------
David [If you continue] you will get all the information on the order so

you can check and make changes, and this is where the Confirm
button comes in.

Anders Yes! That's where I want the Confirm button. That's when I
want it visible .
Yes, and the question is: Do we want to steer the navigation so
that if you come to it via the Search-form you want the button
activated. If you come directly to this form then it should not be
activated. Is that how you want it?
Yeah .

OK. Why not always make it active ?

Should one be able to confirm it at once? If you have the order
o~en .. .
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Table 2. (cont.)

7 Anders Yes, that's right! Actually, I then could confirm and send it
straight away.

8 Dan You could first save, then confirm and save again and you're
done with it. We could add the control...

9 Doris If would even be possible to first confirm and then save.
10 Dan Yes.
II Anders Yes. I only want to click once
12 Dan Yes. Ifwe should allow that, yes
13 Doris But there aren't so many of you working on this so it ought to

beOK
14 David It's not that you then start to fiddle with it and think that ... ?
IS Doris Cheat?
16 David ... "we don't bother about" .. .Yes, exactly.
17 Anders "We don't bother to double-check?"
18 David Yes. "We confirm straight away"
19 Doris You can do that today also.
20 Dan You can actually do that here as well.
21 David Yes. Just that it is unnecessary to look them up.
22 Doris No, it's just that.. .maybe you are not cheating .. .
23 Anders Yes, but then. . .Wel!.. .

24 Doris That is a manual routine

25 Anders Yes, when I'm registering it...I mean, it needs to be activated,
not just Save. We do that with... it's the tab function for Save,
isn't it?

26 Doris Yes
27 David Yes, or Save is Alt+S. So it' s only shortcuts to use. So it's

quick.
28 Anders Yes
29 Doris It is good that you need to press Confirm in order to change it,

so that you don't accidentally ...
30 Anders No, that's the thing. I should not just accidentally do it.
31 Doris No, and you don't do that, because at a certain point you must

confirm.
32 Anders Yes. Then it's OK
33 David I understand how you think, Anders. Maybe you don't. ..well,

you just happen to press Alt+G instead of Alt+S and you don't
realize that the state has been changed to Confirmed. Then you
think: "Did I really press Save?"

34 Doris But you could easily add a small window saying "Do you want
to confirm this change? Yes or No" So that you get a.. .if you
happen to press Confirm.

35 Dan In the case when you haven't answered .. .
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Table 2. (cont.)

36 Doris
37 Anders

38 Dan

39 Doris
40 Anders

41 Doris
42 Anders
43 Dan

44 Anders

45 Dan

46 Anders
47 Doris
48 David

That's right
Yes

. ..earlier.

Yes, and then you'll get the small warning.
Yes, but that's actually when I enter the Registering Order
form. That's when I ought to get a warning if 1 try to confirm it
already at that time.
Yes, I think so.

But I should not get a warning if I come via the Search form.
But if you enter the form and clicks on Save and then on Con­
firm and Save again . Would you like a warning then, as well?
No, because then it's like ... then it's actively done .

OK. So when it's not saved we warn if you change the state of
it, and if it is saved once then you just continue.
Yes
Great!
Yes.

In utterance number 2 of Table 2 the user is proposing a simplification
of the process of confirming an order by designing a click-able button on
the form to be visible when arriving at the Order form via the Search form.
In utterance 3 a designer assess the proposal by asking questions to clarify
the proposal. After receiving a positive feed back from the user two of the
designers jointly propose a slightly different solution in utterances 5 and 6.
The user 's assessment of the revised proposal in utterance 7 is an immedi­
ate and positive response. His utterance also indicates an elaboration on
the benefits of the proposal. Again, the designers in utterances 8 and 9
make a joint proposal, which is adding to and strengthening the previous
proposal. In the new proposal regulations within the organisation on how
an order needs to be verified is taken into consideration. In utterance 11
the user assess the proposal positively and at the same time clarifies the
expected benefit of the original proposal, which appears to be somewhat
contrary to the regulations . The designers in the following two utterances
assess this contradiction.

In utterances 14-32 further assessments on the practical implications of
not following the regulations are made and discussed by all three designers
and the user. These assessments concern both the temptation to wilfully
work around the regulations and to accidentally do it. The proposed solu­
tion by a designer in utterance 34 is to use a warning message to alert the
user when clicking the Confirm button. This proposal follows the consent
by the user in utterance 32 that, together with the proposal in utterance 34,
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implicitly can be interpreted as a decision to include the Confirm button.
This interpretation is strengthened by the content of the rest of the utter­
ances in the talk sequence that concerns the conditions for when the warn­
ing message is to be displayed. These conditions are clarified through a
number of proposals and assessments in utterances 35-44 made by both the
designers and the user. In utterance 45 one of the designers sums up the
proposal and in utterances 46-48 the affirmative responses becomes an im­
plicit decision point after which the discussion continues on another issue,
i.e. a new talk sequence is opened.

As with the first talk sequence, an in depth study of the tum taking in
the dialogue of the talk sequence Confirm button reveals a number of ways
in which the three action types proposing solutions, assessing the proposals
and deciding are performed as strategies in order to reach design decisions.
Proposals are suggested both individually as well as jointly by several par­
ticipants. Proposals can be made through questions or declarative state­
ments. Some proposals are strengthening earlier proposals, whereas others
are new. Assessments are sometimes based on individual preferences and
knowledge of the practical use of the present systems. Other times they are
based on regulations that governs the work practice of the organisation.
Decisions in this talk sequence are made implicitly when agreements are
reached.

Conclusion

It is important to emphasize that the analyses made above are based on the
author's interpretative study, i.e. an analysis made by another researcher
may focus on other aspects of the dialogue and thus look differently.

The three action types of proposing solutions to design problems, as­
sessing the proposed solutions and making design decisions can be derived
when making detailed interpretative studies of talk sequences in ISD proc­
esses. The studies of the two samples of talk sequences in this paper indi­
cate that there are variations of complex strategies for co-design used by
the stakeholders in order to effectuate the three action types of the decision
making process. Furthermore, the studies indicate that the co-design proc­
ess is not a linear one but rather an iterative process where solutions are
proposed, assessed, rejected, adjusted solutions proposed and assessed
again in several turns before reaching a (often implicit) decision.
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Introduction

Systems supporting Computer Supported Cooperative Work (CSCW) are
more and more omnipresent. As technologies continuously evolve, users
are looking for new supports for their activities , which are intrinsically co­
operative and imply many actors, distributed through space and time.

The software development domain, which provides such new tools as
well as uses them, does not escape from this rule. Systems are more and
more complex , and their development requires the cooperation of many ac­
tors, with different roles and different cultures . Anyway, many studies of
common practices that occur during software development illustrate how
this cooperative dimension holds a strong place in this field [9][11][16].
Actually, the necessity to take into account this dimension in environments
supporting software development has been underlined for a long time [18].
However, one can notice that the current systems supporting software de­
velopment do not bring to the fore, or according to recent work on CSCW,
support poorly the cooperative dimension of these activities .

We have been working for several years on the problems tied to the
creation of global and integrated CSCW environments. Our work is in­
spired by some results coming from the Social and Human Sciences
(SHS), especially the Activity Theory (AT), and aims at proposing tailor­
able models and systems, in accordance with the expansive properties of
every human activity . These thoughts led us to define the Coevolution [4]
principle , which is integrated in the growing platform named CooLDA [2].

This paper presents a proposition to better take into account the coop­
erativedimension in software development tools, while integrating our
previous results about tailorability. This work is realized through the
CooLDev project (Cooperative Layer for software Development), sup­
ported by the French research ministry. The first part of this paper presents
the implications tied to the support of software development cooperative
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activities, by integrating the results of our work in the CSCW domain. The
second part presents the solution we propose, through a cooperative exten­
sion to the Eclipse platform. Finally, the third part presents the orientations
we take, with regard to the results presented in this paper.

Cooperative Software Development

Software development environments generally provide a poor support to
the cooperative dimension of this activity. From our point of view, adding
a cooperative dimension does not simply consist in plugging specific
communication tools, such as an IRC (Internet Relay Chat), that will bring
a new coloration in the environment. We have been working since years in
the CSCW field, and we have to integrate as many results we obtained in
this field as possible, if we want our cooperative software development
environment to be a 'good' CSCW environment too.

CSCW, Tailorability and Coevolution

For years, the CSCW research has identified the need for tailorability in
the systems. This necessity has been brought to the fore by many empirical
and theoretical results, based on several theories coming from the Social
and Human Sciences, like Situated Action [17], Ethnomethodology [6], or
Activity Theory (AT) [1]. Besides , our research is founded on the AT,
which has been broadly used in the domain over the last ten years (10][13].

The AT provides a lot of information that can help systems designers to
better understand the human activities they try to support. We cannot ex­
plain in this paper all the results we obtained by founding our research on
this theory, neither detail the links between the choices we have made and
the AT. Further information can be found in [2] and [3]. However, in order
to facilitate the understanding of the paper, we have to briefly remind some
of the basic elements of the AT that found our general reasoning.

We use the basic structure of an activity proposed by Engestrom [7].
This structure presents the human activity as an interdependent system in­
volving a subject that realizes the object of the activity, and the community
of subjects who are concerned with this realization. Relations between the
subject, the object and the community are mediated. In particular, the sub­
ject uses tools to realize the object of his activity. Rules determine what
means belonging to the community, and a division of labor describes how
the work is shared up by the members of the community. Furthermore, this
structure as a whole is dynamic and continually evolves during the realiza-
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tion of the activity. For example, subjects may transform the mediating
elements, such as tools, as new needs emerge. Subjects themselves evolve
during the activity, acquiring skills and developing some experience of its
realization. Thus, when subjects transform the elements participating in
their activity, the experience they acquired crystallizes in these clements.
This experience, 'written ' in the transformed artifacts, becomes available
for others, which can use it in other activities.

Thus, a system that supports a specific activity is a mediator of it. It may
contain a representation of it: the subject and the community are repre­
sented; roles inside the system reflect the division of labor, etc. The system
does not contain the activity, but rather takes part in it. Therefore, it has to
be tailorable : it must provide the means to adapt it during the activity it is
involved in. Finally, this tailorability can be associated with some mecha­
nisms of experience crystallization and reuse. All these elements brought
us to the Coevolution principle [4]. In this approach, a system has to sup­
port not only the activity it is designed for, but also its own (re)design co­
operative activity.

Shortcomings of the Existing Platforms

Today, many platforms support software development cooperative activi­
ties. Among them, we have taken an interest in some web portals and some
integrated development environments (IDE) widely used.

Web portals, like SourceForge (http://sourceforge.net) and Freshmeat
(http://freshmeat.net), provide a global environment that integrates many
tools, such as planning tools, concurrent versions systems and document
sharing tools, forums, and bug reporting tools, for example . These inte­
grated tools aim at supporting some cooperative activities tied to the soft­
ware development process. However, those web environments present
some drawbacks, especially with regards to tailorability. Indeed, the latter
is in most cases greatly reduced, since the available tools are defined a
priori in the system. The dynamic integration of new tools is generally not
possible, or in best cases, is hardly accessible to end users.

Integrated Development Environments (IDE), such as NetBeans
(www.netbeans.org) or Eclipse (www.eclipse.org) , also integrate sets of
tools dedicated to support producing code activities . Unfortunately, most
of the IDE only focus on these producing code activities, and avoid or for­
sake their cooperative dimension. Actually, such IDE just provide gates
towards a common repository - such as CVS (Concurrent Versions System
[8]) - which supports and manages documents sharing, but not the com­
munication between developers . A few collaborative extensions to Eclipse
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try to palliate this lack [5]. But from our point of view, this kind of exten­
sions - that just provides some collaborative functionalities like an IRC,
for example - still remains superficial, and does not tend to take into ac­
count the cooperation at a global level. Eclipse has not been designed in
that orientation, and it does not manage any notion of role, or something
like this that takes into account the status of a user in the global coopera­
tive activity he participates in. As a result, the user has to integrate the
tools (plug-ins) he needs himself, and to configure them himself, according
to his role in the real activity supported.

In practice [19], due to the lack of tailorability and of cooperative sup­
port in commonly used platforms, the actors of software development use
in a complementary way many tools (IDE, web portals, synchronous dis­
cussion tool, etc.), each one supporting one or more (sub)activities. Faced
with such statements, we aim at proposing a platform that palliates these
needs: a tailorable platform supporting software development cooperative
activities, inspired by our previous work on the Coevolution principle.

CooLDev: Cooperation under Eclipse

The CooLDev project has been initiated with the support of the French re­
search ministry. The project is directly inspired by results obtained during
the DARE project [3], that evolved until becoming CooLDA [2] (Coopera­
tive Layer supporting Distributed Activities), the generic underlying plat­
form on which CooLDev lays.

Our Approach: Managing Inter-Activities

A major choice in our reasoning to design a CSCW environment is to con­
sider that many tools already exist, and are useful in supporting some ac­
tivities we are interested in. Thus, our main goal is not to create such tools,
like a new discussion tool, or a new code editor. Rather, we want to create
an environment that integrates these many tools. From our point of view,
each tool supports one kind of activity. When several tools are used in par­
allel by a group of actors, they generally serve a more global activity than
the original activity there were designed for. The Figure la illustrates this
idea: a group uses in parallel an IRC, a CVS, a code editor, and an annota­
tion tool. Each of these tools supports a particular activity (discussion for
the IRC, etc.) but they do not know each other. However, they are used in
a complementary way by the group since they are used in the context of a
global cooperative activity: software development. In such a case, the co-
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herence of the environment is mainly mentally managed by the users .
Then, our purpose is to provide an environment that can create the context
of use of the different tools involved in a global cooperative activity, for
example a software development activity, managing the links between its
different (sub-jactivities. Assuming that each tool supports a specific activ­
ity, our environment is intended to manage what we call inter-activities.

To achieve this, we have created an activity model (cf. Figure 1b) allow­
ing the specification of the links of the inter-activities. Each activity is
linked to a resource that proposes operations. A resource corresponds to a
software tool, like an IRe client, for example . A user is an actor in the ac­
tivity, as he plays a role in it, role that allows him to do actions . An activity
can be linked to other ones, when the role of one of its actors implies that
this user plays another role in another activity. Finally, an activity is an in­
stance of a task, which constitutes an activity model, or pattern. As we will
see later, the task is intended to crystallize the experience of the actors.
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Fig. 1. An inter-activities example (a). The activity model of CooLDA (b)

Choosing Eclipse

Our work in the software development field led us to look closer at the
Eclipse platform, that has been adopted by many developers. The success
of Eclipse has been a driving force for the development of many tools, that
can be integrated into the platform as plug-ins . As we have underlined be­
fore, we do not aim at developing new tools, but at giving the means to ar­
ticulate them in a global cooperative activity. From this viewpoint, Eclipse
is very interesting . Indeed, Eclipse is much more than a simple IDE: it was
originally conceived as a universal platform for tools integration [14].
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Thus, the platform is constructed around the OSGi standard framework
[I5], which supports the dynamic discovery, installation and activation of
plug-ins. Apart from this minimal kernel managing the basic integration
mechanisms, all the proposed functionalities are provided through plug-ins
or sets of plug-ins. Thus, from our viewpoint, what makes the success of
Eclipse is that it has been principally conceived in terms of tailorability.
The end user can adapt the environment according to his emergent needs.
He can discover and dynamically integrate tools available on the network
and that can help him to realize his activity.

Another element in Eclipse, which is in tune with our work inspired by
the AT, is the perspectives mechanism. A perspective corresponds to a par­
ticular point of view on the working environment (and the activated plug­
ins) during the realization of a kind of activity. This point of view manages
the plug-ins activation and arrangement at the user interface level. Eclipse
lets the user create and modify his own perspectives, saving his prefer­
ences for a kind of activity. From our viewpoint, the perspectives provide a
powerful mean to crystallize the user's experience. However, one can no­
tice that perspectives can activate only plug-ins that are available on the
user's station. In other words, if a plug-in is referenced by a perspective
but is not installed, it will be skipped.

Finally, thanks to its introspection mechanisms, and as we will present it
thereafter, Eclipse framework provides very useful means to specify and to
support the inter-activities. These mechanisms let us dynamically create
the links, until now not supported, that exist between the (sub-)activities
supported by the activated plug-ins in a global cooperative activity.

Managing Inter-Activities

At the time we are writing, Eclipse does not provide the cooperative di­
mension we need. Our contribution lies within several levels: first, it con­
sists in extending the Eclipse framework by integrating the elements of our
model of activity. According to this model, each plug-in supports one ac­
tivity. We propose to manage the inter-activities thanks to a meta plug-in
named CooLDev, whose role is to articulate the other plug-ins in the con­
text of global cooperative activities. This meta plug-in is connected to a
server that manages the persistence of the instances of our model. The Fig­
ure 2 presents an example of such a cooperative global environment for
software development, that integrates the mechanisms we now describe.

Because of our meta plug-in, the user has to identify himself to launch
Eclipse, in the same way as other CSCW tools. Thanks to this, we can re­
trieve information concerning the role of the user in the appropriate global
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activity . This role is an instance of a type of role that can be shared by sev­
eral actors. It allows the meta plug-in to configure the user's working envi­
ronment. To do this, we have extended Eclipse perspectives, in the context
of a cooperative activities management: perspectives are shared by users
playing the same role, and as we will see later, can also reflect the user's
preferences in his role. Moreover, as we underlined in previous part, when
a perspective tries to activate an unavailable plug-in, this latter is skipped.
In case ofa standard use of Eclipse, this is acceptable, since things go oth­
erwise: installed plug-ins are packaged with some perspectives, suitable
for their utilization. In the context of CooLDev, it is the role of the user,
and consequently his perspective, that determines which plug-ins will be
used in a particular activity. Thus, we have extended the basic perspective
mechanism so that it can automatically download plug-ins that are speci­
fied in the perspective but not installed on the user's station.
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Fig. 2. An example of a global cooperative environment

Even if the tools that support the user's activities are instantiated by
these extended perspectives, it is not enough to support the inter-activities
as we define it. We use our model to specify the actions that have to be
processed by a role when its user joins the activity. These actions config­
ure the plug-ins for this user. For example, when a user joins a code re­
viewing activity, in a development project, our plug-in uses the user's role
to instantiate a CVS plug-in, an IRC plug-in, a code editor and an annota­
tion tool. For the user to avoid identifying another time in the IRC (he has
already identified himself while connecting to our environment), we have
to indicate to this plug-in what is its configuration (pseudo, server, etc.).
From our model's point of view, the user's role realizes actions that trigger
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operations on the linked plug-in. Technically speaking, the operations are
mapped on methods provided by the plug-in and discovered by CooLDA,
using introspection mechanisms.

Managing Tailorability

As CooLDev focuses on the inter-activities management, the tailorability it
provides sits at this level. First, we take benefit from the tailorability in
Eclipse, and we extend it in a cooperative context. Thanks to the plug-ins
and perspectives mechanisms, each user can customize his environment by
adding, removing and arranging tools that serve his activity. However, in
the global cooperative activity, a particular perspective reflects not only
the user 's preferences, but also his role. Thus, it crystallizes the experience
developed in his function. We have set up a mechanism that allows the
user to generalize this perspective at the role level. This feature is pre­
sented in Figure 3a. Of course, in the framework of the Coevolution prin­
ciple (that is a cooperative management of the system adaptation), this ac­
tion can be proposed only to users with a specific role. One can also
imagine that the decision to generalize a particular extended perspective in
a role has to be negotiated between actors. Thus, when a new user joins an
activity with a particular role, he retrieves the experience of users that have
already played the same role. Finally, if the scenario set up in the activity
permits it, the user can again modify his own perspective, and so on.
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Fig. 3. Zoom on the CooLDev view and on the mechanism that generalizes a per­
spective at the role level (a), and on the shared perspectives view (b)

In order to complete the mechanism that generalizes a perspective at the
role level, we have developed a tool allowing actors to share their perspec­
tives. This feature is presented in Figure 3b. Thanks to this mechanism, ac­
tors can share extended perspectives without having to crystallize them in
their role model, which would be constraining for actors who just want to
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test perspectives, or to share a viewpoint for a short while before deciding
to crystallize it.

We have also introduced tools that provide tailorability at finer levels of
the inter-activities management. Thanks to the introspection mechanism of
our model of activity , it is possible to (re)define during the activity the
elements that participate in it, like for example the actions for each role .
The lowest abstraction level is the one of operations that define the links
between the actions (of a role) and the methods (provided by a plug-in).

CooLDA is able to dynamically retrieve these methods, allowing to (re)
define the operations used in the specification of the roles' actions. We are
aware that the abstraction level of this kind of tailorability is still hardly
within the reach of every end user. However, implementing these mecha­
nisms helps us, at first, to verify the technical feasibility of such an ap­
proach . We are now working on user interfaces of higher abstraction level,
to give end users the means to access this inter-activities management.

More generally speaking, the evolution of an activity - its tools (inte­
grated plug-ins, operations) and roles (extended perspectives, actions) - is
synthesized in a model of activity that we call task. A task forms thus a
model that has crystallized the experience developed cooperatively by us­
ers during their global activity, and that can be re-instantiated in order to
support other similar activities. These latter, evolving in turn, will be able
to modify their task, or to create new ones. Even if very interesting, this re­
flexive approach, developed in the framework of the DARE project [3],
raises also many problems. We can not develop them here, but one can re­
fer to [2] to discover the many stakes in it that we have already identified.

The mechanisms described here present the tailorability and crystalliza­
tion currently provided in our support. These mechanisms are not at the
same abstraction level. As underlined by Morch [12], the tailorability level
increases proportionately to its difficulty of access for end users . The basic
integration of tools and the mechanisms tied to the extended perspectives
are more directly aimed at end users. The evolution of roles and actions are
aimed at CooLDev specialists, and the definition of operations by intro­
spection on methods at developers. At first, we will package CooLDev
with a set of predefined tasks. Users will then be able to adapt these tasks
according to their needs, providing thus new activity patterns. The many
abstraction levels, and the cooperative dimension of the supported activi­
ties let us hope that the end users , interested in the tailorability levels they
will be able to reach, will increase their experience towards the system,
and will become more and more expert of it, being able to access more ad­
vanced levels of tailorability. They will be able then to share this experi­
ence through the system, meeting the Coevolution principle.
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Perspectives

Towards a Finer Inter-Activities Management

The current version of CooLDev contextualizes activities supported by
'isolated' tools in the framework of a global cooperative activity. How­
ever, in the long run, our aim is to provide more advanced mechanisms.
For instance, it could be interesting to catch events coming from an activ­
ity, to give them a sense in the global activity and to act according to it in
the other linked activities. For example, one can imagine an activity where
a reviewer is annotating a file. The fact that he saves his work generates an
event in the annotation activity; this changes the state of the global activ­
ity, and may warn the developers by displaying a message in the IRe. We
have already begun this work and verified the technical feasibility of such
an approach . Even if this level seems interesting, the main problem stands
in the semantic of events. Indeed, in order to give a sense to an event in the
global activity, one must be able to understand this event in the activity it
comes from. As CooLDA integrates dynamically tools that it does not
know a priori, this semantic problem is very meaningful. That is why we
work on a proposition to extend the plug-ins model, in order to add a se­
mantic level that should facilitate a finer integration by end users.

Experiments in Real Situations

In order to evaluate the use of the given tailorability, we have to experi­
ment the platform in real projects. At first, we plan to use CooLDev in the
context of development projects realized cooperat ively by teams of stu­
dents. With such real tests, we will be able to verify the stability of the sys­
tem, with regards to its reflexive properties, from a technical and - espe­
cially - a human viewpoint. Indeed, the Coevolution principle has been
defined upon results based on the AT. We have proposed a system that can
be adapted to the emergent needs of the users during their activity. For the
system to be 'correctly' adapted, the activity must pass by stable stages, al­
lowing users to increase their experience. So we want to verify that the
human dimension brought to the fore in CooLDev (the system is adapt­
able, but not self-adaptive) permits, not a continuous evolution of the envi­
ronment, but rather the crystallization of a true experience for end users.



Inter-Activities Management for Supporting Cooperative SW Development 165

Coevolution in Web Portals

The Eclipse platform is well suited for our needs in the context of software
development, since many plug-ins supporting related activities are already
available. Actually, new generations of web portals, thanks to the web ser­
vices normalization, provide some properties that are close to those we set
up. However, the underlying models of such portals seem to present some
shortcomings, with regards to the principles we want to manage; espe­
cially, they do not consider the activity consisting in the evolution of the
environment as a fully-cooperative activity, which seems to be harmful for
supporting the Coevolution, as we have underlined in [2]. Therefore, we
are studying the possibilities and limitations of these technologies, in order
to use them in the scope of our work, even if, due to the nature of the
available components, the application field will certainly differ from the
one we are currently focused on, namely software development.

Conclusion

As software development is today a strongly cooperative activity, we fo­
cused in this paper on the means that can support it. We have been work­
ing for many years in the CSCW research domain, trying to take benefit
from SHS theories, especially the Activity Theory (AT). This work has led
us to identify the crucial need for tailorability in cooperative environments,
and to define the Coevolution principle. By studying several platforms
broadly used by developers, we have identified their shortcomings, in line
with the stakes defined in the CSCW field. Therefore, we have proposed a
solution that consists in an extension of the Eclipse platform which is al­
ready broadly used for software development, but which does not integrate
the cooperative dimension of such activities at a global level.

Basing on results coming from the AT and on Eclipse properties, we
propose a model of activity and a meta plug-in that contextualizes the ac­
tivities supported by plug-ins. We aim at creating a tailorable support for
managing the inter-activities and setting up the Coevolution: the system
must support software development cooperative activities and its own co­
operative (re)design (meta)activity, while fostering crystallization and
sharing of the experience developed by its users. Our proposition brings
several levels of tailorability, that are intended both to end users and to us­
ers which have developed more advanced skills concerning our platform.

Although it already provides a tailorable support for the inter-activities
management, our proposition needs to be developed further and to be
tested in real situations . We have to work on raising its abstraction level. In
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order to achieve this, we plan to pursue our efforts and to look closer at the
problem of the semantic associated to components (plug-ins, lavaBeans or
Web services) available on the Internet. Indeed, even if there exist solu­
tions trying to palliate this problem, one must agree that most of the exist­
ing component models are intended to software developers, whereas the
results of studies in many fields show that the means for discovering, and
dynamically and finely integrating tools would be useful for end users, as
it would take into account in situ their emergent needs.
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Introduction

Studies show that Information Systems Development (ISD) projects do not
fulfil stakeholder expectations of completion time, quality and budget.
Ovaska's (2005) study shows that development is more about social inter­
action and mutual understanding than following a prescribed method. Sys­
tems development is a social process where interactions help to make
sense of the reality within which the system is developed (Hirschheim et
aI., 1991). Research concentrates on methodology when in fact method
may not be the primary problem. Authors have called for further research
to investigate the true nature of the current systems development environ­
ment in real organisational situations (Fitzgerald, 2000).

Advances in technology, availability of resources and globalisation has
lead to development teams spread across countries and continents. These
virtual teams suffer from the lack of face-to-face contact necessary for ef­
fective operation. The literature lacks a coherent framework that addresses
the problems faced by virtual ISD teams. Consequently, a preliminary
conceptual framework for effective virtual ISD is presented in this paper.
The paper is organised into several sections, the first outlines the paradig­
matic influences on methodologies, the use of virtual teams for software
development and the impact of virtuality on the tasks necessary to perform
ISD. The later section describes the use of socialisation tactics to improve
the effectiveness of these teams and poses future research questions.

ISO: A Review of the Literature

The information systems development discipline has a history that includes
the constant creation and redevelopment of methodologies. Systems devel­
opment in the 1960's resulted in a 'software crisis'. In response, ISD ap-
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proaches emerged that aimed to help the development process by meeting
costs and time constraints. Iivari and Hirschheim (1996) define an ISO ap­
proach as a category of methodologies by common features. It has con­
cepts and principles originating from a paradigm and can comprise of one
or more methodology. A methodology or method is a set of goal-orientated
procedures supported by tools and techniques.

Research supports the principle that established paradigms exist in the
ISO discipline. Hirschheim and Klein (1989) highlighted the influence of
implicit and explicit assumptions on ISO. These assumptions influence the
process of seeking and dealing with information. Each ISO approach
brings with it epistemological assumptions relating to the generation and
acquisition of knowledge, and ontological assumptions relating to the rep­
resentation of the physical and social reality within which we exist. Further
studies conducted provide a comprehensive breakdown of the alternative
paradigms (Avison and Fitzgerald, 2003) . These challenge the paradig­
matic foundations of the early approaches. Providing an alternative to the
functionalist view of information, the positivist epistemology and the
structuralist view of organisations. However, many methodologies still fall
under the functionalist paradigm and continue to consider social issues a
lesser priority than technical issues. ISO in practice uses methodologies in
a pragmatic way (Fitzgerald, 1997). This involves the use of tools and
techniques that are appropriate to the situation. Methodologies alone will
not result in successful ISO; it is necessary for the practitioner to have cer­
tain skills. The following competencies are essential for ISO; communica­
tion, negotiation, business knowledge and the ability to establish interper­
sonal relationships (Lee et aI., 2002; Tan, 1994). The prioritisation of these
competencies may be influenced by the paradigmatic assumptions, relegat­
ing social competencies in favour of technical ones.

Advances in technology, availability of resources and globalisation has
lead to development teams spread across countries and continents. Since
the late 1990' s the virtual team as an organisational model is more and
more popular (Cramton and Webber, 2005). In the context of this paper, a
virtual team exists across organisational boundaries and performs interde­
pendent tasks with responsibility for the outcomes. Geographic dispersion
is inherent of a virtual team, resulting in a reliance on technology-mediated
communications to accomplish tasks . The majority of virtual team com­
munication exists through email, voicemail, fax, teleconference, videocon­
ference, online collaborative tools and telephone. Teams may meet face-to­
face but the coordination and collaboration of work carried out bears a
heavy reliance on technology . An understanding of problems encountered
by virtual teams helps to appreciate the impact these problems can have on
ISO competencies.
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ISO Competencies and Virtual Team Complications

By definition, communication in virtual teams must take place predomi­
nantly through computer-mediated communication (CMC). Communica­
tion and coordination are identified as key contributors to the success of
ISD (McManus and Wood-Harper, 2003). Habermas's critical social the­
ory of the 'ideal speech situation' forms the basis for Hirschheim and
Klien's (1994) theory that if rational discourse takes place through clear
communication, discussions would be more effective. Rational discourse
involves two or more individuals communicating without deceiving them­
selves or others. Deception or distortion occurs due to linguistic barriers
such as limitations of language, and social barriers such as inequalities of
power and education or resources. The elimination of status, position, class
or appearance through email or teleconferencing helps to reduce social bar­
riers. Linguistic barriers may be reduced through improved social ties
(Cramton and Webber, 2005). Social ties develop through the sharing of
information that is local to the team members ' context along with con­
straints and differences across locations. These social ties create familiarity
and understanding between team members thus increasing levels of inter­
action, the ability to express information, and correctly interpret feedback
from others . It is more likely that virtual teams be effective when members
have strong social links . Those teams that do not have strong links require
more structured management and coordination (Kiesler and Cummings,
2002).

Virtual teams depend on the written word as one of the main forms of
communication. There is much literature on the negative affects of CMC
on the written word. (Mannix et aI., 2002; Sproull and Kiesler, 1991) . Par­
ticipants interpret a message through the meanings of words as well as fa­
cial expression, body language and intonation. These indicators of mean­
ing are lacking in CMC. Problems of mutual understanding between team
members, differing interpretations of the meaning of silence, the constant
unequal distribution of information, misattribution (Cramton, 2001), group
identity (Armstrong and Cole, 2002) and conflict (Mannix et al., 2002) can
occur as a result.

A lack of situational knowledge can cause participants to reach inaccu­
rate conclusions regarding the behaviour of others. The human instinct is
to attribute behaviour to a person's personality rather than their situation .
Virtual teams are often groups of people who have not worked together in
the past. Group identity is slow to develop and in some circumstances,
members do not feel part of the group at all. Virtual teams encounter more
frequent and faster developing forms of conflict than proximate teams
(Sproull and Kiesler, 1991) and allow conflict to linger due to the lack of
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face-to-face interaction normally used to recognise and resolve conflict.
Conflict during ISD can lead to delays in decision-making. Virtual teams
may lack the ability to demonstrate and develop their competencies in
communication, negotiation and interaction as they lack knowledge of
other's skills, perspectives, interpersonal styles and work environment.

This paper concentrates on applying socialisation theory to the virtual
ISD team context. The key problem areas for virtual team members are
team solidarity, equal dissemination of information, trust, conflict and mu­
tual understanding. Many of these problems cause failures in ISD but are
significant benefits of socialisation theory. The following section describes
the socialisation process and the tactics available to the virtual ISD team.

Socialisation in the Context of ISO

Socialisation is the process of 'learning the ropes' through training, men­
toring, role models and other tactics (Schein, 1988). Organisational so­
cialisation concerns the assimilation of newcomers into the organisation
i.e. learning what is important in the organisation in terms of task, behav­
iour and role. Work group socialisation relates to familiarisation with the
work and social environment within which the newcomer conducts their
work. A new member must learn the value system, norms, and appropriate
behaviour of the work group . According to Schein (1988) "the speed and
effectiveness of socialization determine employee loyalty, commitment,
productivity, and [staff] turnover". The initial emphasis during the 1960's
was that the organisation demonstrates and ensures compliance by the
newcomer to the rules and procedures of the organisation through the so­
cialisation process. This view then developed into a socialisation process
that could be designed through the use of tactics developed by Van
Maanen & Schein (1979) to produce particular outcomes. Studies con­
ducted in the late 90' s show strong links between these tactics and per­
formance outcomes. Mignerey et al (1995) linked specific socialisation
tactics with communication and attributional satisfaction, demonstrating
that socialisation is needed for effective communication.

The concentration of research has been in the area of organisational so­
cialisation. Researchers of work group socialisation Moreland and Levine
(1999) believe that socialisation occurs primarily in work groups and that
it has a stronger impact on the behaviour of most employees. Research also
provides findings that support this argument, for example an early study
found that daily interaction with peers was the most important factor in
helping newcomers to feel effective (Louis et aI., 1983). Ostroff and
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Kozlowski (1992) found that newcomers relied primarily upon the obser­
vation of others, followed by supervisors and co-workers as a means to ac­
quiring information. Given the current trends in organisational team work­
ing, there have been recent calls for further research in the area of work
group socialisation (Ahuja and Galvin, 2003).

Van Maanen & Schein's (1976) organisational socialisation model has
been tested and its findings offer an explanation of how particular tactics
influence the role orientation of newcomers. The use of tactics therefore
may influence the ability to communicate, understand and interact thus af­
fecting the success of ISD. This paper attempts to add to Van Maanen &
Schein's (1976) theory, by applying it to the development of information
systems in the virtual team environment. Following on from this line of
enquiry this paper posits that the use by a virtual team 'of the chosen meth­
odology will affect the socialisation tactics used, as the methodological as­
sumptions, epistemology and ontology will influence the process of so­
cialisation and the choice of tactics. It may also be the case that
socialisation tactics influence the use of the methodology. The following
section unpacks these tactics in relation to a virtual ISD team. This model
has received little attention from ISD theorists but may have some theo­
retical power in determining effective socialisation tactics during the ISD
process.

Collective vs. Individual

Collective socialisation occurs when a group of new members collectively
share the same experience for example, training or induction. Individual
socialisation involves each new member experiencing socialisation inde­
pendently of others as in apprenticeships. Collective socialisation results in
cohesiveness and collective understanding through the sharing of the ex­
perience. This can lead to the establishment of a history, something that is
typically delayed for virtual teams (Armstrong and Cole, 2002). Stage
(1991) describes methodologies as tools that allow knowledge to be stored,
systematised, disseminated and exchanged. Collective socialisation would
encourage team members to collectively identify the ways in which they
intend to use the tool as a means to store or disseminate knowledge. Col­
lective socialisation is a tool that can improve the shared understandingbe­
tween virtual team members. Individual socialisation encourages inde­
pendent behaviour and the ability to use one's own initiative. Teams
working towards a common goal require a degree of independence. How­
ever interdependence and the formation of trust within a team are essential
to functioning effectively.
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Formal vs. Informal

Formal socialisation occurs when new members are set aside from the rest
of the organisation and put through experiences specifically designed for
the new members. This is to clarify the role of the new members within the
organisation. Informal socialisation tactics do not highlight the newcomers
role specifically, nor demonstrate the difference between the new member
and existing organisation members (Van Maanen and Schein, 1979). New
roles are learned through experience on the job and work assignments.
Formal tactics are used in situations where it is important that new mem­
bers learn the correct attitudes and values associated with their new role.
Teams using methodologies based on the functionalist paradigm require
team member roles to be clear and established early in the project ; ana­
lysts, programmers and testers are designated specific responsibilities. Re­
search shows that virtual teams have difficulty identifying who is part of
the team (Mortensen and Hinds, 2002). Formal tactics can be used to es­
tablish an understanding of team roles and responsib ilities. Informal tactics
require the new member to be the instigator of socialisation, seeking out
the information. Consequently mistakes can be costly as the information
may be incorrect and require face-to-face meetings to rectify the problems
caused (Van Maanen and Schein, 1979).

Sequential vs. Random

In most professional training, there are events or steps through which the
candidate progresses, at the end of which they take on the professional
role. Sequential socialisation refers to the degree to which the organisation
specifies a sequence of steps leading to the intended role. Random sociali­
sation involves unknown steps that lead to the role (Van Maanen and
Schein, 1979). ISO teams may benefit from a sequence of training steps
that, when completed, provides the team member with the skills to perform
in their given role. This may include training in communications, problem
solving, ISO methodologies and the problem domain technologies.
Wegner's (1986) work on transactive memory demonstrates the need to
share knowledge amongst team members. When team members know
more about each other, the planning of work, the anticipation of behaviour
and the assigning of tasks is more effective (Moreland and Levine, 1999).
Random socialisation could result in varying abilities and skills of team
members in the same role. In a co-located environment, the lack of skills
would be apparent through face-to-face meetings. In ISO, the interdepend-
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ence between tasks requires collaboration. The assumption is that the other
team members have the skills and ability to perform.

Fixed vs. Variable

Fixed or variable socialisation determines the degree to which the organi­
sation has the steps of the socialisation process timetabled. Fixed socialisa­
tion allows the new member to know exactly when and for how long each
step will take. Variable socialisation provides the new member with some
idea of the timetable but it is not precise or fixed in any way. ISD exists in
a changeable environment with uncontrollable factors affecting the move­
ment of resources. Many ISD projects now are of a shorter life span
(Fitzgerald, 2000) and the use of fixed timetabled steps may be limited .
However, variable socialisation tactics do not instil cohesiveness and soli­
darity within a team. If the timetable for socialisation is not clear then ISD
team members may be hesitant to converse freely with each other. The es­
tablishment of trust in co-located teams is linked with the strength of iden­
tification with a group and its members (Kramer et aI., 1999). Research
found that socialisation, communication and participation practices create
an environment that is both controlled and trusting (O'Leary et aI., 2002).
In a virtual team, members must collaborate with unfamiliar team mem­
bers. Fixed socialisation tactics may help to create a trusting environment
where virtual ISD teams can work effectively.

Serial vs. Disjunctive

Serial socialisation occurs when an established member of the team acts as
the role model for the new recruit. In this way the teams norms , attitudes
and behaviour pass to the new recruit. Disjunctive socialisation is when no
role model or established member is responsible for the new recruit (Van
Maanen, 1976). Mentoring for team members involved in ISD may help to
create greater understanding of the problem domain , the application of a
methodology and the approach to problem solving. Extreme programming
involves constant interaction and sharing of information. This method
could be adapted to incorporate mentoring functions . However, the lack of
visual observation inherent in virtual teams, impedes distance mentoring
(Armstrong and Cole, 2002) Distance-mentoring techniques such as pro­
gramming while being observed on-line and collaborative analysis may be
suitable for ISD. It may be the case that disjunctive socialisation is com­
mon due to the infancy of the virtual team as a new organisational work
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unit. Many of those joining a virtual team may in fact have never worked
in that type of environment previously and therefore cannot act as mentors.

Investiture vs. Divestiture

This tactic determines the acceptance or rejection of the new members per­
sonality and attitudes through positive or negative support by the estab­
lished members of the organisation (Jones, 1986). Investiture socialisation
aims to accept and confirm the positive benefits gained through the new
member's personal characteristics. The investiture tactic says to the recruit
"We like you just as you are" (Van Maanen and Schein, 1979). The or­
ganisation or team in this instance does not want to change the new mem­
ber. Carefully selected members will already conform to the set of beliefs
and attitudes established by the team. Divestiture socialisation aims to dis­
confirm the perceptions and beliefs a new recruit holds. Jones (1986) ar­
gued that divestiture tactics lead new members to question situations and
evaluate the influence of established members on their perception of a
situation.

Socialisation Framework

Figure 1 is a conceptual ISO socialisation framework developed by the au­
thor. It represents the reciprocal relationship between ISO methodologies
and socialisation tactics, highlighting their affect on ISO success. This is a
working theoretical framework that is to be informed by a future pilot
study. The key practical implication of this framework is to support the es­
tablishment and effective operation of virtual ISO teams using methodolo­
gies and socialisation tactics. The framework categorises socialisation tac­
tics and methodologies into structured and unstructured. The choices made
in these areas affect the success of virtual ISO.

There is a danger that development teams concentrate on the methodol­
ogy in terms of deadlines and documentation to the detriment of convers­
ing with users, and understanding their needs (Wastell, 1996). The com­
bined approach of methodology and socialisation is a new area of
investigation. There is a need for future empirical work to support the the­
ory that socialisation in virtual ISO teams will benefit the use of method­
ologies and the success of ISO.
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Virtual Team Environment

ISO Methodology Use

Structured: Methodologies used
in a formal structured manner
following the process completely.

Unstructured: Mixed method­
ologies, pragmatic use of tools
and techniques, in-house
methodologies.

Socialisation Tactics

Structured: Collective, Formal,
Sequential, Fixed, Serial,
Investiture.

Unstructured: Individual,
Informal, Random, Variable,
Disjuncture, Divestiture.

Fig. 1. Information Systems Development Socialisation Framework

Conclusion and Future Research

Development teams are required to work effectively together in order to
maximise the benefits of using an ISD methodology. Virtual team research
has shown that many problems exist for those teams working in a virtual
environment (Hinds and Kiesler, 2002; Sproull and Kiesler, t 99 t ; Sproull
and Finholt, t 990). It is important that the social aspects of development
are recognised in the field of ISD research and considered in the use of
ISD methodologies. People, not methodologies, develop information sys­
tems. Many ISD methodologies concentrate on the technical, rational and
functional aspects of development without concentrating on the contextual
use of the method. Situations occur where face-to -face meetings are not
feasible, predominately written communication occurs. Task assignments,
status reports, checklists and specifications are examples of technical in­
formation available to all members of an ISD team. This type of informa­
tion is easy to distribute across computer mediated means and the content
is less ambiguous than subjective descriptions of requirements (Ahuja and
Galvin , 2003). Social information is more difficult to transmit and is typi­
cally learned through observation (Ostroff and Kozlowski, 1992). New­
comers require social information to understand the team norms, attitudes
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and values. Without the socialisation of team members, miscommunication
and inaccurate understanding or interpretation of documents may occur.
ISD is a complex process during which coordination and excellent com­
munication is essential.Evidence suggests that virtual teams are not social­
ised enough during the ISD process to gain the maximum advantages of
being virtual (Cramton and Webber, 2005; Ovaska, 2005).

Past research in the virtual team arena has concentrated on small teams
of students. This research aims to extend the generalisability of the study
by using organizational teams thus reducing the data base bias. This study
recognises the social nature of lSD, where the virtual team continuously
interacts throughout the creation of the information system. A pluralist ap­
proach that recognises both the subjective nature of reality through mean­
ings and interactions, and the objective nature of reality through facts and
measures is appropriate to this study of the social aspects of ISD. The in­
fluence of the positivist paradigm may be seen in the collection of data on
the methodologies and tactics used. The interpretivist paradigm will influ­
ence the collection of subjective data on the outcomes and changes in the
team's interpersonal relationships. Consequently, it is clear that both quali­
tative and quantitative methods are appropriate to this study. The next step
is to take the theoretical framework for ISD socialisation and test it in the
field.
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Introduction

Today importance of providing software design that as much as possible
corresponds to an initial requirement is well known. It can save a lot of re­
sources, which is extremely important in nowadays environment when a
competition among software companies becomes higher and higher.

There are a lot of papers that concentrate on an automated design check
and a design verification from a "programming" point of view, i.e. if this
can be programmed, for instance Dinh-Trong (2004), and much less about
design problems that arise due a lack of a communication between a de­
signer and a product manager, although some exists - see Rauterberg and
Strohm (1992) . Usually a communication problem is examined from a cul­
tural difference point of view that could be also a reason of a communica­
tion gap, but there are more and more companies , which are distributed
among two or more locations and this physical distance, from our point of
view, could be a reason of even a bigger communication gap. Here we are
not going to research a case when the product manager is not willing to
communicate (share information) with others. This is an obligatory re­
quirement.

In this paper we use a "product manager" term to identify a person who
is responsible for defining a task and setting requirements. There are dif­
ferent names for this person in different methodologies and therefore you
can call him using another term, but it will not change anything in the
scope of this paper. Usually this person is acting as a software company
customer representative. He or she usually has a very deep knowledge of
an area where software to be applied and has a small or none knowledge of
software design and programming. This person is a key figure in deciding
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if designed software corresponds to user needs or to defined requirements
for a software project.

In this paper we research what are common communication problems
and how it is possible to overtake them. We also give an overview of two
real companies having such problems and ways they try to solve those.

Environment

Nowadays globalization and European Union allows decentralizing a
software company. Reasons of that can be the following:

• Cheaper software production for a decentralized company;
• Unequal distribution of a skilled personal (programmers etc) and market

on which a product can be sold;
• Decentralizing due buying a company locating in another geographical

place;
• A company daughters/branches have to work together, for example, ini­

tially each group was independent but starting from some moment they
have to integrate their software. Quite often such daughter-companies or
branches that work on the same project are called "sites";

• Globalization of operations, i.e. need to extent business to other coun­
tries;

• Need to cooperate with partners in other countries, integrate software
etc.

There are a lot of companies that moved their software either to East
Europe, India, Chine and other geographical areas with low development
costs or offshore. We will analyze two companies later in the "Case com­
pany analyses" section, which are very good representatives from some of
those groups.

Product manager in both cases are acting in different countries in com­
pare to location of software designers. Usually product managers locate in
a country or countries, where a product is sold or where the central com­
pany management locates. A common characteristic of those cases is an
existence of a certain distance between those key persons. This distance
restricts possibilities to communicate or in other words produce some
communication gaps that we will review in the next section. Of course
usually companies use to get together a team to have a product meeting
during which requirements are discussed and set. Even in this situation the
distance is still there after a meeting and can play its negative role. Among
others, it might be a lot of small things that will require communication
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like discussing on the details that were uncovered during the initial meet­
ing. Those meeting cannot be a "treatment" also for cases of applying "it­
erational", which is described by Boehm (1988) and Reed (1999), or ex­
treme programming with frequent releases.

Communication Gaps

Communication gaps for the decentralized company basically are pro­
duced by a physical distance between a product manager's workplace and
a designer's workplace. The designer in this situation cannot just walk to
the program manager office, talk face-to-face and ask to review software
or do other things the designer needs to be done.

Besides such a distance force them also to communicate in a "none­
visual" manner that usually makes a communication between two different
people much more problematic. Generally there is always a problem in the
communication between any two persons that are explained by a differ­
ence in experience, skills, available information, life's and work's envi­
ronments and culture backgrounds. A lot of researches also prove that
"visual" feedback is a very important communication channel between any
persons. Different articles say that it provides from 20% to 40% of infor­
mation - see Hadelich et al. (2004) or Ludlow and Panton (1995). So,
lacking of "visual" feedback of an opponent reaction makes the communi­
cation problem deeper since so important information is hidden.

Another common problem is an impossibility of a "full" communica­
tion, like to draw a diagram immediately, show by hands a data flow on it
etc. There are different software vendors that try to solve this problem by
software targeted to share applications or painting applications, but this
software sometimes cannot be used. For example if a person does not have
an access (now or at all) to such application or network communication is
pure. Besides those applications are lacking functionality i.e. do not pro­
vide all we need.

So far we have identified the next "communication" problems that can
arise in the decentralized company:

• Impossibility to do/force to do something if it is needed;
• Loss of information during a communication, for example by using

"none visual" channels;
• Inability to use some types of actions to explain , like to show a printed

document, to draw a diagram right now etc.
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All those reasons cause a certain probability that a design will not corre­
spond to requirements .

Communication Problems from Software Design Point of
View

We have identified during our research and experience in some companies
that listed earlier communication problems can produce the following "de­
sign" problems while are applied to the software design area:

• Time lag / delays in the communication process

Under the "time lag" term we mean certain pauses in the communica­
tion between a product manager and a designer that occurs after a question
is sent and before an answer is received. Those pauses are a very common
issue when an offline communication is used and there is no way to avoid
the offline communication since online mode (phone etc.) cannot be use by
some reasons . Especially it is true for companies, which branches are op­
erating in significantly different time zones. Besides some questions need a
time to thing about an answer or to collect additional information and
therefore cannot be answered immediately. The size of the time lag could
be from hours to days or even weeks. This slow down the communication
and decrease wishes to ask some detail - due that the design in details
could be significantly "faulty".

• Inability of a product manager to provide a full info

- Restriction due need of impersonal communication
- Product manager does not have a complete picture of a desired sys-

tem and this problem is not identified due problems in the communi­
cation

- Pure requirements' documentation that leaves enough space for mis­
interpretations

This is a case when the communication problem makes general problem
of a pure specification much deeper. The problem of transferring correctly
information from the product manager to the designer exists because some
information is lost due impersonal communication, time lag etc. If the
product manager has an incomplete picture then his ability to explain
something to the designer reduce dramatically, especially in the imper­
sonal communication. Beside product managers tend to leave some details
unspecified to have enough space to maneuver later.
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Another problem can be in different understanding of the same terms or
design elements , which is also sometimes quite common.

All those reasons lead to incorrect, incomplete design.

• Inability to force reviewing of a design or a code

A common problem for designers locating far away from a product
manager is inability to force the project manager to do things that have to
be done. Project managers usually are very busy persons and tend to post­
pone any activities that are asked remotely, i.e. if nobody is rushing into
the office and ask if a code or design was reviewed. The smallest conse­
quence of that is a delay of the project release, and the bigger one is need
to redesign and rebuild it partly or even fully. In the worst case reviewing
is postponed as much as possible and problems are explored in the day be­
fore a release day.

• Unexpected changes of requirements in the middle of a project

If you are not working on a site when those changes are growing, then
you could be the last person, who will be informed that there is a decision
to do some changes. Being on a big distance means not to hear things dis­
cussed among main office workers . It also means not to be asked some
"simple" questions that will later be a core of a project change just due in­
ability (different time zones) or "complexity" of sending emails in com­
pare with such an "easy" question/detail that is discussed.

An effect of this unexpected change in the middle of a project could be
different. Sometimes it means that you have to redesign fully a system and
this case is quite common - circa 25% of unexpected changes from our
practice were those . Other changes force to review and change the design
that can lead in the end of ends to a total mess in the design documents. If
such changes occur in the end phase of a project then it is common to
make the design to correspond to software than vise versa.

• Pure communication between different sites involved into the same de­
sign work

It could happen if persons involved into the design persons are never
met before face-to-face and therefore they are not so strong in the commu­
nication .

Any particular company could have its own set of the listed problems.
Moreover by a Pareto principle it is highly probable that the company will
benefit mostly from solving circa 20% of those problems, while remaining
80% will not be so important.
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Possible Ways to Avoid or Solve Communication
Problems

Here we are giving an overview of methods to solve or avoid problems
listed earlier.

• Define rules and good practices, define processes in the development as
clear and simple as possible

The most common problem is lack of rules and good practices that de­
mand to document some phases of the design process. If nobody is respon­
sible for reviewing a design or such responsibility is shared among two or
more persons then nobody will do it and errors that are easy to fix on first
stages will become a problem later. Those rules should be as clear and as
simple as possible. There is no need to produce an unhelpful bureaucracy.
Besides, worker should be informed on those rules or trained to follow,
otherwise those rules will not work. The best case is when workers are in­
volved into formulating them since then they will surely follow rules they
made, they will know while it is done in one or another way etc.

• Each specification has to be rewritten by your using your wording and
send back to verify that you have understood everything correctly

Nothing can be written correctly if you do not understand what you are
writing. So, if the designer does not have enough information then he will
not be able to reformulate requirements using own wording. Besides such
reformulation can also force the designer to think or plan already on a
functional requirements stage and it will help to identified missed / un­
specified issues.

• Force to underwrite a project specification - especially your/designer
variant.

The designer has to ensure that his document was read and accepted. It
will secure his future work from product managers' sentences like: "Well,
really we have planned to do it in another way and we have explained it to
you!". If the design corresponds to the underwritten specification then each
design change should be seen as a reformulation rather that fixing design­
ers errors. There is also an advantage for project managers as well since
such document make him to:

1. Rethink functional specifications basing on different formulations of
those;

2. Develop own communication skills if the designer misunderstood any­
thing.
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• Iterational development, shorter development circles

Divide your project into a set of steps/iterations, for example, ones a
month . As the output of each development iteration, the development team
has to release a part of software (iteration's features) and ask the product
manager to review it. In some case the rule could be that the product man­
agers need to make a demo of working system to the customers. This is an
instrument that could help to identify design errors as soon as possible.
Prototyping is a one example of iterational development, although the it­
erational development extends iterations to the whole project, while proto­
typing mean just an isolate iteration on the project start stage. Besides cus­
tomers and the product manager fill much more comfortable since they
have a better understanding of the work progress.

The iterational software development as an instrument to prevent/check
design errors requires setting rules forcing product managers or customers
to review the software, otherwise design will not be validated.

Another advantage of that: requirements defined for one month work is
much clearer than the same specification for one year work.

• Regular meetings between designers and product managers handling the
list of open issues .

Daily 30 minutes meeting with the clear list of follow up for each par­
ticipant till the next meeting the day after . All the clarifications on re­
quirements like a detailed description of the workflows need to be docu­
mented for the future reference.

• Better preparations for each meeting

- All the documentation needs to be distributed in advance before the
meeting.

- Everybody should think about goals and review previous meeting
notes to find, which issues are pending.

- Good timing for the meetings with respect of the time difference.

Generally saying, each meeting participant should be ready to solve
problems. He or she should not be too tired or sleepy, should have enough
information and have to do his/her home work. Some informal phrases
during such meetings could improve the communication between sites, al­
though face-to-face meetings of course are much more efficient if those
can be held.
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Case Company Analyses

Unfortunately we are not able to provide full names of companies to be de­
scribed due confidentiality reasons. From another point of view, those
companies are very typical and therefore this extends our examples to
hundreds similar companies.

Company IIA" - a Small One

This company is a quite small one and was decentralized since its market
is located in West-Europe and skilled (and cheaper) developers were found
in Eastern Europe. The number of workers during the researched period is
23.

This company is a small one and therefore is using its small size to be
flexible and quick in reactions. Unfortunately such strong side of the com­
pany is also its weakness. We have identified the following problems be­
fore we started to consult them:

• Quite often a design was compromised because of wishes to have a
"flexibly" design - a lot of projects had unfixed details even on the de­
velopment phase.

• Product managers have to be salesmen as well and are involved into dif­
ferent projects, therefore their responses/reviews used to be quite ran­
domly distributed in a time frame from a day to weeks.

• Lack of rules and requirements on the documentation.
• Sometimes requirements are "unstable", i.e. in each forth project re­

quirements were reformulated and this led to redesign of the project.

The goal of this company is not to lose its flexibility and simultaneously
improve the software development process to reduce improperly spent
time on a work that has to be redone later due errors in a design or changes
in requirements. It means that they need to prevent or avoid errors in the
design or errors in requirements as much as possible, i.e. decrease need to
redesign due errors, but still have a possibility to fulfill requirements de­
manded by customers during any phase.

The best "treatments" that we have identified for this case are:

• Defined rules and documents that should be complete during each step
of any project - this force all involved into a project think twice as well
as documents requirements details. "Project charter", a document that
concentrates specifications and design as described by Reed (1999), has
to be written by a designer and underwritten by a product manager.
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• The iterational model of software developing is applied - this helps to
be flexible, eliminate design errors on early stages , and provides possi­
bility to redesign software parts to be released later.

• Defined a special person at the product managers' office that should
help the designer to force product managers to review documents and
releases . This type of work does not require spending a lot of hours on
it.

Those routines helped the company to improve software development
routine and dramatically reduced "improperly" spent time increasing pro­
ductivity.

Company "B" - a Big One

This company operates globally and has a lot of branches. We are going to
describes problems and solutions that were used in a project managed from
US, designed and developed in Europe and co-designed and co-developed
in India (the project included an integration of India and Europe software
that used to be independent). The total size of a project team is around 250.

The strong side of the company is huge resources, quite skilled personal
and quite a good design work.

We have identified the following problems before we started to consult
them:

• Bad movement of information between sites.
• Bad communication between developers' teams.
• Design documentation is purely used that lead to rebuilding of it be-

cause of already written software (to meet a time schedule).
• Problem in communication because of sufficiently different time zones.
• Unexpected redesign s.
• A lot of pending issues that exist since team members are sending a

problem from one to another rather than solving it.
• As a result - slow developing, compromised design and a lot of errors.

The goal of our project was to change work habits, improve the com­
munication and reduce a number of problems in designs that affects later
time schedules.
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The following changes were done:

• Regular meetings are started to bring all together, solve pending issues
and improve the communication between team members and provide in­
formation to others as soon as possible. This also required a proper
choosing of a meeting time and a lot of forces to make all to prepare for
those meetings.

• Designers and developers ' leaders from all sites where asked to under­
write design documents and write opinions on that. That made them to
read and follow designs and number of the later design changes because
of already existing code was sufficiently reduced.

• Designers meetings (before each project start) are started. This brings all
together improving communication between team members, since they
can talk face-to-face. Besides each design is discussed a lot at the start­
ing point of a project and this improved a lot the quality of the design

Those procedures and rules helped to decrease a number of errors in a
project's design and decrease an overall software development time. The
number of stresses decreased also, and this improved conditions of their
work environment and also increased productivity and general satisfaction
of workers.

Conclusion

In this paper we have tried to identify what are common communication
problems between a designer and a product manager for a decentralized
company. The identified problems can easily lead to lose of time since im­
proper designed software will need to be rewritten. Today's software com­
panies' tight competition requires careful evaluating of the following
communication problems:

• Time lag / delays in the communication process;
• Inability of a product manager to provide a full info;
• Inability to force reviewing of a design or a code;
• Unexpected changes of requirements in the middle of a project;
• Pure communication between different sites involved into the same de­

sign work.

Besides we listed possible ways to solve such problems, although each
company should decide itself which of them can be applied for their case.
The following principles how to solve communication problems are identi­
fied:
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• Define rules and good practices, define processes in the development as
clear and simple as possible;

• Each specification has to be rewritten by you using your wording and
send back to verify that you have understood everything correctly;

• Force to underwrite a project specification - especially your/designer
variant;

• The iterational development, shorter development circles;
• Regular meetings between designers and product managers handling a

list of open issues;
• Better preparations for each meeting .

The last part of the paper contains two real examples of companies hav­
ing such problems and descriptions how those problems are dealt with.
Applying those principles to the reviewed companies helped them a lot.
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Introduction

It is evident that document is the central concept in any archive, and the
basic task is to make these documents searchable and retrievable. Textual
documents can be full text indexed therefore they can be searched with the
help of very efficient search engines like Google, however non-textual
documents as still images, moving images, sounds or mixed audiovisual
documents require associated textual information , metadata to make search
possible .

Several document definitions and metadata exchange schemes can be
found for all types of documents . However, when we started to design the
information system for the Hungarian National Audiovisual Archive
(NAVA) that was established to be the digital legal deposit of the Hungar­
ian related broadcast audiovisual programs, we have to face some inevita­
ble problems. The main questions were : how to define the bibliographic
unit, the document in broadcast environment and which standardized
metadata scheme can serve most efficiently the archival processes?

This paper describes the selection process that lead to the multilevel,
multidimensional document model and classified metadata scheme that
proved to be adequate both for archival and retrieval purposes . The con­
cepts introduced can be useful for all kinds of document archives to extend
their capabilities.

Basic Data Model

The audiovisual archive 's bas ic data model is very simple. The three main
entities are the Document, Agent and Event. There are relations defined
between Document and Agent (e.g. Writer, Director, Actor), between
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Agent and Event (got a prize), Document and Event (about the 2nd World
War). And there are also internal relations among Document, Event and
Agent.

Fig. 1. The basic data model

Using this simple model and applying the principles of the Dublin Core
Metadata Initiative a data structure of more than a hundred tables was de­
signed. That is very useful for precise description and refined search, how­
ever metadata association is not an easy task. To exploit the strength of the
model, efficient support should be provided for the archivists. In the case
of Agent and Event the techniques of authority lists could be adapted,
however the document concept and the document-document relationship
has to be revised for broadcast audiovisual content.

What is a 'Document'?

Studying reference works and searching the web, several definitions can be
found for the concept of the document. The large number of definitions
shows that the problem isn't solved yet.

Problems with Document Definition

Let us see some typical approaches for document definition :

• "A document is a writing that contains information" [1]
• "A physical entity of any substance on which is recorded all or part of a

work or multiple works" [2]
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• "Recorded information or object which can be treated as a unit" [3]
• "An information resource is defined to be anything that has identity" [4]

Any definition referring to writing is inadequate for audiovisual mate­
rial. Physical objects also can hardly be associated to documents in a digi­
tal environment, because storage systems with hundreds of terabytes ca­
pacity don't make the physical distinction of logical units possible. The
last two definitions use the tricky solution of the problem: the obscure
concept of 'document' is defined by the similarly obscure concept of ' unit'
or ' resource' , respectively.

Conventional archives like libraries have already solved some definition
problems with series and periodicals or compound volumes , but they have
the book, the physical object as a starting point. In the case of broadcast
audiovisual programs only the practically infinite media stream can be
considered as physical reality, all program items can be identified techni­
cally as a time interval in the stream by a more or less arbitrary human de­
cision. Broadcast items are typically multiple level compounded docu­
ments, and can be elements of several series, so the solutions used by
librarian practice can be used only partially. Preliminary program guides
can help to select basic units of the stream, but these guides are usually not
exact by time and not detailed enough . Human processing time for the
audiovisual units is critical, because the stream flows, so the birth of new
documents is continuous. However filling the transmission time with all
original items is almost impossible for the broadcasting companies, thus
replaying, reusing of items is a general practice, so the number of docu­
ments to be processed is less than it can be expected by technical calcula­
tions .

To summarize the broadcast document model requirements, it has to be
able to:

• Define exact technical parameters, because recorders and encoders do
need exact commands, algorithms.

• Enable multilevel hierarchy or relations to make any level of itemization
possible.

• Support processing by the exploitation of document-document relations,
identity, similarities and inheritance.

Identifying Documents in Broadcast Environments

For a real archive a practical, method oriented definition is have to be
given, omitting undefined or obscure concepts.
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The birth of a document is its first transmission, broadcasting to the
public. The document's source (by the definition of the DCMI [4]), so the
recorded sub-stream itself technically can be identified by the frequency,
the transmission network (including geographical location) and the time
interval. The first two parameters can be considered as static (at least
rarely changing), so the key issue is the determination of the time interval.
In NAVA the raw recordings are available for about ten days (then the cy­
clic buffer overwrites unsaved data), so the time for archiving limited.

As the first step, to take the authors intention into account, the program
guide's items are used as the rough selection points. It has to be men­
tioned, that the program guides don't include any reference to the adver­
tisements, program recommendations that wedged between program items,
so the staring points of the interval van differ significantly. By the defini­
tion used in our archive, the first level document starts at the beginning
frame of the program item and lasts until the first frame of the following,
preliminary announced program item. The first level of the document de­
limitation often includes several foreign parts and most often defines a
multilevel compounded document. The basic metadata are associated to
the first level documents based on preliminary information, so at the end of
the first step practically an interactive program guide is obtained.

After the first step we arrive to a decision point. Because the capacity of
the storage system, and therefore the processing time is limited, we have to
decide that a certain first level document has to be included in the long
term archive or not. If the preservation is refused, the processing is fin­
ished, but if it is enabled (the program is considered as Hungarian related,
and not yet processed), the first level document is stored in the long term
archive (to be retained for 'eternity'). Obviously valuable data can be lost,
because seemingly neutral program items can contain Hungarian relations
(contributors, locations, events), or the already processed document occurs
in a definitely different context, but we have to live with this limitations.

The second step is the further partitioning of the selected first level
documents. We have now more time, the selected first level documents are
retained for ever. Generally the selected document has several compounds.
According to our model these compounds can be selected as parts of the
whole document, and treated as new, independently described documents
inherently related to the parent document. (The relation type determines
the metadata inheritance or import rules.)

After the second step, since the document is archived, third, fourth and
more steps can be done for more and more refine the resolution to reach
the desired level.
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item1 item2
Program flow

Fig. 2. Document identification process

The document hierarchy is illustrated on the figure. This simple exam­
ple shows that a single news magazine can generate dozens of documents
with different staff, different subject, different structure, however sharing
some common properties . Extrapolating this tendency to a 24-our program
flow, we can calculate with hundreds of separate documents on a single
day, on a single television or radio channel, each has its own metadata set.

What does Metadata Describe?

Metadata provide information about information (or more precisely data
about document) by definition. Several standardized metadata schemes ex­
ist such as MARC in libraries or Dublin Core in the world of digital docu­
ments. Metadata are classified by Gilliland-Swetland [5] as administrative,
descriptive, technical, preservation and use categories. However the men­
tioned examples stand mainly for the descriptive metadata class. In an op­
erational environment other metadata categories arc to be used intensively
to control workflow, or standard descriptive metadata are associated with a
new meaning.

It was mentioned earlier that in audiovisual broadcast archives the time
factor is of the key success factors due to the enormous quantity of docu­
ments. A lot of human effort can be saved by the utilization of the relations
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among documents . Even in the librarian world the role of document­
document relations is increasing. The number of pre-defined relation types
is growing [6], or additional document levels are defined to join docu­
ments that cannot be hold together using the one level model [7].

In the following chapters we give a few examples on the utilization of
the Relation metadata field for enhancing effectiveness of processing but
maintaining the original meaning as well.

Relation traditionally means a semantic connection between things (of
course between documents), however it can serve as a very efficient tool
also to help managing (making suggestions or even automatical filling)
metadata values, and on the contrary, the similarities in metadata values
can suggest the existence of a special relation between documents .

Document Relationship - Virtual Documents

Virtual documents are documents that have metadata, but no essence in the
digital repository , virtual documents are pure metadata sets that are not as­
sociated directly to a media stream.

Using virtual documents can play extremely useful role in describing
periodicals and series. If a program has a regular staff, and it runs daily,
the staff has to be filled at the virtual document level and different series
members inherit these metadata through the IsMemberOf relation type.
Only the specific characteristics (guests, subject) have to be recorded for
the actual item. For example the metadata of Star Track can be normalized
like a well structured relational database using three hierarchy levels
minimizing human processing time, and minimizing the number of poten­
tial errors.

Fig. 3. Inheritance from series
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The same hierarchical structure , but a theoretically different situation
can be found in the four-level document model of the International Federa­
tion of Library associations [7]. This model distinguishes stages according
the logical distance from theoretical authoring (Work) through the materi­
alization process (Expression, Manifestation) to the physical object (Item).
In broadcast archives replays can be considered as items of the same Mani­
festation, so all metadata of the Manifestation level except timing can be
inherited to items through the IsExemplifiedBy relation. The several
(shorter or longer) versions of a commercial are examples of the Expres­
sion to Manifestation relationship, like different editions of a novel. The
associated relation is IsEmbodiedIn and almost all metadata can be inher­
ited except duration and time. The application of the Work to Expression
relationship often goes beyond the limits of the audiovisual archive . The
IsRealizedThrough relation can link documents that have the same origin.
Several treatments (drama, ballet, orchestral music) of the story of Romeo
and juliet can share the same content description using the Work concept.
The Work, Expression and Manifestation are always a virtual documents,
the only physical entity is Item.

expression1

expression2

manifestation11

manifestation12

manifestation21

Fig. 4. The Work-Expression-Manifestation-Itemlevels

The utilization of logical document relations and inheritance is very use­
ful to shorten processing time (and save storage capacity), but there is no
common rule for the extent of inheritance. From case to case the fields to
be inherited and the fields with prohibited inheritance have to be carefully
selected.
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Document Types - Document Templates

Virtual documents described in the previous chapter were applicable if
there were a logical, intentional, strong relation between documents. This
means, that not only the metadata structure, but subset of metadata values
is the same. However there are slight relationships that also can be ex­
hausted.

The Type metadata, as used by DCMI, is used to determine the proper­
ties of the content. In the Dublin Core Type Vocabulary a general, but
rather course typology is given restricted only for the basic types. In the
case of audiovisual content Type is often associated more or less with
Genre. In the practice of broadcast companies the theoretical genre and the
intended audience is often confused. The European Broadcasting Union's
PIMETA project [8] gave a clear vision and a four dimension encoding
scheme to solve these problems. The following dimensions were sepa­
rated:

• the broadcaster's intention,
• the formal structure,
• the content and
• the relevant groups.

If we study the programs of the same or similar formal structure, several
similarities can be noticed also in the main metadata groups and fields.

Determining and considering the formal structural type of the document,
common templates can be used. These templates utilize only a small part
of the whole model, so filling fields is much easier and faster. At the appli­
cation level document templates can be derived from real documents, re­
taining only the filled fields of the model.

Looking for Similarities - Embedded Search

The methods described in the previous chapters are usable only if the ar­
chivist has the knowledge of the essential logical or the formal relations.
Certainly this knowledge develops after a while, but the large number of
documents makes the decisions difficult. The content management system
of our archive helps this process by software tools.

Let's suppose that the archivist responsible for a program item doesn't
recognize any essential or formal relations, considers the document as a
standalone, new item and starts to fill the fields of the entire model. After
completing the formal section of metadata set a background process starts
and looks for similar documents. If a certain correspondence is found a
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special relationship and a document template is offered to the user. The
keyword is the'certain correspondence'. The adequate measure of similar­
ity should be derived from best practice, however the categories can be
presented according to the model.

Table 1. Cases of similarity

Corr~~p~~_~~E.~~ _
Same format fields are filled
Same values in the same fields
Similar values in content fields

Conclusion

Technig~!_~!~_la_t_io_n _
Same Type
Serial member or Same Item
Expressions or Manifestations of the
same Work

One of the main problems of the operation of audiovisual archives rises
from the large number of individually retrievable documents. This large
number arises from the nature of broadcasting, the use of complex, multi­
ple level compounded program items. However analyzing the structure and
the elements of the program flow several identical or similar documents or
document variations can be found.

Based on the document-document relation models borrowed from the
librarian practice and adapted for broadcast environment, an efficient tool
was conceptualized and experimentally implemented to help archivist to
recognize and utilize relations, and spare processing time, reduce database
size and minimize storage capacity without any restrictions to the usability
of the archive .
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New developments in the area of computer-aided system engineering
(CASE) greatly improve processes of the information systems develop­
ment life cycle (lSDLC). Much effort is put into the quality improvement
issues, but IS development projects still suffer from the poor quality of
models during the system analysis and design cycles . At some degree,
quality of models that are developed using CASE tools can be assured us­
ing various automated model comparison, syntax checking procedures. It
is also reasonable to check these models against the business domain
knowledge, but the domain knowledge stored in the repository of CASE
tool (enterprise model) is insufficient (Gudas et al. 2004) . Involvement of
business domain experts into these processes is complicated because non­
IT people often find it difficult to understand models that were developed
by IT professionals using some specific modeling language.

From our point of view one of the most promising techniques to verify
Class model (CM) against the business domain knowledge is the business
rules (BR) approach (Ross 2003, Dorsey 2002, Hay and Healy 2000) .
Business rules are among the main elements composing the core of struc­
tured business domain knowledge; moreover, BR can be understood and
therefore verified by business domain experts. However, clearly expressed,
formalized BR are still not commonly used in novel CASE systems.

As far as BR are not realized as a separate component of the CASE sys­
tem repository, there is no possibility to uniquely identify and use them in
other phases of the ISDLC. Another reason is that most of the CASE tools
are mainly based on the modeling languages that are not well suited for BR
modeling. UML is the most widely used object-oriented modeling lan­
guage and it also lacks support for business rules modeling (Haggerty
2000). Nevertheless, it should be pointed out that the OMG group has al-

I The work is supported by Lithuanian State Science and Studies Foundation ac­
cording to Eureka programme project "IT-Europe" (Reg. No 3473)



204 Tomas Skersys and Saulius Gudas

ready begun an initiative to find ways of BR integration with the OMG
standards (UML and MDA in particular) (OMG 2002, OMG 2003).

The approach for BR integration in the IS development process was al­
ready proposed in (Skersys and Gudas 2004). This paper is focused on the
principles of BR-based UML Class model verification . The Business rules
meta-model, extended UML Class meta-model are presented, and formal­
ized steps are developed to verify an extended UML Class model.

Business Rules Meta-model

For BR representation and management activities it is essential to store BR
in a separate Business rules repository (Herbst and Myrach 1997, Kapocius
and Butleris 2002, Plotkin 1999). None of the analyzed repository models
provide a mechanism for structuring BR, i.e. there are no constructs for the
decomposition of business rule to its atomic elements defined in those re­
positories . Moreover, for the purposes of IS development the BR reposi­
tory must be integrated with other business objects via constructs of the
Enterpri se model (EM) (Gudas et al. 2004, Skersys and Gudas 2004).

Business rules meta-model defines the structure of BR repository
(BRR). Proposed BR repository model is depicted in Fig. 1.

Fig. 1. Business rules repository model (UML notation)

Constructs of the Business rules repository model are as follows:

• BRlnformal, BRStructured represent BR written in natural language and
structured (formalized) forms respectively. Informal BRs (BRlnformal)
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are gathered from the sources (Actor) within the organization. A struc­
tured BR (BRStructured) is extracted from the informal rule (informal
BR may be transformed into one or more structured BR). Structured BR
may have events (Event) that initiate this rule, and pre-conditions (Con­
dition) that must hold true in order to process the rule. A rule is a part of
an information activity (lnfActivity) that is also the element of the En­
terprise model (EM elements are darkened in Fig. 1) (Gudas et al.
2004) .

• BR is a composition of certain elements (BRElement) . Elements may be:
- Business rule itself (BRStructured);
- Term (BRTerm) - a word or phrase that is relevant to business;
- Fact (BRFact) - a statement that asserts a relationship between two

(or more) terms;
- Reserved word (BRResWord) - a reserved symbol , word or phrase

that has particular, well-defined meaning in a business rule;
- Value (BRValue) - a particular symbolic or numerical value in a

business rule;
- Action (BRAction) - an action that can be performed with business

object.

In the context of this paper two features of BRResWord will be used:
Meaning and Type. Values assigned to Meaning can be Relationship or
Feature; values of Type can be Association, Aggregation, Composition or
Generalization .

• We propose to structure BR using a predefined system of templates
(Sec . "Business rules formalization using templates") . Therefore, BRR
model contains elements aimed to implement this feature : Template
(Template), Template element (TempElement) . Template includes ele­
ments of the following types : Value (Value), Reserved word tRe­
sWord), Action (Action), Fact (Fact), Term (Term), Business rule
(BR) .

• Business rules templates have to be classified in order to define their
structure. This classification is close to the ones presented in (Von
Halle, 2001, Kadir and Loucopoulos 2003) .Type of the template itself
is defined by the Type: Computation (Computation), Inference (Infer­
ence), Action (Action) , Constraint (Constraint) , Structural (Structural).
The classification of templates coincides with the classification of
business rules (Table 1).

The BR repository presented in Fig. 1 plays a major role in the BR­
based Class model verification process.
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Table 1. The classification of business rules

Type

Term
Fact
(Structural)
Constraint

Inference
Action
assertion
Computation

Definition

A word or phrase that is relevant to the business.
A statement that asserts a meaningful relationship between two
(or more) terms .
A statement that specifies a mandatory feature of the busine ss
entity .
A statement where logic operations are used to derive a new fact.
A statement that defines conditions for the initiation of a certain
business action .
A statement that derives a value of the fact by using a certain al­
gorithm .

Business Rules Formalization Using Templates

Today most of the IT specialists agree that one of the major problems in
the area of IS engineering is the communication gap between the business
people and systems developers (Ross and Lam 200la). Communicating
requirements through the formalized business rules narrows this gap.

Business rules structuring using templates is an acceptable way of BR
formalization (Skersys and Gudas 2004). National (i.e., Lithuanian) lan­
guage-based templates were developed with respect to the basic recom­
mendations on BR templates construction (Ross and Lam 200lb, Reeder
2002) - this is important in order to reach maximum compatibility with the
English-based template analogues. Consequently, this will let to minimize
efforts of mapping structured BR to other formalized forms and reach the
implementation level of the rules. Business rules templates were developed
on the basis of elements that define the structure of the Template (Tem­
p/ate) in the BR repository model (Fig. 1). Basic structures of the classi­
fied BR templates (EBNF notation) are as follows:

<Template_Fact>::=<Term><ResWord><Term> - template for a Fact;
<Template_Constraint>: := «Fact>I<Term>)<ResWord> {[<ResWord>]1 [<Re­

sWord><Value>]} [«Fact>I<Term>I<Value»] - the template for a Constraint;
<Template_Inference>: :=<ResWord><Fact><ResWord>(<Fact>I<Value»

[{<ResWord><Fact><ResWord>(<Fact>I<Value» }]<ResWord><Fact> <Re­
sWord>«Fact>1 <Value» - the template for an Inference BR.

<Template_Action>: :=<ResWord><Fact><ResWord>(<Fact>I<Value»
[{<ResWord> <Fact><ResWord>(<Fact>I<Value» }]<ResWord><Action>
«Term>kFact>kBR» - the template for an Action BR.

<Template_Computation>::=<Fact><ResWord>«Fact>kValue»{[<Res­
Word> «Fact>kValue>)l} - the template for a Computation BR.
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Extended UML Class Meta-model

Objects and classes are core concepts for the object-oriented (00) system
analysis and design, and a Class model is the most often used model for
visual representation of static aspect of classes . Class models in 00 meth­
ods are typically used: as domain models to explore domain concepts; as
conceptual/analysis models to analyze requirements; as system design
models to depict detailed design of 00 software (Ambler 2003). Class
model is also a part of OMG standard, namely Unified Modeling Lan­
guage (UML). Class model in UML-based CASE systems serves as a main
source of knowledge for the development of information system prototype:
database specification, graphical user interface (GUI), application code.

OperationArgument
0."

0 ,:

Fig. 2. Extended UML Class meta-model (UML notation)

However, from our point of view it is important to note that UML meta­
model does not have sufficient set of constructs for business modeling.
The construct of business rules is also omitted UML meta-model even
though BR is recognized as one of the main aspects of business modeling .
We have proposed extended UML Class meta-model (Fig. 2) that is based
on the core of the UML meta-model, but also incorporates constructs from
the Enterprise meta-model (Gudas et al. 2004) and BR meta-model (see
Sec. "Business rules meta-model" and (Skersys and Gudas 2004) for more
details on BR meta-model).

Constructs of the extended UML Class meta-model are as follows:
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• Class model (ClassModel) is composed of the model elements (Mod­
eIElement). Class model elements can be either classes (Class) or rela­
tionships (Connector) that relate these classes to each other. Each rela­
tionship has at least two connection ends (ConnectionEnd) and also may
have some constraints or structural rules (Rule) that specify that rela­
tionship.

• Traditionally, classes have attributes and operations. We enriched con­
struct Class with certain subtypes: Process, Flow, Actor and Function.
Such classification is based on the specification of the Enterprise model
introduced in (Gudas et al. 2004). The classification of classes is not a
new idea - P. Coad's UML modeling in color (Coad et al. 1999), Ro­
bustness diagrams are just a few examples. Techniques that classify
classes pursue certain practical goals. In our case this classification is
made in order to make a close link between the business environment
(Enterprise model) and the IS design models (in this case, extended
UML Class model).

• Classes of type Flow may have states (FlowState).
• In our Class meta-model each class may have attributes (Attribute), but

the operation level (Operation) is specific only to the Function type
classes. Construct Operation represents algorithmically-complex opera­
tions (Coad and Yourdon 1991), and algorithmically-simple operations
(such as Create, Connect, Access, Release) are not modeled in order to
reduce the complexity of the class models. Classes of type Function are
at some degree similar to the controller type classes in Robustness dia­
grams. Class' attribute (Attribute) may have number of constraining
rules (Rule).

• Class operation (Opperation) is composed of actions (Action) and may
have arguments (OperationArgument) and conditions (OperationCondi­
tion) that must be true in order to fire the operation.

• Structure of the action may contain certain data items (Dataltem) from
the Data base (BD) of the system. Action represents single business rule
(Rule) of type Computation, Action assertion or Inference (Table 1).
These rules may have certain conditions (RuleCondition) that need to be
true for the business rule to fire out. Rules may be triggered by the
events (Event).
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UML Class Model Development Using Business Rules

Mappings between BRand Class Meta-models

Building the Class model (CM) for a problem domain is among the main
objectives of the 00 software development. Nevertheless, there is still no
clear, well-developed process proposed to help the software engineers
solve this problem successfully (Dong et aI. 2003, Wahono and Far 2002).
It is a common practice when system designer develops models of the sys­
tem by analyzing earlier created models and relying on his own experience
and knowledge about the problem domain . In other words, transition from
stage to stage in the ISDLC is done empirically. In such situation model
verification and approval by business domain experts becomes a very im­
portant activity . Yet there is no CASE tool or method that could propose a
sufficient technique of UML CM (or other IS model) verification against
the business domain knowledge approved by business expert.

Making reference to the OMG's Model Driven Architecture (MDA)
(Mellor et aI. 2004), verification of the Domain model (in our case repre­
sented as a Class model) must be done on the platform-independent level,
and this is the level where business rules naturally reside.

Table 2 presents relationships between the Business rules meta-model
(BRMM, Fig. 1) and extended UML Class meta-model (CMM, Fig. 2).
This is done by showing how elements of the BRMM map to the elements
of the CMM (q>: <BRMM> ~ <CMM».

Table 2. BRMM to CMM mappings (BRMM ~ CMM)

BR meta-model element Mapping

<BRMM.BRStructured> <pI
<BRMM.Condition> <p2
<BRMM.Event> <p3

Extended UML Class meta-model
element

<CMM.Rule>
<CMM .RuleCondition>
<CMM.Evenl>

Formalized business rule (CMM.Rule in Table 2) can be applied either
to specify (or constrain) attribute of the class or relationship between two
specific classes, or to specify the action (in platform independent manner)
that is a composing part of the operation of the class . In the Class meta­
model (Fig. 2) construct Rule is related with the Attribute, Relationship
and Action via the aggregation relationship.
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Algorithm of Class Model Enhancement

The algorithm of business rules-based enhancement of Class model (CM)
represents the activities of model verification against the knowledge of
business domain and model augmentation. Knowledge of business domain
is expressed in a form of structured business rules. The algorithm is com­
posed of three steps:
• Step 1. Verification and specification of relationships among the classes

of the CM (Fig. 3). Missing relationships are identified and inserted into
the model during the interactive communication with model developer.
Additionally, the model is augmented with the roles that classes play
communicating with each other; types and cardinalities of these rela­
tionships are also specified. Business rules of types Constraint and
Structural (Fact) are used in the first step of the algorithm.

• Step 2. Verification and specification of classes' attributes (Fig. 4). At­
tributes are verified against the Constraint and Structural (Fact) type
business rules. Missing attributes are also identified and assigned to the
classes of CM.

• Step 3. The composition of classes' operations (methods) is defined in
the third step. In traditional and object-oriented IS development methods
business logic is usually buried within lines of application code - this
causes a lot of problems in rapidly changing business environments
(Skersys and Gudas 2004) . In business rules-extended IS development
process every line of code that expresses business logic can be identified
and tracked. This can be achieved because these lines of procedural
code are the implementation of particular business rules that are stored
and managed separately from the application code itself. Computation,
inference and action assertion business rules compose the core of appli­
cation . On the platform independent CM development stage we suggest
to fill the content of the class' operation with structured rules repre­
sented in platform independent manner . Such specification can be elabo­
rated and transformed into procedural code in later stages of ISDLC.

Principles of the first two steps are presented in Fig. 3 and Fig. 4 respec-
tively; the first step is also illustrated with example in section "Description
of the Algorithm".

The example is written in English. However, in real situation problem
domain should be specified and modeled using national language, in order
to reach the best understanding among business experts and system devel­
opment team. In general, the proposed BR repository allows the construc­
tion of BR in any language.
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[1.31 The specification of
the Rolethat KO) playsin
the relationship R with K2.

[1.2] The creation of the
relationship R between KG)
and K2 in CM.

The following conditions must L..----"::::'"
holdtruefor the selected Facts:
- the 1stTerm.Name= KO).Name;
- ResWord.Meaning = "Relationship'.

""
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Pre-conditions:
- InitialClass model(CM) is developed and stored

in the CASE Repository (Classes of the CM will
be presented as a set KO in thisalgorithm);

- BR Repository (BRR)is filledwith rules;
- Variables; i=1, j=1.

Fig. 3. Business rules-based specification of relationships among the classes of the
Class model

Pre-conditions: " ______
- InitialClassmodel (CM)is developed and stored

in the CASE Repository (Classes of the CM will
be presented as a set KO in thisalgorithm);

- BR Repository (BRR)is filledwith rules;
"- Variables; i=1, j=1. "

The following conditions must I --­
hold true for the selected Facts:
- the 1stTerm.Name= KO).Name;
- ResWord.Meaning = "Feature'.

i=1;j=j+1 i=i+1

,/-I~-tl;;r~-;~~h-\

... attributeA in KO) \ [2.2] The creation of attribute
: whereA.Name= 2nd }- NO-' A for the class K(j).
\ Term.Namein the ...

\, FactF(i)? /
' -------f------.--' ------------~

YES This step is based
on the specification
of Constraint type
rulesfrom the BRA.

\
\

C1C2 [2.3] Settingof constraints for
l.'~---.....---....----4..f--------lthe attributeA of class KO).

Fig. 4. Business rules-based specification of classes' attributes of the Class model

Description of the Algorithm

Let's consider BR repository filled with business rules (Table 3) and the
initial Class model which we want to enhance (Fig. 5). The presented set
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of rules is just enough to illustrate the main principles of the algorithm.
The enhanced Class model is depicted in Fig. 6.

Table 3. List of business rules stored in BR repository

No.
1.1
1.2
1.3

2.1

2.2

3.1
3.2
3.3

4.1
4.2

Business rule
Shipping department performs Product ship­
ment.
Shipping department reports to Head office.
Product shipment is performed by Shipping
department.
Workload schedule is composed of exactly
three Scenarios.
Scenario belongs to exactly one Workload
schedule.
Scenario has a feature Scenario ID.
Scenario has a feature Scenario instructions.
Scenario has a feature Estimated duration.

Scenario Scenario ID is unique.
Scenario Estimated duration must be greater
than zero.

Comments
List of Facts describing
relationships and roles
among business objects.

List of Constraints de­
scribing cardinalities of
relationships among
business objects.
This is a list of Facts de­
scribing features (attrib­
utes) of business objects
in the business domain.
This is a list of rules de­
scribing Constraints on
business objects' attrib­
utes.

Let us briefly go through the first part of the algorithm (Fig. 3):

• Step 1.1. A set of Facts F() is selected from the BR Repository. Selected
Facts are related with a certain class K(j) of CM through the Fact's first
Term Name; second condition is that the Meaning of the reserved word
ResWord of these Facts is "Relationship ".

• In our case let us assume that K(1) = "Shipping department". Then
F(1): "Shipping department performs Product shipment." and F(2) =
"Shipping department reports to Head office.".

• If there is a class K2 in the CM where the Name of K2 equals to the
Fact's Fii) second Term Name of the Fact F(i), one proceeds to the next
step. If there is no such K2 then the Fact F(i) is skipped and the next
Fact from the set F() is selected (F(i+/)) and the step is repeated.

• In our case only the Fact F(1) satisfies the condition. F(2) is skipped be­
cause second Term Name of the F(2) is "Head office" and there is no
such class "Head office" in the Class model "Schedule processing ".

• If there is a class K2, the algorithm checks if there is a relationship be­
tween the classes K(j) and K2 already exist in the Class model. If so , one
proceeds to the step 1.3, otherwise, step 1.2 is the next one.
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• In our case there is a relationship between the classes "Shipping de­
partment" and "Product shipment" therefore one proceeds to the step
1.3.

• Step 1.2. One proceeds to the step 1.2 when there is no relationship be­
tween K(j) and K2 in the CM detected and the suggestion to create this
relationship on the basis of F(i) is accepted by the system analyst. One
proceeds to the step 1.3 after the relationship between K(j) and K2 is
created.

• Steps 1.3, 1.4. The RoLe of K(j) in the relationship with K2 and the Type
of that relationship is characterized by a Reserved word (Res Word) in
Fti). The results of these steps are marked with tag 1 in Fig. 6.

• In our example ResWord Name of F(I) is equal to "performs " - this is
the RoLe that the class "Shipping department" plays in the relationship
with the class "Product shipment" . Type of the ResWord was "Associa­
tion ".

• Step 1.5. Cardinalities of the relationships among the classes are speci­
fied in Step 1.4. It is done on the basis of Constraint type business rules
stored in BRR. Constraints are selected using a simple condition - a rule
must implement some constraint between two business objects that are
represented as classes in the Class model. In our case Constraints 2.1
and 2.2 (Table 4) are selected because they implement constraints on the
cardinality of the relationship between the existing classes of the Class
model (see tag 2 in Fig. 6).

-, 1--- -
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-is composed of I I

Fig. 5. The initial UML Class model
"Schedule processing"

Fig. 6. The final UML Class model
"Schedule processing"
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• The inner cycle Cl of the algorithm (Fig. 3) closes with the conditional
check if all the Facts from the set F() are reviewed. Otherwise, one be­
gins a new cycle with the new Fact F(i+ J).

• The outer cycle C2 closes with the conditional check if all the Classes
from the Class model are reviewed. If not, one begins a new cycle with
the Class K(j+J). Otherwise, the first part of the algorithm is finished .

The second part of the Class model enhancement algorithm is depicted in
Fig. 4. Rules that are used in this part are also presented in Table 3 (rules
3.1-4.2). Results received after the execution of this part are marked with
the tag 3 in Fig. 6.

Conclusions

The UML meta-model does not distinguish business rules as a separate
construct. This makes it problematic to use UML as a modeling language
in IS development projects for agile, ever-changing business environ­
ments. In order to apply business rules-extended approach for IS develop­
ment purposes BR repository model and extended UML Class meta-model
were proposed and discussed in this paper.

We have provided a set of structured templates for business rules speci­
fication . The templates are used for business rules construction into for­
malized, national language-based sentences. This should break the lan­
guage barrier and improve the quality of communication between the
business people and system developers.

Basic steps of the UML Class model enhancement using formalized
business rules are described and fragmentally illustrated by example.
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Introduction

In recent years, increasing attention has been paid to the development of
domain-specific visual modeling languages (DSVLs). It is believed that
these languages can lead to an increase in productivity in the modeling ac­
tivity and contribute to the production of models that are more flexible, re­
usable and easier to maintain than models produced by using general­
purpose modeling languages (Tolvanen et al 2004). However, in order to
be effective, a DSVL must be defined taking into account the needs of its
client users. From their perspective, the use of the language should be sat­
isfactory in the following terms: (i) it should easy for a user of the lan­
guage to communicate, understand and reason with the produced models
(comprehensibility appropriateness); (ii) The language should be truthful
to the domain in reality that it represents (domain appropriateness) .

In this article, we present an ontology-based method for the evaluation
and (re)design of DSVLs that reinforces properties (i) and (ii) above. We
start by presenting the different elements of languages design, namely,
syntax, semantics and pragmatics. After that, we discuss the subject of
formal ontologies and its relation to each of these elements and present the
proposed method. Finally, we illustrate this method with the design of a
visual modeling language in the domain of genealogy.

Elements of Language Design

According to Morris (1938) a language comprises three parts: syntax, se­
mantics and pragmatics. Syntax is devoted to "theformal relation ofsigns
to one another ". In order to communicate, agents must agree on a common
communication language. This fixes the sets of signs that can be ex­
changed (syntax) and how these signs can be combined in order to form
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valid expressions (syntactical rules). The set of available modeling primi­
tives of a language forms the lexical layer and the language abstract syn­
tax (typically defined in terms of a metamodel) delimits the set of gram­
matically correct models that can be constructed using this language.

A syntactic item is essential to give a concrete and persistent status to
some information, but it is in itself, however, vacuous in terms of meaning.
Therefore, participants in a communication process must also share the
same meaning for the syntactical constructs being communicated, i.e., they
must interpret in a compatible way the expressions of the communication
language being used. Thus, to assign meaning to a syntactic sign, a map­
ping is necessary, between that sign and some entity in reality that it repre­
sents. The Semantics of a given syntactic item can then be defined as "the
relation ofsigns to real world entities they represent" (Morris, ibid.).

Whilst the abstract syntax defines the rules for the creation of well­
formed sentences of a given language, the vocabulary, or concrete syntax,
provides a concrete representational system for expressing the elements of
a given the domain. In sentential languages, there is a clear separation be­
tween vocabulary, syntax and semantics. The same does not hold for visual
languages. For example, a visual vocabulary may include shapes such as
circles, squares, arcs and arrows, all of differing sizes and colors. These
objects often fall naturally into a hierarchical typing which almost cer­
tainly constrains the syntax and, furthermore, informs the semantics of the
system (Gurr 1999). This idea is illustrated by Figure 1 below, in which
two different languages are used to express logical syllogisms. The senten­
tial language of Figure La and the graphical language of Figure I.b are
semantically equivalent. Despite that, the inference step that culminates
with conclusion (iii) is performed in a much more straightforward way in
the language of Euler's circles (Figure I.b).

@@@(i) AIIAoreB A
(ii) All B are C A
(ii) Ergo. onA oro C 8 .

(0) (b)

Fig. 1. Logical Syllogism represented in (a) a sentential language and (b) in the
visual language of Euler's Circles

This classic example shows how semantic information can be directly
captured in a visual symbol. Here a sequence of valid operations is per­
formed which cause some consequence to become manifest in a diagram,
where that consequence is not explicitly insisted upon by the operations.
This is because that the partial order properties of the set inclusion rela­
tion are represented via the similarly transitive, irreflexive and asymmetric
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visual properties of proper spatial inclusion in the plane, i.e. the represent­
ing relation has the same semantic properties of the represented relation .

In visual languages, intrinsic properties of the representation system can
be systematically used to directly correspond to properties in the repre­
sented domain. This can lead to major increases in the effectiveness for
performing specific tasks of the diagrams produced using this language
(Gurr, ibid.). The benefits that can be achieved by exploring the inherent
properties of representation systems (as well as the potential traps of ignor­
ing them) are derived from the relation between a representation system of
visual syntax and the human users interpreting that representation. Thus,
following (Morris, ibid.), if syntax refers to "the formal relation ofsigns to
one another ", and semantics to "the relation ofsigns to real world entities
they represent", then pragmatics refers to "the relation of signs to (hu­
man) interpreters ".

Ontology, (Meta)Conceptualization and Language

One of the main success factors behind the use of a modeling language is
its ability to provide to its target users a set of modeling primitives that can
directly express relevant domain abstractions. Domain abstractions are
constructed in terms of concepts, i.e., abstract representations of certain
aspects of entities that exist in a given domain that we name here a domain
conceptualization. An abstraction of a certain state ofaffairs expressed in
terms of a set of domain concepts, i.e., according to a certain conceptuali­
zation, is termed a domain abstraction in this work. Domain abstractions
and conceptualizations are intangible entities that only exist in the mind of
the user or a community ofusers of a language. In order to be documented,
communicated and analyzed they must be captured, i.e. represented in
terms of some concrete artifact. This implies that a language is necessary
for representing them in a concise, complete and unambiguous way. The
relations between these entities are elaborated in Figure 2, which depicts
the distinction between a domain abstraction and its representation, and
their relationship with the domain conceptualization and the representation
language . In the scope of this work the representation of a domain abstrac­
tion in terms of a representation language L is called a model or specifica­
tion and the language L used on its creation is called a modeling (or speci­
fication) language.

The position defended here is that a particular model ~ (produced in a
modeling language [,) is considered a adequate model of a domain abstrac­
tion jI if it preserves the structure of jI. Likewise, we can say that a model­
ing language L is appropriate to model a domain (j) according to a concep-
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tualization C of CD if £ allows model designers to build models 711 which
preserve the structure of the domain abstractions articulated with C. We
then advocate that the adequacy of a modeling language to represent phe­
nomena in a given domain can be systematically evaluated by comparing,
on one hand, a concrete representation of the worldview underlying that
language (captured by that language's metamodel) to, on the other hand, a
concrete representation of a domain conceptualization, or a domain ontol­
ogy. The truthfulness to reality (domain appropriateness) and conceptual
clarity (comprehensibility appropriateness) of a modeling language de­
pend on the level of homomorphism between these two entities. The
stronger the match between an abstraction in reality and its representing
model, the easier is to communicate and reason with that model.

repreMnted by

intefJlfe led as

rept'esented by

Modeling
Language

Fig. 2. Relation between conceptualization, abstraction, language and model

In Guizzardi et al. (2005), we have discussed a number of properties that
should be reinforced for an isomorphic mapping to take place between an
ontology 0 representing a domain CD and a domain language's metamodel.
These properties are briefly discussed in the sequel : (a) Soundness: A lan­
guage L is sound w.r.t. to a domain CD iff every modelling primitive in the
language has an interpretation in terms of a domain concept in the ontol­
ogy 0; (b) Completeness: A language t: is complete w.r.t. to a domain CD

iff every concept in the ontology 0 of that domain is represented in a mod­
elling primitive of that language; (c) Lucidity: A language £ is lucidw.r.t.
to a domain CD iff every modelling primitive in the language represents at
most one domain concept in o. (d) Laconicity: A language L is laconic
w.r.t. to a domain CD iff every concept in the ontology 0 of that domain is
represented at most once in the metamodcl of that language.

Unsoundness, Non-Lucidity, Non-Laconicity and Incompleteness violate
what the philosopher of language H.P.Grice (1975) names conversational
maxims that states that a speaker is assumed to make contributions in a dia-
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logue which are relevant, clear, unambiguous, and brief, not overly infor­
mative and true according to the speaker's knowledge . Whenever models
do not adhere to these conversational maxims, they can communicate in­
correct information and induce the user to make incorrect inferences about
the semantics of the domain.

In regards to the property of completeness, when mapping the elements
of a domain ontology to a language metamodel we must guarantee that
these elements are represented in their full formal descriptions. In other
words, the metamodcl :MiJ'of language L representing the domain ontology
o must also represent this ontology's full axiomatization. In formal,
model-theoretic terms, this means that these entities should have the same
set of logical models. In Guizzardi et al. (2005), we discuss this topic in
depth and present a formal treatment of this idea. The set of logical models
of 0 represent the state of affairs in reality deemed possible by a given
domain conceptualization. In contrast, the set of logical models of :MiJ'
stand for the world structures which can be represented by the grammati­
cally correct specifications of language L. In summary, we can state that if
a domain ontology 0 is fully represented in a language metamodel :MiJ'of
L, then the only grammatically correct models of £ are those which repre­
sent state of affairs in reality deemed possible by the domain conceptuali­
zation represented by o.

By representing a domain conceptualization in terms of a concrete arte­
fact (a domain ontology) we can systematically evaluate the adequacy of
existing modeling languages to represent phenomena in that domain.
However, we can also use the domain ontology as the starting point for the
design of new modeling language in that domain. In both cases, the objec­
tive is to reach a language metamodel which is isomorphic to an ontology
representing a conceptualization of that domain. When this isomorphism is
guaranteed, some pragmatic benefits are already achieved. However, addi­
tional benefits are achieved when another isomorphism is reinforced,
namely, between the language metamodel (describing the language's ab­
stract syntax) and the system of representations that forms the concrete
syntax of the language .

Take , for instance , the model depicted in Figure 3. As one can notice,
the models of Figures 3.a and 3.b are isomorphic. In this figure the arrow
symbol represents the subsumption relation between types . The dashed ar­
row symbol, in particular, represents a subsumption relation between two
different modes of type, namely, a kind (e.g., City) and a phase type (e.g.,
Town) (Guizzardi et al., 2004). Phases represent types which are instanti ­
ated by an individual only contingently (in the modal sense). A kind, in
contrast, is instantiated by its instances necessarily (again, in the modal
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sense). For instance, every instance of the type person must be a person,
i.e., it cannot cease to be a person without ceasing to exist. However, a
person can be a student in a world wand cease to be so in world w' with­
out ceasing to be the same individual (the same person). In this example,
the same city a can be considered a town in a world wand a metropolis in
w', but still maintaining its cross-world identity. Likewise, in Figure 3.b,
the color property of a geometric figure is considered one of its contingent
properties. Thus, a particular circular form is assumed to be able to change
its color while maintaining a continuous visual percept.

Geopolitical Region

/ \
Province City, ~,

<1' -,-' ' ....
Metropolis Town

(a)

Geometric Figure

/ \
Square Elipse

"," '-'....,
/ ,

Black Elipse While Elipse

(b)

IDvenjssel I
~Imarts~

-mi·
(c)

Fig. 3. Examples of (a) a illustrative domain ontology/metamodel; (b) a system of
visual syntax isomorphic to the metamodel in (a); (c) a particular valid model ac­
cording to (a)

This example highlights some important aspects of the approach dis­
cussed here. To start with, since ontologies are themselves models, they
must also be represented in a certain modeling language. Take for instance,
the small geopolitical regions ontology depicted above (Figure 3.a). In
terms of Figure 2, this ontology can be considered a representation of a
geopolitical regions conceptualization (upper-left corner), and isomorphic
to the metamodel of language for describing geopolitical regions (upper­
right corner) . A possible model in the language defined by this metamodel
(bottom-right corner) is the one of figure 3.c. This model represents a state
of affairs (bottom-left corner) in which there exists a province named
Overijssel, a city named Enschede, which is considered a metropolis, and a
city named Ootmartsum, which is considered a town.

However, if we put the ontology of Figure 3.a in the bottom-right corner
of Figure 2, then it can be considered as a valid model of a general ontol­
ogy representation language (upper-right corner), containing primitives
such as the (dashed) arrows in Figure 3.a. In this case, what should be the
domain-independent meta-conceptualization that this general ontology rep­
resentation language should commit to? We argue that it should be a sys­
tem of general categories and their ties, which can be used to articulate
domain-specific common sense theories of reality. This meta­
conceptualization should comprise a number of domain-independent theo­
ries (e.g., theory of parts and wholes, types and subsumption, identity, ex-
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istential dependence, etc.), which are able to characterize aspects of real­
world entities irrespective of their particular nature . The development of
such general theories of reality is the business of the philosophical disci­
pline of Formal Ontology. A concrete artefact representing this meta­
conceptualization is named a Foundational Ontology.

In a series of papers (e.g., Guizzardi et aI., 2004, 2005), we have em­
ployed the evaluation method discussed in this section to evaluate and re­
design the Unified Modeling Language (UML) for the purpose of concep­
tual modelling and ontology representation. Following this method, we
compare the UML 2.0 metamodel with a philosophically principled foun­
dational ontology. As a result we were able not only to propose a well­
founded modeling profile that extends the language, but also to provide
real-world semantics for the elements that constitute this profile.

The method proposed here evaluates the quality of domain-specific
modelling language W.r.t. a domain ontology. As a consequence, the qual­
ity of a modelling language strongly depends on the quality of the ontol­
ogy in which it is based. For this reason, the use of suitable ontology rep­
resentation language to create these domain ontologies plays an important
in this approach . Moreover, as illustrated in Figure 3, a representation lan­
guage which recognizes more subtle distinctions among domain concept
categories, allows for the construction of visual syntaxes which are also
sensitive to these distinctions, or as defended by Gurr (1999): the more we
know about a domain being represented, the bigger the chance we have of
devising pragmatically efficient languages for that domain.

In summary, the approach proposed here for domain-specific visual lan­
guage evaluation and re-design comprises of: (1) a number of properties
that should be reinforced for guaranteeing the isomorphism between: (i) a
domain ontology (representing the target domain conceptualization) and a
metamodel of the language; (ii) a metamodel of the language (defining its
set of valid models) and one representing its system of concrete visual syn­
tax; (2) a general ontology representation language that can be used to
construct these domain ontologies .

Example: A DSVL for the Genealogy Domain

In the sequel we illustrate the notions discussed so far with an example in
the domain of genealogical relations. A certain conceptualization of this
domain ean be articulated by considering concepts such as person, living
person, deceased person,father, mother, oflspring,fatherOfand motherOf
These concepts are related to each other and have their interpretation con-
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strained by axioms imposed on their definitions. Figure 4 depicts a domain
ontology representing a possible conceptualization in this domain. The
language used to represent this model is the ontologically well-founded
version of UML proposed in (Guizzardi et aI., 2004). The diagram on this
picture can be complemented by the following axioms: (a) A person x is a
parentOf person y iff x is fatherOfy or x is motherOfy; (b) A person x is a
ancestorOf person y iff x is parentOfy or there is a person z such that z is
an parentOfy and x is ancestorOfz; (c) A person cannot be its own ances­
tor; (d) If a person x is an ancestorOfperson y then y cannot be an ances­
torOfx; (d) If a person x is an ancestorOfperson y and y is an ancestorOf
person z then x is an ancestorOf z.
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Fig. 4. An ontology for the genealogy domain

By represent ing a conceptualization of this domain in terms of this con­
crete artefact we can design a language to express phenomena on this do­
main capturing characteristics that this conceptualization deems relevant.
For instance, according to this domain ontology, Person is an abstract type,
i.e., one that cannot have direct instances. This type is partitioned in two
independent suptyping structures:

• Man, Woman: this partition represents that every individual person (in­
stance of type Person) in the universe of discourse is either a man (an
instance of Man) or woman (instance of Woman). Moreover, due to the
«subKind» stereotype, it states that every man is necessarily a man (in a
modal sense). Analogously, the same applies to instances of Woman;
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• LivingPerson, DeceasedPerson: this partition represents that every indi­
vidual person in the universe of discourse is either a living person or a
deceased one. However, in contrast to the (Man.Woman) partit ion, an
instance of LivingPerson is not necessarily so (in the modal sense). That
is to say that for every x such that x is LivingPerson there is a counter­
factual situation in which x is not a LivingPerson, which in this case,
implies that x is a DeceasedPerson in this counterfactual situation .
Analogously, the same applies to instances of DeceasedPerson. These
facts are implied by the presence of «phase» stereotyped constructs and
the associated constraint in the modelling profile used that phases must
be defined in a partition (Guizzardi et aI., 2004).

A cross-relation of these two partitions give us four concrete types, i.e.,
types that can have direct instances, let us name them LivingMan, De­
ceasedMan, LivingWoman and DeceasedWoman. Every instance of person
in a given situation is necessarily an instance of one of these types. A suit­
able modeling language in this domain must have modelling primitives
that conform to these constraints. Other constraints on the possible models
according to this ontology include: that every offspring can have at maxi­
mum one father and one mother; the ancestorOf relation (defined to hold
between instances of Person) is irreflexive, antisymmetric and antitransi­
tive. The constraints captured in this ontology must be taken into account
in design (and evaluation) of a language to model genealogical relations.

By having a conceptualization (abstract entity) represented in terms of
domain ontology and, by applying the method discussed in section 3, one
can, in a precise manner, design a suitable modeling language for that
given domain. In this particular case, we are able to design a language £\

which structure is isomorphic to the ontology of Figure 4. The primitives of
this language are presented in Figure 5.

The following characteristics of language £ , should be observed: (i) the
language contain modeling primitives that represent all concrete classifiers
(LivingMan, DeceasedMan, LivingWoman, DeceasedWoman) and non­
derived relations present in the ontology (fatherO/. motherOj) . Conse­
quently, we can say that language is expressive enough to model all char­
acteristics of the domain that are considered relevant by the underlying on­
tology; (ii) there is no case of construct redundancy, construct overload or
construct excess; (iii) since the metamodel of this language is identical to
the ontology of Figure 4, the wcll-formedness rules in this metamodel also
includes the axioms of that ontology. In other words, the only syntatically
valid models in language £ , are those that represent state of affairs deemed
admissible by that ontology. As a consequence, the models depicted in
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Figure 6 (a-c) are not syntactically valid in £\. A valid model in this lan­
guage is depicted in Figure 6.d.
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Another aspect that should be noticed is how the ontology of Fig 4 con­
tributes for the pragmatic efficiency of £\. By explicitly considering the
ontological meta-properties of the domain entities (e.g., if they are instan­
tiated necessarily by their instances of not) we are able to account for other
direct aspects of visual syntaxes. In the case of language £(, the following
can be observed.
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Firstly, the types Man and Woman are kinds. This means that instances
of these types will continue to be so as long as they exist in the model. In
contrast, an individual man (or woman) can have the (intrinsic) properties
of begin alive or being dead in different situations. In language £), the
icons used to represent instances of Person maintain the stable visual per­
cept, which represents the dichotomy of the rigid types Man and Woman.
The phases living and deceased are represented as variations of this visual
percept, that is, the same visual percept can appear in different situations
as one of these two variations

Secondly, the types modeled as concrete Roles in the ontology are Fa­
ther, Mother and Offspring. Roles, like phases, are instantiated by their in­
stances only contingently . Moreover, roles are relationally dependent
types, i.e., individuals play roles only in a certain context or in relation to
another entity (Guizzardi et al., 2004). For instance, the same instance x of
Father can exist in another situation in the model without being a Father.
Moreover, to be a Father is to be a Man who has (at least) one Offspring,
i.e., for x to be a Father he must share a relational property with another
individual who is an instance of Offspring. In £), the Parent role is repre­
sented by the adjacency relation between the icon representing a Person
and the arrow-head of the symbol representing the parentOf relation. Addi­
tionally, the Offspring role is represented by the adjacency relation be­
tween the icon representing a Person and the arrow-tail of the symbol rep­
resenting the parentOf relation. This representation choice highlights the
dependency of these roles on relational properties. Moreover, it allows the
modeling that x qua Man maintains its identity in the scope of different re­
lations and across different situations .

Thirdly, the ancestorOf relation is represented by the above relation in
the plane associated with the arrow-path-connectedness, i.e., if x and yare
two persons who are path-connect and x is above y in the plane then x is
an ancestorOf y. The composed relation above-path-connect is also irre­
flexive, asymmetric and transitive, i.e., a partial order relation. These are
exactly the same meta-properties enjoyed by the ancestor relation. For this
reason, the conclusion that (x ancestorOf z) if (x ancestorOf y) and (y an­
cestorOf z) is directly inferred from (x is above-path-connected-to z) if (x
above-path-connected-to y) and (y above-path-connected-to z).

Final Considerations

In this paper we argue that formal domain ontologies are suitable as start­
ing point for the design of domain-specific visual languages. We present
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the different elements of languages design and discuss the relation between
ontologies and each of these elements. Additionally, we motivate the need
for an ontologically well-justified representation language for the purpose
of ontology specification and language conceptual metamodeling .

A number of formal ontologies have been developed during the years, in
several important application areas. Motivated by the Semantic Web, we
have seen a fast growth on the number of implemented ontologies as well
as a diversification of their application domains. We demonstrate that on­
tology engineering can make important contributions to the area of do­
main-specific visual modeling languages, and that a suitably represented
domain ontology can be used to: (i) provide real-world semantics for a
domain language modeling primitives; (ii) delimit the set of models that
should be deemed grammatically valid by that language, thus constraining
its abstract syntax; and (iii) inform important pragmatic properties that
should be reinforced by the language system of concrete visual syntax.
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Introduction

Work processes in any organization now fall into a spectrum that ranges
from predefined processes, through team based processes , to highly emer­
gent processes. Process characteristics change across the spectrum. Per­
haps one of the most important changes is that collaboration increases as
processes become more emergent, because more and more people get in­
volved at each process stage. These for example, include creation of new
products and services (Grant, 1996) where new expertise may be needed as
ideas evolve. There also tends to be increasing physical separation of peo­
ple both within and between organizations as such expertise may be at dif­
ferent locations. The tasks become more flexible as people discover new
ways to do things and goal congruency between the different process par­
ticipants diverges.

Another problem is that processes often use different kinds of technolo­
gies and are not easily integrated to focus on agreed organizational goals.
Thus predefined processes often use workflow technologies, whereas
emergent technologies are more likely to use communications technologies
such as e-mail or various kinds of groupware . Often such technologies are
difficult to integrate. This can lead to coordination problems as participants
in different processes are not aware of what is happening in other proc­
esses. One question is how to gradually introduce collaboration into organ­
izational processes and ways to integrate collaborative processes into or­
ganizational goals.

This paper addresses ways of integrating collaborative activities into
business processes by introducing a new perspective to collaboration . This
is to define a higher level concept, or composite object, known as an en­
gagement. Conceptually it can be viewed as a composite object (Shanks,
Lansley, Weber, 2004) that can be represented in terms of modeling con­
cepts such as entities or relationships. Users can set up engagements to
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reach local short-term goals within a longer term global context. An en­
gagement in this sense is usually a number of interactions that have a sub­
goal, which is part of a wider goal. Such a wider goal is accomplished
through a number of engagements. An engagement usually results in
someone sharing knowledge or using their tacit knowledge to interpret
some part of the current context or to make an intermediate decision. The
paper goes further to suggest that engagements will evolve as collaboration
intensifies.

There are a number of advantages of using such higher level concepts in
collaborative systems. One is to provide a social construct that can be eas­
ily understood. Another is to provide a high level object that can be used to
identify services at a macro level. Still another, which is shown in this pa­
per, is that engagements as particularly suitable as a way of integrating
processes . To achieve this goal requires a way to deliver services that sup­
port engagements across a spectrum of processes. The paper claims that
engagements provide a basis that ranges from predefined processes to
emerging processes. They can apply in local as well as mobile environ­
ments. They support communication at a macro level beyond the simple
exchange of messages that often characterize e-mail. An engagement is a
goal oriented communication that integrates a number of messages into the
one engagement. The paper, however, sees that support must be provided
to manage engagements and suggests agents as suitable for this purpose.

The paper will first describe why engagements can serve as a useful
concept in representing and supporting collaborative processes. It will then
provide a more formal definition of engagements and ways to identify
them during analysis and design.

Engagements as Part of a Process

The simplest definition of an engagement is two or more people sharing
their knowledge to achieve a defined although a short term goal. For ex­
ample, it may be something like resolving a conflict in a requirements
specification. We use the term engagement rather than interaction to imply
that an engagement includes more than one person and has a defined ob­
jective. It is also possible to view an engagement as a task. A task how­
ever can be almost any activity whereas engagements are restricted to col­
laboration. It should then be possible to create generic engagements that
can be easily customized to a variety of processes. A more detailed defini­
tion will be given later in the paper. The paper now describes how en­
gagements can be easily integrated into different kinds of processes.
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Increasing Collaboration in Predefined Processes

To see how engagement fits into a predefined process consider a normal
workflow. Figure I shows where engagements can be included in a work­
flow. In a simple workflow each task is usually performed often by one
person taking the task role. For example in Figure I where a requisition is
made, followed by approval, followed by a part order Usually only one
engagement is needed in each step, for example, between team leader and
member making a requisit ion. In general here the task and goal are well
defined. All participants at each task work to a common goal and hence the
kinds of services provided to support collaboration can also be well­
defined.

Simple workflow

Collaborative workflow

Fig. 1. Extending predefined flows

A more common situation is now one where the task requires some fur­
ther engagements or agreements between a number of people, each taking
a different role. Another example is claims processing, where more than
one person is usually involved in claims assessment. Here there is consid­
erable task complexity. As a result, there may be more than one engage­
ment needed to complete an assessment. They can include clarification
with claimant, getting an assessment, completing reports and so on. Mak­
ing a requisition is also an example but the engagement here is often a
simple one between a team leader and a team member.
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Extending Engagements to Collaboration between Tasks

Earlier research (Hawryszkiewycz, 1996), which reported support for
business network formation, is an example of team oriented processes in
an interorganizational context. A model of activities in business network
formation is illustrated in Figure 2. Brokers are contracted to facilitate the
formation of business networks to take advantage of a business opportu­
nity. Network formation includes three main activities, assessing business
opportunities, finding business partners to meet them, and making and
managing contracts between the business partners.

00

Salesperson Broker
Business
partner

4- Artifacts

Activities

Fig. 2. Conceptual Model of Business Networks

Each of the major activities is more complex than predefined processes .
Each activity can have more than one engagement and can involve a num­
ber of roles. The three activities, which are shown in Figure 2, are:

• Assessing business opportunities where external contacts notify brokers
of business opportunities. The major roles here were the broker, busi­
ness partner and salesperson,

• Finding partners, who may be willing to form a network to respond to
the opportunity . Here brokers explain the opportunities to the business
and suggest possible advantages to clients, and

• Managing contracts between business partners.



Engagements as a Unifying Concept for Process Integration 233

Figure 2 was the result of a first step in a study to design systems for
supporting business network formation . Each of these activities now con­
tains a number of engagements and participants can select services appro­
priate to the engagement. Further detailed work (Hawryszkiewycz, 1996)
on business networks led to the identification of engagements through a
questionnaire. Some of these, which are shown by oval shapes in Figure 2,
include notifying an opportunity, amending contract documents, or assess­
ing partner interest an opportunity. The difference from the predefined ap­
proach now is increased task and goal flexibility. This in turn means that
there are many more engagements as well as strong relationships between
the engagements, even in different activities . Often different kinds of ser­
vices are often chosen for each engagement requiring integration between
these services. The eventual strategy here concentrated on meeting broker
goals by developing a contact service and a portal service to post opportu­
nities.

Emergent Process

Finally emergent processes are generally those where engagements cannot
be grouped in a sensible manner. Here engagements tend to emphasize
people relationships .

Client group proposing
a roup tour

Q~~
Client

Overseas
agent

Fig.3. Engagements in arranging travel

Figure 3 is an example of the kind of engagements that exist when ar­
ranging travel. Here there are a number of roles basically responding to
events. These are now virtually event driven and the various participants
each within own goal respond to these events . The services are virtually
randomly chosen and rely on devices available to participants .
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Engagements - a More Formal Definition

The paper now defines engagements more formally. An engagement in this
paper is made up of a number of interactions to achieve a sub-goal within a
larger goal. For example, developing a common document may be an en­
gagement that involves many interactions, such as agreeing on a change,
editing and so on. Document development itself is one of the engagements
in the entire process. The approach proposed here is to identify communi­
ties and roles within these communities. We then define the communica­
tions needed between the different roles, and then go into detailed design
by identifying engagements followed by providing services to support
these engagements.

In theory an engagement can be seen as a composite object. It can be
described in a number of ways. One uses existing E-R semantics to illus­
trate the concepts although ultimately a more collaboratively oriented
presentation is preferred. The representation in terms of E-R models is il­
lustrated in Figure 4.

Fig. 4. Defining Engagements

Here an engagement includes number of roles having a number of re­
sponsibilities, which are carried out by actions supported by the engage­
ment. Any action must be consistent with the entire context and hence en­
gagement support must include integration with the organizational context.
Figure 5 is another example of engagements. There are two activities here.
One is where a student submits an assignment for assessment. The other
where the assessment is clarified to the student
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Role:

Artifact:
Assessments

Fig. 5. A concreteexampleof engagements in education

In summary the main engagement components are:

• Engagement with a defined goal such as "check a solution", or "get cli-
ent request",

• Roles responsibilities for responsibilities to realize the engagement goal,
• Actions define what must be done to accomplish the engagement goal ,
• Services, which are provided to allow users to carry out the actions.

These may be chatrooms, discussion databases,
• Artifacts that are used in the actions. These may include the private con­

text is what is directly needed to carry out the function, as well as arte­
facts in a global context, that may be used as background knowledge in
the engagement. .

A more fonnal grammatical definition follows:

Engagement: Engagement-name;
Engagement-goal: (Text with keywords);
Activity: activity where engagement takes place;
Engagement-roles: + {<role-name>,+ {<responsibilities>} };
Content:

engagement-content: + {<artifact-name>};
services: + {<service-name>};
+actions: {{engagement-artifact:+{artifact-name}}, {services:

+ {<service-name>} }, + {action: {+{<role-
name>},scrvices:+ {service-name}, information:+ {artifact­
name} };

There are also constraints and permissions, as for example, role pennis­
sions to access information, and what kind of access is permitted. The
kinds of semantics include:
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• Create-engagement,
• Invite people to take up a role,
• Add artefacts to the engagement,
• Alert people of actions taken by others in the engagement,
• Setup services to support actions in the engagement.

The engagement in this case can be seen as collaboration in the small
being carried out within a larger framework. The issues then are how to
subdivide a process into engagements while maintaining links to the entire
context.

Implementing Engagements

The most obvious implementation is to create a separate workspace for
each engagement, and then integrate the workspaces into the main work
process . Alternatively for emergent processes the implementation may be
as a set of workspaces sharing a common database. The workspace would
include the elements defined in Figure 4.

The workflow management coalition standards for workflows, for ex­
ample, include client interfaces, which could be realized as workspaces.
Collaborative applications are also realized as workspaces . We have for
example carried out a study of services needed by students working on
group projects. These include activities such setting up a learning plan, ini­
tiating learning activities, and supporting impromptu discussions.

Networking Engagements

In an organization wide solution a particular person may have access to a
number of workspaces. These correspond to the activities in which the per­
son participates . Each workspace deals with a separate activity . Thus there
may be one workspace called 'MyWork' which identifies all activities for
the participant. There are then a number of related workspaces. These in­
clude workspaces for different communities such as committees, work­
spaces for classes, or research projects.

Generic Engagements

One of our goals is to identify generic engagements that can be applicable
across many applications. The type of engagements will depend on the
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type of virtual organization. For example Carmel (1999) identifies a vari­
ety of engagements for software development. The high level engagements
primarily concerned with developing working relationships between dispa­
rate groups. These emphasize team building through building personal
bridges between sites and team governance including defining roles and
responsibilities.

A similar broadbased study by O'Hara-Devereaux and Johansen (1994)
identified a generic set of engagements for team building. These included :

• Orientation to determine the community goal within its environment,
• Trust building to develop confidence in working with other person,
• Goal/Role Clarification to subdivide the work among roles,
• Commitment of people assigned to responsibilities,
• Implementation carrying out the role responsibilities,
• Performance or determining and evaluating outcomes,
• Renewal, or defining the next project.

One conclusion here was that many of the initial stages are best carried
out synchronously, whereas the latter are adaptable to asynchronous sup­
port, This to some extent supported by outsourcing companies, which in
general require requirements to be defined in face to face situations.

Future Work

Engagements are especially useful for extending capabilities for mobile
devices. Figure 6 for example i1lustrates the issues of supporting mobile
users within the organizational context. Here different engagement roles
(Hawryszkiewycz, Steele, 2005) may be on different mobile devices but
their activities are coordinated through the central server.

Extending to Virtual Networks

Work across distance, sometimes known as virtual work, centers on com­
munication services that support people working in knowledge environ­
ments towards common goals . Research to date shows that participants
most users often resort to e-mail, although research has shown the limita­
tions of engagements that can be supported bye-mail. Cummings (2002),
for example, suggests that e-mail on the InterNet can at best support in­
formation exchange. Ducheneaut and Bellotti (200 I) describe the issues
confronting users who wish to go beyond simple exchange. This requires
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them to set up their own environments on their personal computers, lead­
ing to the usual problems of maintaining consistency with duplicated sites.
Engagements can provide new insights at this level, particularly in facili­
tating meaningful relationships between people in virtual organizations.

/ "\ Server

Work on model

Evaluate option I;i; Engagement ;i; Work-Item I
Generate ideas agent agent

My Enrolment

Determin what mobile user mus

Mobile Device know fron the mobile users role

"U
;i; Locationl

agent I

Fig. 6. Application in mobility

Important Considerations in Designing Engagements for
Virtual Organizations

So far we have identified the engagements in broad form. Each engage­
ment can be used to identify the best service for the engagement. The
choice of services is quite simple as shown in Figure 7. This is simply to
list the engagements and services and identify the most appropriate service
for each engagement. Figure 7 also shows the services needed for each en­
gagement. These need not be necessary computer services.
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Fig. 7. Detailed Design
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Further details are often needed to set up the service. These particularly
involve defining roles and their responsibilities within an engagement. The
details can also be shown in the way illustrated in Figure 7. Thus for ex­
ample a coord inator is proposed to coordinate the assessment of a situation
and deciding on subsequent action. The identified services are then placed
in one workspace .

Adding Agents

Questions then arise as to whether such evolution can be actively sup­
ported by software agents . The agents observe the work environment and
suggest actions to be taken by participants. Examples can include observ­
ing progress of plans and suggesting actions to be taken by participants.

Developing agents specifically for each application is prohibitive and
our goal is to identify generic agents that can be used across applications.
One objective is to develop reusable agents. One important agent sug­
gested here (Ott and Nastansky 1997) is a broker agent that will assist the
construction of teams to meet emerging work objectives. Thus for example
there can be agents that manage typical engagements. We have also devel­
oped agents to manage progress through project case studies. These initiate
activities, monitor their progress, and suggest new engagements and ser­
vices to expedite project completion.

Summary

This paper introduced the concept of engagements are as way of integrat­
ing different kinds of processes. It defined the concept of engagement and
showed its application to a range of processes . It then suggested alternate
ways to provide services to support engagements. The main alternatives
were based on workspaces and the paper described issues in integrating
workspaces into processes. It then described future work in this area in­
cluding mobility and the ways engagements can be used to support virtual
organizations.
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Introduction

Method engineering is a design research discipline with a focus on provid­
ing support for method engineers and systems developers. Brinkkemper
(1996) defines it as ' the engineering discipline to design, construct and
adapt methods, techniques and tools for the development of information
systems.' Such support is provided in the form of frameworks (e.g. Ager­
falk and Wistrand, 2003), methods (e.g. Yourdon, 1989), meta-methods
(e.g. Harmsen, 1997), and computerized tool support (e.g. Rossi, 1998).
Subsequently, as a design science discipline we attempt to support human
actions (March and Smith, 1995). Since design is about the artificial
(Dahlbom, 2002) it consists of a duality involving both construction and
evaluation. However, within the field of method engineering the attention
is often given to the former and often with a theoretical focus.

In this paper we focus on evaluation of a meta-method proposed for
method configuration. Method configuration, one sub-section of method
engineering, is defined as the planned, systematic and reusable adaptation
of a specific method, termed base method (Karlsson and Agerfalk, 2004).
The evaluation has a longitudinal characteristic since it covers a timeframe
of three years. Furthermore, it involves evaluation on three different layers,
which are summarized in Fig. 1. The figure illustrates four layers in total.
The top most layer is about meta-method construction, where the devel­
opment of the evaluated meta-method is done. The meta-method, named
Method for Method Configuration (MMC), is used as input for method
configuration activities, together with methods and reusable patterns. The
reusable patterns are method parts adapted using MMC. The third layer is
the systems development where the situational method is used as input. It
is turned into method-in-action by the system developers and the final re­
sult is often an information system. Finally, at the bottom of Fig. 1 we find
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the end user practice layer, where the information system is part of the
day-to-day practice in a business, supporting end users.

Meta-Method
Construction

cA
I

~---I"'; I
I

Method
Creato r

Systems Development Layer

End User Practice Layer

Method
Configurator

Systems
Developer

: Information
~

End Uscr

Fig. 1. Layers of concern to method configuration

The four layers in Fig. I contain five different roles. They are directly or
indirectly affected through MMC or the situational method that is a result
from the method configuration activity. The shaded part of the figure de­
marcates the area of interest for this paper. The roles we center are: method
configurator, systems developer and end user.

This paper is organized in six sections, including this opening section.
In the following section we discuss the research method adopted for track­
ing the effects ofMMC. In the third section we give a brief introduction to
the meta-method, which has been used during method configuration for the
current project. In the fourth section we introduce the research site, which
later is interwoven with the fifth section that contains a discussion about
how the meta-method, the situational method and the information system
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turned out as support on the different layers discussed above . Finally, we
end the paper with the sixth section , containing a short conclusion.

Research Method Adopted

The evaluation of MMC is part of a larger research project on flexible
methods, where the aim is to provide method and computerized tool sup­
port for method configuration. The meta-method has been developed using
collaborative practice research (Mathiassen, 2002), involving practitioners
in the grounding processes (Goldkuhl, 1999).

Evaluation of methods and their results are not without difficulties as
discussed by Siau and Rossi (1998) . They discuss a wide range of evalua­
tion techniques for method research, divided into non-empirical and em­
pirical techniques. In the latter category we find survey, laboratory ex­
periment, field experiment, case study and action research . Collaborative
practice research is often termed action research and hence the evaluation
part follows this path. The systems development project that is revisited in
this paper was originally part of the larger research project, constituting
one of the action research cases.

The author has, in line with this idea, been closely involved both as
method creator of MMC and in the systems development project , termed
Personnel Register System (PRS) . The author has acted both as method
configurator and project manager in the PRS project , which gave the pos­
sibility of close trace of the project and its results . However, at the same
time it has been a trade-off between access and the risk of bias.

One major weakness in Siau and Rossi (1998) is that they do not ad­
dress operationalization of evaluation criteria. Traditionally, evaluation of
projects is compared to the initial project goals (Archibald, 1992). How­
ever, a project is both a process and a product, which is important in our
case since method configuration addresses the way of working during a
development process . Hence, the situational method is treated as an inter­
mediate project artifact during the project. Furthermore, the project's final
artifact should be judged from how it transforms the situation in the busi­
ness when it is delivered, not from the initial goals since goals can change
along the project. Subsequently, we need to address the relevance of the
project's different artifacts in combination with the problem situation to be
solved on each layer and the decisions made at each decision point. In ad­
dition to the relevance criterion , we have to take the projects constraints
into consideration. The most straightforward constraints are time and cost,
which become two addit ional criteria for evaluation of the project.
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Relevance can be interpreted as the degree of achieved rationality reso­
nance. Rational resonance is when the user's rationality and the rationality
of the artifact overlap (Stolterman and Russo, 1997). Subsequently, it is
about focus on goal fulfillment on each of the three layers during the pro­
ject course. The process for achieving rationality resonance has been op­
erationalized as follows. On the meta layer we compare the support from
MMC to the method creator's design decisions and the meta-method's ex­
pressed rationale. Moving down one layer, to the systems development
layer, we center the situational method as support for the systems develop­
ers and end users during systems development. Subsequently, the situ­
ational method's rationale is compared to the method configurator's deci­
sions and the situational method's rationale. Finally, PRS is evaluated on
the end user practice layer, focusing on the transformation of the initial
problem situation. The systems developer's decisions and the design ra­
tionale of PRS is compared to the end users' intentions in their day-to-day
work after the delivery ofPRS.

Different techniques have been used in order to enable the trace of ef­
fects. Log books where used to document problems and lessons during the
method configuration and systems development activities. The systems
development team involved four systems developer who continuously
gave feedback on how the situational method supported them. These les­
sons could later be traced to the possible causes. For example, if parts of
the situational method were found inappropriate they could be traced to the
meta-method, the systems developer's knowledge about the base method
or both.

The information system has been evaluated using interviews with the
end users and tracing the need for system maintenance. The former fo­
cused on the end users' opinion about the support that PRS offers in their
day-to-day work and how the problem situation has been transformed. The
latter is an indirect measurement of the end users' opinion based on the
degree of reworked functionality that has been necessary after deploying
PRS. A low number of changes indicate that rationality resonance exists
between the design and the end users' needs.

Method for Method Configuration

In this section we give a brief introduction to MMC, for details see Karls­
son and Agerfalk (2004). The base method's rationale and the characteris­
tics of the development situation types are used as the focal area for classi­
fication of the base method's content. Method fragment (Harmsen, 1997)



Method Configuration - A Systems Development Project Revisited 245

is used as the modularization concept, when parts in the base method are
suppressed or added. Furthermore, MMC contains two concepts to facili­
tate reuse, which is central for method configuration. These conceptual
constructs are configuration package and template.

Each development situation type is divided into problems areas based on
the characteristics; problems areas which a demarcated part 0 a situational
method should handle. Therefore, we have operationalized characteristics
as questions, where each question has a set of possible answers. A possible
answer is termed a configuration package. Thus a configuration package
contains a set of classified method fragments from the base method's proc­
ess and product model, and if necessary method fragments from comple­
menting methods.

However, real world projects cannot be captured through one single
characteristic. Therefore, we make an abstraction of similar projects into
development situation types involving several characteristics. As a conse­
quence we need a combination of configuration packages, to capture a con­
figuration for a development situation type. Configuration templates are
used to capture these more complex situations . A configuration template is
a combined method configuration, based on configuration packages, for a
set of recurrent project characteristics. This can be thought of as a prede­
fined combination of configuration packages common within the organiza­
tion.

Configuration templates are used to create situational methods with an
origin in a base method. A situational method is based on a configuration
template through the use of characteristics. Each new project is described
using the range of characteristics, operationalized as questions . The project
profile is then matched against the profiles of development situation types
and their configuration templates.

The Research Site

The research site is from a department at Orebro University . A project
team, termed the development team, of four people was assigned to de­
velop a web-based personnel register system. This was a small project of
about 350 hours over a period of three calendar months. In addition, up to
five end users participated during the project.

Considering the problem situation on the meta layer we can conclude
that there existed no structured way of working with method configuration
at the university. Subsequently, method configuration was earlier not con­
sidered important and no reusable patterns existed. However, the method
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configurator had earlier experience from both method configuration in
general and using MMC.

The following is a short summary of the conditions when the project be­
gan and which acted as input for the problem solving process using MMC:
An older information system was used for storing information about per­
sonnel. This system contained information about employees, such as name,
social security number, work and private phone numbers, and home ad­
dress. During an earlier project when the department's web site was re­
designed a discussion got underway about the benefits of a database-driven
web-solution for personnel information. The web project found unused po­
tential through coordination of this information. Parts of the information
could be useful as contact information on the web site, while other infor­
mation, such as social security numbers, was for internal department use
only. However, integrating this information system with the re-designed
web site was beyond the scope of that project. Furthermore, it was not a
suitable solution for technical reasons. Thus the development team was as­
signed to design a new system.

The members of the development team had varying experience of web
development and more specifically building component-based solutions
combining Active Server Pages (ASP) and COM+. The technical platform
for this project was given since the existing web site was built on ASP­
technology. The choice of method was Rational Unified Process (RUP).
This was a trade-off to the benefit of the academic sphere, based on the use
of RUP as the reference method in other parts of the meta-method project.
One drawback of this choice was that the development team was fairly in­
experienced with the method; this was the first time they used it. Still, this
was not perceived as a significant problem since all members of the devel­
opment team were familiar with many of the artifacts found in RUP, since
they are also found in other methods. Furthermore, the development team
members had a fairly good knowledge of methods in general. However,
RUP was considered a large method, which could cause problems in such
a small project.

Evaluation of Support on Three Layers

In this section we discuss the support found on the three layers discussed
in the Introduction. It is not possible to present every part of the method
configuration and systems development activities due to the limited space
in this paper. Consequently, a selection has been made. This selection
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represents some of the major decisions made during this project and how
they later turned out.

The Meta Layer

The method configuration process resulted in a situational method for the
devlopment team, based on a set of configuration packages. One example,
of such a configuration package concerned the Business Modeling disci­
pline in RUP. Since the web site project preceded the PRS project it ex­
isted a good understanding about the organization and its requirements.
This discipline was suppressed in this configuration package, based on the
method rationale expressed for the Business Modeling discipline and the
need expressed by the systems developers. Subsequently, MMC contrib­
uted with valuable focus while analyzing the possibilities to achieve ra­
tionality resonance between method fragments in RUP and the systems
developers' needs and intentions.

As discussed in Section 3, the concept of method fragment was used as
the smallest modularization unit in this version of MMC. The author ex­
perienced that this concept has both benefits and drawbacks. Using the dif­
ferent layers of the method fragment construct during method configura­
tion is an efficient way of making aggregate classifications. However, the
use of the method fragment concept results in tracking of related method
fragments both in the hierarchy of fragments and between the process and
product model. The result is time consuming and an unnecessary risk
arises of fragmented situational methods. Therefore, a change request for
later versions ofMMC was issued and a concept that treats related method
fragments as one single unit has been proposed.

The Systems Development Layer

On the system development layer we identify the problem situation as fol­
lows. There was a need to administer and distribute information about per­
sonnel at the department with increased efficiency and relevance. The old
system often contained incorrect information. This was due to the manual
procedures where one person had the responsibility to gather information
and keep the register updated. Paper based versions of the personnel in­
formation was printed regularly, resulting in circulation of out-of-date in­
formation. Furthermore, the paper-based versions were only distributed for
internal department usc, leaving out one important target group: externals
of the department (e.g. students, customers, researchers).
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The situational method was designed to target these different user
groups. For example, use cases were used to describe the different actors'
interactions with the new system. Both the systems developers and the end
users expressed that the use of use cases was successful. Hence, we can
conclude that rationality resonance occurred between the situational
method and the systems developers and the end users. When considering
the assumptions behind use cases (Baekgaard, 2005) one can see that their
purpose are suitable for the situation. First, the border between the system
and the environment was clear. Second, the activities of the actors were
well understood . Third, the development team was designing a reactive
system since it acts in response to external events in the environment.

The requirements analysis resulted in a solution where department em­
ployees had the possibility to access his or her personal data to some ex­
tent. This design decision was made in order decentralize how personnel
information is to be updated, which was one major problem in the existing
system. For the detailed design, the situational method prescribed proto­
types and navigation maps. The latter was an extension to RUP, which was
made during method configuration. The method rationale in a navigation
map is to discuss the navigation structure together with the end users, with
the advantage of using a visual overview. The systems developers' inten­
tion was to create a navigation structure that felt natural for the end users.
This was considered important for the success of the project since the PRS
was built as a web application with no possibility of end user education.

During the systems development work it was possible to conclude that
the method configurator had given the characteristics of the final artifact
too much attention during configuration . It resulted in several challenges
and problems during the actual project. First, the workload became dis­
torted since differences existed in the development team members' COM+
experience. Finding a suitable division of the implementations issues be­
came problematic at some stages. Second, the inexperience of COM+
caused a deployment problem. During installation an incorrect option was
chosen for the synchronizing support of the installed COM+ components.
It resulted in extremely high response times when performing searches in
PRS. This flaw resulted in a change request, to improve the response time.
Since this problem did not exist in the development environment, the de­
velopment team compared the two environment settings and the problem
was put right after a couple of hours. The occurrence of the deployment
problem can be traced back to the situational method and the method con­
figuration. The part of RUP that prescribes defining bill of deployment
material had been omitted. The deployment was to be made by the devel­
opment team, and therefore they found the material unnecessary . Subse­
quently, during method configuration none of the project members though
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that rationality resonance would be achieved for this part. However, the
communication between team members on how to install the application
could have been improved through a short installation instruction. Espe­
cially, since the experience of COM+ development differed between the
team members. An installation instruction would have eliminated the am­
biguity of which synchronizing support to choose.

Summarizing the systems development discussion we can conclude that,
despite some minor problems, the PRS project was closed out on time and
within budget. From a method configuration point of view it was possible
to achieve rationality resonance between the use of use cases, prototypes
and navigation maps on the one hand and the systems developers' and the
end users ' intention on the other hand. An indication of this is the devel­
opment team who expressed that they found support in the situational
method . Furthermore, PRS was found to contain the requested functional­
ity during the acceptance test and as will be discussed in the next section
this project has only had few change requests after deployment.

The End User Practice Layer

The PRS has now been operational for almost three years in the depart­
ment's day-to-day business . During this period of time only two change
requests have been issued (after the initial deployment problem). The first
one contained a redesign of how the information about phone numbers and
addresses was presented. Since the web application was structured into
four layers, this change request only affected the presentation layer. Sub­
sequently, it meant a redesign of the HTML content, and it was accom­
plished within one hour.

The second change request addressed how two search criteria could be
combined in the public search engine . This request affected the layer that
performed SQL-queries in the database and a minor change in the presen­
tation layer. However, the structure of the retrieved data remained un­
changed . The implementation of this change took about two hours.

The PRS transformed the situation with out-of-date information. How­
ever, the design decision to decentralize the function to update information
has not been entirely satisfactory. The solution do not take into account
employees how have low maturity of using computers or who just do not
care if their information is correct or not. Still, it reduced the time spent on
updating the register and it gave the opportunity to pro:vide information on
department's website, which had not been possible before. Furthermore,
the distribution of paper versions of personnel information is almost gone.
This information is instead provided through the website as public or pri-
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vate information. The latter requires password to access and is for internal
department use only.

The public part of the system, which was publishing information on the
web, has been exchanged during the last year. The reason was not im­
proper fulfillment of requirements; rather this part of the system was re­
placed by a university wide system with the same functionality. The new
system was part of the university's redesigned website which nowadays is
implemented using a content management system. The parts of PRS that
addressed the department's internal requirements are still in use.

The change of the problem situation on the end user practice layer has
been considered successful, since the time spent on updating personnel in­
formation has been reduced while the relevance of the PRS data has in­
creased. Furthermore, the amount of maintenance caused by PRS has been
low. The two change requests discussed above have been considered as
minor changes.

Conclusions

This paper is about a longitudinal evaluation of method configuration us­
ing Method for Method Configuration (MMC) in a systems development
project. The evaluation concerns the Personnel Register System (PRS) pro­
ject and how the delivered result has transformed the initial problem situa­
tion. The systems development method for this project was Rational Uni­
fied Process (RUP). Since PRS was a small systems development project it
was considered a challenge to tailor the method to a supportive situational
method.

The evaluation has been performed on three layers: the meta-layer, the
systems development layer and the end user practice layer. On each layer
the achievement of rationality resonance has been used as the evaluation
criterion. Starting on the meta layer we focused the method rationale in
MMC and how it supported method configuration actions to deliver a situ­
ational method. On the second layer, the rationale of the situational method
was focused and how it supported delivery of the PRS. Finally, on the end
user practice layer we looked into how the PRS changed the initial prob­
lem situation and how the situational method has affected maintenance.

Table I contains the lessons learned about the use ofMMC. The table is
divided into two columns; the leftmost contains the layers while the second
column contains the lessons. MMC provided a useful focus when analyz­
ing method parts to suppress, add or emphasize. The major problem that
was found concerned the use of the method fragment concept. The use of
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this concept resulted in tracking related method fragments on different lay­
ers and between the process and product model on the same layer. As a so­
lution a redesigned method component concept has been proposed and in­
troduced into MMC. This concept has been reported on in Wistrand and
Karlsson (2004).

Table 1. Lesson Learned from the three layers

Lesson Learned
1. MMC contributed with a valuable focus while ana­
lyzing possibilities to achieve rationality resonance.
2. The layer structure in the method fragment concept
is an efficient way to aggregate classifications.
3. The use of the method fragment concept results in
tracking of related method fragments, resulting in time
consumption and unnecessary risk of fragmented situ­
ational methods.
4. Rationality resonance is possible to achieve between
prescribed method fragments and the team members
intentions.
5. The project team members' experience is important
input during method configuration.
6. Giving architectural issues priority in the situational
method eased theburden during maintenance.

End User Practice

Systems Development

_~_~xer _. _
Method Configuration

The project members found the delivered situational method supportive.
Subsequently, MMC made it possible to achieve rationality resonance.
Furthermore, the project was closed out on time and within budget. How­
ever, we can also conclude that the project members' experiences have to
receive as much attention as the characteristics of final artifact. Method
configuration should therefore be performed interactively with project
members to construct a suitable situational method based on multi­
perspectives. This can also improve project members' understanding of
why parts of a method are included. The problem is to achieve this multi­
perspective aspect at reasonable cost.

On the end user practice layer we found a satisfactory transformation of
the original problem situation. An indicator is the low number of change
requests and the time spent on maintenance. Consequently, the PRS pro­
ject delivered a successful information system using a tailored version of
RUP - a version tailored using MMC.
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Introduction

The increasing complexity of information systems development (ISD) pro­
jects call for improved project management practices. This, together with
an endeavour to improve the success rate of ISD projects (Lyytinen and
Robey 1999; Cooke-Davies 2002; White and Fortune 2002), has served as
drivers for various efforts in process improvement such as the introduction
of new development methods (Fitzgerald 1997; Iivari and Maansaari
1998).

According to Evaristo et al. (2004) distribution can occur over various
dimensions. In situations where ISD methods are to be combined the pro­
ject management practices will be distributed over different methods,
which constitute a matter of coordination. In this paper we focus on distri­
bution over methods and work practices. Hence, we see that there is an in­
herent complexity in the case presented, which stems from the tension be­
tween the method as proposed and the method as used in the organisation
(Lundell and Lings 2004).

According to Russo and Stolterman (2000) there is a bias in ISD re­
search towards conceptual/nonnative studies as opposed to in-depth stud­
ies of the actual development process. This bias could be dealt with by car­
rying out studies of the actual use of ISD methods in empirical settings
(Iivari and Maansaari 1998; Iivari 2002; Mustonen-Ollila and Lyytinen
2003). This paper presents a case, forming a study extended over a period
of time, which characterises the problems associated with introducing and
using a new ISD method. Such a study is feasible since it allows for a
deeper understanding of work practices in their context. The result of the
study is a set of emerging themes concerning method usc.
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Background

Project management is an essential issue in ISD (Rose 200 I). Since some
ISD methods actually contain a separate project management module we
have chosen to focus our study on that area. According to Cooke-Davies
(2002) and Turner and Muller (2003) the two most important elements of
project performance are communication management and risk manage­
ment. Risk management is also put forward as an important issue in many
ISD methods (Cadle and Yeates 2001). Furthermore, Cooke-Davies (2002)
emphasizes the human dimension of project success factors since it is hu­
mans that carry out every process and thus determine its adequacy. Thus,
the introduction of new project management practices is about changing
the work practices of people

There are several definitions of the term method (Lings and Lundell
2004). We note that the definition of Avison and Fitzgerald (2003) explic­
itly mentions project management. A method has a number of components
which specify how a project is broken down into stages and what is carried
out in each stage. It also specifies how projects should be managed, which
people should be involved, and what support tools may be utilised.

It has been claimed that it is favourable to follow a set of best practices
which are commonly used in industry (Rational 2002). These best prac­
tices are: develop iteratively, manage requirements, use component-based
architectures, model visually, verify quality, and control changes to soft­
ware.

Commercial methods are typically products including manuals, educa­
tion and training, consultancy support, CASE tools, and different types of
templates (Avison and Fitzgerald 2003). RUP is an example ofa commer­
cial method in the above terms. It consists of a number of best practices:
develop iteratively, manage requirements, use component-based architec­
tures, model visually, verify quality, and control changes to software
(Rational 2002). In all, this may be described as a pragmatic view, i.e. use
(commercially) proven approaches to software development.

Project management in RUP focuses on providing a framework for
managing software-intensive projects; providing practical guidelines for
planning, staffing, executing, and monitoring projects; and, providing a
framework for managing risk. The management artefact I set includes a
software development plan, a business case, and various plan and assess­
ment documents.

I In RUP an artefact is defined as a piece of information that is produced, modi­
fied, or used, i.e. it is a tangible product of the project.
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In a normal situation of method use, a combination of methods that suits
the specific organisation has to be chosen (Nilsson 1999). This results in a
distribution over methods and policies (Evaristo et aI. 2004) , which affects
the work situation of the co-workers. Evaristo et aI. (2004) describe the
concurrent utilisation of methods pertaining to a waterfall life-cycle and an
object-oriented life-cycle .

Research Approach and Context for the Study

The study was made at Volvo Information Technology, a company with
approximately 4700 employees. The site where the study was conducted
employs about 150 people. The reasons for Volvo Information Technology
to adopt RUP as the main method in all new application development
were: a need to deal with the more rapid changes of the customers' opera­
tions; a need for a global and common way of work; and, a need for a
modifiable development process (Backlund et al. 2003).

The case was chosen by means of purposeful sampling. We utilise this
strategy since a longitudinal study with close access to an organisation is
necessary in order to study this type of research question . Hence, we have
selected the case based on a long period of prior cooperation. The fact that
the project was internal to the organisation made close organisational ac­
cess and practical planning of the research easier.

The general aim of the project is to replace the numerous system regis­
ters in use with one general register, which will aid in making system
maintenance more efficient. The project also has two organisational goals:
to give the team members an opportunity to use RUP in a real project set­
ting; and to introduce new technology and a new development tool.

In order to conduct the study of how methods are combined and utilized,
one of the researchers followed a development project for six months using
an ethnographical approach (Viller and Sommerville 2000; Williamson
2002), complemented by open interviews. One of the authors conducted
data collection by observing project meetings and work sessions taking de­
tailed field notes . In total, 15 development team meetings, 3 stakeholder
meetings , and 2 tool workshops were attended to. During these sessions
the number of participating stakeholders varied. For example: approxi­
mately 10 stakeholders participated in team meetings, whereas two stake­
holders carried out pair programming sessions. We also had access to 2
versions of the project documentation. Furthermore, the observation data
was complemented by informal discussions after each project meeting. In
order to validate the field notes 4 interviews (60 to 90 minutes) were car-
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ried out with the core group of the project. The interviews were recorded
and transcribed and the interviewees were given an opportunity to com­
ment on the transcripts.

The data collected was content analysed (Patton 2002) to identify
emerging concepts. These concepts were then organised into categories
and a set of themes in order to achieve a better structure of the data. The
emerging themes were also used to direct further searches.

The different objects of observation provide complementary views of
how the development method was used in the project. Moreover, the dif­
ferent sources cater for source triangulation (Williamson 2002).

Method Combination at the Case Study Site

The following subsections will characterise the mapping between methods,
the compatibility between the methods in use, and the utilisation of itera­
tive work practices.

Method Mapping

There is a wide range of methods in use at the IT department. They must
be related to each other in order to avoid redundancy and overlap. This is
achieved in terms of formulating an explicit mapping between methods in
the organisation.

There are several methods complementing RUP. For example there are
in-house methods for project management, maintenance and configuration
management, application support, quality assurance, and business engi­
neering. The mapping between the different methods can be described in
terms of method structure mapping and document mapping. Method struc­
ture mapping refers to how the internal catalogue structures of the methods
relate to each other and document mapping refers to how concepts are re­
lated to each other in various document types, especially between docu­
ment types originating from different methods.

Document mapping concerns how different documents are linked to
each other. For example, the risk management document identifies the at­
tributes used to describe a risk. The document study reveals one attribute,
'Roadmap of impact' , which refers to a specific construct of roadmaps in
the in-house module for project management.
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Method Compatibility

The term compatibility can be used to describe how different methods fit
together. Compatibility between methods is important in situations where
an in-house method is to be combined with a new method (Nilsson 1999).
One important aspect of the in-house project management method is the
system of 'gates ' , which is a system of checkpoints in the in-house
method. The fact that a road map roughly corresponds to the idea of phases
in RUP has caused problems concerning compatibility between the in­
house method and RUP, which has lead to a perception of the RUP project
management set as superfluous. This becomes obvious in small projects
with no or few iterations within each phase. The problem can be illustrated
by the statement that there is an iteration plan which is more on paper than
actually in use. As stated by the project manager, the iteration plan was
perceived as adding little value to the actual work situation, even though it
was considered an important artefact in the development case.

"I have written an iteration plan according to RUP. But, how shall 1 put it; it is
more on paper than actually in use." (Project manager)

The document study reveals that only a limited part of the management
artefact set from RUP is used. The iteration plan is the part of the man­
agement artefact set considered most valuable by the stakeholders.

According to the project manager the RUP management artefact set did
not have a large impact on project management. This statement is sup­
ported by the fact that only a few of the RUP project management artefacts
were used.

A closer inspection of the artefacts in use gives that a large part of the
development case was duplicated from another project , which led to a
situation where the artefact had to be revised throughout the project. The
concept of development case is a central aspect in the project adaptation of
RUP. Many authors , for example Kruchten (2002), emphasise the need for
the adaptation of the development process to the specific project. The pro­
ject specific process in RUP is described as a development case that pro­
vides an overview of the types of documents used in the project.

Iterative Practices

RUP suggests two iteration strategies: wide and shallow ; and narrow and
deep. The wide and shallow approach is recommended for inexperienced
teams. Wide and shallow means that the entire problem domain should be
analysed taking only the surface details into account. However, the wide
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and shallow approach is associated with some pitfalls (Rational 1999). In
the case, we find that iterative work and iterative planning are cumbersome
for many reasons since it is hard to estimate both the extent and time con­
sumption of an iteration.

The small project scope did not actually call for advanced iteration
planning. The project also had a low intensity in terms of hours spent,
which resulted in modest progress over a long time period. The need and
motivation for iteration planning was low and therefore iterative work was
not explicitly applied as described by RUP. Nevertheless, much of the
work achieved was iterative in that the team returned to artefacts develop­
ing them further, even though this was not explicitly planned.

"To work iteratively, that is something which is hard to grasp 1.. ./ It is not easy
for a project manager to control iterative work. Each iteration should end with
some kind of release. 1.../ An iteration should not only be a time slot where you
work towards a deadline and then just go on. 1.../ then you tend to go on where
you stopped the last time. That is the hard part. In a sense you just move on. You
do not rework" (Developer)

The in-house project management method and the project management
workflow from RUP are to co-exist. However, there is no exact mapping
between iterations and iteration planning in RUP and any specific concept
in the in-house project management method.

"Well, the lin-house method for project managementl does not have iterations
in exactly the same sense. You rather have road maps between the various gates
Itypically in the form of a system of check lists/. And that is where you do your
planning. But so far, in this project, one iteration has corresponded to one road
map. 1.. ./ So, it is possible that you have better use for iteration planning in a pro­
ject with more iterations. But when one iteration corresponds to one road map you
do not really see the need. You rather do the planning for one road map and then
you do the follow up. 1.../ We have made a mapping so that, for example, the in­
ception phase corresponds to the first road map." (Project manager)

Iterative planning makes better sense in large projects with several itera­
tions in each phase. However, there is still the problem of mapping any
concepts in use within different methods to each other.

Emerging Themes and Their Solutions in the Case

The case presented clearly shows the impact of distribution on project
management practices in terms of the combination of methods. In the fol­
lowing subsections, a set of emerging themes from the case will be pre­
sented and analysed.
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The Method Landscape

There is a problem in relating different methods in an organisation to each
other. One effect of this problem is that there is a risk for redundant work
and inconsistencies. In order to solve the problem of method combination
it is vital to make sure that the different methods are explicitly related to
each other. In order to ensure a more efficient cohesion the use of explicit
connection points may be a good idea. These connection points should also
cater for the translation of concepts that differ between the methods. The
main characteristic is hence that the method landscape provides an over­
view of how the various methods in use relate to each other.

In a normal situation of method use, a combination of methods that suits
the specific organisation has to be chosen (Nilsson 1999). Nilsson (1999)
proposes two different ways of integrating methods: method chains and
method alliances. According to Nilsson (1999) there are three directions in
method engineering: method fragments, method components, and method
integration. Method integration is an effort to combine methods within or
along a whole life cycle . Hence, the method mapping in the case should be
classified as a method integration effort. The strength of the method land­
scape is that it explicitly maps the different methods to each other. How­
ever, the problem of the exact mapping oflow level concepts remains to be
dealt with. The method landscape only provides an indication that this
needs to be done. To summarize, the overview of methods is emphasised
at the cost of the detailed concept level.

Combine Commercial and In-house Methods

In general commercial development methods , such as RUP, can be de­
scribed in terms of public knowledge available to anyone who is willing to
pay for it (Davenport and Prusak 1998). The ability to draw from such
sources is a well known knowledge management problem. The analysis of
this theme shows the importance of being able to assimilate the knowledge
contained in a commercial method and make it a part of the organisational
knowledge. It is this combination of external and internal knowledge that
adds the competitive advantage.

According to Lyytinen and Robey (1999) externally acquired knowl­
edge seems to add little competitive advantage since it is available to any
competitor. On the other hand, Nilsson (1999) argues that established
methods should be used since they are continuously refined and improved
by method vendors. A critical evaluation of the concept of knowledge
work (Alvesson 200 I) illustrates that image is an important part of the per-
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ception of knowledge intensive organisations; being able to demonstrate
that the organisation works according to a certain process may thus be
considered as part of the image. Nevertheless, it is not sufficient to say that
the work of professionals is only the direct application of a systematic
body of formalised knowledge (Alvesson 2001). Rather, the 'Combine
commercial and in-house methods ' theme shows the advantage of being
able to assimilate the knowledge contained in the commercial method by
making it part of the organisational knowledge. Hence, the combination of
external and internal knowledge constitutes a competitive advantage (Janz
et al. 1997; Bell et al. 2002; Backlund 2004). However, we would like to
emphasise that such an advantage is dependent on the way in which the
combined method is effectively used in practice.

Iterative Work and Holistic Planning

The tension between iterative work and iterative planning illustrates some
difficulties which need to be dealt with in project planning. Particularly,
there is a problem in projects with low intensity since the work effort tends
to be drawn out in time. Iteration planning becomes harder if a project is
prolonged. It is often recommended that a new development method
should be introduced in pilot projects or low risk projects. These types of
projects are typically given a low priority in organisational planning which
leads to a situation where the team members have to focus on other tasks
(with higher priority) at the same time. One potential solution to this prob­
lem is to save time for intense work periods with a low frequency in calen­
dar time instead of spending only a few hours at the time with a high fre­
quency. This will facilitate the planning, implementation, and results of an
iteration. However, this entails a risk. If the time that elapses between the
working sessions becomes too long iterative work habits will be ob­
structed. That is, there is a tension between iterative planning and the im­
plementation of iterative work habits that has to be dealt with. Madsen and
Kautz (2002) report a similar problem associated with iterative work prac­
tices and conclude that it derives from the pressure of fixed contracts.

Holistic estimations are typically based on prior similar projects. The
first lesson to learn is that there is a need to identify the known, rather then
the unknown, which is difficult with limited experience. Cadle and Yeates
(2001) refer to this as the analogy method. The analogy method is reliable
but it depends on a knowledge base from which to draw. Consequently,
holistic planning is problematic in new environments and when working
according to new practices since the knowledge base is limited in terms of
the new knowledge needed. Holistic planning thus became cumbersome in
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the case since it is problematic to obtain an overall view of the project
when a new method is introduced as there is little experience from apply­
ing it.

Typically, planning an entire project calls for holistic planning ap­
proaches, which require more experience and are therefore harder to
achieve when the team is new to a method . One potential solution to the
problem is to use a well known planning approach to achieve the overall
view of the project. The use of the new method will hence be restricted to
subsections of the project until it has become internalised. This approach
encourages the project to identify the known rather than the new to form a
base for planning.

Discussion and Conclusion

In the case, we see that we do not only have to deal with factors concem­
ing distributed environments in which a project takes place ; we also have
to deal with distribution of methods and work practices within the actual
project. The latter becomes clear in distributed organisations when merg­
ing knowledge from different sources. These sources are the different
methods that have to be combined when introducing new project manage­
ment practices .

In our study there is evidence of stakeholder experiences to suggest that
RUP has both benefits and drawbacks. For example, it seems to be prob­
lematic to combine low level concepts of road maps in the in-house
method and iterations in RUP. According to Kruchten (2002, p. 703),RUP
"is highly customizable to the needs of the adopting organization." How­
ever, our study provides evidence to suggest a lack of congruence in the
underlying assumptions of the methods, specifically concerning differ­
ences between the two methods' process models . This may not be surpris­
ing in the light of previous criticism of RUP for its rigidity (Bygstad and
Munkvold 2002). We expect such aspects to become even more accentu­
ated when stakeholders engage in a geographically distributed develop­
ment project.

The case shows that the contribution from RUP in terms of project man­
agement was limited in that the organisation only adopted three new arte­
facts concerning project management. This observation seems to be in line
with the view of Lyytinen and Robey (1999) that externally acquired
knowledge seems to bring limited competitive advantage. However,
Nilsson (1999) claims that established methods should be used since they
are continuously improved. To us, it is important to note that it is the way
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in which the new method can support effective work practices that is im­
portant for project success. The extent to which this is achieved through a
mixture of influences is of secondary importance. In practice, this may be
a balancing act between management push for increased process streamlin­
ing and stakeholder pull for support of work practice. To summarise, the
issue ofmethod transfer is a complex one (Lings and Lundell 2004).

The case shows that the introduction of an iterative work practice is hard
since new methods are typically introduced in low prioritised pilot project.
This implies that there is a limited need for advanced iterative planning.
Kovacs and Paganelli (2003) identify contingency risks and complexity of
scope as two important factors to be addressed in project management.
However, the way of reducing risk by reducing the complexity of project
scope is counterproductive since it reduces the actual need for advanced it­
eration planning. Therefore, such behaviour will not fully test the new
method's process model. On the other hand, this constitutes a reasonable
way of dealing with the risk. In turn, this closely relates to the properties of
holistic planning as being based on prior similar projects.

Iterative work practices are not truly tested in low priority projects. The
case has shown a solution which proposes saving time for intense work pe­
riods with a low frequency in calendar time instead of frequent work in
short time slots. The stakeholders perceived this as a feasible solution even
though it may deviate from the intention of using rapid iterations in an ap­
plication of RUP. It is unclear whether this adaptation of the process model
constitutes an anticipated customisation by the organisation as envisaged
by proponents ofRUP (e.g. Kruchten 2002).

To summarise our findings, we stress the importance of taking a start in
the work practice in terms of a method in use as opposed to method propo­
nents' push for new methods. Any long term change in work practices has
to be internalised by the stakeholders in the practical context of method
use. Hence, the case study presented here adds to the body of knowledge
which distinguishes between the method as used and the method as pre­
scribed by its proponents.
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Introduction

Rock crushing is an atypical part of process automation industry. Process
automation deals with physical processes that are continuous in time and
space and in which the product flows through the operations [3]. The typi­
cal areas of the industry are electricity generation and distribution, chemi­
cal manufacturing, fabrication of cloth, metal wire, paper etc. Normally
these large scale systems are run by automation which is controlled in
dedicated control rooms by well trained operators . At the quarries, there
are often neither control rooms nor trained operators . In fact, the operators
sometimes have no formal or informal training for their task except the
help from their coworkers while they are working. In some market areas,
the operators cannot even read. The operators are also not necessarily dedi­
cated to operate the process and control the automation system, but to do
other tasks and react to alanns and problems when they occur. Also, while
most of process automation control is done indoors, this industry operates
outdoors and may also have the automation system UI under normal
weather conditions, leaving little chance for the operators to use paper and
pen or paper manuals .

The level of knowledge of user needs as well designers ' abilities to util­
ize knowledge in user interfaces development defines the level of end user
satisfaction. Iterative human-centred methods can substantially help in
eliciting and prioritising user requirements. It also increases understanding
of users and gives in depth informat ion about users' tasks. It is widely ac­
cepted that the methods like Contextual Design (CD) are beneficial in user
interface development projects.

This case study was conducted in autumn 2004 for Finnish company
Metso Minerals to develop a concept of a new user interface (UI) for the
automation system of a cone crusher. The focus was to research the work
in context and develop the UI that meets the needs of the end users. Con-
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textual Design (CD), a well specified user centred design method was ap­
plied in this project.

The article presents challenges that special circumstances of user envi­
ronment cause to contextual inquiries (CI) and how the collected user in­
formation influenced the VI development. The VI design ended at the con­
cept level giving a base for the future development ofVis.

The design team consisted of people with various backgrounds. Two
university researchers had expertise in usability, software engineering, and
also some knowledge of automation. Metso Minerals' six design team par­
ticipants had industrial design, maintenance and automation system design
backgrounds. All the Metso Minerals employees had a history of several
years in the business.

The Research and the Setting

The targets of this study were the cone crushers and their users. At the
quarries, the crushers are used for making rock raw material for construct­
ing. There is normally a minimum of three crushers and a screen either in a
separate unit or combined with a crusher.

Primary
crusher

Excavator :
driver : ····:· ···· ···· ..••·· · Wheelloader

driver

Fig. 1. An illustration of a mobile plant. Arrows describe the movement of rock
material. At one site there can be multiple end products at one time. The VI that
was designed in this projectis located on the side of eachcrusher.

The crushers are used in stationary and mobile plants. At the stationary
plants all the machines have stabile location and raw material is extracted
at the site or transported to the quarry. At the mobile plants the whole
crushing process consists of individual crushers and screens (see Fig 1).
The whole work process starts from setting up the site at a quarry and ends
with leaving to the next quarry.
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The crushing process consists of tasks of choosing raw material (e.g.
different types of stone) and changing the end product qualities (different
end product target size and form). The form is not possible to be selected
from some group of alternatives but it is a result of the nature of the proc­
ess. The process includes support functions for the production and work,
such as statistical follow-up on the end product amount and quality as well
as machine maintenance and repair work.

The Users

The crushers have two types of users: the end users (the operators) and the
maintenance people. The operators are willing to manage crushers opera­
tion only to some extent. They are controlling the end product quality and
the crusher capacity . They are responsible for doing daily maintenance and
repair work for machines if required. Maintenance people need the VI
when locating and solving crusher related problems .

This research is focusing on studying the needs of the operators. This
was considered necessary , because they have various levels of education.
Typically their education is at an elementary school level. In the develop­
ing countries the users may not have reading skills. The operators may
have to start using the machinery with limited training. In addition, the op­
erators have to be able to use the machinery without instruction manuals
because of the working conditions and safety of the work.

The operators' work is physically demanding and not always very re­
warding, and therefore the labor turnover may be high. The attitude to­
wards the work (e.g. using the safety helmets or avoiding dangerous
places) varied a lot.

The Operator's Tasks

The operator's tasks are aligned with the foreman 's goals. The high level
goal is to achieve the maximum amount of end product at appropriate
quality level. There are three types of tasks related to crushers. Firstly,
controlling and optimizing the process, which affect crusher capacity (ton­
nages produced) and product quality. Secondly, diagnosing and fixing
problem situations such as broken sensors or wires and thirdly maintaining
the machines, for example changing the oil and the filters.

The operators have often a major role which is other than using the
crusher(s). For example , at the quarry there may be
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• the excavator driver who mainly drives the digger and is usually respon-
sible for the functioning of the primary crusher,

• the wheel loader driver who mainly takes care of the secondary crusher,
• the foreman,
• the field worker who takes care of the crushers and the conveyer belts

between them,
• the process controller (in bigger sites), who controls the process as a

whole from the controlling ' tower' and
• sometimes there is also the quality controller, who measures the distri­

bution of the different particle sizes in the end product.

Using the crusher VI is intermitted; interaction frequency is less than
once an hour if everything is in control. Wrong qualities of the end product
or problems in other parts of the system indicate problems in the crusher
adjustments. If the crusher is broken or it is overloaded it is signalled to the
operator with the alarm lights of the crusher. The operator leaves his other
tasks and moves to the crusher to solve the problem situation.

Challenging User Environment

The quarries are dusty and noisy working places . Problem with dust and
noise is greater at the mobile plants in which all the equipment and crusher
VIs are outside than at the stationary plants where the process can be con­
trolled partly or entirely from a control tower. Dust is fine and obscures the
VI, especially when it is raining. Users typically wipe the VI with their
hand to see it. Weather conditions vary a lot from cold and rain to boiling
hot sunshine .

Because of high noise level ear plugs are required. The operators com­
municate often with hand signs. At one observation site the process con­
troller in the control tower tried to catch attention of the field operator by
irregularly changing the speed of the line feeder feeding rocks into to the
crusher . At the visited sites there were no microphones or headsets used
for communication. Besides the noise and dust the crushing process causes
irregular vibration. Sometimes, due to heavy vibration, reading the VI or
pressing a button may be even impossible.

It is not always possible to see the whole process from one spot but the
process can be checked one machine at a time. At stationary plants there is
a barrack or control tower where the process-controlling devices are lo­
cated. These barracks have better working conditions such as lower noise
level, less dust and no vibration. If there is a barrack the user has visibility
at most of the end products and crushers and other equipment.
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Fig. 2. Quarries are dusty and noisy working environment

Contextual Design - a Holistic Method for Human-Centred
Design

The design team followed the CD process rather strictly . The way the
method was altered in this case is explained at the end of this section. Con­
textual Design method defines a detailed human centred design process,
which is illustrated in the figure 3. It also includes a set of communication
tools for a development team, and the notations to be used in the process.
The CD process is based on Contextual Inquiries, which are a collabora­
tive interviews with the users in natural context of work combined with
observation of natural work tasks. It is essential to observe real tasks de­
rived from the users' real work.

There arc five different graphical models introduced in CD: flow, se­
quence, artefact, cultural and physical model. These models are visual rep­
resentations of what the team interprets based on the observations from
contextual inquiries. The models are used as documentation and communi­
cation tools during the whole process.

The flow model describes the interactions between users and their co­
workers and customers. The sequence model describes the users work and
goals chronologically in detail. The artefact model catches the essential
features of the documents and other physical or electronic means of trans­
ferring or transforming information. The cultural model profiles the poli­
cies and the culture of the workplace and the user population. The physical
model describes the essence of the physical environment, for example,



270 Jarmo Palviainen and Hannele Leskinen

how computers, machines, and other tools are situated (see Figure 1. for a
simplified physical model).

Depending on the focus of the project, some models can be omitted or
left to minor consideration. For example, if the project is set to plan a new
product it should be using the whole variety of tools offered by the
method, but in a case the focus is on designing a single piece of the sys­
tem, Beyer and Holtzblatt advise to start with only sequence and artefact
models [4], [5].

Fig. 3. The phases of the Contextual Design process [4]

After enough knowledge of the context has been gained the team can
move on to consolidate the data gathered so far. Based on the data, the
team constructs a new way of working, if necessary. How the new way of
working is presented in the UI is designed in the phase called User Envi­
ronment Design (UED). After UED, the team sketches user interface pro­
totypes. Normally, the first ones are low-fidelity prototypes like paper pro­
totypes, which are tested iteratively with the real users. The team handles
the results from these tests and may add them into the models made earlier.

Finally, when the prototypes are good enough to meet the usability (and
other) requirements of the project, the team plans how to proceed to make
the product real (phase 7. Putting into practice in Figure 3.) This may in­
clude also planning how to make changes caused by the introduction of
new work practices in the processes and even in organizations .

Applying the Contextual Design in the Project

In this case CD was followed until phase 7 (see Figure 3.). After the CIs
work modeling was done and the models were consolidated. Work redes­
ign and UED were created, which were good bases for prototyping and
prototype testing.
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Four inquiries were conducted and interpreted normally the day after the
inquiry. The tasks which the users do most often were studied , and the us­
ers were observed and interviewed. The CIs were documented with a cam­
corder. a digital camera and notes were written at the site. Physical models
were sketched at the site and artefact models were collected. After the in­
quiries and work modeling the design team had consolidating and work re­
designing sessions and an affinity wall was formed.

Members of the design team read the affinity wall thoroughly and wrote
notes and questions on it. The walkthrough took about four days since
every member of the design team took turns and commented the previous
notes and questions. After the walkthrough the design team had a judge­
ment free visioning session to cultivate new ideas. The problems, possible
ideas and improvements were listed on flap board papers. Then the design
team discussed technical solutions, which could be used to implement new
ideas and improvements. However there were also some ideas that were
found almost impossible to solve with the existing knowledge of technical
solutions. After brainstorming and analyzing the ideas, the design team re­
vised project goals , documented new ideas for future use and then decided
which issues to take into account in the new crusher UI. The UED was de­
veloped as a result of this phase.

The navigation model, which means the User Environment Design
(UED), was designed on A3 paper with post-it notes . It was updated later
during the prototyping phase. After the UED was constructed the team
started to sketch UI prototypes.

The first prototype was sketched on A4-papers with a pencil. Later on
prototypes were made with post-its , which was found more flexible. Three
sessions were used for prototyping. The sessions were a mixture of testing
and designing with the user. At the very end of the project also an elec­
tronic prototype was made with MS PowerPoint. It did not include all the
views and operations of the intended VI, because during the project it was
agreed to concentrate on those features which are needed most often. The
electronic prototype was tested by two case company employees.

Findings and Results

Automation Design Issues

A typical user centred project would invest remarkably more time on find­
ingan appropriate allocation of function between users and technology [2].
In this particular field the purpose is to automate whatever is possible
though this is not usually a wise way to design an automation system.
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However, at a quarry the operators are not supposed to control and monitor
the machines continuously like in normal process control automation. In
fact, they have other tasks to do e.g. driving the excavator or wheel loader.

The two occasions when a task is not automated are those when it is too
expensive or when safety issues demand human intervention. For example,
when the machine has stopped because of sudden failure of some sensor
fault, it must be started manually even if the cause of the stoppage had dis­
appeared by itself. Automatic start might cause human injury if someone is
fixing the cause of the problem. Another example is the measuring of the
end product (its size distribution) which cannot be done by the system fast
and accurately enough though it would remarkably help in making real­
time process control adjustments and getting exactly the kind of end prod­
uct that is demanded. Thus, the operators need to actively control the qual­
ity of the end product and react upon it.

The cone crusher operators could use (and some do) the machinery
without modem automation system, but it would mean lower productivity
and higher rate of failures and maintenance costs. The observed and inter­
viewed users were relatively satisfied with the current automation system.
They managed to do the most important tasks they needed to do and the
behaviour of the system was understandable enough. Still the design team
knows that the operators would get more out of their equipment if they
were using it to its full potential. The problem is that the users are not mo­
tivated to learn more than what is needed to do the basic operations. There­
fore the new UI concept has to be very easy to learn, fast to use and it
should lure the user into navigating it just to explore what it has to offer.

The UI Concept

The UI requirements were derived from the CIs and they were processed
among the design team. A short survey on an old crusher revealed that
terminology and navigation can be improved. The old UI had non­
functional views in which it was possible only to navigate to other views.
Also some functions, for instance starting and stopping the machinery, re­
quired a long navigation path before they could be used.

The navigation structure of the new VI concept is based on the CD
method's VED. The VED effectively helped the team to remove hierarchi­
cal menu views from the concept and give meaningful and functional pur­
pose for each UI view. Additionally, the findings from the context can be
traced from the VI back to the CIs and in other words to the working con­
text.
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Task 1

- Picture ofdevice Task 2

- Required operation Task 3

values

Fig. 4. The sketch of the main view. On the right side of the UI there are naviga­
tional buttons. And in the lowerrow thereare stabile functional buttons

The most often needed features should be easy, simple and fast to use in
order to accomplish work tasks conveniently. To keep the interface simple
the information content of the views was kept in minimum. For instance in
the main view of the VI only a simplified layout of machinery, the re­
quired devices-related operation values, navigation buttons and functional
buttons were used. (Figure 4.) The navigation buttons were placed on the
right side of the VI. These navigational buttons can be used to select work
related task that the user is willing to accomplish. One of the buttons is
Back in the right side. It is used in all the other views except the main view
(See Figure 5.). Its function is to return back to the main view. The naviga­
tional buttons are based on the VED's grouping of work tasks. The func­
tional buttons have fixed location and function in the lower row. The func­
tional buttons are: Help (presented with? symbol), decrease value (arrow
up) and increase value (arrow down) OK and Cancel (X -symbol).

The design team also noted that the operators could memorize the most
common pressing sequences . In fact they did not even look what was on
the screen when they made some adjustments. This was taken into account
and the required hand movements while pressing buttons to accomplish a
certain work task were minimized. For instance it was noted that when the
user selects a task to accomplish (such as reading of the log information) in
the main view, he does certain subtasks more often than others. Therefore
the mostly used subtask button was placed under the same button as the se­
lection of the task in the main view.
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Subtask 1.1

- Infonnation related Subtask 1.2

to the subtask
Subtask 1.3

Options

Back

Fig. 5. The sketch of the subtask view. Tools related to the selected subtask can be
shown by pressing Options or by pressing the button named according to the sub­
task. Back returns to the main view.

Tooll

. Infonnation related Too12

to the subtask
Too13

Options

Back

Fig. 6. The sketch of the tools related to a subtask

When the user has decided to do the subtask he typically wants to use
some subtask-related tools to operate with the subtask-related information.
For instance when reading the log he may want to sort the log according to
time. To make usage straight forward, two alternative ways to accomplish
the same selection were designed. First, pressing Options in the subtask
view shows the selection of tools. Second, the user can press the button
that has the name of the subtask to see the subtask related tools. (Figure
5.). Figure 6 shows the view containing the tools of a subtask.

In addition to previously described design issues also terminology was
checked to match the terminology of the users. Some obscure terms were
still used since they were more or less industry standards. Because of the
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working conditions the text has to be quite big to read. Long textual infor­
mation was avoided, because it is not always possible to read it.

Survival Tricks for Contextual inquiry in Demanding
Conditions

The quarries were noisy, which meant that voice was inaudible if the dis­
tance between people was greater than half a meter. There were typically
3-4 design team members present and only one of them was able to hear
what the user was saying. The others made visual observations and the in­
formation was shared in a follow-up discussion in a quieter place. The user
was asked to take a break when something happened that required some
discussion. It is worthwhile to consider headsets and microphones for
communicating, .

Practical issues should be taken into account when CIs are conducted in
challenging work environments. Everyday things such as contact lenses
and a pencil mayt not work because of the fine dust. The notes can be
made on transparencies or paper in waterproof ink. This helps to cope with
the dust and rain.

Even though some of the advice may seem self evident, we e.g. had to
iterate the usage of the video camera several times before we were satisfied
with the result. If you cannot afford expensive water and dust proof video
equipment, then you have to protect your devices for instance with a plas­
tic bag. The first videotaping failed because a nontransparent plastic bag
was used to cover the camera and the cameraman pressed accidentally a
button, which stopped the recording. The final version was better, since the
transparent plastic bag was wrapped around the camera so that also the
LCD screen on the side could be opened to check what was actually going
to be recorded.

The presence of some application area specialists (e.g. the company
members of the design team) was even more important than in more typi­
cal cases, because of the limited hearing and communication with the us­
ers. The researcher also needs to be prepared to spend hours without any­
thing to study. The most fruitful times where at the beginning of the day
and when the shift was changing.

Conclusions and Future Work

This paper described how the results of field studies gave input to the de­
sign of a new VI concept. Some advices are given how to conduct user re-
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search in harsh environments. Knowledge of work conditions and users
and their motivations and backgrounds affects the VI and it can be de­
signed to match contexts of use. Contextual inquiries are also very benefi­
cial for the company participants, because they have opportunity to study
users and machines and understand challenges that the users meet while
working at quarries. The VED (also known as the navigation model) that is
based on the data from the CD process phases improved the structure and
navigation of the VI. In summary, contextual design method also gave
structured way for VI concept development which made it possible for all
the members of the design team to have influence on the design. Currently
a product based on the concept VI is being developed .

It is necessary to find the most suitable usability testing and research
methods for this particular application area where embedded systems,
moving production machinery and heavy working conditions are present.
A new study has just been started on the subject.
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Introduction and Background

In recent years many initiatives to improve a use of formal software devel­
opment methodologies (SDM) in organisations have been commenced,
nevertheless not many successful. Different studies show that many soft­
ware development organisations do not own a formal SDM, and only a
fraction of organisations that own a formal SDM actually follow it [2, 5,
13, 14].

An important cause for SDM non-adoption is that SDM are not attuned
to actual organisation and project needs [3, 4, 5, 6, 10, 11, 13, 15, 17]. E.g.,
SDM prescribe inappropriate techniques and methods; SDM are too rigid
and cannot be adapted to specific project demands; etc. Another reason for
non-adoption is SDM do not fit specific social and cultural characteristics
of a development team and an organisation [4, 7, 8, 9, II, 13]. E.g., it is
difficult to introduce rigorous SDM into organisations having liberal cul­
ture; non-innovative development team will probably reject innovative
SDM; etc.

Therefore we believe that each SDM should be considered from two dif­
ferent dimensions: the SDM technical suitability for a given project; and
its social suitability for a given development team.

To this end, our work merges efforts from two research areas, method
engineering research dealing with technical aspects of SDM construction,
and diffusion and adoption of software process innovation research, which
covers social aspects of SDM adoption. The aim of method engineering is
to construct SDM from a methodology components or fragments . Espe­
cially important is situational method engineering that deals with construc­
tion of a methodology adapted to a certain project [3, 12, 17]. While
method engineering considers every possible technical aspect of SDM
construction, it almost completely omits social aspects of its users. To ob­
tain a clear picture of SDM value we also have to consider a research area
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explaining SDM (non)adoption in software development organisations. It
is based mainly on Rogers' diffusion of innovations theory (DOl) that tries
to explain why certain innovations spread among their target users and
others do not [19]. Researchers in this field consider a SDM as an innova­
tion and try to predict/explain its (non)adoption i.e. to explain target
adopter attitudes and their innovation-related behaviour [7, 16,20].

The first part of the paper briefly introduces a SDM evaluation model. A
more detailed description of the evaluation model can be found in [21]
(Sect. SDM evaluation model). Using the results of the evaluation model
we create suitable scenarios for SDM improvement. The paper focuses on
different types of the scenarios and rules for their selection. The paper also
presents different strategies that can be used to create the scenarios (Sect.
Scenarios and strategies for SDM improvement). The last part of the paper
discusses practical application of the evaluation model and the improve­
ment scenarios in a software development organisation (Sect. Practical ap­
plication) .

SOM Evaluation Model

The SDM evaluation model is intended for organisations that do not follow
to their SDM completely or not at all. The model enables such organisa­
tions to evaluate the suitability of their SDM according to two dimensions.
The first dimension is SDM technical suitability. It tells how appropriate
the SDM is in technical manner - is the SDM suitable to typical projects
that the organisation is taking or to its technical characteristics? (The
measurement of this dimension is based on situational method engineer­
ing). However, developers would not necessarily adopt even technically
efficient and refined SDM. To introduce SDM successfully we must also
consider social and cultural characteristics of a development team [18, 20].
SDM social suitability forms the second dimension. The social suitability
tells how appropriate the SDM is according to social and cultural charac­
teristics of the development team. These characteristics help to determine
the level to which the SDM has been adopted in a certain development
team. But again, even if socially appropriate for a given team it is not nec­
essary that the SDM will also technically suit to projects undertaken by the
team.

Furthermore, we argue that it is important not only to consider SDM as
a whole, but also as a constitution of interconnected elements. We define a
SDM element as a constituent part of the SDM and specially focus on
SDM elements that can be formalised. The most common SDM elements
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that can be formalised include activities, phases, workflows, roles, arte­
facts, techniques, templates, guidelines, recommendations, etc. [3, 14] An
important advantage when evaluating single SDM element in contrast to
the evaluation of a SDM as a whole is that we get much clearer picture on
which SDM elements are technically sound and well adopted, which ele­
ments need readjustments whether technical or social and which elements
should be replaced. Another important advantage when evaluating a single
SDM element is that we can precisely pinpoint the user of the element and
evaluate whether he or she adopted the element or not.

The SDM evaluation model is shown in Fig. 1. It helps to evaluate si­
multaneously each of the SDM elements according to its technical (hori­
zontal dimension) and social suitability (vertical dimension). Based on this
model four different types of the SDM elements can be distinguished. In
Fig. I, each of the four element types is positioned in a separate quadrant.
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Fig. 1. The model for SDMevaluation

An important part of the evaluation model is also a set of improvement
scenarios that tell how specific elements that are found technically or so­
cially unsuitable can be changed. We expect that using these scenarios a
majority of the less suitable SDM elements can be improved (see Fig. 2),
though some of the elements might still need further improvements or re­
placement (grey SDM elements in Fig. 2). We intend to use the model it­
eratively, i.e. after application of improvement scenarios new evaluation
cycle would 5t311 and each SDM element would be evaluated again. Itera-
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tive approach is especially important since the modifications of a SDM
might have side effects, such as some of the previously suitable elements
become less suitable in the improved SDM.
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Fig. 2. Improvement of SDM using the evaluation model

Scenarios and Strategies for SOM Improvement

Scenarios for SOM Improvement

The goal of the SDM improvement scenarios is to advise proper actions to
improve SDM clements. We distinguish between two types of improve­
ment scenarios:

• The scenarios for improving the adoption of SDM elements: the goal of
these scenarios is to improve SDM adoption without having to change
the SDM formal description i.e. to persuade the potential adopters to use
SDM elements in their existing form.

• The scenarios for improving the SDM elements: these scenarios do not
prescribe any step for the introduction of SDM elements. Their purpose
is to change the SDM elements themselves to become more suitable for
a given development team and/or project. These scenarios are usually
used in a combination with the aforementioned adoption scenarios. They
can be divided into two sub-types: the scenarios for improving social
acceptability and the scenarios for improving technical acceptability of a
SDM. The former scenarios adapt SDM elements to follow users' ideas,
needs and knowledge. The primary goal of these scenarios is to make
the SDM more socially acceptable, but still retain its technical effi­
ciency. The latter scenarios, on the other hand, focus on technical aspect
and adapt the SDM elements so that they become more technically suit­
able for a given organisation and its projects. The main purpose of these
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scenarios is to make SDM technically efficient, but preserve its social
acceptability.

To select the most suitable (sub)type of the improvement scenario we
have to consider the situation of SDM element. One part of the situation is
defined by technical and social evaluationof SDM already discussed in the
previous sect. Another part of the situation is defined by an additional di­
mension of changeability that can be divided further into the changeability
of a SDM element and the changeability of potential element users. Our
definition of changeability is based mostly on research trying to define
suitable strategies for IT innovation implementation [I, 19, 20].

• The changeability of a SDM element is defined as a level of difficulty to
make changes to a certain SDM element. To determine SDM element
changeability we consider the complexity of the SDM element introduc­
tion into the target group of users (number of people and on the number
of differentorganisation units that have to adopt the new SDM element),
SDM element transferability (i.e. how difficult is it to present the ele­
ment to the potential adopter and convince him to adopt it), SDM ele­
ment divisibility (defines whether the element can be introduced by
parts or only as a whole), and element technical complexity (i.e. how
difficult is it so make changes to the element from technical point of
view). E.g. it is easier to convince a smaller number of potential adopt­
ers to use a SDM element than a larger number as each of them presents
a potential adoption barrier; an element that forms SDM core can be
changed only to a minimal extent or not at all; etc.

• The changeability of the potential users delineates the level of difficulty
to convince users to utilizea certain SDM element. It depends mostly on
SDM users' characteristics (innovativeness, willingness to learn, will­
ingness to cooperate etc.) and organisation's characteristics (organisa­
tion culture, management support, possibility of new employments etc.)
E.g. it is difficult to train users unwilling to cooperate and learn; when
possibility of new employments exists one might choose to employ ex­
perts to fill the gaps in the development team proficiency; etc.

The completeevaluation of the SDM element situation enables us to se­
lect an appropriate (sub) type of improvement scenario. For the purpose of
our research we developed a decision model that fosters the selection of
the most suitable scenario(sub)type (see Table 1).

In a case of a technically inefficient SDM clement the only suitable sce­
nario type is the improvement of element's technical efficiency. It is ra­
tional to improve the adoption and acceptability of technically efficient
elements only. The elements that are technically efficient and socially
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adopted do not need any improvement so the remaining scenarios are in­
tended for technically efficient but unadopted SOM elements. In this case
we consider the scenarios for improvement of element adoption and/or ac­
ceptability; the selection depends on the dimension of changeability as
shown in the table.

Table 1. The Selectionof the most suitablescenario type

Technical Social Changeability Changeability Most suitable
efficiency adoption ofSDM of potential scenario (sub)type

element users
Unsuitable Technical efficiency
Suitable Unsuitable Low Low Acceptability,

Adoption
Suitable Unsuitable Low High Adoption
Suitable Unsuitable High Low Acceptability
Suitable Unsuitable High High Adoption, Accept-

ability
Suitable Suitable not needed

The next step is to choose a suitable introduction strategy for adoption
improvement scenarios or a suitable improvement strategy for efficiency
and acceptability improvement scenarios.

SOM Element Introduction Strategies

In the case of the adoption improvement scenarios the most suitable intro­
duction strategy for a new or an unadopted SOM element has to be se­
lected . We use the following strategies:

• Support is a passive strategy that offers information about SOM ele­
ments to all potential adopters. It does not prescribe the use of the ele­
ments but merely gives the potential users an opportunity to recognise
the benefits of use. Users are given an opportunity to informally use and
experiment with SOM elements. It is their decision whether to adopt the
elements or not.

• Advocacy is a more active strategy. A group of pilot users is formed
where the use of SOM elements is prescribed. The group is offered ap­
propriate training and support. Members of the pilot group are mostly
innovative individuals willing to cooperate. After the elements are
adopted by the pilot group members it becomes their responsibility to
foster the adoption among other potential users.
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• Total commitment is best described as simultaneous use of support and
advocacy strategies on the entire popu lation of potential adopters. This
strategy performs best when the company is completely convinced of
certain SDM elements benefits and is prepared to provide all needed re­
sources to encourage their adoption.

• Combined strategies are formed of support and advocacy strategies.
There are two types of combined strategies: ones that first employ the
support strategies and later on the advocacy strategies; and ones that
first employ the advocacy strategies and later on the support strategies.

Table 2. The selection of a suitable introduction strategy

Potentia l adopter's Complexity of SDM SDM ele- Most suitable strategy
innovativeness clement introduction ment ti'£e---
Non-innovative Simple Tool Advocacy
Non-innovative Simple Process Total commitment
Non-innovative Complex Tool Combined: Support

followed by
Advocacy

Non-innovative Complex Process Total commitment
Innovative Simple Tool Support
Innovative Simple Process Combined: Support

followed by
Advocacy

Innovati ve Complex Tool Combined: Advocacy
followed by Support

Innovati ve Complex Process Combined: Advocacy
followed by Support

The decision model (see Table 2) that helps us to choose a proper intro­
duction strategy is based on the model proposed by Agarwal [I]. To select
an appropriate introduction strategy the mode l conside rs the following cri­
tcria: level of potential adopters' innovativeness, the complexity of SDM
element introduction and the SDM element type - a tool or a process. The
first two criteria have been discussed in the previous sect. as they are used
to determine the changeability also. To determine SDM element type we
have to consider clements ' influence on users' behaviour and the way they
perform their work. SDM elements that have greater irifluence can be con­
sidered as process elements (e.g. activities, techniques, program languages,
complex tools, etc.). More simple SDM elements (e.g. artefacts , simple
tools, simple programming standards etc.) can be considered as tool ele­
ments . The introduction of process elements requires higher level of com­
mitment compared to introduction of tool elements.
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SOM Element Improvement Strategies

To define appropriate scenarios for improving of the technical efficiency
or acceptability of the SDM elements we propose the following strategies:

• User participation is a strategy that anticipates active cooperation of
technically advanced users. Based on their knowledge and experience
SDM element improvements are formed. A positive side effect of this
strategy is a faster adoption of new or renovated SDM elements by users
who participated in their creation [19].

• Expert knowledge is a strategy which uses external knowledge (ex­
perts, research, literature etc.) to form improvements . The users of a
SDM are not involved in the creation of improvements as they do not
have enough knowledge or are not willing to participate.

• Collaboration is a simultaneous use of user participation and expert
knowledge strategies. It is useful especially in cases when the potential
users of a SDM element do not have enough knowledge but have some
experience and are willing to participate in the improvement of the ele­
ment. The involvement of users has a positive effect on the adoption.

Table 3. The selection ofa suitable improvement strategy

Experi. and
know!' of SDM

Inexperienced
Inexperienced
Inexperienced
Inexperienced
Experienced
Experienced
Experienced
Experienced

Experi. and
know!' in SW
development
Inexperienced
Inexperienced
Experienced
Experienced
Inexperienced
Inexperienced
Experienced
Experienced

SDM element
type

Unprepared
Prepared
Unprepared
Prepared
Unprepared
Prepared
Unprepared
Prepared

Most suitable strategy

Expert knowledge
Collaboration
Expert knowledge
Collaboration
Expert knowledge
Collaboration
Collaboration
User participation

To select the most suitable improvement strategy we consider the poten­
tial users' experience and knowledge in the field of SDM and in the field
of software development. We also consider users' preparedness to cooper­
ate in the creation of SDM improvements. In a case experienced users are
willing to cooperate, collaboration and user participation strategies are
recommended. When users are unwilling to cooperate the strategy of ex­
pert knowledge should be employed. Table 3 shows the decision model
that helps us choose an appropriate strategy.
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Practical Application

The evaluation and improvement model described in this paper was tested
in a company that develops software in an object-oriented way. The com­
pany uses its own SDM which was specifically tailored to the organisa­
tion's needs. The SDM contains 137 elements, which represent basic units
for the evaluation. The SDM is relatively non-prescriptive/non-rigorous
and is stored in a web-based form so that users can access SDM easily
through organisation's intranet.

To gather the required data for the evaluation, a survey among potential
users of SDM was conducted . The survey compounded of three parts: the
first one concerning methodology social adoption, the second one concern­
ing methodology technical efficiency and the third one concerning a user
profile.

Two groups of users were formed that completed different parts of the
survey. The first group consisted of all potential users of the SDM. Their
task was to evaluate their personal adoption of each SDM element that re­
lated to typical roles they had in the company's projects. E.g. analysts had
to evaluate all SDMclements related to the analysis , system administrators
had to evaluate all elements related to the system administration etc. The
second group were advanced users, i.e. experts in a certain field of soft­
ware development. Their task was to evaluate the technical efficiency of
each SDM element. E.g. advanced analysts evaluated technical efficiency
of all SDM elements related to the analysis etc.

We received 225 answers, 2 SDM elements remained completely un­
evaluated. As we discovered later these 2 elements were dealing with da­
tabase administration, that nobody of the survey participants felt responsi­
ble for. Remaining 135 elements were evaluated as follows: 81 were
evaluated by both dimensions, 54 were evaluated only by dimension of so­
cial adoption . These 54 elements remained partially unevaluated as we
could not identify advanced users who would be able to competently
evaluate their technical efficiency .

Fig. 3 shows results of the evaluation. Points on the diagram indicate
SDM elements . The vertical position represents element's social adoption
and the horizontal position element's technical efficiency . Larger size of a
point indicates that more elements have the same position (same evalua­
tion) .

Two different approaches are used to position an element in the dia­
gram. The first one (left diagram in Fig. 3) is to compute the average of all
evaluations for certain SDM element made by different users and position
the element accordingly. The second one (right diagram in Fig. 3) is to
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take only the worst evaluation i.e. to consider only the most dissatisfied
user of a certain SDM element. The latter approach is more rigorous as it
enables us to identify all improvement opportunities. Using the results of
the evaluation we can exactly pinpoint weak SDM elements that need im­
provement.

Worstevaluation

. . . \ .
\ ' . Element B

Element A

c
o
:a
o

"C
III

"iii
'0
o

(f)

Unevaluated
80M elements

Average evaluation

----Technical efficiency

c
o
a
o
-g ,' J•• . . .•.•.. . ..• • . .. . .- .
"iii0g
(f)

-----.
Technical efficiency

Fig. 3. The evaluation of the organisation's SDM

To explain how to use the results of the evaluation model we will focus
on a single SDM element (marked as Element A in Fig. 3). Element A is
an artefact in the organisation's SDM. It is a document that shows the
logical structure of the system. The following steps demonstrate how to
improve Element A using the SDM evaluation model, introduction scenar­
ios and introduction strategies.

1. Element A is evaluated as rather efficient but unadopted. Therefore we
could choose either a scenario for improvement of acceptability or a
scenario for improvement of adoption (see Table 1). To select one of the
two possible scenario types we have to consider the changeability. We
evaluate the changeability of the element as high and the changeability
of the users as middle. Therefore the primary goal of the scenario should
be improvement of the acceptability.

2. It was determined (based on users profiles) users are experienced in
software development, but rather inexperienced in SDM and semi­
prepared to cooperate. We choose collaboration strategy (see Table 3).
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3. Next we consider users proposals for the element improvement. They
suggest the element should be simplified since only parts of the element
are used. Therefore we form a simplified version of Element A.

4. Finally we recommend the most suitable adoption strategy for the im­
proved Element A. Since potential users are semi-innovative, the ele­
ment is relatively simple, and its type is a tool we recommend support
strategy. Description of the improved element should be accessible to
the potential users and they should be noted that an improved version of
the element is available.

Similar steps are used to create improvement scenarios for every SDM
element that requires improvement. The most problematic is the creation
of improvement scenarios for SDM elements that lack the evaluation of
technical efficiency. The lack of technically competent users requires tech­
nical evaluation to be done by experts. Another problem pose SDM ele­
ments, whose evaluations vary considerably (see Element B in Fig. 3) i.e.
where a great difference between the worst and the average evaluation ex­
ists. This might indicate a diversity of users ' needs and/or knowledge.
Such elements call for further investigation that in some cases might result
in two or more versions of the element adapted to different needs of the
users .

Summary and Conclusion

The paper presents an approach to evaluate and improve SDM technical
suitability and social adoption in software development organisations. Si­
multaneous use of the evaluation model and improvement scenarios pro­
vides a comprehensive tool for SDM improvement.

We believe the presented approach has a strong potential, but we are
also aware that it cannot be used in every software development organisa­
tion. Firstly, the organisation must own a formal SDM suitable for adapta­
tion and improvisation, and secondly, SDM users must be willing to par­
ticipate in SDM evaluation and creation since the application of the
approach is based on the user involvement.
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A Meta-Methodology
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Introduction

The benefits of using various forms of Collaborative Networks (CNs) to
create agile virtual organisations (VO), shop floors and laboratories, or to
bring together professionals worldwide in virtual communities are com­
monly acknowledged in both academia and industry. Currently however,
the existing CN knowledge is scattered and overlapping; this is a transi­
tional phase in the maturing of the CN domain and its evolution towards a
proper discipline. The progress of the CN research domain (and its practi­
cal applications) relies upon the structuring of relevant knowledge into a
consistent framework that conveys an unambiguous and agreed-upon col­
laborative paradigm. The methodological aspect of this integration effort
can be significantly supported by the creation of a high-level artefact, able
to express and manage existing and emerging knowledge related to the
creation and operation of various CN types and their concrete manifesta­
tions. The proposed artefact could take the form of a 'to-do list on how to
create methods ' (thus, a meta-methodology) for specific enterprise archi­
tecture (EA) tasks or task types, which typically include the information
system (IS) supporting the business .

This paper attempts to summarize the cyclic and reflective action re­
search (AR) that has resulted in the establishment of a meta-methodology
prototype for CNs and their specific materialisations. Thus , a brief descrip­
tion of the research question, strategy and design is followed by concise
narratives of iterations of the main research cycles that have tested, re­
flected on, and refined the meta-methodology concept. Subsequently, the
paper describes the meta-methodology content evolution during the re­
search life cycle, resulting in a last refinement leading to a working and
useful meta-methodology prototype. The paper closes with conclusions on
the research performed and with a description of proposed further work.
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Meta-methodology Primer

Research Question, Strategy and Design

The main research question of this extensive study was whether a step-by­
step method describing the lifecycles of CNs and their manifestations can
be built, and what factors influence such an attempt. This topic has pro­
vided an opportunity to employ Action Research (AR) (Galliers 1992;
Wood-Harper 1985), which allows for practical problem solving and for
theory generation and testing (Eden and Chisholm 1993; McKay and Mar­
shall 2001). The practical problem was how to set up CNs and then swiftly
create VOs addressing business opportunities requiring competencies un­
available in any single CN participant. The theory generation and testing
aspect related to the proposed meta-methodological artefact and the theo­
retical model adopted: ISO/IS 15704 Annex A: 'Generalised Enterprise
Reference Architecture and Methodology' (GERAM) (ISO/TCI84 2000).

The research strategy adopted was based on the cyclic and reflective AR
concepts described in Checkland 's (1991) and McKay and Marshall's
(2001) work, with two main cycles involving simulation, field experiments
and reflections leading to conceptual work for theory extension. Triangula­
tion was to be used after iterations to check the validity of the results. The
critical literature review performed in the research preparation (Noran
2003a) has created an essential deliverable component, i.e. a Structured
Repository (SR) of Architecture Framework (AF) elements.

Initially, the researcher saw himself as a facilitator in an anti-positivist
stance, guided by an interpretivist paradigm, seeing humans as voluntaris­
tic and organisations as dynamic entities; however, this position was
adapted to suit the EA research domain. Thus, the researcher position
changed to being a facilitator and a systems expert (Burrell and Morgan
1979; Hirschheim and Klein 1989). A complete research strategy descrip­
tion is beyond the scope of this paper; see (Noran 2004b), (Noran 2004d).

Initial Meta-methodology Concept

Step 1: Identify entities relevant to the specific enterprise engineering task.
Step 2: Construct a business model showing these entities and their rela­

tions in the context of their life cycles.
Step 3: ' Read' the life cycle diagrams of the entities to be designed (e.g.

CN) phase by phase, noting the relations of each phase with phases of
other entities and constructing a list of activities expressing these relations.

These steps can be traced in the final meta-methodology (Figure 1).
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Fig. 1. The meta-methodology concept

The Main Research Cycles

Simulation

The EA area of research involves substantial test tum-around times; thus,
such tests must be carefully prepared. The concepts to be tested in the field
must be mature, so as to obtain meaningful and potentially convergent re­
sults. This can be achieved by simulation, although typically the models
thus obtained can only be checked for internal validity (Trochim 2000).

The preliminary meta-methodology prototype has been used to simulate
the creation of models for the setup and operation of a virtual transport en­
terprise called Fresh Produce Virtual Integrated Transport Enterprise (FP­
VITE), using an existing reference model (RM) (Chalmeta 2000) and
common AF clements . The simulation has applied the steps previously de­
scribed, producing a list of relevant entities, a business model (Figure 2)
and a functional model containing types of activities involved in the life
cycle ofFP-VITE (Figure 3).

The formalism used in the business model reflects the life cycle view of
the modelling framework (MF) belonging to GERA (the reference archi­
tecture used in the research, which is a part of GERAM), which allows
representing relations between life cycle phases of the relevant entities.
The IDEFO (Integration DEFinition for Function Modelling (NIST 1993))
formalism used in the functional model (Figure 4) controls model consis­
tency and complexity and assists process understanding by showing activ-



292 Ovidiu Noran

ity inputs, outputs, controls and required resources . IDEFO is a functional
language belonging to the IDEF family (Menzel and Mayer 1998), equiva­
lent in expressiveness to UML Activity Diagrams (Noran 2003b))

This simulation has validated the applicability of the meta-methodology
concept, refined its content and has uncovered some problems as further
described . Other details of this simulation are described in (Noran, 2004b).
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Fig. 2. Business model showing life cycle relations (Noran 2004b)

A First Field Test I Case Study

In this real scenario, the application of the meta-methodology has yielded a
design (and partly operation) method for a CN called Service Network Or­
ganisation (SNO) and the Service Virtual Enterprises (SVEs) created by
this CN (Hartel et al. 2002).

The CN lead partners wished to retain control of the identification and
concept phases of the SVEs life cycle, with the rest covered by the CN (see
Figure 4).The audience was partly familiar with the IDEF family and with
an RM developed by the Globemen consortium (Global Engineering and
Manufacturing in Enterprise Networks (Globemen 2000-2002)) using a
specialised version of the GERA MF called VERA (Virtual Enterprise
Reference Architecture described in Tolle et al. (2002)).

The application of the modified set of meta-methodology steps has re­
sulted in an IDEFO model of the design methodology for the SNO and the
SVEs created by it, based on the Globemen RM (see Figure 5).
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The application of the meta-methodology has also produced a model of
the decisional aspect of the partners, SNO and potential SVE(s) using
GRAI (Graphs with Results and Activities Interrelated (Doumeingts et al.
1998» Grids and applicable RMs (Olegario and Bemus 2003). Subsequent
reflection has proposed changes to the meta-methodology and its SR. The
resulting model has been used in the real SNO design with good results.
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Space and scope limitations do not allow to present full details of this test;
refer to (Bemus et al. 2002), (Noran 2004b).
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The Second Field Test I Case Study

In the second test, the refined meta-methodology has been applied in order
to produce guidance for the creation of a VO in the tertiary education sec­
tor (Noran, 2004a). Several IT schools of a Faculty within a University
wished to form a VO in order to capitalize on their shared knowledge and
to present a unique and stronger school image. The schools had different
locations, organizational cultures and staff profiles, but similar manage­
ment models, education profiles and shared a common University infra­
structure.

The schools' current (AS-IS) states were not fully understood by stake­
holders - and yet, they were to be used to derive their future (TO-BE)
states. The business model created (see Figure 6) used a combined repre­
sentation of the AS-IS and possible TO-BE states.
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The main deliverable of this field test was a customised VO creation
method expressed in IDEFO (Figure 7), supplemented by models of deci­
sional and organisational structures (using GRAI Grid) and by high-level
models and guidelines for project management, human resources and or­
ganisational culture aspects.

These models have used available mainstream reference models when­
ever possible, e.g. gap analysis concepts from Ansoff's (1965), Howe's
(1986) and Kotter's (1996) gradual organisational change process. Details
of this experiment are available in (Noran 2004b, 2004c).
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The Meta-methodology Evolution

The number of steps in the meta-methodology has steadily increased, as
can be seen from Figure 8; however, it has ultimately converged to a lim­
ited set. Thus, the reflection following the first research iteration has pro­
posed an additional meta-methodology step (modelling of aspects other
than functional) and has uncovered the needs for step applicability rules,
detail levels in models and management (control) view in the business
models. It has also found that the business model quality is paramount to
the usefulness and usability of the main functional model.

Subsequent reflection has proposed sub-steps for identifying relevant
aspects to be modelled and formalisms and tools to be used, using views
(e.g. Function, Information, Organisation, Decision) present in the MFs of
the AFs (Zachman (Zachman 1987), ARIS (Scheer 1992, 1999), etc) that
had been classified during the critical review phase using GERAM. Ini­
tially proposed as separate sub-steps, modelling of additional aspects has
become a sub-step ofall main meta-methodology steps.

The initial SR contained elements grouped by categories with attached
applicability rules of the form IF / THEN that had to be sequentially tested
by the meta-methodology. Subsequent reflection has identified scalability
problems and the need for additional AF elements (e.g. reference models),
for generic modelling languages / tools (for non AF-specific elements) and
for additional attributes for ranking AF elements by various criteria.
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Fig. 7. Functional model (first level, IDEFO) of the VO creation method

Further conceptual development has redesigned the AF elements in the
SR to contain prerequisites and modelling outcomes (Figure 9, left), usable
by the SR-wide external selection rules.

Final Refinement: The Prototype

Step 1: Identify a list of entities relevant to the EA project. If projects are
set up to build the target entity (entities), consider including them;
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Step 2: Create a business model showing the relations between the life
cycles of the identified entities; for each entity, re-assess the need for its
presence in the diagram and the size of the life cycle set being represented;

Step 3: Reading the life cycle diagram of the target entity phase by
phase; create a set of activities describing its relations with other entities.

Sub-step 1: Choose to represent the present (AS-IS), future (TO-BE), or
both states, separately or combined. The sub-step logic can be embedded
in the SR, which advises according to step number and other user answers;

Sub-step 2: Choose aspect to model depending on the current step. This
can also be performed by the SR (including any modelling dependencies);

Sub-step 3: Choose modelling formalism and tool depending on the as­
pect selected and on modelling best-practice criteria (contained in the SR).

The structure of the final SR prototype (Figure 9, left) suits a rule-based
expert system implementation. (Noran 2004b) contains further details on
the SR structure and on the user interaction with the meta-methodology
environment, which integrates the Meta-methodology steps with the SR.

Conclusions and Further Work

This research contributed to the EA body of knowledge by demonstrating
the feasibility and usefulness of a meta-methodology for describing the life
cycle of CNs and their manifestations . In addition, it has created two prac­
tical sets of models and the design specs of a decision support system.

The SR knowledge base members, rules and element representation can
be changed to reflect various approaches to enterprise modelling . Interest-
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ingly, this makes the meta-methodology applicable to other EA tasks, or
even to any entity type and task.

Further testing and refinement are needed to completely specify the SR.
In addition, the meta-methodology environment needs to be formalised in
order to enable its implementation (Noran, 2004b).
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Introduction

When information systems are specified, developed and evaluated, such
systems need to be understood contextually. A vital step during informa­
tion systems development is therefore business modeling. Critical issues
when developing such systems are what aspects to take into consideration.
There is a need to understand different aspects of the organization and how
the information systems can be supportive and integrating different parts
of the organization.

Information system development can be dealt with from different per­
spectives . One such perspective is the language/action perspective (Austin,
1962; Searle, 1969; Habermas, 1984). The language/action perspective is
based on the idea that communication is more the just transfer of informa­
tion, when you speak, you also act. This implies that the information trans­
ferred within and between organizations has to be seen from a perspective
where you look at the interchange as different actions, where each actor
has an intention with their actions, rather then just a flow of information.
Every communicative act has purpose, but also creates expectations.
Communicative acts are important for the understanding of how expecta­
tions are established, fulfilled and evaluated. An assignment is an expres­
sion for one or several actors expectations directed towards another actor.
It can be claimed that different types of assignments that are given, taken,
forwarded and fulfilled form the backbone of organizational work.

There does not exist any suitable modeling techniques for modeling
such essentials. However, there exist modeling techniques, founded in the
language/action perspective among other theories, which could be used as
a basis for modeling and pinpointing the role of assignments within, and
between organizations. Examples of such modeling techniques are action
diagrams, co-operation diagrams, co-ordination diagrams and process dia­
grams (cf. Lind & Olausson, 2004). The purpose of this paper is to elabo­
rate on a suitable theory for understanding assignments within and be­
tween organizations as well as evaluating the modeling techniques
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mentioned above for capturing such theoretical constructs. The research
question that drives us is how should assignments be understoodin theory
and representedin modelsfor thepurposeofbusiness modeling?

The paper is structured as follows. First we have a discussion concern­
ing the role of theory and method during modeling . Following that we will
present a theory about assignment. This theory is followed by a brief ex­
ample focusing the role of assignment in a mail-order firm. Based on this
example some reflections will be made regarding implications for business
modeling and how the mentioned models above are suitable to capturing
assignments .

Theory and Method Driven Business Modeling

The purpose of business modeling is to generate models of the business in
study. Business modeling is about stating and answering questions. The
concept of model implies a simplified description of an object, and a busi­
ness model is therefore a simplified description of a business and illus­
trates different aspects relevant for the purpose of the model.

Dietz et al (1998) discusses that different driving forces can be used in
modeling situations. Dietz et al (1998) claims that both method and theory
can in a modeling situation, guide an analyst. Sometimes a theory is the
main driving force, where the analyst utilizes the generative power of the
theory to put questions. In other situations, a method might be the main
driving force. In such a case, the analyst is using the modeling capabilities
(notational and procedural rules) of the method as the main question gen­
erator. It is however important to note that the business situation being
studied must be taken into consideration when generating questions.

One purpose of using methods in the process of business modeling is to
document the answers corresponding to the stated questions. Different
types of models within the method are used to document answers . Exam­
ples of such model types are Action Diagrams, Process Diagrams, Co­
operation Diagrams and Co-ordination Diagrams (cf. Lind & Olausson,
2004). Methods are however also used to state accurate questions. Docu­
mented answers are important sources of inspiration when stating new
questions . Since methods are based on underlying perspectives (Fitzgerald
et al, 2002) there is a need for congruence between the perspective,
founded in underlying theories, used for stating questions and the perspec­
tive used for documenting answers .

A method driven modeling means that a directed attention is obtained.
This attention is facilitated by the different questions and description tech-
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niques included in the method. A theory contains concepts and categories
with clear interrelations. When comparing methods and theories, the latter
contains more explicit conceptualizations. On the other hand methods'
contains clear normative instructions, which are left out in theories .
Through the conceptual richness, a theory driven reconstruction can be
very generative by its character (Dietz et al, 1998). It is thus necessary that
there exist modeling primitives in the business models for capturing the
concepts and categories focused in the theory.

The Theory about Assignments

Co-ordination is a necessity in all social systems, (Alter & Hage, 1993)
and organizations exist through co-ordination. This is acknowledged in
both classical organizational theory (Mintzberg, 1979) and communication
oriented organizational theory (Taylor, 1993). In this paper we adopt a
communicative perspective inspired from the language/action perspective
(Austin, 1962; Searle, 1969; Habermas, 1984) on co-ordination - co­
ordination is performed through communication.

The backbone of co-ordination is different types ofassignments. Lind &
Goldkuhl (2002) have identified three types of assignments for analyzing
vertical and horizontal co-ordination; role assignment, external product as­
signment and internal product assignment. These types of assignments are
agreed upon and constituted through social actions (Lind & Goldkuhl,
2002). The utterances are addressed to someone. This addressee is also the
one proposed to take action. The proposed action is specified (or at least
mentioned). When describing the action some other important features are
also described. The beneficiary of the action is mentioned, i.e. for whom
something will be made or to state it otherwise who is in favor of the ac­
tion. The actions specified also involve a reference to whom the actor shall
address his/her action, i.e. the recipient of the action result. This role cate­
gory is called next recipient (to be compared with next-speaker selection)
and it must be distinguished from the beneficiary. In some cases, the next
recipient and the beneficiary will naturally coincide. The description of the
action also involves the kind of action object, which is referred to, i.e. in
this case, the product to handle. For a deeper communicative action analy­
sis of different organizational assignments, confer Lind & Goldkuhl
(2002).

Three different types of assignments need to be acknowledged in order
to direct attendance towards vertical and horizontal, as well as internal and
external co-ordination. These are:



304 Jan Olausson and Mikael Lind

1. Role assignments (principal - agency relations)
2. Customer orders (customer - supplier relations)
3. Forwarded/transformed orders within an organization (internal process

relations)

The first and third assignments are performed within an organization.
The first can be seen as a vertical relation and the second and third can be
seen as horizontal relations. There are however important differences be­
tween external and internal acts/relations. Customer order and forwarded
orders are concerned with the particular; a particular customer and a par­
ticular product (Lind & Goldkuhl, 2002). There are important differences
between a customer order (i.e. external to the organization) and for­
warded/transformed internal orders (or requests) that are issued within the
organization. The beneficiaries of these different assignment types are,
however, always the same, i.e. the customer. One important difference is
that in the customer order case the customer is locutor, next recipient as
well as beneficiary. This will not be the case with forwarded orders . The
locutor will be an internal agent (actor). The next recipient will (often) not
be the locutor. The next recipient will be the beneficiary when the product
is delivered by the organization, but not for pure internal acts. For such
cases the next recipient will be an internal agent (actor) .

There are also important differences between principal - agency rela­
tions and horizontal relations . Role assignments are internal acts (i.e, made
within the organization) and are concerned with the typical (all possible
customers and products) (Lind & Goldkuhl, 2002). Role assignments are,
as mentioned above directives. However they also have a declarative force
since they appoint actors to roles . The differences between the different
types of assignments are illustrated in table 1 below.

In order to handle this view of co-ordination there is a need to distin­
guish between different types of assignments as well as between different
types of roles (Lind & Goldkuhl, 2002) . There is a need to distinguish be­
tween several roles, which go beyond the traditional role repertoire in
speech-act based modeling approaches. The roles distinguished by Lind &
Goldkuhl (2002) are:

• Requester (locutor)
• Performer (producer)
• Next recipient
• Beneficiary
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Table 1. Characterizations of different types of assignments (Lind & Goldkuhl
2002)

Type of assign- Communica- Organiza- Degreeof Communica-
ment tion place tional specificality tion roles

dimension
Roleassignment Internal Vertical Typical products Organization

and customers (principal)
(type level) -7 Agent

External product External Horizontal Particular Customer -7
assignment productsand Organization
(Customerorder) customers (supplier)

(instance level)

Internal product Internal Horizontal Particular Agent -7
assignment (For- productsand Agent
wardedorder) customers

(instance level)

Assignments are agreed upon and established through interactions.
There are thus interactions concerning the vertical co-ordination going on
between the principal and agent(s) in order to establish role assignments
(see figure I). These interactions are, as mentioned above, concerned with
the typical. There are also interactions between agents within the organiza­
tion as well as between agents within the organization and the beneficiary
of the organization. These interactions concern internal and external hori­
zontal co-ordination, i.e. establishing and fulfilling product assignments.

Principal Principal

Horisontal .. ~o
co-ordination

•

jVertical 1
Ord~~iOn

~

jVertical 1
ord:lion

Agent Agent

Organisation

Horisontal Ii ~
co-ordinatlon 1lJ

1··- - -
Beneficiary

Fig. 1. Horizontal versusvertical co-ordination (Lind & Olausson,2004)

The propositional content of the vertical co-ordination, what each agent
should do, is about the horizontal co-ordination. The sum of all role as-
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signment should thus reflect the total horizontal co-ordination for estab­
lishing and fulfilling agreements with the beneficiary of the organization .

Organizational work can be studied from many different perspectives . In
this paper we have used the theory of practice (Goldkuhl & Rostlinger,
2002) as the basis for understanding organizational work. According to the
theory of practice, a work practice is governed by a number of different
pre-conditions and exists in order to produce results for its clients and their
utilization of produced products. According to Lind & Olausson (2004),
the action performed within a practice can be categorized as being of dif­
ferent kinds. First of all some actions are performed for potential clients,
i.e. the beneficiary is a potential client, in relation to that some actions are
performed for particular clients. This definition relies on that when the ac­
tion is performed the client is known, in other situations the client is a
thought one. All co-ordination can therefore not be founded in the external
customer order, i.e. the external product assignment. Also the parts of the
practice, i.e, some of the sub practices, need to be coordinated initiated by
internal assignments .

Three different sub practices can be distinguished founded in the separa­
tion between work for potential and particular customers/clients as well as
in the separation between operative vs. development-oriented work (Lind,
2003). First there is a delivery practice consisting of both operative and
development-oriented actions performed for particular customers/clients.
Then there is the providing practice consisting of operative actions per­
formed for potential customers/clients. The third sub practice is the manag­
ing and condition-creating practice consisting of development-oriented ac­
tions for potential customers .

Understanding Assignments in a Practical Setting

The mail-order firm, at which our analysis has been performed, belongs to
a larger owner group of companies (a European group of retail business)
that trade in different products such as garments, furniture, gifts and home
electronics through the mail distribution channel to different European cus­
tomer markets . The firm markets and sells garments for the whole family
as well as products for the home, leisure and electronics.

The exposure of the product repertoire is done through mail-order cata­
logues and the e-commerce site. The product repertoire is, in regard to
garments, based on season. Products that are directed towards home, lei­
sure and electronics follow the planning and development of the garment
assortment, but are not as sensitive to the season as the garments.
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The product repertoire consists of own-assortment products, owner­
assortment products as well as factory-produced products (not produced in
advance). The planning and development of the assortment is governed by
internal assignments. The planning and development work is initiated ap­
proximately a year prior the start of the season, which means that the mail­
order firm handles issues for multiple seasons at the same time. The result
of planning and development is mail-order catalogues, i.e. the product rep­
ertoire , and made procurements. The goal for a mail-order firm is that there
should be products in stock in accordance with the customer order to en­
sure short lead-times.

This mail-order firm produces a number of different catalogues (one
main catalogue, two follow-up catalogues and several sales catalogues)
with the purpose of exposing the assortments and thereby selling products
to potential customers. The goal is to arrive at a stock-level close to zero at
the end of the season . The procurement department defines the product of­
fers for each catalogue. When the product offers has been approved two
things happen. First the catalogue department forwards an external as­
signment to the printing house to print the catalogues. Second the pro­
curement department assigns the marketing department a marketing as­
signment to market the specific products (via the catalogue) to potential
customers. When the printing process is finished, the catalogues are deliv­
ered to the distributor of the catalogues. In order for the distributor to de­
liver the catalogues, this external partner receives addresses from the mar­
keting department in the mail-order firm. In terms of the co-ordination
logic the distributor receives through this action an external assignment
that instructs the distributor to deliver the catalogues to a number of spe­
cific recipients that are the potential customers for the mail-order firms'
products.

The particular customer uses different channels (e.g. phone, letter, fax,
internet) to place the order based on the offer made by the mail-order firm.
The customer order is to be regarded as an external product assignment di­
rected to the customer service. After checking the availability (stock level)
the customer service confirms the order by a delivery notice (order confir­
mation) . Since the products can be of different kinds such as own­
assortment, owner-assortment orders and factory-produced products the
original customer order will be split into different parts depending on the
types of products requested by the customer. The different parts of the or­
ders will then be forwarded to their recipients, i.e. to the warehouse, to the
owner or to the factory, in order to fulfill the customer order.

The factory order will be delivered directly to the customer. Some or­
ders consisting of both own-assortment and owner-assortment will be, un­
der certain conditions, jointly packed which requires that the mail-order
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firm has to wait for the owner-assortment products to arrive at the firm be­
fore this packing can be made. During execution of the fulfillment phase
the warehouse takes on both the role of fulfilling the original customer re­
quest (packing and handing over the package to the distributor) and that of
acting as a marketing channel (by supplying with extra offers) towards the
particular customer to generate new customer orders from him/her.

The payment from the customer can be handled in different ways, either
as a C. 0 .D (cash-on-delivery) or as invoice-based accounts. There is also
a material flow going "in reverse", which depicts the handling of products
returned by the customer to the mail-order firm. The goods that are re­
turned can either be regarded as condemned products, re-sold through the
mail-order logic, sold in the warehouse-shop or be returned to the supplier.

Implications for Business Modeling

The presentation made in section 4 is made from an assignment perspec­
tive. This presentation has been made based on the theory of assignment
put forward in section 3. These issues, concerning the role of assignments,
need to be possible to model. It can be noticed from the empirical illustra­
tion above that there is a need to cover different sub-practices and their in­
ter-relations in business models. The overall logic of assignment-based co­
ordination is shown in figure 2. The organization gives the supplier an ex­
ternal product assignment in order to establish the needed preconditions to
start the interaction with the specific customer.

Fig. 2. Overall logic in the sub-practices and the external product assignments
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The logic described in figure 2 can look different , like in the empirical
illustration above, where the customer order initiates a suborder to the sell­
ing organization's supplier. This is the case for owner-assortment products
as well as for factory-produced products. In that case the providing prac­
tice rather has the role of establishing frame contracts between the supplier
and the mail-order company. Based on that frame contract, there will be an
interaction between the supplier, the mail-order company and the customer
within the scope of the delivery practice. The product order from the cus­
tomer is forwarded external to the supplier who manufacture the product
and sends it to the customer.

When modeling businesses, the modeler has to consider theories, mod­
els as well as the modeling situation (Dietz et ai, 1998). In order to model a
business we therefore propose following toolbox; action diagrams , co­
operation diagrams, co-ordination diagrams and process diagrams . These
diagrams do however need to be adjusted in order to suit a situation where
the logic of assignments is put forward (Olausson, 2005).

In order to get a rich description of the modeled business , the modeler
has to use both theories and models to direct attention towards important
aspects. The smallest unit of analysis is social action and is modeled in ac­
tion diagrams . The action diagrams provide a possibility to model the
business in detail, but it can be difficult to get an overview. We therefore
acknowledge a need to use separate models on different levels of abstrac­
tions and different focus (see figure 3).

Practice

Process

Act ion

Co-operation diagram

=-- Co-ord ination diagram

Process
diagram

- Action diagram

Fig. 3. The main use of the different models

The theory about assignments, described in section 3, and the empirical
case, described in section 4, implies a need for the models to describe both
role, and product assignments. Desired theoretical constructs must be pos­
sible to represent in the business models.

The adjustments in focus, needed for the different business models , are
shown in table 2. The table shows the models purpose and focus, bolded
indicates the models main focus and italic shows the possibility to model
the role of assignments. The models depicted in the table , all has a relative
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free notion of description and can be used in different levels of abstraction.
The models main usage is shown in figure 3. It is however vital that used
theory put attention towards assignments during the modeling session.
Theory and used methods need to go hand-in-hand.

Table 2. Different models purpose and focus

Model
Co-operation
diagram

Co-ordination
diagram

Process
diagram

Action
diagram

Purpose
To create an overview over
affected organizationsand how
these are related through co­
operation

To show the product
assignment's coordinative
effects in the practice

To create an overview over the
existing action logic in the
practice and show the result the
practice's customer receives

to describe and analyze a
practice or sub practice through
performed actions

Focus
Interaction, co-operation,
relations, role assignments,
product assignments

Coordination, product
assignments

Process, potential/particular,
product assignment (towards
customer)

Flows, actions, preconditions,
result, performer, role
assignment,product
assignment

In order to secure that the assignments are modeled, we propose the fol­
lowing set of questions:

• What kind of assignments exists in the practice?
• Who gives assignments, e.g. who are assigners?
• Who fulfils the assignment, e.g. who are producers?
• Which kind of product orders exists to the practice? Who orders the

product?

• What is the practice product repertoire? Who defines the products?
• Which types of role assignments exists in the practice? Who are role as­

signers?
• Which types of resource assignments exists in the practice? Who assigns

resources?
• Who takes initiative to assignments?
• Who formulate ass ignment?
• Who is supposed to fulfill the assignment?
• How is the assignment formulated? How is the assignments communi­

cated?
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• What strength (power of influence) is in the assignment?
• How do assigner and producer agree upon assignments? How is assign-

ment established?
• How do the producers interpret given assignments?
• Do the different assignments support each other?
• Is there conflicting assignments?
• Is there any forwarding of assignments? Does an assignment generate

new/other assignments? How is assignment refined and distributed?
Who are involved in the assignment process?

By using the theory and models proposed in this paper the business
modeler secure that important aspects is put in focus and is visualized in
the models. Since the different models have different focus, the use of
them enables a broad coverage of the business in different levels of ab­
straction.

Conclusions

The logic of dependencies between different types of assignments is essen­
tial to understand during information systems development. Such under­
standing can be achieved through business modeling in which questions
are stated and answers are given. Theories are instruments for directing at­
tendance towards desired aspects of an organization and methods are nor­
mative instruments for capturing the answers. In this paper we have shown
the need for putting forward the role of assignment in different types of
sub-practices. Important for arriving at a thorough understanding of the
role of assignments are that there exist a congruency between desired theo­
ries and the business models used for putting forward these essentials.

A focus on assignments, in the way it has been put forward in this paper,
implies a focus on external, internal , horizontal and vertical co-ordination.
All these co-ordination mechanisms need to be regarded as complementing
each other in order to arrive at a well-coordinated and efficient practice
fulfilling the needs of its client. We claim that modeling assignments en­
hance the understanding of the business process logic. Of course there are
other ways to understand the business processes, and following those ap­
proaches may arrive in a coordinated and efficient practice, even if they
don 't explicitly put forward assignments. In those cases well-coordinated
and efficient practices are created by chance. If assignments are in focus
the creation of a well-coordinated and efficient practice is by intentional
and conscious design. For a discussion about intentional design of actable
information systems , call for Cronholm & Goldkuhl (2002)
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In this paper four different modeling techniques has been briefly dis­
cussed and put in relation to proposed theory of assignments. These differ­
ent modeling techniques have a role in establishing an understanding of
different aspects of organizational work at different levels of abstraction.
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Groupware Evaluation and e-Learning Systems

The importance of collaborative tools is increasing in e-learning practice,
both in educational institutions and enterprises. E-learning is nowadays
much more than file downloading: both in distance and blended learning,
group interactions are showing their didactic relevance . Specific contexts
and needs are to be taken into account when evaluating didactic collabora­
tive tools, since they present peculiar aspects. For instance, e-learning plat­
forms are not pure groupware, but didactic systems hosting both group­
ware facilities and single-user features.

Since the adoption of a software tool is a critical choice with enduring
consequences for the adopting institution, its evaluation is of fundamental
importance. Anyway, groupware evaluation is known to be a tricky prob­
lem (Grudin 1994, Knutilla et al. 2000, Potts Steves et al. 2001, Newman
et al. 2003, Neale et al. 2004). We can state that:

• Groupware is a piece of software . An important reference not often con­
sidered in groupware evaluation studies is the ISOIIEC 9126-1 standard,
which defines a software quality model allowing quality checks for any
generic software product (ISO/IEC 2001).

• The large majority of today's groupware systems are Web-based sys­
tems, and their evaluation should take into account the peculiarities of
Web quality evaluation (for a survey, see Davoli et al. 2005) .

• Groupware products entail specific challenges arising from group proc­
esses management (Grudin 1994), and adapting traditional evaluation
techniques to groupware can be complicated (Knutilla 2000).

According to Pinelle and Gutwin (2000), several methodology problems
characterize past groupware evaluations. Among them are: a) the lack of
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stated measurement goals; b) the limited descriptions of methodologies for
data collection and questionnaire contents; c) the focus on specific conclu­
sions rather than on general evaluation; d) the limited number of real world
applications considered.

Clear methodologies are still to be established, and we are far from con­
sensus on how a groupware evaluation is to be conducted. A need is felt
for using common frameworks across multiple projects (Newman et al.
2003) and evaluating real world systems (Andriessen 2003).

Paper Organization

To face these issues, we developed a model of user quality perceptions for
the evaluation of groupware tools embedded in Web-based learning plat­
forms, and tested it in three case studies involving different, widely used
both commercial and Open Source systems (Ping Pong, Blackboard and
Moodie), in Sweden and Italy. Our goal is to provide a) an adaptable low­
cost and effective evaluation tool, b) with a clearly stated implementation
methodology c) that can be used for real world applications, d) in the e­
learning field. The model can be used in conjunction with inspective
evaluation methods to provide an integrated view of the software's appro­
priateness to the context of use

In the following Section 2 we will review some critical issues in the ex­
isting literature, highlighting the base of our model. Then, after presenting
the model (Section 3), we will describe its implementation methodology
for the case studies (Section 4) and discuss the experimental results (Sec­
tion 5). Finally, some conclusions will be drawn (Section 6). This paper
should not be considered as a quality report of the examined systems: our
aim was rather to test how the model can help examine and quantitatively
assess groupware tools within these e-learning applications.

Related Works and Model Bases

Reference to Standards

User-based and inspector-based evaluations can be used in tandem to
gather different and complementary information (Knutilla et al. 2000,
Potts Steves et al. 2001, Neale et al. 2004). In both techniques, a certain
amount of research arbitrariness is avoidable through clear references to
existing specifications. For example, in Web quality evaluation, authors re-



Collaborative Tools' Quality in Web-Based Learning Systems 315

fer to ISO/IEC 9216-1 standard for software quality (ISO/IEC 200 I) and to
W3 Consortium recommendations (http://w3c .org) (Davoli et al. 2005).

ISO 9126-1 standard deals with six main dimensions of software qual­
ity: functionality, reliability, usability, efficiency, maintainability and port­
ability. As far as user perceptions are involved, we claim that mainly func­
tionality and usability are to be taken into account - in fact, the other
dimensions refer mainly to technical features that are better examined by
specialized inspectors. According to the definitions of the standard:

• Functionality is the capability of a software to provide functions which
meet stated and implied needs under specified conditions.

• Usability is the capability of the software to be understood, learned,
used and liked by the user under specified conditions.

When a specific domain is involved, scholars should also refer to agreed
specifications in that particular field. As for e-learning, SCORM and IMS
(www.imsglobal.org/) specifications are de facto standards, but they do not
appear to actually deal with group interactions.

Context, Retroaction and Groupware-Related Problems

Group context and groupware cultural impact are fundamental parameters
of groupware evaluations (De Araujo et al. 2002, Neale et al. 2004, Grodin
1994, Knutilla et al. 2000, Eklund et al. 2003). The original context always
exerts some influence on the adoption of a technology. In the same way,
the adoption of a technology always has an impact on the original culture.
For example, it may transform the way in which single individuals or en­
tire groups work, as well as their attitudes and expectations, changing the
group context. Therefore, we claim that referring to retroaction is prefer­
able than referring to impact , because the former better accounts for the
circular, dynamic and reciprocal influence between context and technology
supported activities .

In addition to context and retroaction issues, groupware relatedfeelings
and problems (as pointed out by Grodin 1994) should also be considered
during an evaluation, since they act on factors related to technology­
mediated interaction (e.g. the naturalness of communication).

Groupware Functionality and Usability

In order to evaluate groupware tools , more than traditional usability testing
is needed , and the focus on specific groupware processes is required .



316 Paolo Davoli andMatteo Manari

Among them are communication, coordination and synchronization,
(re)planning, monitoring, assistance, role taking, information sharing and
protection (Gutwin and Greenberg 1999, Neale et al. 2004). For these top­
ics, the concept ofgroupware usability was proposed.

Restricting the evaluation to the usability (easiness of use) of tools sup­
porting groupware processes can be limiting, and we suggest that their
functionality (the degree of support for collaboration processes) should
also be taken into account, according to ISO/lEe 9126-1 standard. More­
over, since the collaborative tools we are dealing with are hosted within e­
learning systems, the system's general "classical " usability is to be con­
sidered as well.

A Model of User Perceptions

According to the framework outlined in Sect. 2, we propose a model com­
posed by interacting dimensions, in order to analyze user perceptions of
the quality of collaborative tools in e-Iearning systems.

We suggest that the following dimensions should be taken into account:
Dl - Context ofuse; D2 - Retroaction in the context; D3 - Groupware re­
latedfeelings and problems; D4 - Groupware Functionality; D5 - Group­
ware Usability; D6 - General system usability; D7 - Class specific activi­
ties' Functionality and Usability; D8 - Products.

A graphical representation of the model is reported in Figure 1, where
the reciprocal disposition of the various dimensions indicates their mutual
relationships .

Basing on the model in Fig. 1, an effective evaluation should deal with
context (e.g. trainees' motivations and habits), which is continuously influ­
enced by the retroaction exercised by technology mediated group proc­
esses. Groupware functionality and groupware usability (the latter is re­
lated to general usability) should be taken into account, as well as specific
collaborative activities implemented in a given educational context (e.g.
collaborative writing). Group relatedfeelings andproblems (situated in an
outer belt in the picture) can be considered as issues affecting the overall
educational experience. The evaluation may also deal with the artifacts
produced by the group, even though they are not always mandatory com­
ponents of educational experiences (in which what matters may be the col­
laborative process itself and not the final product per se) .

Each of these dimensions can be examined through several observation
variables, for each of whom a user evaluation can be obtained. According
to the framework outlined in Sect. 2, we propose the following:
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Fig. 1. Graphical representation of user perception model

• Dl. Context: age, gender, role, motivation, attitude, group size, famili­
arity with computer technologies and the system, technological re­
sources (e.g. operating systems, available bandwidth).

• D2. Retroaction: effects on motivation, collaboration , communication,
possible face-to-face meetings and work organization and execution.

• D3. Groupware related feelings and problems: balance between extra
work and benefits, naturalness of communication, feelings of collabora­
tion, group size appropriateness, possible disruption of social processes,
level of use of system functions.

• D4. Groupware Functionality: the level of support to teamwork in
terms of communication, coordination, monitoring, receiving and pro­
viding assistance, identity management, information sharing.

• D5. Groupware Usability: level of easiness of use for functions listed
in dimension 04.

• 06. General system usability: intended in terms of learning, under­
standing, liking and using the system and its layout, error management,
easiness of use of single system functions.

• 07. Functionality and Usability related to class specific activities:
depending on specific educational processes, e.g. collaborative writing.

• 08. Products: level of satisfaction with the artifacts possibly produced
by the group, perceived by the trainees themselves or educational staff.

Note that even though dimensions 01-03 rely on "group" factors, here
we focus on the technical features affecting these factors (e.g. familiarity
with computer technologies) , rather than on group factors per se (e.g. lead­
ership dynamics).
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Model Implementation

Three Case Studies

The model was applied to the use of collaborative tools by the students of
three academic courses, which mixed distance and presence learning at
varying levels (blended learning). All the classes conducted collaborative
writing activities involving sharing and commenting of written works.

• Case A. The course taught at the Royal Institute of Technology of
Stockholm, Sweden, (about chemistry) was supported by Ping Pong
(http://www.pingpong.se). The groups had to jointly produce a written
report about a case, and post it on the system so that the teacher could
read and comment it. A second draft would then be posted by the group
and commented by other groups. These discussions will constitute the
starting point of in-presence seminars.

• Case B. The course at the University ofGdvle, Sweden, (about creative
writing) used Blackboard (http://www.blackboard.com). On-line activi­
ties consisted in readings and writing assignments, and were accompa­
nied by bimonthly class meetings. Every student was required to post
her works on her group 's discussion board and comment on the other
students' works.

• Case C. The module taught at the University of Modena and Reggio
Emilia, Italy, regarded computer systems for students of Humanities,
and was composed by traditional presence lessons and mandatory on­
line activities, based on Moodie (http://www.moodle .org). Every student
was asked to add terms to a collaborative Glossary tool provided by the
system and to judge other students' definitions, commenting on them
and giving grades according to an evaluation scale fixed by the teacher.

User Questionnaire

A questionnaire was derived following the model described in Section 3,
incorporating almost all the listed topics (except for dimension D8 - Prod­
ucts, which was not relevant in the cases we observed). The time and effort
the questionnaire would require to be completed was taken into considera­
tion, by limiting the number and complexity of the (40) questions (Knutilla
et al. 2000 and Newman et al. 2003).

Most of the questions were on highly subjective matters (e.g. "How dif­
ficult was learning how to operate the system?"), and the users were re­
quired to give quantitative answers expressed in a Likert-like scale. Even if
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Likert-like scales have some debated issues (Lalla et al. 2004), for our
purposes they were simple enough to be understood by all users, and al­
lowed us to capture subjective perceptions in a quantitative and compara­
ble way. A limited amount of open questions was included as well, in or­
der to allow users to account for qualitative factors such as lists of
problems, motivations , complaints, etc. and freely motivate the assigned
scores. To prevent users from filling questions using "neutral" answers as
a shortcut, the scales provided an even number of options (6) forcing users
to choose between insufficient and sufficient scores, expressed through
linguistic quantifiers graded from a minimum to a maximum ( e.g. from
"completely useless" to "very useful" graded from 0 to 5).

Score Normalization and Summarization

A total of 74 students filled in the questionnaire. In order to obtain syn­
thetic scores from them, a mean value for each scalar question was calcu­
lated for each case study, and normalized to a 0-1 range. Not all of the stu­
dents accessed all of the platform functions (for example, not all of the
students accessed help functions or participants' lists). Hence, in order to
obtain comparable data, each activity-specific result was weighted with the
number of students who accomplished that activity. Some information
(e.g. the answer to questions such as : "how long have you been using the
system?") was not expressed directly in a quantitative scale. We catego­
rized it according to reasonable scales, and normalized it to 0-1 range.

At this stage, for each platform we had around thirty normalized values
corresponding to the quantitative information drawn from each of the
questionnaire's items. The next step was obtaining grouped scores for each
evaluation dimension in Section 3. The meaning of scores for dimensions
04-07 are obvious, while the meaning of scores for dimensions 01-D3 is
less obvious. For example, what is the meaning of the score of dimension
Dl- Context ofuse? We decided to evaluate:

• DI - To what extent the context was favorable to the educational proc­
ess. For example, a highly motivated group constituted a more favorable
context than a set of low motivated individuals.

• D2 - The level ofpositive retroaction on the context. For example, ifus­
ers think that using the system to make activities makes them more
stimulating we can take this as an indicator of positive retroaction.

• D3 - To what extent groupware problems were overcome. For example,
if users feel they are working in a collaborating group (despite distance
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and mediated communication) this contributes to limit groupware prob­
lems.

Dimension D7 - Class specific processes was split in two parts and in­
corporated within dimensions D4 - Groupware functionality and D5­
Groupware usability, according to the graphic model in Fig. I

The normalized scores were then grouped according to these dimensions
and averaged, obtaining a single score for each dimension for each plat­
form. More sophisticated math summarization methods could be adopted
while aggregating single normalized scores (e.g. see Davoli et al. 2005).
However, for this first stage of model testing, we preferred not to introduce
possible biasing features due to possible algorithmic artifacts.

Discussion

For each case study, Figure 2 illustrates the user perceptions of the dimen­
sions composing the model, divided in more group-related (D1-D3) and
technical ones (D4-D6) - remember that dimension D7 was incorporated
into D4-D5, and D8 was not relevant for the case studies. In the graphs,
users' scores are scaled from 0 to 100 (rounded to the nearest integer), and
we can consider 60 to be the borderline global score for each dimension.

Dimensions 01-03

For what concerns dimensions Dl, D2 and D3, the three cases obtained
different scores. Case A and Case C were characterized by low favorable
contexts of adoption (Dl), in contrast with case B. For example, the users
in Case C were well motivated but unfamiliar with computer technologies,
and they had not made a long or intense use of the system

Also the grades for retroaction (D2) are significantly different. In Cases
Band C users perceived a sufficient level of positive retroaction on the
context of use, while in Case A users expressed an insufficient level of
positive retroaction. This last result derives, among other factors, from the
low grades given to the system's impact on face-to-face meetings and to
the way in which the system improved collaboration.

A comparison of the scores of dimensions Dland D2 within the same
case suggests that a favorable context (D1) and positive retroactions exer­
cised by a tool (D2) do not necessarily depend on each other in a direct
way. As is for Case C, even a poor context of adoption can be influenced
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by a positive retroaction, which may be due (among other factors) to the
good levels of functionality and usability of the technology (see below).

CASE A - "GROUP" CASE A - TOOLS
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CASE B - " GROUP"
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Fig. 2. User perceptions scores for the dimensions composing the model: context
favorableness, retroaction on the context, group problems' overcoming, group­
ware functionality, groupware usability and general system usability. Each row re­
fers to a case study (A, B, C); the left column refers to group-related dimensions
(01-03); the right column refers to tool-related dimensions (04-06)

None of the three cases presented remarkable groupware-related prob­
lems (D3). Also in this case, group B obtained the highest score. E.g., its
members described the communication that took place on the system as
"natural", despite the computer's mediation . "The system has a relaxed
atmosphere - almost like sitting in a cafe" said a user in the open answers.
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Dimensions 04-06 (Incorporating 07)

It should be noted that dimensions D5 and D6 are partially overlapping
(see Fig. 1), since groupware usability (D5) can be seen as a specific part
of the general usability of the e-learning system (D6).

While the e-learning platform adopted in Case C obtained good user
evaluations in all the dimensions we considered, in cases A and B the users
pointed out some problems of general usability, assigning borderline
scores. These low scores were due mainly to layout and navigation prob­
lems, as can be inferred also from the open answers given by the users,
who defined the system navigation "not very intuitive", characterized by a
"bad overview", that made them "go wrong several times" (Case A).

In cases A and B, the fairly good scores obtained by groupware usability
contrast with the (surprisingly) lower ones obtained by general usability,
demonstrating once again that groupware usability and general usability
should be treated separately.

Always referring to cases A and B, the levels of groupware functionality
are slightly lower than those of groupware usability. This may be partially
due to the higher technical expertise (and, consequently, higher expecta­
tions) characterizing the users of these platforms when compared to those
of Case C. For example, some users of group B complained about the sys­
tem's management of groups and its poor editing functions ("especially
important when the format of texts DOES have an influence, as it does
with writing", as noted by a user in the open answers). This difference con­
firms that separating groupware usability and groupware functionality is
correct, basing on the ISO 9126-1 standards proposed in Section 3.

It can be pointed out how the grades of dimensions DI-D3 are generally
lower than those of dimensions D4-D6 (the former's overall average for
the three cases is 61, while the latter's is 74). This suggests that even when
users are generally satisfied by the technological features of the adopted
systems, the interaction of the software with the context of adoption and its
retroaction on the didactic activity may present problematic aspects.

To sum up, Fig. 2 provides a quick and quantitative representation of
user perceptions about some important factors in the adoption of coopera­
tive technologies in learning environments, allowing teachers and students
to discover critical factors and possibly adopt different strategies.

Conclusions and Further Work

Some of the problems affecting groupware evaluation were assessed, con­
sidering the case of collaborative tools hosted within e-learning systems. A
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model to capture significant users perceptions in such context was pro­
posed. The model implementation was described for three case studies in
which well known e-learning platforms were used. Experimental results
suggest that even when users are satisfied by technological features, retro­
action on didactic practice may present problematic aspects. Altogether ,
the model:

• a) allows to capture in a quantitative and sensitive way the user percep­
tions about the adoption of collaborative technologies within e-leaming
systems and helps to identify specific problems (also through open ques­
tions);

• b) relates classical software quality dimensions (e.g. functionality and
usability) with group and interaction dimensions (e.g. context and retro­
action), as a consequence of their interdependence in computer mediated
communication ;

• c) allows developers, educators and students to pin point critical factors
and consequently change their strategies .

Some research could follow this study, such as a more sophisticated data
treatment with fuzzy systems to better manage qualitative user feedback
and a proposal of integration of the model with inspector-based techniques.
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Introduction: The Work of Analysis as Communication

In this paper we advocate the view of systems analysis as an activity where
communication and social interaction within the developer community and
between developers , users and other stakeholders is central. Analysis in­
volves a complex bridging process (Quintas 1993) between IS profession­
als and users implying different backgrounds, knowledge, agendas and so­
cial relations of power. We need to study communication in organisational
contexts to better understand how we can conduct effective systems analy­
sis and also in order to improve our pedagogic practices. However while
there is a general recognition of the importance of communication it is
none-the-less a complex social phenomena that is not well understood
within the IS discipline and not explicitly addressed in traditional methods
and methodologies despite growing interest and recognition in various
qualitative , interpretive and ethnographic approaches (Easterbrook 1993).

The primary means for collecting data concerning current and proposed
workpractices is through the use of interviews- a primary tool for 'data
collection' in all commercial disciplines including Management, Market­
ing, Economics, Accounting, Industrial Relations as well as Information
Systems. While the interview process is central to analysis activities , there
is a paucity of information concerning how to accomplish it and in particu­
lar how to elicit information from interactants, see for example a folk­
linguistic theory of requirements elicitation presented in Burch and Grud­
nitski (1989, 560). Systems analysts do not have explicit methods that can
help them determine the best way to structure interviews, formulate and
stage questions, evaluate the completeness of responses , and recover from
incomplete responses . Nor are there explicit methods for reviewing the ef­
fectiveness of interviews. Consequently, no ongoing professional devel­
opment or reflexive practice is available to Systems Analysts despite the
importance of interviews in development activities.
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In this paper we advocate the use of functional linguistic approaches to
understanding the work that systems analysts do with a particular interest
in elicitation. The theoretical and methodological approach used here is re­
ferred to Systemic Functional Linguistics, a semiotic model of language
developed by Michael Halliday (1985) and colleagues (Hasan 1985; Mar­
tin 1992), has been applied to understanding workpractices associated with
systems in organisational contexts (Clarke 2000, 2003) including issues of
systems use and renegotiation , system similarity and diachronic change.
Interestingly it seems to be a property of communicative and semiotic ap­
proaches that the same methods and theories can also be applied at a meta­
level- a property which we call metasymmetry. The application of Sys­
temic Functional Linguistics (SFL) concepts to systems analysis activities
in context shows the nuances that can occur in particular work situations .
In the next section we describe some of the key language resources that are
applicable to systems analysis activities, and then in a subsequent section
we consider the case of a failed elicitation as a means of revealing how
communicative patterns- sometimes referred to as activity sequences or
genres- can be gainfully applied to this important aspect of analysis work.

An Orientation to the Systemic Functional Linguistic
Approach

SFL is a sophisticated functional and semiotic model of language (Halli­
day 1985; Hasan 1985; Martin 1992) concerned with the analysis of com­
pleted acts of communication (texts) in organisation and institutional set­
tings (contexts). Organisational communication of interest to analysts must
take into account the situation specific language associated with particular
types of work (registers) and must also be aware of the particular kinds of
statements rules, prohibitions, and permissions that distinguish one work­
place from another- referred to as social discourse. The text forming prop­
erties identified in SFL collectively referred to as texture, playa part in as­
sisting language users including systems analysts in making sense of what
is said, heard, written and read. However some language resources are par­
ticularly important during systems analysis activities. These can be
grouped into five kinds- reference, naming, taxonomy , configuration, and
activity sequence, briefly described below:
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Reference

The reference system includes those resources collectively referred to as
phorocit y that describe how ' participants' or people, places , and things get
introduced and 'managed' in a text (Eggins 1994, 95). The need for cor­
rectly identifying participants occurs in all social occasions including those
in which systems analysts 'gather information' about workpractices in
workplaces. These social occasions include for example meetings, walk­
throughs (spoken-language) or surveys (written language). Whenever we
discuss a participant we must provide the reader or listener with informa­
tion about whether their identity has already been provided (presuming ref­
erence) or whether the participant can be considered new for the reader or
listener (presenting reference). Where an analyst encounters a presuming
referent that is not retrievable, they must utilise their knowledge of lan­
guage (text) and of situational and cultural contexts to disambiguate it.
Analysts will search for situations in which reference can be appropriately
recovered in order to identify contrastive, distinctive and functional attrib­
utes for candidate participants. If the analyst cannot recover presumed ref­
erences then this will necessitate further elicitation. For example, during an
interview, an analyst can reflect on what a new or otherwise unfamiliar
participant might be and use this to provide a follow-up question like
' What do you mean when you say ... ?' , or 'What is a ...?'. Analysts cor­
rectly employing the reference system will be able to identify the people ,
places, and things (objects or activities) relevant to particular cultural and
situational work contexts.

Naming

It seems trivial to suggest that it is important for analysts to know the cor­
rect name for a person , place or thing and yet a considerable number of
difficulties for analysts result from just this type of uncertainty. Many lan­
guage resources are used for naming entities including classifying things
into different types as well as other kinds of grammatical and semantic re­
sources. For analysts , questions that can assist in providing the COlTect
names for things include 'What is the correct name for ... ?', or 'Which
one of a possible set of names is this thing- are they different things or
synonyms? ' Once the correct name for a thing is known it can transformed
from the 'everyday' to the 'technical' by means of establishing distinctions
or differences between it and other things to which it may be related.
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Taxonomy

Our understanding of the social and technical world involves understand­
ing those names or lexical items for things that are relevant to particular
social actions and activities (also known as field). It is one thing to know
that 'a 68000 chip is a microprocessor'- parenthetically if an Apple Com­
puter salesperson didn't know this then a customer might not value their
knowledge! However, it is a more impressive thing to know how this lexi­
cal item relates to others in a system of classification; to know that 'a ma­
chine with a 68000 family microprocessor a Mac' . If many texts from the
same situation are examined, it is possible to build field taxonomies that
are represented using the system network notation employed in Figure 1.
The lexical items associated with a field are ordered into convenient or ob­
served groups, and possible selection options (paths through the network)
can be shown. Over time these systems of classification will be continually
modified by adding more options to them (extension), and also by recog­
nising, incorporating and refining the differences between successive op­
tions (elaboration). Indeed learning an activity can be represented as exten­
sion and elaboration of system networks. Classification is a substantial
amount of what we do in systems analysis and also everyday life. Once the
relationship between things is known we can start to understand how they
enter into processes.

Configuration

Lexical items that are classified into relevant field taxonomies can be used
to form messages. Each message will have an agent, utilise a medium of a
kind, and exhibit a process. The process is represented by a verb group
around which the message or clause will be organised. We can distinguish
between different types of processes including material processes, behav­
ioural processes, and mental processes. Material processes express some
action going on, some event or something happening, for example "The
system is backed up on Friday evening". Behavioural processes concern
aspects of behaviour which are in effect psychological processes. Mental
processes involve processes of thinking, feeling, or perceiving. Messages
can now be assembled to form more complex sequences of activity like
those associated with work.
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Activity Sequence (Genre)

Goal oriented work can often be characterised by a sequence of functional
stages. Likewise when we record and transcribe the language that accom­
panies work of this type, it also will exhibit a relatively stable and predict­
able staging. When the pattern of work changes so will the staging of lan­
guage that accompanies it (see Clarke 2000). Communication about work
which is the kind of communication that occurs when workers are trained
for a task or when analysts interview workers about their tasks, will also
exhibit functional staging that mirrors to a degree the staging of the task.
This predictable staging is referred to as an activity sequence or genre.
This idea will be explored in the next section.

An Elicitation Incident and its interpretation using Genre

We now concentrate on the use of genres or activity sequences previously
introduced. In particular we are interested in using prototypical patterns of
communication that are by definition commonly available to all members
of an organisational or national culture- the so-called canonical genres. In
the first subsection we describe some features common to all genres which
make them suitable for use by analysts. In the subsequent subsection we
describe a case study involving an interview with a senior manager
(anonymous) at an internal warehouse in a large manufacturing company
in Australia. Specifically we describe a particular elicitation incident that
occurred when conducting the interview. In the final subsection, this elici­
tation incident is considered from the perspective of genre. These kinds of
studie s are potential occasions for revealing the social mechanisms through
which various kinds of practice are achieved.

Features of Genres

Genres are conventional patterns of communication which are socially en­
dorsed whether within the culture of an organisation or a national. Their
purpose is to assist in providing an overall rhetorical organisation to par­
ticular types of texts. Genres have the following characteristics. They pos­
sess an ordered sequence of elements that represent distinct functions or
stages in a text. They are goal-oriented in the sense that all the elements in
the sequence must be successfully realised in order for a text to appear
complete. Additionally, genres are both associated with and the realisation
of a social process.
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Each genre has associated with it various textual strategies (Hasan 1985)
all of which are useful for the purposes of systems analysis. The first of
these is probing where an analyst can request that a response (text) should
be 'packaged' to comply with a particular genre. The second strategy is
called re-aligning where an analyst for example can re-orient a response
which may for some reason not fulfill the appropriate or requested generic
conventions. The third feature is called repairing where the analyst can as­
sist in recovering a response, which for some reason or another, could not
be provided in accordance with the requested genre. These textual strate­
gies can be used by analysts to elicit texts with specific generic structures
and to clarify previous responses as well as to plan subsequent requests for
information. In particular, knowledge of the staging of appropriate canoni­
cal genres means that an analyst can apply them as heuristics in the field in
order to understand important aspects of work including but not limited to:

• Eliciting information about workpractice sequencing: 'What did you do
in order to complete ... [this particular workpractice]?'

• Determining the identity of workpractice elements: 'If you were going
to give a name to that part of .. . [this particular workpractice], what
would you call it?

• Recovery of expected competencies and behaviours of interactants:
'What might you say or do to [a given interactant] who failed to do [this
expected behaviour] before [this expected behaviour]?

• Evaluations of the work from the point of view of the participants in­
volved: 'What was difficult about conducting [this particular workprac­
tice]?

• Exploring work experiences: 'Can you tell me about the most difficult
[workpractice instance] with which you were involved?

An Elicitation Incident

The author was part of a team engaged in a multimedia case study of
warehouse processes in a large manufacturing plant. As part of this case
study, interviews were conducted with clients who were involved in vari­
ous aspects of the workpractices in the warehouse including the Senior
Manager in charge of the warehouse, the Operations Manager, and the IT
Manager for the warehouse systems. Because we had the funding, the ex­
pertise and the equipment, the interviews were recorded by our camera
crew. Including the author, two analysts shared the interviews- one would
lead and the other would act as a backup. For the purposes of this paper we
discuss a single analysis interview which was conducted by my colleague.
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Table 1. Senior Manager Systems Analysis Interview. RN stands for Response
Number, SMPTE Code is an absolute video time stamp using hours, minutes, and
seconds, and a Response Gloss which summarises the details of the response by
the interactant

_ R_ N ~MPT_E_C_o_de___ . Response Gloss _
1 0:00:43- 0:02:43 Repairable Items and their status at IDC
2 0:02:48- 0:03:24 Scraping Items
3 0:03:31- 0:03:55 Returned Repairable Items
4 0:04: I0- 0:05:0 I Decision to Repair an Item
5 0:05:02- 0:05:06 Purchase or Lease Repairable Items
6 0:05:09- 0:06:05 Unique Identification of Repairable Items
7 0:06:08- 0:07:21 Non-repairable Items at IDC
8 0:07:42- 0:08:58 Picking Process
9 0:09:03- 0:09:22 Breakdowns/Issues: SAP & Stock*Man Interaction
10 0:09:38- 0: 11 :50 Picking Process: Required Information
11 0:12:13- 0:12:59 Item Labels: Common Information
12 0:12:59- 0:13:32 Item Labels: Other Information
13 0:13:57- 0:15:12 Reasons for having a Catalogue Number and aSSN
14 0:15:07- 0:16:03 Structure of the SSN Barcode
15 0: 16:13- 0:16:39 ISSUEs
16 0:16:43- 0:17:17 DISPATCHes
17 0:17:21- 0:18:00 Batching Deliveries ofISSUEs to Customers
18 0:18:05- 0:18:18 Standard Delivery Routes for ISSUEs
19 0:18:19- 0:18:48 DISPATCH Deliveries
20 0:18:46- 0:19:04 Costing IDC Services
21 0:19:05- 0:20:26 Scrap Material Storage
22 0:20:32- 0:20:30 Tracking Items to the Delivery Point
23 0:23:35- 0:26:49 Previous System
24 0:26:39- 0:28:28 IDC Operations Room: Personelle
25 0:28:29- 0:29:03 Quarentine Area
26 0:29:20- 0:31:07 SAP System: Raising Orders
27 0:31:10- 0:31:25 SAP System: Accounting
28 0:31:26- 0:31:36 SAP System: Inventory Planning and Management
29 0:31:4 1- 0:31:45 Inventory Planning and Management Personnel
30 0:31:50- 0:32:46 Performance Reviews of IDC
31 0:33:10- 0:34:25 Stocktake Processes at the IDC
32 0:34:29- 0:36:10 Decision to stock an item in the IDC
33 0:36:12- 0:36:20 Audit trail to Suppliers
34 0:37:20- 0:39:04 Technical Support about Items

The interviewee was the Senior Manager and the topics covered in that
interview are listed in Table 1. The first column indicates the topic number
in the interview; the second column provides a short form of the SMPTE
code which is a broadcast industry standard time code for video produc-
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tion. The third column titled Response Gloss is a short phrase which is
based on the theme of the response . The information in Table 1 already
provides some useful information. For example there are 34 responses
provided by the client in just over 39 minutes- that's fast interviewing and
fast answering. For example, RN5 requires all of 4 seconds for the Man­
ager to address. Some responses take longer, RN24 requires almost two
minutes for the Manager to address- a lot of text to transcribe for one re­
sponse. But on balance the length of these responses is short. This is cer­
tainly compatible with the fact that this interview was conducted late in the
analysis phase. This is evident both in the transcript and the video record
of the interview. Despite non-verbally signalling discomfort at being
filmed, the interviewee was familiar with and comfortable in the company
of the analysts. The relationship between the client and the development
team was firmly established, all parties where committed to it, and the pro­
ject had been proceeding for over a year. The response glosses indicate
that many different and seemingly unrelated questions are being asked- the
analysts are filling in gaps in their knowledge (for example, RNI3). There
is some evidence of follow-on questioning (RNI2 and RNI8), but each of
the theme lengths- the number of responses on the same topic- is short.

The workpractices associated with the warehouse involve various ways
in which items can be added to the warehouse holdings (inputs) as well as
a number of ways in which those holdings can be removed from the ware­
house (outputs). The workpractices being studied involved only stocked
repairable items, for example engines used in conveyer belts that are not
disposable and which are expensive enough to warrant repairing. In order
for stored items to be sent out of the warehouse- perhaps to be issued to its
customers, or dispatched to a repair shop- the item must first be picked.
The incident of interest in this paper occurred at RN8 when the analyst
asked the senior manager about this picking process. This should have
been a routine question given that this particular manager had worked as a
fork lift truck driver for some 15 years. For the last ten years he had been
the senior manger of the warehouse and in fact was responsible for the
business analysis which resulted in the specification and eventual imple­
mentation of the random-warehouse system that we were studying. But
when the interviewing analyst elicited information about workpractice se­
quencing 'How do you pick an item' the manager started confidently
enough to explain the sequence of steps, he then paused, corrected himself
saying 'no that's not right. .. next you [use a laser barcode reader to] scan
the bay [a location in the warehouse where an item can be stored] then you
pick up the palette using the forklift truck and scan the item' . He then
stopped, blushed, and asked for time to think about the sequencing. The in­
terviewing analyst attempted to reduce the manager 's embarrassment by
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suggested that the first interpretation was correct. The manager then asked
whether the cameraman could erase the response from the video because it
was wrong. The cameraman replied that it was not necessary as they could
simply repeat the question again and continue from where they had left off.
The burning question is what just happened in this micro-encounter? How
could an expert interviewee intimately familiar with this work practice get
it so wrong? The answer to this question is based on the machinery of ge­
neric conventions and has some interesting consequences for analysis prac­
tice.

An Interpretation Using Canonical Genre

A probe which seeks a historical recapitulation of an activity in time-order,
for example 'what did you just do' or 'how did you do that' is a request to
provide a response in the form of a particular canonical genre called a Fac­
tual RECOUNT. Note the small capitals are a labelling convention of ca­
nonical genres, while the 'Factual' prefix distinguishes it from a similarly
structured Narrative RECOUNT. The staging for the genre is provided in
Figure 1 based on a digraph representation developed by Clarke (2000).
The 'Orientation' is a stage that is used to describe what the RECOUNT is
about. This is followed by a set of events in time order followed by an op­
tional Deduction stage .

However as it was not the case that the manager had recently performed
this kind of work, the analyst correctly issued the probe 'how are items
picked' which is a request to provide a response in the form of a particular
canonical genre called a PROCEDURE. This is used to describe how an ac­
tivity is performed or undertaken in the general case for the purposes of
documenting what is common to all picking activities rather than to de­
scribing a personal instance of it. The analyst has probed for the correct
genre- in fact both Factual RECOUNTs and the PROCEDUREs are activity
structured. So what happened to the Senior Manager's knowledge? Man­
agement work is not organised around action but abstractions. Our man­
ager will be involved day-to-day with genres that are not organised around
activities. When dealing with specific cases, managers will tend to use DE­
SCRIPTIONs as the available non-activity structured complement of a Fac­
tual recount. In contrast to Factual RECOUNTs that are organized around
events, DESCRIPTIONs are organized around Features, see Fig 1. Further­
more, as the Manager was aware that what was called for was a general­
ised account their response was not in the form of a DESCRIPTION but organ­
ised in the form of a REPORT. REPORTs involve describing entire classes of
things . As can be seen from Fig 1, there are two kinds of REPORTs.
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Fig. 1. Genre Digraph representation (after Clarke 2000) of some of the some of
the members of the Factual Canonical Genre group (after Martin 1992, 565-568;
Eggins and Slade 1996, 236) . Refer to text

Part-whole REPORTs are used to distinguish between for example ob­
jects, controls or options (parts) that belong to a common group (the
whole). Type REPORTs concern objects that are not organised in a part-
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whole relationship , but can be usefully grouped together at some abstract
level. Selecting from the available non-activity structured Factual Genres ,
the senior Manager selected a Type REPORT and promptly had difficulties
because the genre he used to assist him in responding to the request could
not help him to package or recollect staging which he had spent a good
portion of his working life enacting! This indicates the power that generic
social conventions have in communication and understanding.

Conclusions and Further Research

There are a number of immediate outcomes of this research. Systems
Analysis activities involving communication between clients and develop­
ers and by extension developer-to-developer can be theorised using Sys­
temic Functional Linguistics. Applying SFL methods does appear to assist
Systems Analysts during the interviewing process especially in formulat­
ing and staging questions, evaluating the completeness of responses, and
recovering from incomplete responses. As an illustration of the utility of
SFL, methods based on canonical genre were used to understand an elicita­
tion incident occurring during a system analysis interview (reading prac­
tices) . Importantly canonical genre can be used heuristically by systems
analysts in the field as a kind of organisational reading practice . By utilis­
ing conventional patterns of meaning, analysts are likely to become famil­
iar with a client's operations. Indeed idiosyncratic interview techniques,
whose success relies upon the individual abilities of a gifted analyst , could
be replaced with explicit elicitation techniques that could form the basis of
new pedagogic practices. Current tertiary educational programmes in sys­
tems analysis, emphasis the methods and techniques used to write up de­
liverables. Coupled with a general unfamiliarity with organisations, stu­
dents are never actually taught the process of elicitation . SFL based
techniques offer the best chance of developing relevant organisational
reading practices for analysis students.
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Introduction

A software product with poor usability is likely to fail in a highly competi­
tive market; therefore software developing organizations are paying more
and more attention to ensuring the usabil ity of their software. Practice,
however, shows that product quality (which includes usability among oth­
ers) is not that high as it could be. .Studies of software projects (Pressman ,
200 I) reveal that organizations spend a relative large amount of money
and effort on fixing usability problems during late stage development.
Some of these problems could have been detected and fixed much earlier.
This avoidable rework leads to high costs and because during development
different tradeoffs have to be made, for example between cost and quality
leads to systems with less than optimal usability. This problem has been
around for a couple of decades especially after software engineering (SE)
and human computer interaction (HCI) became disciplines on their own.
While both disciplines developed themselves, several gaps appeared which
are now receiving increased attention in research literature . Major gaps of
understanding, both between suggested practice and how software is actu­
ally developed in industry, but also between the best practices of each of
the fields have been identified (Carrol et ai, 1994, Bass et al, 2001, Folmer
and Bosch, 2002). In addition, there are gaps in the fields of differing ter­
minology, concepts , education, and methods . (Walenstein, 2003). Several
problems and solutions have been identified to cover some of these gaps
(Constantine et ai, 2003, Walenstein, 2003).

Our approach to bridge one of these gaps is based upon the following
observation. The software architecture may restrict the level of usability
that can be achieved i.e. the quintessential example that is always used to
illustrate this restriction is adding Undo. Undo is the ability to reverse cer­
tain actions (such as reversing deleting some text in Word) . Undo may sig-
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nificantiy improve usability as it allows a user to explore, make mistakes
and easily go some steps back; facilitating learning the application's func­
tionality. However from experience, it is also learned that it is often very
hard to implement undo in application during late stage, because imple­
menting undo requires certain parts of the software architecture to be
modified. If this has already been implemented it will affect many parts of
existing source code. So adding usability improving solutions during late
stage development is to some extent restricted by the software architecture.
To cost effectively develop a usable software system one must include cre­
ating a software architecture that supports the right level of usability.
However, few software engineers and human computer interaction engi­
neers are aware of this restriction leading to avoidable rework. There are
several reasons for this, for example user interface designers and software
engineers have usually very different backgrounds resulting in a lack of
mutual understanding of each others view on technical or design issues.
This paper presents a set of "gaps" that explain why explain why usability
is not achieved cost effectively in current software development practice.
These gaps have been identified in several case studies with software ar­
chitecture analysis of usability. Some of these problems can be considered
as gaps between HeI & SE though not all problems we present here are
necessarily gaps between both communities, but rather a failure and short­
coming of the current practice of one community. The next section dis­
cusses briefly discusses our assessment technique and the case studies that
were performed. In the Sections after that we discuss the problems we
identified.

Analysis Method & Case studies

This section briefly introduces our assessment technique and the case stud­
ies performed in order to provide the necessary context for understanding
the gaps that are presented later on.

SALUTA

In (Folmer et al, 2004) the Scenario based Architecture Level UsabiliTy
Analysis (SALUTA) method is presented. A method ensures that some
form of reasoning and discussion between different stakeholders about the
architecture is taking place at a time it is still cheap to make changes. Until
recentiy no assessment techniques existed that focused on analyzing an ar­
chitecture for its support of usability. SALUTA is scenario based i.e. in or-
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der to assess a particular architecture, a set of scenarios is developed that
concretizes the actual meaning of that quality requirement (Bosch, 2000).
In our industrial and academic experience with scenario based analysis we
have come to understanding that the use of scenarios allows us to make a
very concrete and detailed analysis and statements about their impact or
support they require, even for quality attributes that are hard to predict and
assess from a forward engineering perspective such as maintainability, se­
curity and modifiability. SALUTA consists of the following four steps:

1. Create usage profile: a set of scenarios that accurately express the re­
quired usability of the system is developed in this step. Usage profile
creation does not replace existing requirements engineering techniques.
Rather it transforms (existing) usability requirements into something
that can be used for architecture assessment.

2. Describe provided usability: Usability analysis requires architectural in­
formation that allows the analyst to determine the support for the usage
scenarios. In order to do that we need to know which usability improv­
ing design solutions may need to be applied during architecture design .
This information has been captured in the software - architecture - us­
ability (SAU) framework (Folmer et al, 2003). SALUTA uses the SAU
framework to identify which architecture design solutions have been ap­
plied in the architecture .

3. Evaluate scenarios: For each scenario, we identify how that scenario
may be affected by usability improving design solutions identified in the
architecture. We then identify for each scenario, using the SAU frame­
work, how a particular design solution improves or impairs usability
(the SAU framework relates these design solutions to particular attrib­
utes of usability e.g. learnability, reliability etc.)

4. Interpret the results : after scenario evaluation, the results need to be in­
terpreted to draw conclusions concerning the software architecture. This
interpretation very much depends on the goal of the analysis.

A complete overview of our technique and a detailed description of the
steps can be found in (Folmer et al, 2004).

Case Studies

In order to validate SALUTA it has been applied at three cases in the do­
main of web based enterprise systems, e.g. content management- (CMS) ,
e-commerce- and enterprise resource planning (ERP) - systems. From a
usability point of view this domain is very interesting: as many different
users (e.g. anyone with an internet connection) and usages needs to be
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supported. In addition, web based systems have become an increasingly
popular application format in recent years. Below we briefly discuss the
three cases.

• The Webplatform is a web based content management system for one of
the largest universities in the Netherlands which enables a variety of
(centralized) technical and (de-centralized) non technical staff to create,
edit, manage and publish a variety of content (such as text, graphics,
video etc), whilst being constrained by a centralized set of rules, process
and workflows that ensure a coherent, validated website appearance.

• The Compressor catalogue application is a product developed by the
Imperial Highway Group (IHG) for a client in the refrigeration industry.
It is an e-commerce application, which makes it possible for potential
customers to search for detailed technical information about a range of
compressors; for example, comparing two compressors .

• The eSuite product developed by LogicDIS is a system that allows ac­
cess to various ERP (Enterprise Resource Planning) systems, through a
web interface. ERP systems generally run on large mainframe com­
puters and only provide users with a terminal interface. eSuite is built as
an web interface on top of different ERP systems.

For each of these cases a set of scenarios was identified that accurately
expressed the required usability. Then the architecture was analyzed using
the SAU framework which resulted in a set of usability improving design
solutions that have been implemented in the architecture. Then the support
for each of the scenarios was determined. Finally some action was taken
based on the result of the analysis, this was either selecting a particular ar­
chitecture (Compressor), improving the current architecture design
(eSuite). In the Webplatform case no action was taken as implementation
of this system had already started but it provided the software architect
with valuable insights till which extent certain usability improving design
solutions could still be implemented during late stage without incurring
great costs. Our impression was that overall the assessment was well re­
ceived by the architects that assisted the analysis, the assessment empha­
sized and increased the understanding of the important relationship be­
tween software architecture and usability and the results of the assessments
were documented and taken into account for future releases and redevel­
opment of the products. SALUTA may assist a software architect to come
up with a more usable first version of a software architecture that might al­
low for more "usability tuning" on the detailed design level, saving some
of the high costs incurring adaptive maintenance activities once the system
has been implemented. However, during the definition of our method and
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the different case studies, we managed to identify several gaps that still
need to be bridged before cost effective development of usable systems
can be realized. In the next sections these gaps are discussed.

Software Architecture Analysis is an Ad-hoc Activity

Generally, three arguments for defining an architecture are used (Bass et
all, 1998). First, it provides an artifact that allows discussion by the stake­
holders very early in the design process. Second, it allows for early as­
sessment of quality attributes (Kazman et aI, 1998, Bosch, 2000). Finally ,
the design decisions captured in the software architecture can be trans­
ferred to other systems. As identified by (Lassing et all, 2002a) early as­
sessment is least applied in practice. In all organizations where we con­
ducted case studies, architecture assessment was not an explicitly defined
process and there was no integration and cooperation with existing (usabil ­
ity) requirements collection techniques. We were called in as an external
assessment team mostly at the end of the software architecture design
phase and in one case (Webplatform) even after that phase, to assess
whether any architecture-usability problems were to be expected. There is
no need to assess a software architecture for quality concerns when devel­
opers are not aware that the software architecture plays a major role in ful­
filling these. The software architecture is often seen as an intermediate
product in the development process but its potential with respect to quality
assessment still needs to be exploited (Lassing et all, 2002a). In addition
for some quality attributes developers have few or no techniques available
for predicting them before the system itself is available. Raising the impor­
tance of software architecture as an important instrument for quality as­
sessment is an important step forward in bridging this gap. If a software
architecture analysis technique such as SALUTA was an integral part of
the development process earlier phases or activities would result in the
necessary information for creating usage profiles and provide for the nec­
essary architectural descriptions. For example existing usability engineer­
ing techniques such as interviews , group discussions, rapid prototyping or
observations (Nielsen , 1993, Shneiderman, 1998) typically already provide
information such as representative tasks, users and contexts of use and re­
quirements for these scenarios that are needed to create a usage profile .
Furthermore, the results of an architecture assessment should influence the
architecture design process.
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Impact of Software Architecture Design on Usability

One of the reasons to develop SALUTA was to be able to analyze how us­
ability may impact software architecture design. However, we also identi­
fied that it worked the other way around; architecture design sometimes
leads to usability problems in the interface and the interaction. In the Web­
platform case study we identified that the layout of a page (users had to fill
in a form) was determined by the XML definition of a specific object.
When users had to insert data, the order in which particular fields had to be
filled in turned out to be very confusing . Because interface design is often
postponed until the later stages of design we run the risk that many as­
sumptions are built into the design of the architecture that unknowingly af­
fect interface/ interaction design and vice versa. Although some prototypes
were made for the Webplatform for aesthetic analysis no attention was
given to this specific case. In order to deal with this we should not design
interfaces and interaction as last but as early as possible to identify what
should be supported by the software architecture and how the architecture
may affect interface/interaction design. We should not only analyze
whether the architecture design supports certain usability solutions but also
identify how the architecture design may lead to usability problems. How­
ever this is very complex as usability is determined by many factors, issues
such as:

• Information architecture: how is information presented to the user?
• Interaction architecture: how is functionality presented to the user?
• System quality attributes : such as efficiency and reliability.

Architecture design does affect all these issues. For example the quality
attributes such as performance or reliability are to a considerable extent de­
fined by the software architecture. The software architecture also has ma­
jor impact on the interaction & information architecture . Designing a us­
able system is more than ensuring a usable interface; a slow and buggy
system architecture with a usable interface is not considered usable on the
other hand the most reliable and performing system architecture is not us­
able if the user can't figure out how to use the system. Currently our work
has only focused on how the usability may restrict architecture design.
Analyzing how a software architecture may unknowingly affect interface
and interaction design is still an open issue.
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Technology Driven Design

The software architects we interviewed in the case studies were not aware
of the important role the software architecture plays in restricting usability
requirements. When designing their systems the software architects had al­
ready selected technologies (read features) and had already developed a
first version of the system before they decided to include the user in the
loop. In one case study (Webplatform) it was already too late to make fun­
damental changes required to fulfill certain usability requirements. There
are two main causes for this problem: First, developers tend to concentrate
on the functional features of their architectures and seldom address the
ways in which their architectures support quality concerns (Kazman et all,
1994). And second the software engineering community still considers us­
ability to be primarily a property of the presentation of information; the
user interface (Berkun, 2002). Designing a usable system is more than en­
suring a usable interface; a slow and buggy system architecture with a us­
able interface is not considered usable, on the other hand the most reliable
and performing system architecture is not usable if the user can't figure out
how to use the system. Software architects should be aware that the soft­
ware architecture plays an important role in fulfilling and limiting the level
of quality. Second, software architects tend to optimize technological con­
siderations over usability considerations. A software product is often seen
as a set of features rather then a set of "user experiences". When design is
dominated by a technological view, it's natural for decision makers (in­
cluding software architects) to optimize technological considerations over
all others . In order to change this practice we need to change the attitudes
of software engineers e.g. the technological view of a product is only one
of many views. The best software comes from teams, or from team leaders,
that are able to see the work from multiple perspectives, balancing them in
accordance with the project goals, and the state of the project at any given
time (Berkun, 2002). Another way to change the attitudes is by making the
results of architecture assessment accountable e.g. architectural assessment
may save on maintenance costs spent on dealing with usability issues.
However at the moment we lack figures to acknowledge this claim. To
raise awareness and change attitudes (especially those of the decision mak­
ers) we should clearly define and measure the business and competitive
advantages of architectural assessment ofusability.
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Poor Specification of Usability Requirements

Although this gap is well recognized in literature, it is essential for archi­
tecture assessment to have specified requirements. In our experience us­
ability requirements are often poorly specified. In all cases we perforrned,
apart from some general usability guidelines (Nielsen, 1993) that had been
stated in the functional requirements; no clearly defined and verifiable us­
ability requirements had been collected nor specified. Most software de­
veloping companies still underestimate the importance of usability and us­
ability engineering, and postpone the activity of usability requirements
collection till there is a running system and assume all usability problems
can be easily fixed. Even when usability requirements are specified, they
are specified on a rather abstract level. A usability requirement such as:
'the system should be easy to learn' does not state anything about users,
contexts of use or tasks for which this requirement should hold. The reason
for this abstract specification is that traditionally usability requirements
have been specified such that these can be verified for an implemented sys­
tem. However, such requirements are largely useless in a forward engi­
neering process. For example, we could say that a goal for a system is that
it should be easy to learn, or that new users should require no more than 30
minutes instruction, however, a requirement at this level does not help
guide the design process. Such requirements can only be measured when
the system has been completed. Usability requirements need to take a more
concrete form expressed in terms of the solution domain to influence de­
SIgn.

Usability Requirements should be Specified in Terms of
the Solution Domain

Usability requirements should be specified in terms of the solution domain.
E.g. for a software engineer is much easier to translate a requirement such
as "undo is needed in this particular task" to a particular architecture solu­
tion then it is for a requirement such as "this task should be error free" or
"this task should be easy to learn". In our SAU framework we have cap­
tured a number of usability improving solutions which are "architecture
sensitive" e.g. hard to retrofit during late stage development. This frame­
work can be used to discuss the architecture support for usability . Archi­
tects can check whether particular design solutions need to be implemented
and discuss these with usability engineers to identify the increase in usabil­
ity of the system under analysis. Even in cases where there is no direct
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need for a particular design solution the usability engineer and software ar­
chitect may discuss the design solutions in the framework to identify
whether particular design solutions may needed to be added to the archi­
tecture in the future. In the eSuite case two particular design solutions were
implemented in the software architecture to make sure the architecture
supported future evolution of usability requirements.

Sharing Design Knowledge

An important gap we identified is the following. Often usability engineers
come up with a change request during late stage development which a
software engineer cannot implement as this change is too costly to imple­
ment. On the other hand when designing an architecture software archi­
tects are unaware which usability improving design solutions should be
implemented during architecture design. In order to improve upon this
situation the relevant design knowledge needs. to- be shared between both
communities. In order to make this design knowledge accessible to both
communities we recently decided to coin a new term called "bridging pat­
tern" (Folmer et al, 2005). Bridging patterns extend interaction design pat­
terns , which are well known inHCI community, by adding information on
how to generally implement this pattern and sketching out architectural
considerations that must be taken into account. Bridging patterns are a first
attempt to provide some shared vocabulary (e.g. a Rosetta stone) within
both communities to improve current design.

Design for Change

During or after the development usability requirements often change. The
context in which the user and the software operate is continually changing
and evolving, sometimes users may find new uses for a product, for which
the product was not originally intended. New features get added to an ex­
isting software product during product evolutions which have different us­
ability requirements. In all case studies we noticed that during develop­
ment the usability requirements had changed. For example, in the
Webplatform case it had initially been specified that the Webplatform
should always provide context sensitive help texts , however for more ex­
perienced users this turned out to be annoying and led to a usability prob­
lem. A system where help texts could be turned off for more experienced
users would be much better. After Webplatform had been finished new
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features (e.g. support & manipulation for streaming video) were added.
However these came with new usability requirements (for example the
frame rate on a mobile phone should not drop below a certain threshold).
The Webplatform software architecture did not sufficiently support these
new usability requirements. This example shows that it is hard or even im­
possible to capture all possible (future) usability requirements during ini­
tial design and this may lead to big problems . In order to deal with chang­
ing requirements software architectures should provide some flexibility to
still be able to cost effectively support future usability requirements. When
for example we implement Undo using the Command pattern (Gamma et
al 1995) we can easily create new undo actions even for new unforeseen
tasks. Determining which design solutions must be implemented during ar­
chitecture design is still an open issue.

Separation of Concerns

Since software engineers are not usability experts and usability experts are
not software engineers, the responsibilities of defining and collecting us­
ability requirements should be separated from the architectural design re­
sponsibilities. This requirement very much depends on the size of the
software developing organization but in the case studies we performed
(varying from small to medium sized organizations) only at one case study
these responsibilities were divided. We did not identify any usability engi­
neers trying to design a software architecture but software architects defin­
ing usability requirements is not an uncommon practice. A better balancing
of the different views of the system (and hence better usability) is achieved
when software is designed in multi disciplinary teams.

Conclusions

Architecture analysis of usability is an important tool for cost effective de­
velopment of usable software. In the context of defining an architecture as­
sessment technique and experiences with performing software architecture
analysis of usability in three cases we managed to identify several gaps
that still need to be bridged before cost effective development of usable
systems can be realized. Because software engineers in industry lacked
support for the early evaluation of usability we defined a generalized four­
step method for Software Architecture Level UsabiliTy Analysis called
SALUTA. Three case studies have been performed in the domain of web
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based system. With our set of gaps we have focused on the gaps that are of
cultural and psychological nature.

• Software architecture analysis is an ad hoc process as the software archi­
tecture is only seen as an intermediate product in the development proc­
ess.

• Not only does usability impact software architecture design but software
architecture design may lead to usability problems in the interface and
interaction.

• Developers tend to concentrate only on the functional features of their
architectures .

• Usability requirements are often poorly specified.
• Usability requirements should be specified in terms of the solution do­

main in order to help guide the architecture design process.
• The relevant design knowledge needs to be shared between both com­

munities in a form that can be understood by both communities.
• Rather than let change be a big problem we should design an architec­

ture with enough flexibility to support unseen future usability require­
ments.

• We should have strict separation of concerns concerning usability re­
quirements collection and architecture design.

In our view, the case studies- that have been conducted have provided
valuable experiences and insights in the relationship between software ar­
chitecture and usability. By raising:

• The awareness of the importance of the relationship between usability
and software architecture .

• The importance of usability as the most important quality attribute .
• The awareness of software architecture as an important instrument to

fulfill usability requirements.

Eventually software engineers and usability engineers must recognize
the need for a closer integration of practices and techniques leading to cost
effective development of usable systems.
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Introduction

This paper examines how the fidelity concept is used by the HCI commu­
nity to categorize prototypes. Two fidelity categories are generally used
when categorizing prototypes: low-fidelity and high-fidelity. The detailed
description of these categories by Rudd et al. (1996) is used to represent
the HCI community's view of fidelity as it is often referred to by the HCI
community (see for example Preece et al., 2002).

We analyze the fidelity concept by trying to position the Wizard of Oz
methodology in the correct fidelity category . This methodology entails that
the user believes that he or she is interacting with a computer program
when in reality he or she is interacting with a human. There are several
ways one can use this methodology. The one we have chosen is the Ozlab
system, developed at Karlstad University . It was chosen not only because
it fully implements the Wizard of Oz methodology, but also because it ex­
tends the modes of human enabled and monitored interactivity to the
graphical user interface (GUI). The positioning of the Wizard of Oz meth­
odology is done by positioning the Ozlab prototypes.

The purpose of any prototype is largely defined by the demands posed
by the current activities of the software development process . In this paper
we focus on the prototyping done when gathering and communicating us­
ers' requirements on the proposed system's graphical user interface and
functionality. Ozlab and low-fidelity prototypes are exclusively used for
this purpose . As a result, a comparison with high-fidelity prototypes in
other contexts is not possible .

The paper starts by describing the low and high fidelity categorization.
After this it is argued that the advantages and disadvantages of low- and
high-fidelity prototypes are directly related to how automatically the proto­
type responds to the user's actions . The Wizard of Oz methodology and
the Ozlab system is then presented before attempting to position an Ozlab
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prototype in its fidelity category. This positioning leads to another catego­
rization based on the prototype's level of automatic response production.

Characteristics of High- and Low-fidelity Prototypes

Rudd et al. (1996) characterize low-fidelity prototypes as "limited func­
tion, limited interaction prototyping efforts [... ] constructed for illustrating
concepts, design alternatives and screen layouts." These are usually con­
structed using paper and pencil and other standard office supplies. How­
ever, interaction with paper prototypes can also be simulated, for instance
Rettig (1994) simulates the interaction flow by having a person act instead
of the computer. In response to the user's actions, the person will change
between the different papers corresponding to different screen layouts in
the system. Input to the system is indicated by, e.g., the user pointing on
drawn controls, or writing on the paper sheets.

In contrast to the characterization of low-fidelity prototypes, Rudd et al.
(1996) define high-fidelity prototypes as being "fully interactive", meaning
that a user can "interact with the user interface as though it is a real prod­
uct." They further state that these kinds of prototypes look and act so real
that the user, in many cases, is unable to tell it apart from the real product.
Such high-fidelity prototypes are typically constructed using high-level
languages such as Small'Talk, or Visual Basic. Bonisch et al. (2003) have
defined an intermediate level of fidelity, where the prototypes are capable
of showing part but not all of the interactivity. According to Bonischet al.
(ibid.) these are constructed using tools like Powerpoint®, Hypercard or
Tel/Tk.

In Table I we present the advantages and disadvantages of both catego­
ries as stated by Rudd et al. (1996).

A Closer Look at the Advantages and Disadvantages

Interestingly, when scrutinizing the different advantages and disadvantages
ascribed to both low- and high-fidelity prototyping efforts it becomes ap­
parent that many of these can be explained by how automatic the response
production ofa prototype is.
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Table 1. Advantages and disadvantages of high- and low-fidelity prototypes from
Ruddet al. (1996)

_'IY.Lpe=-- .:.Advanta~

Low-fidelity Lowerdevelopment cost.
prototype Evaluatemultipledesign

concepts.
Usefulcommunication
device.
Address screen layout issues.
Useful for identifyingmarket
requirements.
Proof-of-concept.

High-fidelity
prototype

Completefunctionality.
Fully interactive.
User-driven.
Clearlydefines navigational
scheme.
Use for exploration and test.
Lookand feel of final
product.
Servesas a living
specification.
Marketing and sales tool.

Disadvantages
Limitederror checking.
Poor detailed specification to
code to.
Faci1itator-driven.
Limited utility after
requirements established.
Limited usefulness for
usabilitytests.
Navigational and flow
limitations.

More expensiveto develop.
Time-consuming to create.
Inefficient for proof-of­
conceptdesigns.
Not effective for requirements
gathering.

In this section we elaborate on the advantages and disadvantages in Ta­
ble I and illustrate how these relate to automatic response production.
Note that the quadrants of Table I are closely related to each other, where
many of the advantages for one type of prototyping are presented as the
disadvantages of the other type.

We have divided the advantages and disadvantages into four different
subject areas: user-driven-versus-facilitator-driven, development costs,
early exploration of the design space and reusability in implementation.

User-Driven-versus-Facilitator-Driven

According to Rudd et al. (1996) a high-fidelity prototype is more suitable
for user testing and exploration because it "will respond in a manner that
represents the behaviour of the eventual product." Their article differenti­
ates between low- and high-fidelity prototypes largely by the manner in
which the prototype responds; a high-fidelity responds by itself (i.e. it is
user-driven) in contrast to low-fidelity prototypes that are facilitator-
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driven. We believe that what the authors ' really are talking about is
whether the response production is fully automatic (user-driven) or non­
automatic (facilitator-driven). A prototype can thus be thought of as being
completely functional and fully interactive only when its responses are
automatically generated.

Given the high degree of autonomy, a high-fidelity prototype can be
used to evaluate both the look and the feel of the proposed system (not
just the look as is the case with low-fidelity prototypes).

Development Costs

Rudd et al. (1996) characterize a high-fidelity prototype as being fully in­
teractive, meaning that a user can expect the prototype to respond to
his/her actions automatically (i.e. no human facilitator is needed). In addi­
tion of creating a high-fidelity prototype's graphics one also needs to pro­
gram it to be automatic. It is important to understand that a low-fidelity
approach does not mean that the graphics created are of inferior quality ­
in fact these too are sometimes created on the computer (Rettig 1994).
When demonstrating low-fidelity prototypes to clients it is typical that
high-fidelity graphics are created simply because , as Rettig (ibid.) puts it,
"you want to look sharp." Therefore , the main distinction between low­
and high-fidelity prototypes is the degree of automatic response produc­
tion. The time and money invested in making the prototype act on its own
contributes to the added cost for a high-fidelity prototype.

It could be argued that in certain kinds of multimedia systems the big­
gest cost is inflected by the production and/or gathering of the actual me­
dia used. However, stock photography or media are typically used when
such systems are prototyped. In contrast , it is not possible to purchase
"stock" programming in order to make the prototype act automatically.
Hence, even when multimedia systems are prototyped the added cost for a
high-fidelity prototype is due to the programming required to make the
prototype respond automatically to users' actions.

As Rudd et al. (1996) point out a high-fidelity prototyping effort some­
times ends up "requiring many weeks of programming support." The time
spent on programming one automatic prototype could be used to evaluate
multiple design concepts if low-fidelity prototyping was used. Myers' &
Rosson 's (1992) study of 74 software projects has shown that an average
of 50.1% of software implementation (i.e. programming) time was used on
the user interface, confirming that programming user interfaces is a com­
plex task. The time involved in constructing fully automatic prototypes
makes them inefficient for proof-of-concept designs.
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Implementing automaticity in prototypes influences the cost of a proto­
type negatively. Cost is then also related to the degree to which a prototype
implements automatic behaviour.

Early Exploration of the Design Space

As concerns early communication between stakeholders in a software pro­
ject, a fully automatic prototype is always at the mercy of its automaticity.
It will not allow the developer to fudge even if the discussion demands it.
Fudgeability, as defined by Cooper & Reimann (2003), in a system is dif­
ficult to achieve "because it demands a considerably more capable inter­
face" (ibid., p. 210). Changing a prototype with implemented automaticity
is always a matter of reprogramming, debugging, and compiling it again.
Another approach involves trying to achieve an overall fudgeability in the
prototype's interactivity, but then again this would result in even more
time being wasted on programming. A manual prototype on the other hand
is inherently fudgeable because the interactions it provides are manually
produced . The fudgeable nature of a manual prototype means that one can
explore a larger range of design issues than when using an automatic pro­
totype. Constantly having to reprogram an automatic prototype is not cost
effective when identifying market and user requirements and it will
impede early exploration of the design space. The low-fidelity prototypes
fudgeable/manual nature makes them ideal for addressing screen layout
issues. That is, these two advantages are directly related to how automatic
the response production of the prototype is.

Reusability in Implementation

Rudd et al. (ibid.) argue that low-fidelity prototypes have limitations
when it comes to depicting navigation and flow and that high-fidelity
prototypes, in contrast, clearly define the navigational scheme. Low­
fidelity prototypes do not contain detailed enough information about error
messages, the layout, or the architecture of help panels (ibid.). The present
authors do not believe it has so much to do with the low-fidelity approach
per se; rather it is a matter of how high one sets one's goals. A low-fidelity
prototype cannot act as a "living" specification in the same way as a high­
fidelity prototype because every response of the low-fidelity prototype
must be produced by a human facilitator. This is a direct consequence of
the low-fidelity prototype's manual nature (although one can greatly alle­
viate this problem by making video recordings oftest sessions).

Again, how automatic the response production of a prototype is explains
to what extent it can be used as the proposed system's specification .
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Finally, a specification in the form of a high-fidelity prototype is an ef­
fective marketing and sales tool. Its automatic nature allows stakeholders
and potential customers to interact with it.

Challenging the Fidelity Concept by Positioning the
Wizard of Oz Methodology

The Wizard of Oz Methodology

The Wizard of Oz methodology, first coined by Kelley (1983) as the OZ
Paradigm, was originally employed as a non-graphical technique in re­
search concerning natural language interfaces (NLI). The methodology en­
tails that the user believes that he or she is interacting with a computer
program when in fact he is interacting with another human, referred to as a
wizard. The wizard acts instead of the program, giving the user feedback
and output when needed. This enables the user to interact with a prototype
as if it were a real program, while the wizard produces the responses of the
program. Depending on the scenario involved, the wizard could be either
hidden, or visible to the user.

This methodology makes it possible for prototypes to simulate the im­
plementation of complex technology, such as speech recognition, without
having access to the technology itself, or without having to be hindered by
some limitation posed by the technology. In other words, it allows for in­
teraction with programs or technology not yet fully implemented. This en­
ables researchers and product developers to gain early insight to the user's
experience without having to fully implement the technology or software.

The Ozlab System and Interaction Shells

The Ozlab system is a simulation-kit for showing a GUI's interactivity in a
Wizard of Oz manner. In doing so it extends the Wizard of Oz methodol­
ogy from a non-graphical technique to letting the wizard control the output
in the GUI. This means that one can create prototypes in the Ozlab system,
called interaction shells, and then fake the interactivity of the prototype in
such a way that the user believes the interaction to be automatic. The sys­
tem was developed within the Centre for HumanIT at Karlstads University
by the department of Information Systems in collaboration with the de­
partment of Special Education. The Wizard of Oz methodology has previ­
ously been used in a GUI setting. However, this use was limited to includ­
ing new input modalities into an existing software prototype or system
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(e.g. Dahlback et al. 1993; Hoysniemi et al. 2004). The unique aspect of
the Ozlab system is that one does not require a programmed prototype or
system to start user testing. It is used by itself to fake a complete proto­
type, along with all of the interactions it offers.

The systemcan be used in any ordinary usability laboratorycontaininga
one-way mirror that enables the wizard to see the user, but prevents the
user from seeing the wizard. However, a laboratory is not necessary in or­
der to employ the Ozlab system.

The graphical appearance of the prototype is created using Macrome­
dia's Director. The interaction of the prototype is created live by the wiz­
ard during user testing with the help of the Ozlab system. The interaction
shells are made by first creating the different graphical elements of the
GUI and then laying them out as they would appear in the real program.
After the layout is completed, each individual element is prepared for wiz­
ard-produced interactivity by attaching so called behaviours (i.e. drag-and­
droppable code snippets) on them. Currently, Ozlab provides about 20 dif­
ferent behaviours. During the experiment they enable the wizard to ma­
nipulatean element in the GUI to behave in a particularway in response to
a user's action. Moreover, these behaviours reflect the state of the element
as seen on the user's screen. For example, the behaviour "Hideable by the
wizard" makes it possible for the wizard to decide when that element
should be made visible. This is illustrated in Fig. 1a and 1b which show a
frame that is "hideable by the wizard" that is used to highlight one of the
'5' s in the figures (the third number in the given answer, which is '055').

Wizard's view of the interaction shell: User's view of the interaction shell:
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As Figure la shows, the wizard has access to two control panels that are
visible above and below the interaction shell. These control panels can be
used by the wizard to control what is shown on the user's screen in several
different ways. For instance, in Fig. la, two different mouse cursors can be
seen in the wizard's view. The larger arrow is green and shows where the
user's mouse cursor is located. It becomes red when the user presses the
left mouse button.

Interactions Shells - Low- or High-Fidelity?

One would expect that placing Ozlab prototypes (interaction shells) in the
correct fidelity category is accomplished easily. On the surface, an interac­
tion shell appears to be of high fidelity if the measure of fidelity is as­
sumed to be based on the user's expectations of an interactive system.
Conversely, from the perspective of the developer, the very same proto­
type would seem to be of low fidelity, because it is incomplete as an auto­
matic system.

As described previously the user's experience of an interaction shell is
that it is "real" but the wizard/developer, knowing that the responses were
produced by him/her, is of course of another opinion. These opposing per­
spectives could be explained by one factor, the dissociation of a proto­
type's implemented automatic behaviour and what the user perceives as
being automatic in an interaction shell. This dissociation does not exist in
traditional prototypes because everything that is perceived as automatic is,
in fact, automatic.

Another approach to position interaction shells is to compare an interac­
tion shell's properties to the advantages and disadvantages ascribed to low­
and high-fidelity prototypes (see Table 1). Creating an interaction shell is a
low-cost effort when compared to high-fidelity prototypes. This in turn
makes it possible to evaluate multiple designs concepts. An interaction
shell is, just like a low-fidelity prototype, useful for addressing screen lay­
out issues. Additionally, a video recording of an Ozlab simulation session
could be utilized as a proof-of-concept.

Comparing with the advantages for high-fidelity prototypes one finds
that although interaction shells are not programmed to be interactive and
complete in functionality they are at least perceived as such by the user.
Therefore, an interaction shell also provides some of the advantages of be­
ing user-driven. In addition to mimicking the look and feel of the final
product truthfully, it can also be explored and tested. In almost three years
of using interaction shells, we have yet to encounter a user who doubted
the reality of the interaction (if not made obvious by the test setup).
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While screen recordings of a test could be used as a specification, the
lack of the ability to interact with the recording means that it cannot be
used as a "living" specification in the same way as a traditional high­
fidelity prototype . Such a recording can also be used as a marketing and
sales tool. In fact, it might be viable to conduct Ozlab simulations at the
client's offices, or at a trade show. However, one must conclude that an in­
teraction shell does not live up to all of the advantages of high-fidelity pro­
totypes.

However, it is debatable whether a prototype (regardless of fidelity)
ought to (or can) live up to all of the advantages ascribed to high-fidelity
prototypes at the same time. We contend that if a prototype fulfils many of
these advantages and only has the given disadvantages then one should
consider if this is not the actual complete product.

As the above discussion indicates, trying to position interaction shells
according to their fidelity is ambiguous owing to the dissociation of per­
ceived and implemented automaticity in interaction shells. The next sec­
tion will exploit this dissociation for the purpose of presenting another way
of categorizing different types of prototypes.

A New Categorisation Based on the Prototype's Level of
Automatic Response Production

While the HCI-community has no problem categorizing prototypes accord­
ing to their fidelity, there is no clear-cut definition of fidelity in this con­
text. The existing definitions of fidelity revolve around the perceivedfidel­
ity from the user's perspective (see for example Tullis in Rudd et al. 1996).
However, frequently, the developers' view of fidelity is used as the stan­
dard. This leads to that one and the same prototype can be categorised dif­
ferently depending on the point of view assumed . Fidelity is, then, some­
thing that is perceived and as such it is also a subject to interpretation
through our preunderstanding. It is easy to judge a representation's fidelity
if the representation has a counterpart in the physical world. However,
when developing an interactive system, one does not have the finished sys­
tem to compare with. As a result, it is difficult to establish the fidelity of a
prototype by referring to the final, as-yet-undefined system. For these rea­
sons it is difficult to compare different types of prototypes based on fidel­
ity.

Instead of focusing on fidelity as an approximation of the final system
one could think about low- and high-fidelity prototypes as being on a scale
that describes how the prototype responds to a user's actions. This scale
ranges from a non-automatic to a fully automatic response production.
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What Rudd et al. (1996) mean is "interactive" in high-fidelity prototypes is
in this context understood as the parts of a prototype that are able to re­
spond automatically to a user's actions. Thus, a high-fidelity prototype is
placed towards the fully automatic end of the scale because all of the parts
that the user perceives as automatic are indeed automatic (i.e. no human
facilitator is needed). The way Rettig (1994) conducts user testing with
paper-prototypes is also interactive in this context but because the interac­
tion is mediated by a human facilitator one would place this prototype at
the non-automatic part of the scale. Analogously, an interaction shell
would also be located towards the non-automatic part of the scale because
all of its responses are generated manually by the wizard. Somewhere at
the middle one would find prototypes that are semiautomatic needing a
human facilitator at times (e.g. to simulate different functions not imple­
mented in the prototype) and at times being automatic. Examples of such
prototypes include the experiments conducted by Bonisch et al. (2003),
and the Wizard of Oz experiments in a GUI setting that only include a new
input modality into an existing software prototype (Hoysniemi et al. 2004).

Additionally, a second dimension describing the perceived automaticity
is needed. As described previously, a prototype can be perceived as being
automatic even if no automatic behaviour was implemented. This is pre­
cisely the case with interaction shells, and other Wizard ofOz implementa­
tions. This dimension ranges from perceived as manual, to perceived as
automatic.

The automaticity plane presented has two axes: implemented and per­
ceived automaticity. However, this plane does not describe the content of
the prototype. Therefore, a third dimension is added, precision.

Beaudoin-Lafon & Mackay (2003) prefer the term precision instead to
fidelity because they feel that precision "refers to the content of the proto­
type itself, not its relationship to the final, as-yet-undefined system." Preci­
sion is described as "the level of detail at which the prototype is to be
evaluated" and it is a scale that ranges from rough to highly polished
(ibid.). For example, one need not specify the exact wording of a label
when the goal is to only address screen layout issues. Beaudoin-Lafon &
Mackay (ibid.) also note that precision is something that changes over time
as the prototype develops. The medium chosen for the prototype, e.g. pa­
per or a computer, also affects precision. This choice, affects not only the
feel of the prototype but also the look, as colours, for example, will look
different on a computer screen compared to a paper printout.

The three dimensions described above - implemented automaticity, per­
ceived automaticity, and precision - form a three dimensional model of fi­
delity in which prototypes could be situated (sec Fig. 2).
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Implemented automaticity

Perceived automaticity

Fig. 2. A three dimensional model of fidelity

Concluding Remarks

It is possible to categorise an Ozlab prototype as being of low- or high­
fidelity depending on if it is the user's or the developer's view of fidelity
that is used. Interaction shells also share many of the advantages and dis­
advantages ascribed to both low- and high-fidelity prototypes.

The problems encountered when trying to place interaction shells in a
fidelity category arise because of the lack of a clear-cut definition of fidel­
ity within the HCI community. Consequently, we have developed a three
dimensional model of fidelity based on the implemented and perceived
automaticity, and the precision of a prototype (Fig. 2). This model incorpo­
rates both the users' and the developers' view of fidelity, and can be util­
ized for a more fine-tuned positioning of prototypes.
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Introduction

To specify all the requirements for multimedia systems can be difficult [5].
For the end user it is often hard to articulate the requirements of system in­
teractivity . The developer often has to comprehend both the explicit and
implicit demands of the end user. The developer's lack of knowledge of
the user's domain could result in a system that is hard to use.

This paper reports on some results and experiences from a project on
developing participatory design methodology with the use of Wizard-of­
Oz prototyping of graphical user interfaces. The Wizard-of-Oz prototyping
method relies on a wizard, hidden from the user, who controls the response
to the user's actions (a comprehensive description can be found in [2], [4],
[6]).

For this purpose a special software tool called Ozlab has been used [8].
Ozlab makes it possible to use a digital mock-up of an interface in a proto­
typing session, where a human test manager, the 'wizard', simulates the in­
teraction. No programming of the interaction is necessary because the wiz­
ard controls all responses from the computer system.

Ozlab has been used to perform cooperative design sessions with a sys­
tem for hip surgery. The paper is based on work with multimedia and ex­
ploratory requirements activities [5]. Here we highlight the following two
questions.

1. Is it possible to strengthen the users' contribution in the design process?
2. How could Ozlab prototyping contribute to system requirements?

A motivation for the questions is that previous research indicates that
the user holds a weak position in multimedia design, and that Wizard-of-
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Oz prototyping with Ozlab could help the user to be more involved in the
development process [6].

We will first describe the research method including background to the
project, test setup, brief description of the Ozlab tool and test participants.
Then we present results pertaining to each of the two questions. Finally,
some remarks related to the results are presented .

Background and Methodology

Wizard-of-Oz prototyping is often used for development of languagebased
user interfaces, but Ozlab facilitates interaction which plays on spatial rela­
tionships in the on-screen scenes. How would this translate to an applica­
tion that is dependant on spatial relations in the real world?

In order to explore this, a collaboration with the company Medical Ro­
botics was established . Medical Robotics has developed PinTrace which is
a system that helps surgeons to position fixation devices correctly during
orthopedic surgery of hip fractures. The system consists of a robot and a
computer cabinet and uses information from X-ray images as well as from
the surgeon to calculate an image that helps the surgeon to correctly posi­
tion the fixation instruments. The system also physically guides the sur­
geon in the drilling process.

To this date, PinTrace is still in a prototype phase but it has been used in
surgery approximately 60 times since 1998. During this test phase both us­
ers and developers have recognized problems regarding the design of the
interface. These problems were discovered during pilot studies and at
evaluations after real life surgery:

Ambiguity in work sequence and orientation. The users express difficul­
ties with orientation and work sequence . Certain symbols mean different
things at different times which make the user uncertain what to do.

Too many options. Many unnecessary choices can be made and some
users explain that they do not know where to start and what the different
options are for.

Colour coding. Colours are used to display various types of information
to the user. It seems that the user in many cases fail to notice this. Also,
even if the different colours are noticed the users express difficulties in the
interpretation of its meaning.

The amount of information. The system displays a lot of redundant in­
formation . An example is the log where certain internal actions in the sys­
tem are displayed. This log displays no information that the user could
benefit from.



Rapid Prototyping of User Interfaces in Robot Surgery 363

Test Setup

PinTrace consists of two parts, a robot and a computer cabinet. The inter­
action with the system is handled through the 19" touch screen on the ro­
bot. There is also a trackball and mouse button which is used when more
precision is required. The computer cabinet is not used in the interaction
with the system during surgery; it simply holds all the electronic equip­
ment.

Computer Cabinet

.. .

X-"y /--

~ii/

Robot

Fig. 1. PinTrace, interaction between components

The thick arrows in figure I represent cables that connect the different
units. The thin arrows represent the user's interaction with the different
units. To the right is the PinTrace robot. The robot is connected to the
computer cabinet through a cable . On the cabinet there is a monitor, a key­
board and mouse . On the left side of the picture is the X-ray machine.
When it is used, pictures are sent to the computer and the surgeon can see
them on the robot's 19" display .

To perform the various experiments we had to display the prototype in­
terface on the robot's display as well as to record and react to the user's in­
teraction with the touch screen of the robot. In order to accomplish this, the
system was reconfigured according to the schema pictured below (figure
2).
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Fig. 2. PinTrace system, connection with Ozlab

Ozlab's mock-up interface is displayed on the robot, but the original
system is still fully functional and displayed on the computer cabinet. The
user is now able to use the mock-up interface on the robot but the choices
he makes will not affect the real system in any way. Potentially the wizard
could , by observing the original interface, control the robot according to
the user's choices in the mock-up interface. This idea however, was not
implemented since it was too difficult for the wizard to control both the
robot and the Ozlab functions at the same time. As an alternative we could
have used two wizards as described in [7] but coordination would in our
case be problematic.

Another difficulty encountered was how to get the X-ray pictures into
the mock-up interface. The solution was to use previously stored pictures.
It was not possible without serious alteration of the original system to con­
nect the X-ray to the Ozlab system. However, the solution that was imple­
mented did not differ much from the original system from the user's point
of view.

The Wizard's View

As already mentioned, the wizard controls the interaction between the user
and the system. In the Ozlab environment there are some tools available to
the Wizard to help him accomplish this. At the bottom of the screen is the
page navigation toolbar which is used to navigate between different
screens in the user interface (see fig 3).
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Fig. 3. Page navigation tool bar. Used by the wizard to navigate betweenscenes

At the top left of the screen there is another set of tools available for the
wizard (see fig. 4).

. ,. . "..

! _ i_~J [~T L~~_J . jI ! ~J l ~~ _.0 J
Visa vanta FrysTP Las Ate/stiill Visa Bil skal A1e rstiill

bild skiirm ~1tbala objeklen aklMtetslista skat

Fig. 4. Wizard tool bar usedto performadditional actions
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By using these buttons, the wizard for example may 'freeze' objects that
the user normally should be able to move, or he can reposition movable
objects to their initial position. The wizard can also hide or show objects to
the user, this is done by clicking on the specific object. (The interaction as
described here is controlled by the wizard.) There is however a couple of
pre-programmed features involved. These features are mostly related to ac­
tions from the user that demands an immediate response from the system.
The system could for example be made to make a sound or switch an im­
age as the user presses a button .

Test Participants

The results presented in this paper are based on 29 test sessions. Often a
designer or a research assistant accompanied the user during the experi­
ments. The users were encouraged to describe and discuss the procedure
and all sessions were recorded on video tape for later analysis.

The first experiment took place 2003-05-09 and the experiments contin­
ued to 2004-10-05. Fifteen persons have participated and 29 tests were
performed, divided into 19 different occasions. The test participants had
different backgrounds. There were seven nurses , three orthopedist, one de­
veloper, one project assistant, two students and one teacher participating.
Prior experience in working with PinTrace differed amongst the partici-
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pants. The orthopedists had done several simulations and also some real
operations while some of the nurses, students and the teacher had no prior
experience. All the tests were performed with the test persons fully aware
of the fact that the wizard was controlling the responses of the system.

Data from such tests can be collected in several ways:

• Observations done by the Wizard
• Interviews with the users during and after the test
• Video recording of the touch screen and of the dialogue.
• Recording of the screen either through a VHS-recorder or through a

special program which captures the screen and the movements.

We used the first three alternatives. The wizard follows the user interac­
tion by observing the Ozlab-screen which shows a copy of the user screen.
This is necessary in order for the wizard to interact with the user and inter­
pret user behaviour.

Interviews with the users were carried out during and after the experi­
ments. A constructive dialogue between user and wizard facilitated the ar­
ticulation of ideas concerning modifications and improvements of the user
interface.

Video recordings were used for analysis after the experiments . This was
done by the wizard alone as well as in collaboration with the user.

Due to the high screen resolution of the interface, we were not able to
use the last method described. The VHS-recorder could not capture the
whole screen at once. A special programme was able to this, but the file
size grew too large to handle with existing equipment. Since we captured
the screen with the video camera it was not deemed necessary to use this
alternative .

Results

In this part we will try to answer the two questions posed in the introduc­
tion. Examples from the experiments are given to illustrate the analysis.

Is It Possible to Strengthen the Users Contribution in the
Design Process?

In one part of a test session the participant is supposed to place five differ­
ent objects on top of an X-ray image of the patient's hip bone. The objects
are used by the system to calculate the exact position where to drill. When
the test person tries to rotate one of the objects she discovers that this is not
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possible in the mock up interface. She comments on this with the expres­
sion: "it hurts my soul".

The function to rotate objects exists in the original interface but is not
possible to reproduce in the Ozlab environment. Even though the test par­
ticipant knows that she is working with a prototype she has difficulties in
accepting that the objects are not placed preciselyright.

The experiments gave numerous examples similar to the one just de­
scribed, where the user expresses her 'feeling' of the system. The possibil­
ity for the users to get this feeling of the system could make it easier for
them to comment on overall experience of the system. It is not possible
from this study to draw the conclusion that Ozlab tests always makes the
participants comment on the experience. However, the idea could be illus­
trated with the simile of buying a car. When one buys a car, if the sales
person describes the functions and performance of the car it is still difficult
to make a correct judgement of the overall performance. It is only after a
test drive and the combination of all the different impressions, that one can
get a good 'feel' of the car. Ozlab prototyping can be described as a test
drive where the developer and user could discuss the overall impressions
while 'driving'.

In another experiment the user comments on some different weaknesses
of the prototype. She gives some suggestions for improvements in some
aspects. The test person is eager to see the results of the suggestion and
asks if it will take long to implement. The alteration is made in approxi­
mately ten minutes and it is then possible to performa new test run.

The possibility of modifying a prototype according to the users' sugges­
tions helps giving them a feeling of control. They are able to see their sug­
gestions take shape and this could notably motivate them and possibly
strengthen the collaboration between the users and the developers. Sugges­
tions from the users often concerned overall design issues such as the
workflow order or removal and adding of different functions. These altera­
tions would take considerable amount of time to implement in a pro­
grammed prototype. It is not possible to estimate the time required since it
depends on many factors, but it could range from a couple of hours to sev­
eral days.

There are many advocates for greater user involvement in the develop­
ment process. It is a great challenge to create an experiment that gives the
users a possibility to contribute to the process and the final product [1].
The participants in the experiments showed a lot of interest. One user
simulated a sound that the robot makes during movement in the PinTrace
system. In general, the users seemed to enjoy themselves during the ex­
periments. Together with the feeling of control, this could motivate them
to playa greater part in the development process.



368 Niklas Larsson and Lennart Molin

How Could Ozlab Prototyping Contribute to System
Requirements?

A requirements specification should be comprehensible for both users and
developers . Ozlab can be used to visualize the users' precognition, which
makes it easier for the developers to understand the users' line of thought.

As an example of this the first prototype included a help function but
during tests no participant used it. When asked about it, some users had not
even noticed that there existed a help function. One person answered: "No,
I don't use that, you never get the right answer". Another user expressed:
"The idea is good but I have no need for it".

To draw conclusions from this example is difficult. One user said that
the function could be useful but none of them tried it. To draw the conclu­
sion that the help function is unnecessary would be too hasty. We would
have to perform more tests to evaluate this. The test could however, with a
little alteration, guide us in the design of a help function according to the
users' demands.

Another example is the navigation indicator implemented in the early
prototype. One of the complaints of the existing PinTrace interface was
that it was hard to know what to do next. To counter this, the navigation
indicator was implemented. It consisted of a 'time axis' that explained
where the user was in the process, which step was next and where the user
had been. The result regarding this function differed from the intended use.
The general opinion was that the function was not necessary because the
new interface was much easier to navigate through than the original. One
test person tried to use the time axis to shift scenes (i.e. to navigate be­
tween pages). The wizard rejected this attempt and thereby missed the op­
portunity to allow for unintended use of this feature. This could serve as a
reminder of the difficulty in predicting the user's behaviour.

Ozlab prototyping can be a way of visualizing and testing a systems in­
teractive quality before the final product is completed. This can help both
the developer and the user to discover implicit demands and express them.
An example from the study will illustrate this. The user was encouraged to
place five different objects on the screen. This was accomplished by press­
ing five buttons on the right hand side of the screen. The developers had
spent some time beforehand, debating on which was the correct order to
place the objects. During the test the user explained that the order in which
the objects were placed really made no difference. Instead, the important
thing was that the objects could be placed rapidly. This helped the devel­
oper to prioritize different requirements. In this way he can concentrate on
the most important requirement from the user's point of view.
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We also noticed that Ozlab prototyping could be a way to validate al­
ready explicit requirements. A breakdown could depend on user require­
ments that are not fulfilled . Even though requirements are explicit it is not
certain that either users or developers fully understand them. An example
from the study can illustrate this:

During a test, the user complained about a lack of detail in the X-ray
pictures. This led to a discussion between the assistant and the user about
the importance of good quality X-ray pictures. The user explained the need
to be able to manipulate and enhance pictures in different ways. Since the
X-ray machine sometimes produce dark or blurry images, functions to cor­
rect this within the system are needed . The result from the test was that de­
tail of requirements increased since the user was able to describe specific
functions, and the wizard better understood the importance of the X-ray
pictures .

Finally, let us look at possible consequences of user involvement. In one
experiment a user comments : "you can do this quickly after a while" . An
alternative use for Ozlab prototyping [8] was demonstrated during the
tests. Because the Ozlab prototype can be made to behave according to any
specification. The prototypes can be used as a learning tool for future users
of the system. This can, on the other hand be a risk when one wants to
evaluate the system specification. As the users who has participated in a
participatory design process get more and more involved in the develop­
ment, chances arc that they might not be representative of other end users
of the final product. As mentioned, Ozlab can be a way to practice using
the proposed system, but this involvement together with developers could
also lead to a lack of awareness of certain demands or weaknesses of the
prototype. Of course, one obvious solution to this problem is to introduce
new test persons during the whole prototyping phase. This possibility was
not utilized in the experiments reported above, and will not be commented
on here.

Final Viewpoints

A fundamental aspect in Wizard of Oz prototyping is to involve the end
user in the development process [4]. To strengthen the user's role would
therefore be implicit and a part of the prerequisites of using the method .
The collaboration between developers and users can, with Ozlab prototyp­
ing be encouraged in many different ways. Different forms of collabora­
tion can take place through the whole chain of the development process. In
[3] Gulliksen and Goransson declare that different prototyping activities
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are necessary through both system development as well as modelling of
other activities. Seminars, planning, preparation, tests, and further devel­
opment of the prototypes, Ozlab prototyping could be considered as a hub
around which it all revolves.

Ozlab prototyping can serve as an arena of discussion for the developer
and the user. In [9] Winograd & Flores describe some differences between
developers and users in the way that they look at the system. They under­
line the importance of the developers understanding the user's perspective
or domain. An understanding that could come from a creative and open
discussion between the different actors in the development process. The
discussion can benefit from the possibility to switch between test and
analysis at a rapid phase. The simulation of the prototype helps to articu­
late different perspectives concerning interface development, since the user
and the developer looks at the process with different kinds of expertise. A
discussion that has its origin in a prototype should have better chances to
stay in the user's domain since there is something for both developer and
user to adhere to.
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Introduction

Studies that analyze the value and success of ICT adoption and use in or­
ganizations have created a far from unified picture of the impact ofICT on
organizational performance. Although organizational employees more and
more often operate in distributed work settings and ICT potentially offers
opportunities and benefits (Haywood 1998), many organizations struggle
to integrate organizational structures, daily work practices and the devel­
opment of supporting ICT (Orlikowski 1992; Orlikowski & Barley 2001).
Successful ICT adoption often depends on social factors, rather than tech­
nological. ICT must 'fit' in the organization; it needs to be embedded in
culture and work practices (Orlikowski et al 1995; Robertson et al 2000).

The multi-disciplinary research community Computer Supported Coop­
erative Work (CSCW) attempts to connect organization and ICT by com­
bining ethnography and systems design in ICT development and organiza­
tional change. Building upon the cooperative prototyping approach of
Bedker & Grenbeek (1991), Bardram (1996) introduces the concept 'or­
ganizational prototyping' as "a dual process of both adapting the tool to
the organization and adapting the work practice to conditions of the tool"
(p. 75). He describes how organizational prototyping sessions have been
organized as part of the design process of an alternative information sys­
tem in an engineering company (Bardram 1996) and in a hospital context
(Bradram 1997). In these sessions a prototype of the information system is
demonstrated and potential usage scenarios are discussed with the organ­
izational employees. After the sessions the information system and the
work processes are adapted. Similarly, Smeds & Alvesalo (2003, p. 365)
define their business process simulation method as "a structured, directed
and visualized group discussion about the activities, tasks and information
flows in a selected business process. A group of up to 50 people discusses
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in front of a visual process model their practices and interactions in the
process, and negotiates their roles and identities in the process design. Real
case projects are systematically talked through in a process oriented way to
enlighten the reality in the process and to bring into negotiation the tacit
experiental knowledge of the participants."

Below we discuss the use of two simulation-games for organizational
prototyping in a change process in the Amsterdam Police Force. We argue
that this approach differs from those of Bardram and Smeds as the empha­
sis on our approach is more on 'playing and discussing' rather than only on
'discussing' work practices and ICT characteristics. Our hypothesis is that
our approach enables better discrimination between 'espoused theories'
and 'theories in use' (Argyris & Schon 1981) as participants in our ses­
sions first act (play) and later discuss.

In this paper we focus on the process of developing the simulation­
games and on design choices in game development, rather than on the out­
comes of the prototyping sessions (which are recommendations for ICT
design and organizational development) . Other articles often focus on the
outcomes of the sessions, leaving less room for an elaborate discussion of
the (complex) design of the game itself. Our aim is to inform how simula­
tion-games for organizational prototype sessions are developed and to ex­
plain which considerations need to be taken into account during design.
We present our research design, design of the games and experiences from
testing and playing the games. We conclude with a discussion of the im­
pact of design choices on game functionality and a reflection of differences
between the two games.

Research Design

The development and application of the simulation-games has been part of
a larger study on the impact of ICT on coordination in the Amsterdam Po­
lice Force (Laere 2003). Early in this research we analyzed current work
and coordination practices in an observatory case study. Later we devel­
oped new coordination scenarios and organized organizational prototyping
sessions in an action research. Action research can be defined as "an in­
quiry into how human beings design and implement action in relation to
one another" (Argyris et al 1982). It is intended to have the dual outcomes
of action (or change) and research (understanding). An action researcher
participates or intervenes in the phenomenon studied in order to apply a
theory to practice and evaluate its worth (Checkland 1981). We wanted to
investigate how to develop simulation-games that are suited for organiza-



Designing Simulation-Games for Organizational Prototyping 375

tionaI prototyping. We developed two simulation-games and organized re­
spectively 9 and 2 prototyping sessions with them. During the design proc­
ess and the sessions we gathered feedback on the design choices we made
and on the impact of these choices on the characteristics and functionality
of the two games. In this paper we present our own reflections and com­
ments from police officers who participated in the design of the games or
in the prototyping sessions.

Game Design

The two games we developed each focus on a particular part of the coordi­
nation problems in the police organization. The 32 autonomous
neighbourhood teams of the Amsterdam Police Force need to utilize each
other's knowledge and expertise to deal with the variety and complexity of
their daily work assignments. But despite the creation of organisation wide
knowledge networks , communication and coordination between the
neighbourhood teams is disappointing. We investigated how coordination
in the knowledge networks could be improved with the help of information
and communication technologies (lCT) and used the prototyping sessions
to analyze, evaluate and improve future coordination scenarios in the
knowledge networks . In the first game the central question is why mem­
bers of neighbourhood teams do or do not choose to make use of the
knowledge and experience of other neighbourhood teams and by what me­
dia (intranet, phone, e-mail, bulletin board) they consult organizational
knowledge if they want to. In the second game the focus is on the internal
organization of the knowledge networks . These consist of one central co­
ordinator and for the rest of decentralized experts who are a member of
neighbourhood teams and as such only part of their work time available for
the knowledge network. Central question in the second game is how each
knowledge network updates knowledge and experience on their intranet
site and how they make sure that questions posted on their bulletin board
are answered correctly and in time.

We develop a simulation-game in 7 steps which we execute iteratively
rather than sequentially (Caluwe et al 1996): 1) analyse processes and
mechanisms, 2) draw up a functional set of requirements, 3) design an in­
tegral framework, 4) draw up a game-technical set of requirements, 5) con­
struct a prototype, 6) test the prototype , 7) finalize the game. Employees
from the police force participated in the design team and intermediate re­
sults of the design process have been shared with a larger group of poten­
tial users. In this section we describe steps 1 to 5 for each game.
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Game 1: Collaboration between Neighbourhood Teams

Processes and Mechanisms

The neighbourhood teams have the following basic tasks: I) emergency
service, 2) take down notifications, 3) criminal investigation, 4) project
work, 5) surveillance, and 6) community policing. As all police officers
are generalists who need to be able to deal with any problem, specialized
expertise can be needed at any given time. However, local experts may not
be present, handbooks may be inaccessible or out of date and geographi­
cally distributed experts are hard to contact.

Functional Requirements

The central issue in the game is whether police officers will more often
consult distributed expertise at other neighbourhood teams when they can
access more media like intranet, e-mail (currently not accessible outside
the office) and a bulletin board (currently not available at all) and when
they are stimulated to do so (by a different culture and management style).
Furthermore police officers participating in the game need to get instanta­
neous feedback on their performance, so they can experience whether con­
sulting knowledge leads to better performance .

Integrated Framework

Figure I gives an overview of the interactions between the different roles.

neighbourhood
team

jury

judgements

solved
assignments

answersquestions

assignmentadministrator

otherteams
&

environmentpanel

judgements

Fig. 1. Integrated framework for the neighbourhood collaboration game
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In the game police officers in 3 to 5 neighbourhood teams get assign­
ments from the game administrators and when solving these assignments
they are stimulated to use the following coordination options besides rely­
ing on their own expertise : a) searching the intranet, b) contacting the cen­
tral knowledge centre, c) contact an individual expert, d) post a question a
bulletin board. The teams consist of 2 or 3 police officers and are a mix of
generalists and experts. They can consult one and another or an 'environ­
ment panel' who represent the any other party in the police organization
they would like to contact. Their assignments are judged by a jury who
gives quantitative (a mark between 1 and 5) as well as qualitative feedback
(argumentation on both solution content and process) . To ease the knowl­
edge search process police officers are provided with an up to date data­
base with all experts, their expertise, phone numbers and e-mail addresses
(currently not available), and they can use a search tool that can locate an
expert who has the desired expertise and who is currently available .

Game Technical Requirements

Caluwe et al (1996) states that gaming-simulation for organizational
change asks for a strong similarity with the organizational reality. The
content of the assignments and the coordination mechanisms in our game
are very close to reality. The main reduction from reality is that assign­
ments are not incidents that are really occurring, but descriptions of situa­
tions on paper. The motivation for this is that the focus and challenge of
the simulation-game should be on locating, consulting and applying dis­
tributed expertise, and not on solving the problems . The neighbourhood
team game is kept as simple as possible in structure and interfaces. The
administrators can vary complexity by sending more complex assignments.
By varying the complexity the administrators can prevent that the game is
too difficult in the beginning, and too simple after a while when the
'tricks ' have been discovered . In the game there are two playing cycles
both followed by a debriefing. In both cycles the participants are invited
to try out the new working method. In the debriefing the coordination sce­
narios, organizational requirements and the ICT tools are evaluated. To
make sure that during the debriefings attention can be given to each par­
ticipant's opinion, a maximum of about 15 participants (5 teams with 3
members) is recommended. Furthermore a minimum of 6 to 8 (3 or 4
teams with 2 members) is needed to assure enough dynamism and com­
plexity. Literature (Caluwe et al 1996; Greenblat 1988) strongly recom­
mends that a simulation-game is played in one room. This enables control,
manageability and face-to-face briefing and debriefing. However, a par­
ticular feature of our problem situation is that expertise is distributed over
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geographically dispersed teams. Therefore we prefer to place the
neighbourhood teams in separate rooms. Flex-workplaces at the head of­
fice of the police department provided for a nice compromise. Some small
rooms separated by glass walls served as team offices. In this way com­
munication between teams was limited to phone and e-mail, while every­
one had an overview of all participants. Computer use in simulation­
games is strongly discouraged by experienced game designers (Caluwe et
al 1996; Elgood 1988) Computers may inhibit participant's desire to
change game processes, intensive focus on computer use can limit social
interaction and computer failure may disturb the game or make continua­
tion impossible . In our case the elements e-mail communication, intranet
consultation and bulletin board discussions are crucial elements of the new
working method that require computer use in the game. In addition we use
the computer for distributing assignments, gathering answers, distributing
assessments and calculation of scores.

Prototype Construction

For the development of the computer support for the game we choose to
use MS Access because this software is available on the police computer
network and because it supports building of a relational database (team,
assignment, approach, coordination strategy, assessment, score et cetera).
Game participants can make use of the existing intranet and e-mail facili­
ties. The bulletin board feature as well as an overview of experts and their
skills are developed in the MS Access environment. By interviewing some
experts in the police organization we develop about 60 assignments vary­
ing in topic and complexity. For each assignment a 'standard-solution' is
described to support the jury in the assessment process.

Game 2: Coordination in Knowledge Networks

Processes and Mechanisms

Currently the content and structure of the regional projects' intranet sites
are not linked to the questions that neighbourhood team police officers
have in daily practice. Furthermore it is not clear how quality and speed of
answers on the bulletin board need to be guaranteed. It is obvious that the
regional coordinator of a certain topic cannot perform these tasks alone.
Often he is not an in-depth expert on the topic, but rather a good coordina­
tor and manager. Besides he cannot look after the questions and answers
on the bulletin board 24 hours a day, 7 days a week. Consequently it seems
that the distributed experts working at the neighbourhood teams, who are
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members of the regional project, need to play a role in maintaining the
intranet site and guaranteeing answering speed and quality on the bulletin
board .

FunctionaIRequ"emen~

Key challenge in this game is how a regional project can organize the
maintenance of the intranet and the bulletin board so that both speed and
quality of knowledge exchange are guaranteed. The central coordinator
and the distributed experts must decide what subtasks they execute cen­
trally and what they organize decentralized and they have to learn to deal
with problems of control (who has the overview whether all tasks are exe­
cuted in time) and communication (how to discuss complex issues by mail
or phone) . Instant feedback on performance (good and up to date intranet
site, response time and response quality on bulletin board) is important so
police officers can judge whether their choices deliver the expected results .

Integrated Framework

From the beginning it has been clear that this second game is more com­
plicated than the first. Instead of one process where a neighbourhood team
can chose five alternatives of consulting knowledge, the knowledge net­
works face 5 different tasks: a) verify intranet changes before publishing,
b) publish changes on intranet, c) verify intranet changes after publishing,
d) moderate bulletin board and e) verify answers on bulletin board. For
each of these 5 tasks they have to decide whether they will organize them
more or less centralized or decentralized. Figure 2 shows all possible vari­
ants of the five tasks, for instance, a regional project can choose to change
the intranet site themselves or they can choose for the option that a central
administrative unit carries out these changes for them. Besides the game
admini strators generate 'new knowledge', ' comments on intranet sites',
'questions on bulletin boards' and 'wrong answers to questions on bulletin
boards' which require actions from different players in the game. Judging
each other's performance is included as a separate task for neighbourhood
teams (acknowledging that judging another creates learning experiences
for oneself) , so there is not a separate jury like in the first game. A set of
indicators is developed for each role to give them insight what tasks need
to be addressed first. Examples are "amount of intranet comments not
judged yet", "amount of proposals for intranet change not yet verified",
"amount of questions unanswered", "amount of answers not yet verified"
and "amount of assessment-requests not yet distributed".
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Fig. 2. Integrated framework for the knowledge network game

Game Technical Requirements

A lot of the design decisions with regard to for instance amount of realism
in assignments, amount of players, location (flex-workspaces), computer
use for logistics and criteria statistics are similar to those in the first game.
The major difference is the larger complexity of this game. Besides brief­
ing, playing rounds and debriefing there are smaller planning and reflec-
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tion rounds just before a play round where members of regional projects
decide how to organize their coordination in the next play round. To make
sure that debriefings are manageable the maximum amount of participants
is again IS. This results in 3 regional projects consisting of 5 actors (a re­
gional project coordinator, a central expert and 3 experts that work decen­
tralized on a neighbourhood team). This is also the minimum, as 3 regional
projects are needed to provide enough dynamism and complexity. The ac­
tors are distributed over a limited set of computers (where they can access
e-mail, intranet and the bulletin board) to resemble their limited availabil­
ity in practice. Depending on how they allocate their tasks (more or less
centralized) the distribution of police officers over workstations may
change from play round to play round. This larger complexity is necessary
to capture the complexity of the coordination problem we simulate . We
strived for more simplicity by reducing the amount of tasks from 12 to 5.

Prototype Construction

This game is again developed in MS Access . A copy of the police intranet
is available where the players that have publishing tasks can change the
intranet sites with MS Frontpage. These changes are immediately visible
for the other players. The Access database consists of different menus for
different players. Given the login-name of the player behind the PC the
forms are dedicated to that user. This can for instance imply that some op­
tional buttons are not available, but also permissions on the bulletin board
may differ (for instance an expert Firearms is allowed to approve answers
on the bulletin board considering Firearms, but not those considering
Youth). Furthermore the game administrators can enter what division of
labour has been chosen by each regional project and these modifications
can also influence the appearance of players' menus and their permissions.
Knowledge developments, intranet comments, bulletin board questions and
(false) answers for each topic area are again gathered by interviewing ex­
perts within the police force. An important observation in the development
of the second game was that the more complicated structure leads to a
much longer and more complicated design process. In the first game a stu­
dent developed the game in Access from the description of functional re­
quirements and one or two discussions with the researcher. In the second
case numerous joint meetings were necessary to arrive at a prototype.
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Game Experiences

Testing and Playing Game 1

The first test is a very positive experience. Although the developers focus
attention on "trying out all the buttons" the police officers soon start to
really play the game. They are eager to find the best solutions or to tease
each other ("sorry, our youth expert is currently sick at home, please try
another team").They also stress that there is no need for video films or
role-playing to illustrate assignments. Their vivid imagination is sufficient.
Adjustments to the original design are the simplification of some of the in­
terfaces and changes in some of the assignments because there are flaws in
the problem formulation. Putting time constraints for some of the assign­
ments to see what coordination strategy will be chosen under time pressure
proves to be counterproductive. Police officers argue that this will harm
the key learning opportunity of the game: discovering the value of differ­
ent coordination strategies. They emphasize that the absence of time pres­
sure is a very valuable aspect of the game in comparison to daily practice.

The neighbourhood team collaboration game has been played in nine
organizational prototyping sessions. The game proves to be a well­
balanced instrument. Unanimously the participating police officers judge
the assignments as realistic and they had a lot of joy in playing the game
and exploring new ways of coordination. The evaluation in the debriefings,
which take a similar amount of time compared to playing, generate numer­
ous detailed comments on ways how to improve the suggested new coor­
dination scenarios as well as the leT tools. An inevitable change of loca­
tion (once) creates two learning experiences for the game developers. First
we have a lot of problems with the game because the Access database file
has to be installed in another directory of the police network, which has in­
sufficient memory to update it, so we cannot play at all. A delay of two
hours confronts us with the drawbacks of a computer supported game.
Nonetheless the benefits of logistics and score calculation are very clear in
all other instances. A second surprising observation is that it does not
really matter that all teams are playing in one large room. They 'simulate'
distance anyway, and phone or mail each other although they are only 3
meters apart.

Testing and Playing Game 2

Testing of this game is a more or less continuous process during design
due to the complicated structure. Each time changes are made the overall
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functioning has to be tested for consistency. Also, access to the 'intranet
copy' on the police network for all player logins has to be tested numerous
times. The focus is thus primarily on technical issues.

When playing this game some of the police officers indicate that they
are a little bit overwhelmed by the possible options for labour division and
by the complexity of the simulation-game. A major complaint is that it is
sometimes not clear what other actors can see or cannot see (although this
is mere a characteristic of the coordination problems than a design fault) .
Despite these undesirable IT-troubles the participating police officers ex­
press that the simulation-games are instructive. Furthermore experts in
neighbourhood teams are so busy commenting on and questioning other
knowledge networks, maintaining their intranet site and moderating their
bulletin board, that they lack time to assess performances of others . As a
result the scores severely lag behind performance and there is no direct
feedback on performance. The researcher perceives this as a major short­
coming, but the participating police officers argue that the indicators (e.g.
amount of questions unanswered and amount of answers not yet verified)
do provide direct feedback on performance.

Discussion

In developing games for organizational prototyping we adopted the 7 step
approach of Caluwe et al (I996). This approach and the numerous recom­
mendations for design choices proved to be very valuable . Overall we ob­
serve that the simulation-games served as valuable elements in the organ­
izational prototyping sessions . This is illustrated by the numerous design
recommendations that followed from the debriefings of the simulation­
games. The comments in these evaluative discussions are much more de­
tailed than in the earlier redesign discussions and the introductory brief­
ings. Besides this design interest participating police officers reported that
the games also had an awareness and training interest.

The major design issue we faced is perfectly illustrated by the different
experiences we had with the two games. The first game proved to be well­
balanced: it was easy to understand, functional and creating a lot of learn­
ing experiences. The second game was more complex to develop and more
complex to play. Some police officers reported that this complexity ham­
pered their learning. As we already have put much effort in simplifying the
second game we think that further simplification would harm the validity
of the simulation . A suggestion to overcome this dilemma would be to play
the same game several times with the same group of participants and
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slowly increase the level of complexity . For example first only focusing on
the intranet part or the bulletin board part and later combining it. In that
way police officers would get used to the basic functionalities and as a re­
sult could pay more attention to the real coordination challenges that are in
the game.

Conclusion and Future Research

This discussion of the design of simulation-games for organizational proto­
typing has shown the value of the design approach of Caluwe et al (1996)
and has delivered insights in some of the design choices they touch upon.
Finding the right balance between realism/validity on one hand and not too
much complexity on the other hand proved to be the major design chal­
lenge. Furthermore some surprising results were that distributed work can
perfectly be simulated in one location, that computer support does not dis­
tract from learning objectives when the technology functions properly, and
that time constraints may inhibit learning. Future research will further ex­
plore to what extent our use of simulation-games differs from the organiza­
tional prototyping discussions reported by Bardram and Smeds.
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Introduction

This paper is about innovation processes studied in the light of the in­
volvement of users during the development, implementation and usage of
wireless information systems in organizations. The coincident appearance
of a widely popular innovation, wireless information systems and the re­
newed interest for socio-technical aspects of information systems devel­
opment (Wallace, Keil et al, 2004), provides the opportunity to further de­
velop the understanding of user involvement in technology management
processes.

At the organizational level, a similar pattern is observed as one of the
most central challenges when innovating organizational processes with
new technology are not usually the technological problems that need to be
solved. A more frustrating part of the process is to understand what the end
users of the system really need, i.e. their both expressed, unexpressed, un­
certain and unidentified needs (Leonard-Barton 1998, p.183ss). Independ­
ently of how good the technical solutions are, if technology does not pro­
vide value to the end-users, it will not be accepted nor used. Although the
problem of understanding the users' needs is not a unique issue to the im­
plementation of wireless information systems there are a number of topics
that make it speciallychallengingand they will be developed here.

The involvement of users in the development of new products and proc­
esses has been widely documented, however there is still much we do not
know about how and why user participation sometimes delivers benefits
and sometimes not (Leonard-Barton 1998 p.94; Gallivan and Keil 2003).
User involvement from a product development approach in marketing has
been widely documented and described. The best-known research in the
area of customer innovation is probably that of von Hippel (e.g. 1982,
1986, 1988). Here the focus is however on adopting informationsystems at
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the organizational level. Nevertheless the marketing area has been a source
of inspiration for this work.

Therefore in this paper different types of involvement will be investi­
gated. The aim of this paper is thus to investigate underlying dimensions of
mobile user involvement.

Methodology

This paper uses a single case study that describes user involvement during
the implementation of a wireless information system at Graninge Timber
AB, a forestry and sawmill company located in the Northern part of Swe­
den. The company implemented a wireless information system to improve
their supply chain management. Although the description included in this
paper describes the process during the early 1990s the company has gone
through some mergers and acquisitions still being object of research.

Several data collection methods were used, including interviews, secon­
dary source material and system documentation. Furthermore, case study
reports were reviewed by the interviewees. The description included in this
paper borrows heavily from Nilsson (2000). During the process to develop
the conceptual results presented in the paper, the analysis has been carried
out iteratively between theory and practice. The primary objective with the
case was to use it for illustrational purposes. However, it has also im­
proved the final results.

Although user involvement is an important issue independently of the
technology being studied, this paper will specifically focus on the man­
agement of wireless information systems (WIS) for mobile workforces. As
wireless information systems are but a sub-category of information sys­
tems, we will now briefly discuss some distinctive characteristics of a
wireless information system. (a) The novelty of the technology makes user
involvement a central issue. In fact, during the early phases of their devel­
opment, technologies are formed in close collaboration with the users. As
technology matures the technology commoditization process shifts the lo­
cus of development from users to vendors; (b) Invalidation of the unity of
time and place. This general feature on the hands of mobile workforces
particularly means ubiquity data access. New opportunities appear for the
users as people are able to access data at different locations. On the other
hand the invalidation of time and place enables the development of naviga­
tional monitoring systems, i.e. systems that make usage more easily moni­
tored. In addition, the implementation of WIS reduces work freedom.
Workers have to adhere to the fixed pace as the reduction of inventory
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buffers makes workers increasingly dependent on work-flow time­
sequencing that is governed by the technology employed; and (c) Com­
plexity of the system. Wireless information systems consist of intercon­
nected parts interacting with each other in such a way as to produce unpre­
dictable outputs. They combine both services and products including
hardware, software and network equipment as a whole. This complexity
makes integration between the work system and the technical system more
intricate.

Mobile User Engagement for Innovation

This section starts with one clarification about terminology being used in
the remaining of the paper. Although the term user involvement has been
used so far, Barki and Hartwick's (1989) distinction between user partici­
pation and user involvement introduces a subtle but important distinction
for our purpose. Involvement is described as a subjective psychological
state, reflecting the importance and personal relevance of an issue (psy­
chology), of a product (marketing) or of one's job (organizational behav­
iour) or finally of a system to its user (IS) whereas participation can be de­
fined as the activities that users or their representatives perform in the
system development process. The later introduction of the term engage­
ment by Hwang and Thorn (1999) as a common term to refer to the two
above will be used in the rest of the paper (cf Figure I below).

User Engagement
r- us~~- ·----- --- · -··-·-·-- ]

i Involvement i
i (Importance & Personal Relevance i
i of a system to the user i........................+ ---- ..
f······· · · · ······- -· ···· · · · · · · ·····--· -- · --------l

i User i
i Participation !
i (ActiVities Performed) j
,-- --- - - -- ---- ----- - - - - - - --------- - - - --- - ---• ••• _• .!

Fig. 1. Distinction between participation and involvement

There are a number of reasons for engaging users in the implementation
of new technological systems in organizations. Some of these are reduction
of risks; rapid diffusion of systems (Alam and Perry 2002); catalyst for
new ideas (Magnusson 2003); user education (Alam and Perry 2002) or
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mutual learning (Magnusson 2003) in the form of input provisioning dur­
ing the systems design process (Hwang and Thorn 1999).

The main goal for involving users in the adoption process of new tech­
nological systems within the area of information systems research has been
the successful implementation of technology . Thus, the main dependent
variable studied has often been system success, representing the overall
goal for involving users in the design process (Tait and Vessey 1988)
(Hwang and Thorn 1999). Salem (1996 p.145), for example, explains that:
'It is intuitively appealing that user participation leads to system success".

A discussion along three mobile-related key elements of user involve­
ment in Alam et al's (2002) follows here.

a. Type of user: For delimitation purposes it may be informative to in­
clude the distinction used in the marketing area between customers and
consumers (cf. Magnusson 2003 p.23). Users of a certain system can be
represented by customers, consumers or employees . There are two central
dimensions in this distinction. First depending if the user is internal or ex­
ternal to the producing organization you can distinguish between customer
and employees . Second, depending on who consumes the acquired product
you can distinguish between customers and consumers .

Along the first dimension, a central issue in connection to user engage­
ment appears. Employees are in general more accessible to the innovating
organization than its customers . Therefore expensive focus-groups inter­
views or field experiments with customers are seldom required in this par­
ticular case. Nevertheless the versatility of usage patterns and contexts in
which usage takes place poses other types of constraints such as the diffi­
culty of directly observing mobile users. In addition whereas customers of­
ten decide on the adoption of a product by themselves, employees are sup­
posed to adopt new technology based on someone else's decision, such as
the implementation of a new corporate e-mail system.

Table 1. Focusing the research

Pay

Doesn't Pay

User

Consumer

Employee

Non-User

Organizational Customer

N/A

Another important distinction is that customers often pay for the usage
of a product whereas employees get paid. When the customer and the user
is the same individual, s/he can be referred to as a consumer. In the present
study the focus is placed on the special case when the customers (organiza-
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tions paying for the systems) are separated from the users represented by
the firm's employees as illustrated in Table 1.

b. Stages of engagement: Another important issue is to determine when
user participation can be advantageous. Should users be involved in the
pre-development stages or is engagement more convenient at later stages
instead? This issue connects to the life cycle of the system. Robey and
Farrow (1982) make an analysis based on three different phases: (1) Initia­
tion; (2) Design ; and (3) Implementation. They admit the need to differen­
tiate between phases where different types of activities take place . Barki
and Hartwick (1994) similarly to Robey and Farrow (1982) ground their
discussion about user involvement in conflict resolution. Through partici­
pation and influence conflict arises which can be solved through different
resolution mechanisms so that user involvement thus becomes an arena for
bargaining (McKeen et al 1994). Hartwick and Barki (1994) explain that
participation is required especially during the system development stage
(or the ISD phase). However according to the authors , during the pre­
development phase and post-implementation stages it is more appropriate
to aim at involvement. According to this view on user engagement, a
sketch model can be developed as in Figure 2.

Initiation Design Implementation Usage

Fig. 2. A life-cycle approach to stages of engagement

The involvement in the post-implementation phase has to do with the at­
titude towards the system. Positive attitude will increase importance and
personal relevance of the system to the user, particularly as we deal with
mobile users who are more difficult to map out due to their higher degree
of location diversity.
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c. Mode ofengagement: Next step would be to fill participation and in­
volvement with content: what do these terms really mean? The mode of
involvement is thus related to what or how questions, such as what types of
activities are performed in the involvement process at the different stages
of development and use.

Newman and Robey (1992) introduce a relevant distinction, namely that
of analyst-led development and user-led development as the extremes of a
continuum and in between joint-system development. They introduce the
term equivocation also to refer to a fourth state arising as a consequence of
communication problems. According to the authors the first mode of in­
volvement is characterized by the use of structured and formal develop­
ment methods whereas user-led development is characterized by high level
development tools. The joint-system development is characterized by the
use of prototyping as an effective method for information systems devel­
opment. Alam et al (2002) describes a number of activities that are useful
in our particular context although they are borrowed from the marketing
research area. These are face to face interviews, user visiting and meetings,
brainstorming, focus-groups, observation and feedback, ethnography, etc.

It is now due time to look at the case of Graninge before analysing mo­
bile user engagement for innovation.

The Case

Graninge Timber AB is a forestry and sawmill company located in the
Northern part of Sweden. The company implemented a wireless informa­
tion system to improve their supply chain management. The project
(SKINFO) started late 1980s when the company became interested in us­
ing radio-technology to enhance coordination between units operating in
the forest (harvesters and forwarders) and the main office for management
and planning of transports. The company experienced a number of prob­
lems that led to the implementation of a company wide solution.

Ideas about how to utilize wireless data communication in the supply
chain management started to appear around 1988-1989 when a radio work­
group was appointed responsible for analyzing the problem of work coor­
dination to reduce time spent searching for saw logs out in the forest. This
pre-phase was called the mobility quest phase.

At the same time, SkogForsk (the Forestry Research Institute of Swe­
den) and Telia (incumbent telecom operator in Sweden) approached Gran­
inge back in 1990 who during the mobility quest phase had allocated some
money budgeted for wireless data communication projects. Skogforsk had
previously approached Domanverket (now Sveaskog AB) another Swedish
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forestry and sawmill company but negotiations between them did not work
out. Graninge had moreover some enthusiastic persons or even visionaries
during this period hungry to launch new projects that could make the sup­
ply-chain more effective .

The initial formal project included a pre-study (pilot) and a second
phase for implementing and rolling-out the solution . In the pilot partici­
pants from Graninge, Telia and SkogForsk were put together. Moreover as
the team lacked competence in information system integration Telesoft
Uppsala was invited to join the project team by Telias initiative. The pro­
ject started around 1990 and in May 1995 it was officially completed.

a. The Pilot: The pilot project consisted of a steering committee with
participants from the main actors established; a project team with users
from Bollstabruk sawmill (3 work leaders and a representative from the
head office); system developers and a project manager from Skogforsk. In
addition the pilot was carried out in close cooperation with nine operators.
They developed the system for three machines (one harvester and two for­
warders) . The project group included three operators per machine from the
Wilhelmina forest district that worked in shifts from 6 a.m. to noon. One
of the project leaders was clearly an enthusiastic person that could take the
computers home to test functionality including weekends . He was then
nearly 60 years old but very active.

During this phase a functional system was developed and ready for be­
ing implemented on full-scale already 1992. The pilot included a definition
phase consisting of mapping current operations (lPUV) and a design phase
when the specification for the base system was developed and designed.
Some add-on functionality was also discussed. However due to time con­
straints it was never implemented. During this phase Telesoft advised the
project team to choose a HuskyHunterl6 as the wireless vehicle computer.

Activities connected to the development of the information system at the
sawmill were carried out by SkogForsk resulting in the software package
Local Info. Changes and modifications were made during the pilot in close
co-operation with the end-users . The system development activities for the
mobile side were carried out by Telesoft. They developed a prototype to
get feedback from machine operators on the interface and functionality at
an early stage of the pilot. The first prototype without radio communica­
tion was ready already at the end of 1990.

As Nilsson (2000) points out: "Bierger Risberg described the project
participants as real enthusiasts who sacrificed nights, weekends and even
holidays . Without the enthusiasm and will to sacrifice leisure time among
these people the project would never have come off'.

During the pilot there were technical problems with radio communica­
tion. A number of complaints from the users of the system emerged as it
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was considered cumbersome and difficult to use. The project went through
a hard time and only thanks to the enthusiasm from key individuals the
project survived.

Users were from the beginning involved in the design of interfaces and
routines. They carried out the testing of the prototype so that additional
development could be made before the equipment was tested in the final
pilot. The specification of the system was difficult due to the fact that pre­
vious experience did not exist within the area of the forest sector. During
the project users had the opportunity to give their viewpoints about the
systems. One example is that during the work with the detailed specifica­
tion of the routines for the vehicle computer the need for a possibility to
print out salary cards in the machine was realised. This function was then
added. Also the database in the office was compressed to enable quicker
data processing when calculating bonuses.

b. Roll-out: The pilot was finalized in 1992 but the organization delayed
the full roll-out decision more than one year. It was not before 1993 that
the decision to go-ahead was taken. The decision included the total work­
force of approximately 100 machine operators that would start using the
new system for reporting activities. For many of these Skinfo was their
first contact with IT. Some did not even know what a keyboard was. This
period was before the Internet became widespread.

The company divides the woodland in five districts that needed to be
upgraded to the new system. The roll-out was carried out one at a time.
First representatives from Ericsson visited machine operators and installed
the computers in the harvesters and forwarders. Then the project leader
from Skogforsk, Bertil Liden, visited all machine operators and installed
the software and demonstrated the application for the users. After that they
could play around with the system a couple of days before an indoor train­
ing session was arranged. All machine operators were visited during the
roll-out. It was relatively little training: one half-day indoors to demon­
strate the functionality. Additional testing was provided and finally a final
meeting to resolve specific problems was arranged. All together the train­
ing session covered one full-day.

Work-leaders in each district were responsible for roll-out and acted as
ambassadors for the project. They were responsible for helping with the
roll-out and took care of problems that could develop in the field. One is­
sue that emerged was the fact that people often are afraid of admitting they
do not understand. Especially as Skinfo meant such a new concept for end­
users often they adopted the strategy to keep silent.

c. Usage: Bertil Liden tells with pleasure one story from a machine op­
erator who commented for one of his colleagues that now he felt himself a
part of the IT-society, Skinfo had increased his status. He felt himself up-
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graded. Operators now were able to send fax and to some extent messages
could be sent between machines acting as a rudimentary and very primitive
form of e-mail system. However this meant some first contact with the IT­
era. The work was made more interesting to machine operators .

Nevertheless the first step is not equally big for all people. Thus the im­
plementation had to proceed slowly and with parallel systems initially.
This was however not always the case and due to rapid implementations
the users often cursed SKINFO for problems despite the fact that failures
depended on the users.

Regarding the usage, operators were obliged to send rapports to the
sawmill. This fact encouraged usage and increased the technical skills of
the operators . "This is similar to playing piano, you have to train again and
again" said Bertil Liden. In the long run this had a positive effect. Through
the usage of the system increased information was available. This was to
such an extent that the competitive spirit between operators in different
districts developed. By knowing the number of fallen trees competitions
between the districts were arranged . This increased the spirit of the work­
ers in the districts.

Discussion and Results

The description above is an example of an organizational innovation proc­
ess where a wireless information system was implemented at an early
stage. In the late 1980s there was limited experience about the usage of
wireless data communication. Skinfo represents therefore an early example
of a project that benefited from heavy user engagement. Obviously, the
case would be different if dealing with mature technological innovations
being out of the scope for this paper. Even though the case is 15 years old,
we can still see similar patterns in many recent implementations of wire­
less information systems as an indication that some of the issues raised in
the paper are still relevant.

Let us now proceed to the analysis of the different aspects of the Skinfo­
engagement presented above. First, the Graninge case illustrates the impor­
tance of visionaries to give a flying start to the whole project. Often these
visionaries inject new live during the initial phases of the process. How­
ever, as evident, their engagement is not limited to the initial phases of the
innovation process. Moreover this engagement is based not so much on
concrete activities but on enthusiasm and encouragement. This is espe­
ciaIly important in the case where development is led by experts and the
workers' involvement in decision making is only limited to consultation. It
is doubtful that system design methods carried out by experts and pre-
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sented in an authoritative way will lead to participation in and ownership
of the resulting work processes (Niepce and Molleman 1998). Most ade­
quate design comes from those whose jobs are under review. In the case of
WIS, where technology has centralizing effects and strong influence on
work-flow activities becoming more interdependent, it is doubtful to suc­
ceed if such design methods carried out by experts alone are employed.

Furthermore, the Graninge case showed an example of ongoing changes
made by users as a result of engagement by participating in concrete de­
velopment activities. This was in addition carried out early in the pilot
phase. The functionality added to support salary cards illustrates this fact.
This could be understood as an unplanned change requirement that became
evident along the process. The need for circles of experimentation and
learning is thus illustrated.

Prototyping was moreover considered necessary in the case above as a
powerful method during development. Nevertheless the choice of site to
test prototypes is also critical (Leonard-Barton 1998 p.96). Through proto­
typing and continuous evaluations in close cooperation with users the risk
for overshooting is decreased. The absence of users in such a process may
lead to the development of too much functionality that may never come
into usage. This is often driven by the comparison of old with new tech­
nologies leading customers to demand better and better versions of what
they already have.

Another interesting fact from the case is that the design process started
by re-designing existing activities and people's roles. People with interde­
pendent tasks had to be interconnected. In the case of mobile workforces
the data requirements are truly complex. The larger level of complexity
appointed as a way of introduction may not be solved by just putting per­
sons with similar tasks together as this in many cases may not be possible
at all. However a difficulty also observed above is the versatility of user
patterns of mobile workforces. This makes the mapping of current opera­
tions more difficult.

Furthermore, the issue of first-step balance was also raised in the case
description . This in relation to the implementation phase (called roll-out in
the case) means that the first step is not equally big for everyone. For ex­
ample the amount of effort necessary to understand the concept of data
transfer is not equally big for all members of the organization. Especially
in the case of Graninge, the concept of mobile data was unknown to some
part of the organization, unclear to others and within the pilot team we
could find experts in the area.

According to the role of human resources during the system develop­
ment phase, it is important that the means utilized, i.e. the information sys­
tems, fit the ends. One such type of fit is between the work system and the
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technical system. In our particular case, as the implementation of WIS
makes the workflow both more effective and technology dependent. Stress
factors due to technology illiteracy may thus appear. In the case we see the
keep silent reaction of some machine operators. This is evident during the
implementation and the usage phases of the system implementation proc­
ess. When machine operators feel that technology overwhelms them in­
stead of influencing the development and implementation process, the
keep silent position is adopted.

This is extra critical in the case of WIS due to the risk of revelation of
patterns that makes work/usage more easily monitored and therefore the
boundaries of privacy traversed. This fact was not directly observed in the
Graninge case. An explanation for this may be the training sessions during
the roll-out phase.

These are just but some examples taken from the Graninge case. These
have been distributed in the model developed earlier in order to illustrate
how different activities vary during the process (cf. Figure 3).

Initiation Design Implementation Usage
Mlro Pilot RoN-oul Usi1

Visionaries

Salary
Card

Increased coordination
and control

IKeep Silent II Lead-Users I

Fig. 3. The Graninge case from a user-engagement perspective

An observation that can be made out of Figure 3 is that both involve­
ment and participation are present along the different phases of the innova­
tion's life-cycle. Earlier contributions such as Hartwick and Barki's (1994)
intention to separate participation and involvement may be completed with
a view where both are required but where the degree of engagement may
be different. Moreover, in connection to the issue of innovation introduced
above user engagement particularly means that innovation processes
should not be regarded as a development process alone but a technology
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appropriation and the related social practices of usage associated to the
process.

As far as the mobile users concern, the conclusions of this research in
process is that there is a need to understand the workplace environment of
the users. Researchers should be involved in the development of proto­
types after observing the users. Their empirical setting is however based
on the establishment of meetings. In the case of mobile users this observa­
tion may become more complicated as the variety of locations may impose
certain restrictions.

A couple of new ways for developers to become users and for user to
understand developers were described in the paper. This is for example
done by applying use cases as a way to freeze change requirements from
mobile users. However a deep training in these use cases is necessary as
the users being located in the field may have a more reduced access to
tacit/know-how experience. Considering the impact and benefits achieved
in the project, Graninge has become a best-practice example because of its
pioneer-role in wireless data communication and user involvement.
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Introduction

Wearable computing has tremendous potential to transform the way we
work. The creative and successful miniaturization of computers has made
ubiquitous computing a realistic possibility [1, 2]. Deregulation of tele­
communications, together with the compelling idea of convergence of
computer science, telecommunications and media, open up for wider de­
ployment of such solutions .

It is often assumed that it is certainly not an excuse that the technology
is not yet available , because in terms of hardware almost everything that
we need is commercially available off-the shelf(COTS) [3]. However, us­
ers have not extensively adopted wearable computers, and most projects
never manage (or aim at) building production quality systems.

This paper explores this problem by looking at an industrial case-study.
It describes the development of NORMANS, a complete example of a
wearable system ranging from clothing to computers. It was implemented
mainly from commercial off-the shelf components and, as it turned out, its
success and failure can be explained with reference to the surrounding,
socio-technical innovation infrastructure.

Wearable Computing

Wearable computing typically involves usage scenarios in which the hu­
man-computer interface is "continuously worn" [4]. Such systems are gen­
erally envisaged as comprising head-mounted displays, various-size key­
boards attached to the body and CPUs carried in rucksacks. More
importantly, however, wearable computing should blend seamlessly into
the background as an:
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"intelligent assistant that augments memory, intellect, creativity, communica­
tion and physical senses and abilities [4, p. 44]."

This means that it needs to be able to provide constant access to relevant
data, represent and react to context, and augment the perception and inter­
action of the user with the environment. There is, intuitively, a great poten­
tial of wearable computing for many 'in-the-field' applications. At the
same time, responsive and physically-oriented tasks require unhindered
mobility [5]. It should disappear into the background to let the user con­
centrate 100% on the task at hand.

Unfortunately, however, one cannot easily optimise a wearable solution
entirely in the direction of supporting immersion, e.g., since, unavoidably,
a host of practical problems will have to be solved: Network capacity must
be balanced against transmitter reach and energy consumption, and regard­
less; users will sooner or later find themselves in a situation in which there
is no network coverage [6]. The equipment may have to be carried a long
way and hardware is exposed to the vibrations, heat and sunlight of out­
door circumstances [7]. Creating an appealing and efficient interface is
therefore always one of the biggest challenges in wearable computing.

Research Background and Problem

Looking back, NORMANS was very much a success in terms of its func­
tional achievements . However, it did not succeed in pressing forward from
its research setting. The NORMANS system is (in this respect, even) a rep­
resentative example of wearable computing. In terms of its ambitions as a
project contributing to support the next-generation, land based soldier,
moreover, this was not a singular project: "There is no shortage of port­
able, yet potent information technologies to support mobile Marines and
sailors. [8, p. 199]."

Whilst the projects described by Murray [8] saw it as their role to ex­
ploit "breakthrough" technologies originating from the commercial sector
in military applications, NORMANS addressed the problem (perhaps
much more widely recognized in wearable computing altogether) of rap­
idly getting to a stage in which usability testing could realistically be car­
ried out, using mainly commercially available ofJ-the-shelf components.
However, we have found modest (to say the least) evidence of a COTS­
approach actually leading to faster deployment, even though "the technol­
ogy is already here".

This problem was addressed using a set of empirically-founded research
methodologies: Participant observation and participatory design (similar to
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e.g., [9]), construction, field-studies and technical evaluation, and, finally,
ethnographically-inspired documentation studies (see e.g., [10]).

Our findings indicate that one has to look more closely at the conceptual
underpinnings and the methodological approaches to developing wearable
computer-systems. Most importantly, the systematic work of maintaining
the compatibility between components (COTS) or otherwise, in a highly
innovative and experimental systems development environment, requires
meticulous care. Having established this requirement, in future research we
aim to reason more precisely about this type of compatibility within an in­
novation infrastructure for wearable computing.

The System

The aim of the NORMANS project was to contribute to develop, evaluate
and recommend a fully integrated tactical system that could enable modern
combat operations, even in an arctic environment. Emphasis was very
much on a "small units' scenario", in which every soldier will have to
carry their own equipment and supplies . The overall idea was to provide
every member of a squad (which is, in this context, a unit of 10-12 sol­
diers) with a lightweight wearable computer system that included location
and communication services.

Given these requirements, the computers themselves had to be inte­
grated into the uniform, in order to make them easy to carry and blend into
the working environment of the soldier. The unit would not have a tradi­
tional display, except for the squad leader who might need to be carrying
an additional PDA (Personal Digital Assistant) with administrative soft­
ware (e.g., for route planning). Instead a visual interface would have to be
overlaid in the sights of the weapon system, or, indeed have head-mounted
display for the interface, e.g., overlaid in the visor or separately in a pair of
glasses.

Summarizing briefly, the wearable components of the NORMANS im­
plementation were:

• A new composite helmet with an integrated drinking system and im­
proved ventilation.

• A new uniform with better functionality and protection against ABC
(Atomic, Bacteriological and Chemical attacks) .

• Improved camouflage patterns and climatic as well as laser- and elec­
tromagnetic-attack protection.

• Better and lighter ballistic protection (bullet-proof west).
The project's main hardware components were:
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• Optical sights for the weapon.
• A controller pad mounted on front grip of the weapon, as well as one at­

tached on the harness.
• A Global Position ing System (GPS).
• Multiple CPUs (at the time, typically, StrongARM 203 Mhz) connected

through USB.
• A WLAN 802.11b (modified to broadcast in UHF), as well as an "ordi­

nary" multi-role radio (long range).

Fig. 1. NORMANS "wearables", with the administrative PDA

The project's main software component was an electronic map system,
fully integrated with the GPS. It included:

• A TCP-based communication system.
• An inter-squad IP-radio across modified 802.11b WLAN.
• A distributed location system based on UTM (Universal Transverse

Mercator) co-ordinates, showing every members position. Locations
were overlaid on the map.

• Route planning systems, to show the squad members the intended path
(as a line on the map). Routes are overlaid on the map. One example is
shown in figure 2 below, which shows the route planning component
user interface, with position indicators for the squad.

• A reference system showing other units in the landscape. This software
subsystem aimed to ensure compatibility with the units of other collabo-
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rating forces, since it follows a NATO standard notation . Everything
was overlaid on a satellite photo.

The NORMANS system addresses many of the core research questions
from ubiquitous computing and CSCW (Computer-Supported Cooperative
Work), typically related to the situational awareness of the user: Where am
I (physically as well as in terms of the flow of work)? Can I find out where
my friends are and what do they do now? How can we coordinate our
work and use plans efficiently? Etc.

Moreover, NORMANS offered incorporated communication support,
via the IP-radio and connection through a multi-role, long-range radio back
to the headquarters .

The full integration of the wearable computer system's display in the
weapon system's sights, and thus, the support for target acquisition and re­
porting was never finished. Experiments were carried out, but not fully
implemented, of integrated magneto-acoustical ground sensors with the
system.

Multiple field trials were carried out, and many observers judged that in
terms of the functionality that NORMANS offered, it would have to be
termed a success. The following section summarizes the most important
expenences.

Fig. 2. The route planning component
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Project Experiences

The project comprised approximately 10 industrial partners, with responsi­
bilities ranging from clothing to computers. It had a clear philosophy to­
wards using commercially-available components to the extent that it was at
all possible. Technical development was supposed to take place for appli­
cations and communication systems, mainly; it was intended to test the
concept of wearable computing rather than to develop new hardware.

Simplicity and smoothness of in-field operation was emphasized from
the very beginning. The result was that the 'man-machine interface' of the
system was implemented in dedicated hardware, based on some of the pro­
ject members' previous military experience. It was conceived as two very
simple control pads; one 4-button set in the harness and another identical
set in the front-grip of the weapon system. The users found the control
pads robust, silent and easy to use for simple operations, such as stopping
and starting the system, as well as controlling radio and map application
"output" functionality (toggling backlights and zoom). The evaluation in
use was very encouraging.

One COTS PDA had been modified to use a simple, proprietary mono­
chromatic display instead of the standard touch-screen. It was sufficient to
display positions from the GPS; however, on a technical level, compatibil­
ity with hardware was an issue throughout the project, which had to im­
plement device drivers for each new combination of hardware. Replacing
hardware as specifications evolved was a central issue in the software de­
velopment project. Albeit simple in conceptual terms it is inevitably a real
challenge in developing this class of systems to anticipate, specify and ver­
ify purely technical compatibility.

Route planning required more advanced input mechanisms and is even
more deeply integrated into the strategic military organization. The former
made it necessary to implement a separate administrative interface. For
this, in contrast to the proprietary monochromatic display, the project used
a COTS HP iPaq. It did not work as well as hoped. The administrative
PDA was connected to the "display-less" wearable PDA directly via USB
(Universal Serial Bus), and that turned out to be unstable. The device
driver might have been unsuitable, but it is also a possibility of the COTS
equipment not working properly in relatively low temperatures .

Perhaps more problematic still, this design assumes naively that it will
be possible to switch between two entirely separate modes of work-in-the­
field for the squad leader. In practice, the "state of affairs" is likely to
change too fast and escalate continually (rather than discretely) from an
administrative into an operative situation, not to mention the fact that in
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battle the squad leader may become incapacitated. Thus, ensuring com­
patibility between i) different stages in dynamically evolving use situations
and ii) multifarious interfaces, seems to be an important non-functional re­
quirement. Soldiers enjoyed having status information about themselves
and their system on their own display , which may be a related issue. Sys­
tem status is usually considered much more administrative than opera­
tional. However, in field operations, knowing, e.g., the amount of power
left on the battery soon becomes operational information .

On the macro level, compatibility with outside CCIS (Command and
Control information System) turned out to be important, and will have to
be supported in future versions.

Fig. 3. Realistic evaluation

For each squad member, the WLAN-based IP-radio, i.e., the speech in­
terface was most crucial. Well known from the HCI (Human-Computer In­
teraction) and CSCW research fields, clear and timely voice is essential to
communication [11]. Users expected the WLAN-based radio to furnish
enormous advantages in terms of improving efficiency on the battlefield.
Due to the computational capabilities of digital audio (e.g., noise cancella­
tion algorithms) , it was thought, intuitively, that the performance of this in­
frastructure would be better than that of analogue radio, for instance with
respect to being able to handle variable-dB voice input. This was not im­
plemented, however, and therefore the voice codec was just as poorly deal­
ing with shouting and whispering as traditional radio. In addition, there
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was a slight delay of compression and transmission that users were not ac­
customed to. Therefore, the first part (a word or two) of commands often
disappeared, which of course was not satisfactory.

Transmission of radio and voice signals in built-up areas was difficult.
The project engineers attempted to modify the WLAN-hardware to broad­
cast in a lower-frequency band instead, in order to gain reach and save bat­
tery-consumption with a UHF-WLAN. This did not fit well with the firm­
ware of the cards, however, and it was suspected that the collision
detection algorithms had been optimized to the 11 megabit/second band­
width of the original of 2040Hz connection . This was not verified by us;
however, it shows clearly the importance of compatibility between firm­
ware, hardware and software and the depth and nuances of the concept
since it clearly goes beyond was is simply working: Compatibility needs to
signify that components work well together with the context of user expec­
tations and usesituation constraints.

The data interface of the IP-radio worked well, and data payload as well
as control information flowed freely across the modified UHF WLAN.
The data interface between the IP-radio and the long range radio remained
incompatible , however. It only sporadically managed to transmit data. It
was believed that the USB-based connection between them was to blame,
but other explanations (such as the TCP/IP 'slowstart' algorithm vs. the
projects proprietary communication module) are also possible.

Results

Looking back at the case of NORMANS, we find that many of the chal­
lenges undertaken in the project can be related to a notion of maintaining
compatibility, a few examples of which are shown in table 1 below.
Such problems have to be seen as inevitable. The project aimed to develop
highly sophisticated innovation systems and therefore one could not fore­
see all requirements, consequences and user responses to the choice of
hardware or software solutions. At the same time, such problems are some­
times fatal to the innovation of such technologies. Since we are (usually)
trying to be ground-breaking-not only in terms of technology, but also in
user-functionality-we cannot expect that the budgets (of money, human
resources and systemic 'patience') to be unlimited. Therefore, a system­
atic approach to resolving compatibility problems and the continuance of
solutions should have a high priority in such projects. In further research,
we shall look at how such phenomena can be more precisely modelled and
reasoned about.
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Table 1. Some examples of (in)compatibility break-downs in the project

Situation
Technical integration of
COTS components

Network management

Microphone technology itself
could not handle whispering
and shouting
Digital radio not "always
better" than analogue
Cabled connection erroneous
Stage-wise incompatibility of
user scenarios
International collaboration

Command-and-control

Discussion

Incompatibility
Between OS (operating systems), OS versions,
device drivers and physical links , and between
programmable and non-programmable devices
Collision detection of WLAN hardware incom­
pat ible with UHF-modification
No match between hardware (microphone) and
noise cancellation in software

User expectations not clearly expressed in re­
quirements
Problems with TCP/IP across USB?
The rapid and continuous change of operations
from "soldiering" to administration
Symbolic and graphical information have to be
exchanged between systems from various
NATO-countries
Lack of integration with higher-echelon CCIS­
systems

For many reasons , army settings have been ripe with ideas and examples
of wearable computing for soldiers and sailors. It clearly represents a line
of work in which interaction is already augmented with advanced instru­
ments and tools for communication, planning, monitoring, etc, so people
are used to advanced technology. Moreover, soldiers usually have to carry
their own gear and sometimes they end up in situations which definitely do
not allow any "office style" interaction with their computers. Developing
such systems, however, is far from trivial.

The NORMANS project experienced challenges with respect to packet
loss and collisions as well as integration with the multi-role long-rang ra­
dio (data transmission was not achieved). This is exactly similar to what
Zieniewicz et al. describes for the LandWarrior system [12], the current
version of which comprises multiple integrated subsystems. The impor­
tance of integration into the wider communication system is clearly recog­
nized, as the US anny already plans to issue a multi-role radio that is inter­
operable with the higher-echelon radios of larger units .

Davies and Gellersen summarize landmark research in wearable com­
puting and identify many new areas of research, especially linked to the
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complicated deployment of such systems "beyond the laboratory" [13].
They point to aspects such as creating an open distributed environment for
ubiquitous computing, with support for adaptation and dynamic reconfigu­
ration (e.g., through reflective middleware platforms) and the need for very
low-overhead system management, which is exacerbated by the need to
support mobility beyond single administrative domains . Another research
topic pointed to in their paper is whether or not it is possible to proactively
and dynamically reassign system components to user tasks in anticipation
oftheir needs as and when they partake in new activities, which is similar
to our findings regarding the stage-wise evolution of user scenarios .

On a tangent, of course, one has to realize that price sensitivity for most
'wearable' (or otherwise radically innovative) applications most likely will
be relatively high, whilst allowances for such development continue to be
moderate . Thus, deployment techniques must take into account rather re­
stricted business models. Finger et al. describe how it is particularly impor­
tant and difficult in ubiquitous and wearable computing to prototype rap­
idly and cost-effectively [14]. Our work in the NORMANS project clearly
resonates with the work at CMU. We believe that properly managing com­
patibility issues will definitely be one way of achieving exactly the combi­
nation of reasonable costs with fast deployment and realistic user testing.

Conclusion

Based on the industrial case study of the NORMANS project, we can
safely say that wearable computing (just like any other broadly scoped
ubiquitous, networked system) will encounter some serious challenges.
There will be shortcomings of technology, misunderstandings of require­
ments and defects in code. Thus, the technical artefacts that we can offer
will not be perfect the first time around.

The project that we studied ended up concluding that even the selected
set of COTS did not live up to the standards required for arctic operation
by soldiers in the field. Much of the hardware needed to be improved, re­
placed or designed and implemented from scratch. Some of it did not work
in the cold. This is something that one has to expect in a challenging envi­
ronment.

At the same time, user will not forever accept to receive and test cum­
bersome and error-prone wearable computing systems, for which they can
see no immediate useful usage. This is probably always the case to some
extent for particularly innovative systems and therefore it becomes espe­
cially noticeable for wearable computing. One can hardly expect to be al-
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lowed to develop everything from scratch, and therefore COTS compo­
nents will have to be somehow effectively embedded. This represents, on
the other hand, a tremendous integration task, which will run throughout
the entire life-cycle ofa project.

Therefore we propose to conceive this class of systems as running on
top of an innovation infrastructure, of which the "first property" is that it
meets a set of compatibility requirements. These requirements are non­
functional and intractable in terms of eliciting them using tradition systems
development methods. It would be a great advantage for innovative pro­
jects if such 'compatibility management' could be built into the infrastruc­
ture in the future.
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Introduction

Interaction design deals with the complexity arising in the interplay be­
tween humans and the interfaces of modem machines [5]. In the field of
software development the complexity is often very high and the task fre­
quently defined in an imprecise manner, or not even defined at all. It is fur­
ther more common that neither the different users' roles nor the computer
knowledge is taken into account when developing software [5, 13]. In this
context it is crucial regardless of the choice of design method to be able to
identify the different needs, knowledge, tasks and behaviors of the users
[14, 15]. Many of the interfaces of common applications are rich or full in­
terfaces where all functionality or features are available to the user at once;
often with little guidance on where to start, how to best progress through
the application and finally how to learn and get a deeper understanding of
the functionality [12]. A large factor behind user frustration is the feeling
of lack of control, misunderstandings and limitations, or overwhelming re­
sources or options . The frustration triggers stress and creates unhealthy
work environments [1,2].

Lately the Multi-Layered Design (MLD) has been proven to provide a
viable alternative for interface-design [3, 4, 6, 10-12] taking the user's
knowledge and skills into careful consideration, providing the individual
users with functionality organized in different layers to promote personal
learning in steps. However, currently there exists no well defined method
to identify and categorize the different design layers or structures based on
the users ' knowledge or needs. When using MLD one of the major prob­
lems is to identify the contents and decide the number of layers suited for
the application at hand.

In this paper we present a first proposal for a user representation to de­
fine the layers in the Multi-Layered Design. First the different variations of
MLD are presented, followed by how users can be mapped in a new sort of
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representation and how the users groups in that representation correlate to
the standard variations of MLD. The layers in the MLD structure can then
be identified and categorized. The presentation ends with an example of
how the representation can be used for a real application .

Background

The concept of Multi-Layered Design [3, 4, 6, 10-12] is focused on the
knowledge level of the users . The application is divided into layers which
can be activated one by one, where each layer holds a set of functionality .
A Multi-Layered interface is created to give the users control over which
sets of functionality they need and when to work with them. When the us­
ers have gained confidence and learned the first layer they can progress to
layers with more functionality . The learning plan in MLD is focused on the
users' progress through task functionality, with new interface concepts
only introduced when they are needed to support more complex tasks. For
expert users a rapid progress is possible or they can start at the top level
right from the beginning. The novice users on the other hand start at the
first layer and when ready they move up through the layer structure. If the
layers are carefully designed the structure can enable users to learn fea­
tures or functions in a meaningful sequence, while limiting the complexity
of the application [3, 11 , 12].

Simple functions that everybody need are placed in the first layer and
then the functions are divided between the rest of the layers. The last layer
has full functionality and contains all functions the application holds. The
simplicity should also be adapted in the layers; the first layers can have a
more simple way to visualize the functions while the last layers must offer
the expert users ways to perform quick tasks like shortcuts and commands.

Definitions of MLD Structure

In order to be able to treat the MLD on a more formal basis, it is necessary
to define both the variety of structures possible in a Multi-Layered Design
and what a proper design layer consists of.

The Multi-Layer structure can be varied in several ways to fit different
learners and different types of users. In figure 1 four basic types of layered
structures are illustrated (based on B. Shneidermans visual representation
[12]). The small shapes in the layers represent a specific type of function­
ality while the color represent s the level of difficulty ; the darker the color
is, the more difficult the function is. The number of shapes in each layer
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represents the amount of new functions added. The complexity in each
layer is consequently determined by a combination of the number of new
functions and the level of difficulty of the added functions, together with
the functionality retained from all the earlier layers.

The most fundamental variation of the different illustrated divisions of
layers in the MLD approach is the one depicted in figure 1a). Here each
layer adds an equal number of new functions to the application and the
level of difficulty grows slowly with the number of layers; the growth of
complexity is linear and the functions provide a clear sequence of learning
to the user. This basic form of MLD could in some cases be too restrictive
and is not suitable for the application at hand. An alternative is then to use
an expanding Multi-Layered Design where the first layer only holds a few
functions and is followed by an exponentially increasing number of func­
tions in each new layer, see fig. 1b). In the figure the level of difficulty of
each function is equal in all layers, which implies that the complexity only
increases by the number of functions. The number of layers in this type of
MLD is often small and the growth exponent will increase rapidly if the
complexity is influenced both by the number of functions and the level of
difficulty. Sometimes the complexity of each new function grows so much
that it is no longer possible to keep adding functionality at a steady pace
though. In this case, the design in figure Ib) can be turned up-side-down
and become a contracting MLD, where the number of new functions is de­
creasing with the added layers in order to counter balance the rapidly in­
creasing difficulty of the functions. The result provides a controlled expan­
sion of complexity of each layer, adapted to the users learning ability.
In many cases the users need or use the sets of functionality differently, for
example could the users be divided into groups with specific tasks or roles.
Some functions are then used by all users while others only are used by a
few. In this case the layers have to be divided into another structure. In fig­
ure ld a so called Multi-Layered Mushroom is illustrated to explain this
type of structure. The complexity of the mushroom illustrated in Id is
rather low. The level of difficulty only increases in three steps and the
number of functions for each user increase linear while the total number of
functions in the application increases exponentially. Each group in the cap
can also be divided into layers which would create a more complex model.
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Fig. 1. Four ways to illustrate how an interface can be divided with MLD where each new
layer retains all "lower" functionality while adding new functional and graphical objects.
ta) shows a fundamental MLD structure with six layers while tb) is an expanding MLD.
Ic) is an contracting MLD structure where the number of new functions decrease but the
difficulty of the functionality increase. The last figure in td) shows the structure for a dif­
ferentiated user group illustrated with a Multi-Layer Mushroom. The shapes in the figure
represent a type of functionality while the color represents level of difficulty : the darker the
color, the more difficult the function is. The number represents complexity in each layer
[4].

User Representation

Multi-Layered Design supports the knowledge level of the user, but to be
able to design such a layer and to create a meaningful learning sequence
we must have a way to identify and describe the intended users . We need
to get an understanding of the user characteristics [9,15,16]. To do so we
need to be able to create a user representation; a diagram, an image visu­
alization or a model where the users and the characteristics are outlined [9,
15].

A common way to describe users or user groups is to use two dimen­
sional graphs with shapes representing the user groups or the task they per­
form [7, 12]. This type of diagram shows very effectively an overview and
if the types overlap or not. In figure 2a) a typical two dimensional graph is
illustrated where four categories with different needs are represented.
Some needs are overlapping while others are parted.

The first three categories in figure 2a have needs that partly overlap with
a number of similar characteristics while the fourth category is very differ­
ent from the others . This type of diagram is very well suited to visualize an
overview of the user groups and gives a first indication of the level of
complexity needed in the MLD structure. But on the other hand it is diffi­
cult in this user representation to see what kind of needs that are overlap­
ping; a more detailed description is wanted in order to define the design .
Only a few parameters can be illustrated through different size of the cir-
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cles and how the circles overlap. The number of categories in such a model
must also be low because the circles otherwise will hide and collide with
each other (see 2b). If graded axes are added to figure 2a) the shape of the
circles can represent a third parameter. In figure 2c) the horizontal axis
could for example represent computer knowledge and the vertical axis us­
age frequency. The figure then gives a good overview of how much the
users know about how to use computers and how often they use them.

a

Computer
Knowledge

Fig. 2. Three types of a simple model of how user categories can be described
with overlapping or not overlapping needs. The size of the circle illustrates the
number of persons in each group. In 3b a scale is added and the shape of the cir­
cles represents how the users aredistributed along theaxis.

The relations between the illustrated parameters must be simple since
the model otherwise will be too complex to read. In addition, the low di­
mensionality of the representation (i.e. the "flat" character of the diagram)
does not support any further advanced user categorization.

To be able to describe a realistic situation with several different aspects
such as computer knowledge, task frequencies, task experience, different
security and access rights etc a substantially more complex description is
needed. In principle this may be accomplished by using a variety of dia­
grams such as those above, all being related to each other by different as­
pects such as "rights vs. computer knowledge". But this type of relations is
rarely straightforward and the representation will become highly abstract
and risks to quickly become incomprehensible and impossible to represent
in a good way. Hence there is a distinct need to either refine the current
representation or develop a new one.

Creating a New Representation

The representation should guide the division of contents and the definition
of the number of layers. To illustrate a more complex system we have to
use a better representation then the simple model illustrated in figure 2. In
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a regular line chart diagram two parameters can be illustrated, but when
more parameters are needed a more complex chart type, one with many
axes, should be used. We therefore selected the radar diagram type to our
user representation, a diagram type used in other applications to show
complex relations [14].

The different characteristics measured should be essential parameters
that influence the design of the interface and the interaction. Parameters
like different knowledge levels, rights, and need for different functionality
groups should be measured. Each axis in the radar diagram constitutes of
one separate characteristic measured from 0 to 100 percent. The measured
values of the characteristics are then plotted into the radar diagram to cre­
ate a first visualization of the users.

Depending on the actual interface concept utilized in the design of any
real-world system, one characteristic will constitute the main characteris­
tics for which the system is optimized . This then becomes the dominating
parameter since optimization normally can be done only with one focus at
a time. This difficulty is parallel to the problem when software developers
have to select if they are optimizing the software for speed, memory usage,
performance, maintenance, or something else [8]. The designer then has to
select the main focus of the interface design. The main focus can for ex­
ample be knowledge of tasks, knowledge of operating system or knowl­
edge of functionality.

When such a choice has been
made, the users can be grouped
depending on where they are lo­
cated on the scale for the main
characteristic (fig. 3). To identify
the groups we start at the center
of the radar diagram and follow
it to the end of the specified axis.
A level is defined for each point
at the axis in the radar diagram
where a group of users are de­
tected (arrows in figure 3).

If the knowledge development
should be linear the distance be­
tween each layer should be equal
but if the development is exponential the distance should expand.

There is a gap between the first and the second level due to missing data
or lack of users at that level. It is then important to remember to create lay­
ers with the same learning pattern independent of if there are users at that
exact level, because the users below that level must have a logical path to



Defining User Characteri stics to Divide Layers in a Multi-Layered Context 419

follow to reach the higher levels . To get that logical development a new
area is created and added in the radar diagram. The new area is created
from a mean value of the smaller area before this level and the larger area
after it.

When the levels are defined, the next step is to define the sequence of
smallest common areas within that level. Figure 4 illustrates the flow for
how the layers are determined from the complex diagram with all users
(4a) to the structured diagram with defined layers (4d). Based on the levels
found in figure 3 a simplified diagram is created (4b) as a first step. A
mean value of each user group is used to create the new simplified dia­
gram. To define the number of layers a sequence of "smallest common ar­
eas" ordered after the main characteristic is created.

Figure 4. Work flow for definition of layers, from a complex diagram in a) to seven layers in
d). c) constitutes of the six areas taken from the diagram in b) plus an extrapolated area
markedwith a dashed line in the seconddiagramfrom the left I c)

When creating the mean values for the groups at each level it is impor­
tant to look at the topology of the diagram. If all areas of the group are
more or less overlapping like they are in figure 4a) there will be no prob­
lems with creating mean values. If the diagram, on the other hand, has a
butterfly-like shape the design of the application should be a Multi­
Layered Mushroom (see figure I).

Continuing by analyzing the topology we are looking for the standard
patterns based on the four types of MLD described in figure I. Based on
variations of the four types, the layer structure can be built from the visual­
ized radar diagram . In figure 5 four radar diagrams are visualized repre­
senting users distributed according to the four types of Multi-Layered
structures visualized in figure I.
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Fig. 5. Standard user groups distributed according to the four types of MLD (see
fig. 1)

In the example in 4d) the new divided levels of layers are illustrated to­
gether with the last full knowledge level. Compared to figure S the distri­
bution of levels is very similar to the one in Sa) and the application should
therefore be structured as a regular MLD. The number of layers for the ap­
plication in this example should be seven layers with a linear progress of
the knowledge sequence.

Finally the developer has to translate the diagram back to functions and
objects in the real interface and create a Multi-Layered Design in the ap­
plication based on the user representation found in the diagram topology .

Practical Use of the Model

To properly understand how the user representation could be used we in­
troduce a practical example to illustrate how an application can be divided
into a layered design.

In the current example a new text editor is to be created and a Multi­
Layered design is suggested. The example is based on a WIMP [5] envi­
ronment. In the organization there are five user groups that are going to
use the editor. The data is collected and then plotted in a radar diagram
where the measured characteristics are marked on the different axes (see
figure 6a). The selected main characteristic is to handle text and the users
vary from good users to novice users . Next the mean values are calculated
and a new layer visualization is defined based on the groups we can see in
the diagram (6a). To give the users a good sequence of learning the layers
are created from a series of smallest common areas representing the com­
mon difficulty the users at that level share. (See figure 6b).

The topology in the diagram is a centered homogeneous topology and
the layer structure should then follow a linear growth of complexity in
each new layer which means that the same amount of new functionality
should be added to each layer and the level of difficulty should increase
equally between the layers.
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Fig. 6. In a) is a set of six user groups represented with characteristics. In b) is the
new layer structure illustrated. Three layers based on the user groups and one full
layer

The actual design of the text editor is then developed. In the first, small­
est layer the interface offers a lot of help on how to save and edit texts. The
graphical objects are adapted to users that do not use the system often and
the text editing only holds the basic functionality . Next layer holds the
same functionalities as in the first plus a number of new functions for text
handling and window manipulation. The third layer has changed the file
handling routines to allow more complex actions and the number of text
editing tools has increased. The last layer holds all functionality the appli­
cation has to offer.

How much the graphical representation in each layer should differ is a
question of how difficult it is for the users to grasp a new representation of
functions and objects. The users should have use of the knowledge earned
in earlier layer and if the graphical representation changes too much it can
bee confusing. On the other hand can a simpler representation in a low
layer be easier to understand for a novice while childish for an expert. The
final design of the graphical objects must therefore be adapted to the users
and to the type of application at hand in each new case.
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Conclusions and Discussion

When using a layered design, it becomes possible to allow the users to
both choose their own set of functionality and at the same time create an
individual learning path to the full interface of the application. This kind of
design is not possible, however, without a good user representation of the
different user groups and their knowledge. The representation should guide
the number of layers as well as the contents of them, providing a suitable
learning sequence for the user.

In this work we have utilized radar diagrams to describe a multitude of
user characteristics, identify and categorize the layers and how much the
complexity should increase for each layer. The radar diagram representa­
tion furthermore provides a good way to identify what kind of structure the
design should have; which one of the four basic layered design types one
should follow. It is also possible to use the radar diagrams for more com­
plex structures and design choices, still giving a good overview. In the cur­
rent representation the diagram is two dimensional but it would be possible
to describe complexity with a three dimensional diagram in order to for
example show a development of knowledge over time.

In larger software systems the combination of different requirements,
functionalities, and users is often more irregular and complex than what
the standard Multi Layered Design structures support though. If some us­
ers differ from the rest of the users there will be difficulties to get a correct
representation of that group . The users might be divided into two or more
user groups using completely different functionalities in the application or
have completely different prerequisites. In many cases it is enough to cre­
ate an MLD Mushroom, but in some cases even such a structure is too sim­
ple. The representation presented here must then be complemented with
other diagrams and more data to be supportive. The layer structure is at
that point not obvious and a more thorough analysis must be done of the
diagrams, resulting in a layer-structure that is a mix of the four types . A
fully expanded representation of such a design will require continued work
on a more extensive model where characteristics are more formally meas­
ured and the development of layers completely covered.

The current representation is nevertheless an excellent tool when work­
ing with MLD but should bee seen as the first step in a bigger model and
the next step of the user representation is to define the diagrams more for­
mally and complement them with other diagrams to handle more complex
systems and users .

A full model for the whole design process should then be created where
the designer can follow a number of steps to create the MLD, from collect-
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ing user characteristics in a formal way to implementing the layer structure
in the application . Such a model can also be complemented with a three
dimensional representation technique to be able to illustrate e.g. the differ­
ent users' learning curve.
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Introduction

Metaphors are powerful cognitive instruments that help us in making sense
of the world around us. We start using them already as very small children
and they accompany us throughout our lives. Some authors go as far as
claiming that all knowledge is metaphorical (Indurkhya 1994). But even if
we do not subscribe to that position we cannot but admit that metaphors
are an important cornerstone of human creativity (Seitz 1997). It therefore
stands to reason that they might be useful in highly creative undertakings
such as the development of information systems. The latter activity in par­
ticular is fraught with a principal problem : Most stakeholders in the system
are not knowledgeable in system design and they find it very difficult - if
not impossible - to envision a system that does not yet exist. It is not there
to look at or to play with and in early stages there is not even a rudimen­
tary prototype that could be studied. To imagine how a future system
might look like, what functions it will have and how it will support and
shape my daily work is well beyond the powers of most potential users of
such a system. In this context a metaphor can be a powerful device for
building a bridge from the known to the unknown. It draws on ideas that
people are familiar with from their everyday experience.

A simple example of a metaphor is that of a CD player. Most people
have experience in operating a hardware player so that its design can be
used as a template for that of the software player. The user interface of the
latter will thus include images of the knobs, slides, dials, buttons, lamps,
displays and all other devices found on a hardware player and the user will
be able to operate it in a very similar way. This facilitates the usc of the
software player and a user manual is hardly required .

But the use of metaphors is not always as straightforward as that. In the
case of more sophist icated information systems it can be hard to find a
suitable metaphor and even harder to translate it into the system design. A
common approach to facilitating the design of information systems is that
of design patterns. A design pattern is a very general model of a system 's
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architecture . It does not specify the design down to the smallest detail but
only outlines the basic structure. It can be seen as a reusable solution to a
commonly occuring problem. An example of such a design pattern is the
Model-View-Controller architecture (MVC). The model component con­
tains the business logic and data of the application. Views that are regis­
tered to the model can access its data and present it to the user in a suitable
form. The controller component accepts user input and triggers the corre­
sponding functions in the model. The model notifies the views of resulting
changes in the data, which in tum update their displays accordingly. This
architecture provides for a separation of concerns: The model is freed from
dealing with the user interface and can instead focus on the functionality of
the application domain.

Design patterns are typically not based on experiences from everyday
life of users. They are often abstract and technology-oriented and do not
appeal to intuition or common sense. That makes them unsuitable as a plat­
form for communication between information system stakeholders. There
metaphors perform better. But design patterns do have a place in system
design where they make a valuable contribution to well-structured, reus­
able and less error-prone software. It is therefore worthwhile to investigate
the question of how a metaphor can be translated into a design pattern in
order to lower the communicative barriers between the stakeholders and to
allow them to join in the co-design of "their" system. To this end we first
introduce the Bunge-Wand-Weber ontology that is used to anchor both the
metaphor language and the design pattern language; this facilitates the
translation between the two languages. We then address the fundamental
concepts of metaphors and design patterns and the respective languages.
We proceed by specifying a translation based on structure-mapping theory
and providing an example that employs the metaphor of the labour market
to develop the architecture of an eService system.

Bunge-Wand-Weber Ontology

The Bunge-Wand-Weber ontology (BWW ontology) is an established tool
for analyzing modeling languages. It is based on Mario Bunge's ontology
(Bunge 1977, Bunge 1979) and was later adapted by Yair Wand and Ron
Weber to the information systems field (Wand and Weber 1989, Wand and
Weber 1995, Weber 1997). According to this ontology the world consists
of things that possess properties. Both of them exist irrespective of the
human observer. The observer can only witness attributes that he takes for
the properties of the things he observes. The things themselves are not ob-
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servable. In the BWW ontology an attribute is represented by a property
fun ction over time that maps onto a property co-domain containing the
possible property values. An intrinsic property belongs to an individual
thing, a mutual property to two or more things . A whole-part relation is a
property of an aggregate thing and a component thing. A resultant prop­
erty of an aggregate is derived from the components, an emergent property
of an aggregate not (i.e. it is new) . A complex property is made up of other
properties. A class consists exactly of the things that share a set of charac­
teristic properties . A natural kind is a class where all the characteristic
properties are laws. "Laws reflect either natural or artificial constraints im­
posed upon things." (Wand and Weber 1990)

In the following sections we will use that ontology to anchor both the
metaphor language and the design pattern language which facilitates the
mapping between them.

Metaphors

A metaphor is a figure of speech that involves a transfer of meaning be­
tween seemingly unrelated terms. It has its origins in the rhetoric of an­
cient Greece where it was used to make a talk more interesting and easier
to follow. When we say "The customer is king" we do not mean it literally.
It is a metaphor that attributes to a customer many of the qualities that we
typically associate with a king: influence, importance, power and so on. A
metaphor can transfer complex meaning such as in that of a nation as "a
ship of state" where the captain of the ship represents the government, the
sea the flow of time, bad weather a crisis, lack of wind economic stagna­
tion etc. An example of an information system metaphor is that of the
desktop in windows environments. Metaphors are used in many disciplines
such as organizational theory (Morgan 1997), architecture (Alexander et
al. 1977), software development (Beck 2000) , economics (McCloskey
1998) and information systems (Carroll et al. 1988, Gazendam 1999, Wal­
sham 1991, Madsen 1994, Coyne 1995).

According to cognitive linguistics (Lakoff and Johnson 1980) a meta­
phor connects two conceptual spaces: the source (also called secondary
system or vehicle) and the target (also called primary system or topic). The
connection takes on the form of a mapping from source to target (see fig­
ure I). As an example we might use the commonly known labour market
with employers, job seekers, job announcements, applications etc. to ex­
plain the architecture of a yet-to-be-built eService market with eService
providers, eService clients , eService offers, eService requests and so-on.
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Fig. 1. Metaphor - concept and example

The Metaphor Language (ML) is used to express the vehicle with which
we anchor the metaphor in the stakeholders' imagination (as well as the
target). For this reason it must be a very simple language that closely re­
sembles our "natural" or "intuitive" way of conceptualizing the world
around us. A common and very basic approach is to view the world as a
number of things that are related in some way. In the different modeling
languages these things are called classes, objects, entities and so on. They
can be on the instance or type level, i.e. they refer to individual things or
sets of things, respectively . Likewise the relations between things can be
termed links, associations , relations etc. Again we distinguish between
type and instance level. For the Metaphor Language we make use of this
rudimentary conceptualization: A metaphor model consists of entity types
and transfer types. Entity types are sets of concrete things sharing common
properties . Transfer types are ternary relation types where an entity of the
second type is transfered from one of the first to one of the third. The first
or third entity type must be active, i.e. its entities must be able to perform
activities. These entities could be human beings, software artifacts or or­
ganizations. Using ternary relation types is a simple way of introducing a
dynamic element into the language without encumbering it with additional
constructs. An example of a transfer is an employer who makes a job offer
to a job seeker (shown in figure 2, on the type level). Often transfer types
can be compared to simple communicative transactions but they can also
describe material acts. Table I shows how this language is anchored in the
BWWontology.

Figure 2 shows how the source of the labour market metaphor might
look like. Job seekers register at the placement service by giving informa­
tion on themselves and their qualifications. Employers hand in a descrip­
tion of each vacancy. It consists of a list of required qualifications. The
placement service then compares required and provided qualifications and
sends the employers the available information about matching candidates.
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Based on that employers can then decide to make a job offer which the job
seeker in tum can accept or decline.

Table 1. BWW ontology of theMetaphor Language (ML)

ML construct BWW construct
-----'=--.:--'- .:...::..:,.;,,--------------

ML-entity type BWW-natural kind of things
ML-active entity type BWW-natural kind of things that actonother things
ML-transfer type BWW-characteristic mutual property of 3 things +

BWW-transformation

~ Placement
~ L-D' service

AI Vacancy (required / \LJII qualifications)

Personal info AI AI Personal info
+ qualifications LJII LJII + qualifications

I [] \
@~JObOffe~*
Employer ""- AI~ JobLJII seeker

Reply(accept/reject)

Fig. 2. The labour market metaphor (source)

Design Patterns

The design patterns used in the development of object-oriented software
were introduced by Gamma et al. (1995) . They have been influenced
strongly by Alexander's architectural design patterns where each pattern is
defined as a three-part rule, which expresses a relation between a certain
context, a problem, and a solution (Alexander 1979). The context describes
the conditions under which the pattern can be applied. The problem is a
"system of forces" that the solution is supposed to balance. This definition
is used in a slightly rephrased form also in software engineering: A design
pattern is a solution to a recurring problem in a certain context. According
to Treetteberg (2000) it involves:
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1. a description of a problem and a possible solution,
2. examples of usages of the solution in actual designs,
3. reasons for why the solution actually solves the problem,
4. criteria for when to use and when to avoid this particular solution and
5. relations to other design patterns .

In object-oriented design the solution is often described as a class dia­
gram that can be accompanied by some interaction diagram. Sometimes
the term design pattern is used to refer to the solution alone.

observers
SUbject Observer

attach(Observer) updateO
detach(Observer)
notifyO

subject
ConcreteSubject ConcreteObserver

getStateO updatet)
setStateO

Fig. 3. The observer design pattern (class diagram)

An example of the (solution part of a) design pattern is given in figure 3.
It addresses the problem of maintaining consistency between related ob­
jects: How can we make sure that dependants are updated when the state of
the object they depend on is changed? Such a situation arises when we
have multiple views on the same data, e.g. a pie and a bar chart represent­
ing the same numerical data. If the numbers change we want to make sure
that the respective views are updated accordingly . The solution that the ob­
server pattern offers involves an Observer and a Subject class. These
classes are abstract, i.e. they have no instances. Instead they are specialized
into ConcreteObserver and ConcreteSubject. Each dependant is an in­
stance of the former, the object they depend on is an instance of the latter.
An observer can register at a subject by sending it an attach message. All
registered observers will be notified by the subject whenever its state
changes . This is done by the notify operation that sends an update message
to all attached observers which in tum send a getState message to the sub­
ject to find out about the new state.

We use the Unified Modeling Language (UML, OMG 2003) to express
the solution part of design patterns, in particular the class and sequence
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diagrams of UML. Ontological evaluations of the UML based on BWW
have been done by Evermann and Wand (2001) and Opdahl and Hender­
son-Sellers (2002). Table 2 lists the relevant constructs and their BWW
equivalents according to Opdahl and Henderson-Sellers (2004).

Table 2. BWW ontology of some UML constructs

BWW-bindingmutual property
BWW-transformation

UML-object
lifeline
UML-messsage
UML-operation

UML-object
UML-property
[ofanobject]

UML construct BWW construct_ _ • w •

UML-class BWW-natural kind of things
UML-active class BWW-natural kind of things thatact onotherthings
UML-attribute BWW-characteristic intrinsic property [that defines a natural
[ofa class] kind and] that is nota lawor a whole-part relation, butcanbe

either resultant or emergent
BWW-thing
BWW-intrinsic property [ofa thing] thatis nota lawor a
whole-part relation, butcanbe either resultant or emergent
BWW-intrinsic complex property (if theUML-property hasa
non-primitive type)

UML-association BWW-characteristic mutual property
UML-multiplicity BWW-characteristic state lawabout how many BWW­

properties that a thing canpossess
BWW-segment ofa history

Translating Metaphors into Design Patterns

The translation of metaphors into design patterns is based on structure­
mapping theory. It has originally been developed to describe the nature of
analogies (Gentner 1983) but has later been adapted to metaphors (Gentner
et al. 1988). The central assumption of structure-mapping theory is that the
likeness between the source and target domains of analogies or metaphors
is not so much in the properties of the objects of each domain themselves
but rather in the relations between them. In our example of the labour and
eService markets an employer and an eService client have little in common
but the relation between an employer and a job seeker on the one hand, and
an eService client and an eService provider on the other hand is close: in
both cases the second offers a service to the first. In structure-mapping we
define interpretation rules that map knowledge about a source domain into
a target domain by relying on the syntactic properties of the knowledge
domain alone and not on the specific content of the domains.
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The translation proceeds in two steps: metaphorical mapping and design
mapping. In metaphorical mapping the terms of the source domain are
translated into the corresponding terms of the target domain. In this step
the structure of the source is largely conserved. The result is a model that
is still expressed in ML but now refers to the target. It is therefore called
the metaphor target model. The metaphorical mapping can be supported by
a translation table that shows how source and target terms are related. In
table 3 some of the labour market terms are translated into their eService
market equivalents . The resulting metaphor target model is shown in fig 4.

Table 3. Translation ofsome of the labour market terms

Source term
Employer
Job seeker
Placement service
Vacancy

Target term
eService client
eService provider
eService broker
eService request

~ rn eService
~ ~~ broker

~ eservtce "Ol;'l \
Provider+ f51 f51 eService
eService I§J eService I§J

/ ~ '\~
~JQ invoke m_
eService "- r:sJ~ eService

client I§J provider
result

Fig. 4. Metaphor target model of the eService market

The second step, design mapping, translates the metaphor target model
into the design pattern. The design pattern language is UML. As this step
involves a mapping between different languages (i.e from ML to UML) it
is more complex than metaphorical mapping. The ontological analysis of
the two languages reveals that the constructs of the ML should be trans­
lated into UML as shown in table 4.
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Table 4. Mapping ML constructs onto UML

ML construct UML construct
ML-entity type
ML-active entity type
ML-transfer type

UML-class
UML-active class
UML-association (ternary) +
UML-operation (message)

Properties

invoked

eService
Client

eService
Provider

Fig. 5. The class diagram of the eService pattern

I notify(ServiceY,
I ServiceX,
I ProviderA)

I request
I (ServiceY)

---- ------~- ---- -------
I

I....
~

I

IBroker I
I

)
I

invoke(ServiceX) I
I

notify(result)

Fig. 6. The sequence diagram of the eService pattern
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The mapping from ML to UML is not surjective (i.e. it does not cover
all UML constructs) even if we restrict the UML to the subset of constructs
that are required for class and sequence diagrams. This means that we have
to supply additional information which is not present in the metaphor when
we want to create the design pattern. In particular we need to provide the
time order of messages, attributes of classes, multiplicities and objects for
the sequence diagram. Figures 5 and 6 show the result of this step, the
class and sequence diagrams, respectively.

Conclusion

Developing an information system is a very complex task that requires the
active collaboration of a substantial number of people, called stakeholders,
if the system is to be successful. These people have to understand each
other (i.e. to speak the same language) and they have to agree on some
common design for the system. This process is called co-design (Liu et al.
2002, Forsgren 1991). To really facilitate mutual understanding the com­
mon language we use must reflect the hetorogenity of the stakeholders '
cultures, i.e. it must not be derived from any particular culture such as that
of systems engineering. UML, for example, is not a suitable language for
this task. But metaphors , on the other hand, provide the required features
because they resort to knowledge that is rooted in common sense and
therefore shared by everybody. We have introduced a simple language for
expressing metaphors and suggested a way to translate them into patterns
that can be used for system design. Finding a suitable metaphor is still a
creative act (or maybe a stroke of genius) that can hardly be supported in a
systematic way. But once it has been found we can provide some help in
performing the ensuing steps.
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Introduction

Electronic devices get more and more involved in many of our communi­
cation processes for personal and professional activities. Each communica­
tion process may implicitly affect our privacy. An example may be the lo­
cation trace of mobile phones. Experts present identity management
systems to preserve the user's ' privacy [2]. In digital correspondence users
should decide about disclosure of personally identifiable information (in
the following simply called "data") . However, identity management for
Everyman is not yet a commonplace.

To address the whole area of identity management, it is necessary to
find an easy to understand model similar to the usage of a phone or a debit
card . We suppose that after the shell and command line solutions and the
window-based interface, one now has to look for a new paradigm to pro­
vide more intuitive handling of the communication process and work flow.

In particular, we have been interested in how to facilitate for users to
manage several preference settings, so that different communication part­
ners are treated differently by the user's identity management tool without
demanding the user to change settings during ordinary use of his commu­
nication devices. We refine the "Virtual City" idea, originally proposed by
Andreas Pfitzmann and published in [7], using a town map as a user inter­
face, to manage identity related processes regarding these devices. This in­
terface could potentially allow users with various levels of education to
manage their digital identities intuitively by transferring their existing ex-

I In the context of this paper, the term "user" describes the person who is using the
digital equipment related to the identity management sensitive activities.
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periences. We have let ordinary Internet users judge some features of this
paradigm to gather results on spatial user interfaces for identity manage­
ment. These results are presented in this paper together with a discussion
on their implications for further elaboration both of the interface paradigm
itself as well as of the conditions for user testing such a paradigm.

Immediately below some of the relevant publications in this field are
summerized. Then the town map is introduced as a metaphor to visualize
identity management related processes. We continue by presenting a test
set-up based on animated screen mock-ups as a way to address the ques­
tion of how to conduct user evaluation in the lack of an implemented town
map user interface. We also discuss test results that derive from sessions
including 34 test participants. Finally, the paper endeavours an outlook on
the place in the 'computer' of user interfaces for privacy protection.

Related Work

An early work on users' interaction with identity management systems is
found in [11] where also the term privacy-enhancing technology (PET) is
introduced to refer to the "variety of technologies that safeguard personal
privacy by minimizing or eliminating the collection of identifiable data".
Identity management is an important part of such technology but beside
identity management there are special techniques such as cryptography
which are not in themselves related to identity management.

Still, usability issues are not very frequent in PET studies. This is in
contrast to the public interest in, on the one hand, privacy in the informa­
tion society , and, on the other hand, new user interface metaphors (e.g.,
[10] and [13]).

A statement about the significance of usable interfaces with respect to
identity management we find in [I], where Acquisti et al. examine the cost
of usability from the economic point of view. They state that "[ ...] Reduc­
ing options can lead to reduced usability, scaring away the users and leav­
ing a useless anonymity system." We will discuss the question how to
avoid this.

Wohlgemuth et al. [14], and earlier Gerd tom Markotten and Kaiser [6],
develop the thesis about the necessity of a comfortable user interface to
enable users to apply identity management. We agree with the authors'
statements. Their suggestions are based on conventional window-based
control elements such as lists, buttons etc. Also the integration of protec­
tion properties into user interfaces, as developed by Wolf and Pfitzmann
[15], projects the identity management functionality to common window-
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based controls. We will extend this approach using a well-known graphical
metaphor.

The idea to build a virtual city to manage identities and relations is men­
tioned by Hansen and Berlich [7]. However, the authors only raise the is­
sue without drawing a concrete scenario. Rost [12] discussed this approach
from a sociological point of view. We elaborate this idea further.

It should also be mentioned that leading design experts often bemoan
metaphors in user interfaces. Setting out finding a new global metaphor
one should consider the criticism launched by Cooper and Reimann
against keeping a whole user interface within the confines of a single
metaphor ([4], p. 253). They furthermore stress the utility of having con­
trols easily utilized by users. As will be explained further on, we will in­
troduce city districts in a rather metaphoric sense, but only to provide
quick and clear access for the user. Indeed, what we will suggest here may
not be the only user interface paradigm used within a computer system.

A suitable user interface should be comfortable for clueless and ad­
vanced users alike and should cover the complexity of the identity man­
agement in an appropriate manner. An identity management application
should help the user to enforce his rights of informational self­
determination in a complex digital environment [2]. Different studies do­
cument that users worry about their privacy [9]. Moreover, the very special
security and privacy related terms regarding PET are difficult to under­
stand for normal users. This incomprehensibility often brings negative ef­
fects to privacy and/or security, as outlined in [8] and [5].

Furthermore, in everyday life it is not acceptable for the user to have an
explicit learning process to become familiar with the PET.

The wide spread desktop metaphor is not sufficient to make identity­
related functions accessible. Communication is at the core of using com­
puters nowadays, and privacy protection should thereby also be in the cen­
tre. We see the need to sketch a user interface "beyond the desktop".

Introducing the Town Map

As already mentioned, the core concept of the town map idea is to describe
socially relevant communication relations using the topological infonna­
tion of the communication partners.

Two of the most significant benefits of the town map paradigm are first
the richness of possible structure in the map to be applicable for most of
the existing and further kinds of communication and second the intuitive
perceptions across different cultures.
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The town map as a spatial metaphor offers easily approachable hierar­
chies, e.g. using areal representation it is possible to visualize different en­
vironments (private, public, restricted , etc). With less distance it is possible
to use the building analogy and inside the building the room analogy. Even
in an office, we may have the "classical desk", a bank safe, etc. At the be­
ginning the town map looks empty, there are symbols and signs, but no
personal places.

~ SMtt11Gtob~1 [Mt.

0': loom In
~ • ZCCmC>.A

Buid a newlocaoon
CoI"Il'lgI..-o • l oee.tion
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Fig. 1. A town map with some attributes and a simple drop-down menu

In particular, it provides an opportunity to deal with one user interface
criterion not easily dealt within any program, namely the simultaneous use
of several preference settings; in the present context it is the user's privacy
preference settings that arc in focus. While font size might be a thing that a
user sets once and for all in his Internet browser, it is not that convenient to
have only one privacy preference setting active in the browser. How
anonymous one prefers to be varies very much according to what service
provider one is in contact with or even for what kind of service one is up
to. Some standard settings can be defined by (or for) the user, but explic­
itly switching between settings may be felt as an unnecessary burden for
people who are used to browse the web by simply clicking links or enter­
ing addresses.

Because privacy protection is a secondary activity in digitally-based
communication the identity management functions must not demand extra
clicks and key-presses from the user. The question is how to integrate the
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town map paradigm for user interfaces with the primary activities. In the
mock-up we demonstrated in the user test, we catered for three cases:

For the simple case of starting a privacy related application (like email,
browser, etc.) and connecting to a communication partner, the town map is
very suitable . The map will not emphasize the applications in contrast to
the desktop of current PC systems but the communication partners; the
corresponding policy settings are implied by location in the map. (In the
user test we compromised this global design for a PC system by including
the town map as a start page for the browser - it thus functioned as an
elaborated bookmark list such as the 'Favorites' in Internet Explorer.)

A quite different case is when the user already is in contact with one
service provider, but needs some side issue to be dealt with, such as paying
via a pay-service company. Then our PET should be aware of this in order
to check credentials for the partner in question . This also means that our
PET can show the user what is going on, and we displayed this by a tilted
town map introduced in the ordinary browser (cf. explanation to Figure 4).

Thirdly, when a user connects to a communication partner unfamiliar to
his PET system (for instance, by clicking on a link on a web page or enter­
ing an address in the address field of his browser), then the identity man­
agement system should start with maximum privacy settings. If the user
wants to bookmark the new site, the system asks for the concomitant pol­
icy settings by inviting the user to indicate an appropriate place in the map.

Living in the Town Map

The typical map contains different areas , districts and buildings, similar to
residential areas, city center, business district , recreational parks, etc.
These areas represent different roles the user can act on. Possibly, avatars
at the bounding area of the map will represent corresponding pseudonyms.

Areas may be separated by topological borders like rivers and streets. At
least four main areas should be defined . The Public area represents the
anonymous part of the town and incorporates the different social organiza­
tions, the shopping area, the entertainment and wellness area etc. The
Business related area represents the working zone with areas for the com­
pany, office, customers and competitors. The "My Home " area represents
the personal part of the environment and is incorporated in the Private
area with the different personal social contact partners like houses of
friends , family and neighbours, and trusted e-serivces. An example of a
town map with some predefined action places is shown in Figure I.

The topological borders will demarcate different areas with different
policies for communication, with different data sets, with different privacy
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rules and different levels of privacy protection. Entering these areas will
change the privacy settings like "do not disclose e-mail address for market­
ing purpose", "do not disclose any payment information", "allow access to
nick name" or "enforce unconditional unlinkability" for instance.

Imagine that the default predefined policy for communication in the
public area is very restrictive with the lowest level of data disclosure, but
around the community area, anonymous communication is not desired, be­
cause everybody knows each other. In comparison to this, the working area
is characterized by a strong asymmetry between counterparts; the em­
ployer knows a lot of details about the employee - clients or customers in
comparison know much less (hopefully).

Virtually walking through the town with the mouse pointer, the user's
data policy changes automatically to the predefined set of privacy settings.
Connectors between these areas, such as bridges, doors, gates, elevators
etc., act as inspection points regarding the communication and privacy set­
tings for the areas. These transition points can allow users to inspect or
change the settings. Further domains, with special identity management
requirements, could easily be defined. Buildings may contain rooms and
areas with dedicated identity management functionality, or simply menu
lists with such functions for users who prefer less graphics.

As mentioned above, the main areas include buildings, clustered by the
similarity' of their privacy policies . In the public area, for instance, there
are groups of buildings addressing the shopping context (supermarket, cin­
ema, dry cleaning services), groups addressing the administration context
(bank, assurance , e-govemment), groups for the education context (librar­
ies, universities, school) and the religion context. The distance vs. close­
ness of the groups to each other could be visualized using different kinds
of streets (small alleys, broad roads, avenues, motorways, or similar).

It might be sufficient to have a few predefined places with specific pri­
vacy attributes as foreseen in our town map, i.e. the public area, the private
area, and the work area. Of course there is a need to offer the possibility to
define other places within the map, but predefined places are in alllikeli­
hood needed to support novice users.

Attributes in the Town Map

Attributes are privacy-related policies and properties related to communi­
cation partners . Configuration of these attributes may be really complex

2 It has to be defined how to use slightly different settings in one area and howto
visualize the differences without loosing usability andcomfortability.
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and overburden the normal user. To project these properties intuitively into
the town map metaphor we propose the usage of the distances between ob­
jects to describe their properties and to group these locations with the top­
most level of provision' and place them around the other locations with re­
spect to the closeness to other districts . It seems feasible to quarter the
whole area into the districts mentioned in the previous section. If a user
decides to go inside such a location (e.g., simply by clicking on it) the sys­
tem may switch to a more detailed presentation, preserving the quartering
with respect to the overall privacy settings . Here it opens up new possibili­
ties to introduce associations to special places or direction of movements,
similar to joystick-based mobile phone interfaces. The access is granted
depending on the access policy of the object and the contingently existing
reputation of the user.

Test Results

How people understand and feel about the town map was tested within the
PRIME project (see Acknowledgement) by preference ranking of colour
pictures shown in combination with animated user interface video clips.

Aims and Construction of the Test

The town map paradigm was compared to a traditionally styled browser
enhanced with roles. In fact, in addition to the Figure 2 TownMap also the
CrossRoad of Figure 3 was shown, which is a very simplified town map
with the potential to be fitted in small displays . The traditionally styled
browser and the more realistic TownMap were animated with a guiding
native (= Swedish) voice explaining the actions of the 'user'. Before the
test, participants were given a one-page English introduction to identity
management and privacy protection. This written introduction also ex­
plained two icons appearing in the animations, viz. icons used to symbolise
two pre-defined roles. Test sessions were held in lecture halls, allowing
multiples ofparticipants in each session.

The goal was not to see if a town map was better than a traditionally
styled browser, because most test participants would probably prefer the

3 From the sociological point of view the groups may be based on the classical
four big systems: Economics, Law, Polit ics, Science . But the organizations are
not differentiable by these criteria as far as they implement various connections
and communication channels.
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browser that looked as they expected, especially since the privacy-enhan­
cement with its specific goals might not be fully comprehended. It must be
remembered that people may have varying degrees of understanding of the
purpose of identity management and therefore not readily understand the
individual steps taken by the 'user' in the animations. Considering this, it
would be only natural if they prefer a familiar user interface.

Fig. 2. Userdragsa shop's nameto a track icon to get transmission history

•
Fig. 3. Cross Roadconsists of fourareas; to the right the Public area is enlarged

Thus, the goal was not to see if a town map was better than a tradition­
ally styled browser. Instead, the purpose was to get a basis for discussions
within the PRIME project, and of course with interested parties in the rest
of the research community, about the semiotic dimension one should ven-
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ture to play on in more costly prototyping. Especially, since the town map
easily allows for demonstrations of data transactions between parties, this
feature was included in the animation of the town map (only one of the
maps was animated). The user dragged a name icon and a credit card icon
to a pay service; his own house and two icons representing the relevant
service providers were visible in a tilted town map shown in Figure 4.
Later the user also inquired about who had received his name by dropping
his name icon on a symbol for his data transactions database (Figure 2).

Anon PayService
Sweden

\.IIU"b·,",h..rtn.uI'b.
... ..u J

Fig. 4. The tested tilted town map (upperhalf of browserwindow)

Results

Thirty-four university students aged 20 and above, some being older than
45, participated in the preference test; all had used Internet Explorer and
only some had used other browsers in addition. Our traditionally styled al­
ternative was based on an Internet Explorer mock-up. As expected, the tra­
ditional-styled browser got in general a positive response. More than half
of the answers gave positive descriptions of it. The maps, on the other
hand, were considered by many to be messy.

On the question about their impression of the display of data and money
transaction, 19 answered that it facilitates while II regarded it as superflu­
ous. Nine of these eleven persons also thought that it looked childish; fif­
teen thought it looked OK.

When ranking the alternatives, 24 persons put the traditional browser as
their primary choice; they also seemed to prefer the simple CrossRoad as a
secondary choice. Seven preferred the realistic TownMap and three pre-
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ferred the simplified CrossRoad, but there was no tendency for the secon­
dary choice.

Two fifths of the participants answered that they would like to be able to
switch between designs .

After this paper was submitted this test has been replicated in the USA
with 27 university students: the results were in the main similar to the test
conducted in Sweden, although a majority of the American subjects
wanted to be able to toggle between designs. (The comparison between US
and EU users concerned several tests and will be reported in the future.)

Discussion

In conclusion, even if the map designs were less favoured, there was some
interest in this user interface paradigm. This in itself can motivate a further
elaboration of this concept. As Allan Cooper explained about targeting a
product to a receptive user group: "80% of people in focus groups hated
the new Dodge Ram pickup. [Chrysler] went ahead with production, and
made it into a bestseller because the other 20% loved it. Having people
love your product, even if it is only a minority, is how you succeed." ([3]
p. 125) But there are further topics of this test that can be discussed.

One should note that the TownMap demonstration film as well as the
colour pictures showed maps that were already populated. This fact might
have made them appear messier than if users had been introduced with
empty maps (corresponding to an empty menu of bookmarks). The book­
marks menu in the Internet Explorer mock-up, on the other hand, con­
tained only six items. In this case it made sense to have only a few items,
because the menu did not look sparsely populated as there were simply no
empty town districts to fill. The menu was of course short and there were
no unmotivated empty spaces. This will have to be remembered for future
tests of more elaborate TownMaps or similar user interfaces.

Obviously, there is a conflict between showing first-timers the working
of a product and in the same time make him identify himself with the user
of that product. In gauging the value of this test one must consider the dif­
ficulties of the alternative approach, i.e. of letting test subjects populate the
map themselves. Such a test design would be time consuming for two rea­
sons: (l) If participants are to work with the system they would have to do
this one-by-one since it is only a mock-up; alternatively, one would have
to spend time on producing a working prototype to be able to run it in a
computer hall in order to have several participants in each session.
(2) Each session takes longer time - to compare, before the preference test
real usability tests had in fact been conducted with the traditionally styled
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mock-up , but these tests often took more than an hour and then it was only
one paradigm that was tested. Thus, our preference test was quite cost­
efficient even if we might have a "messiness" bias.

One should further note that more than half of the participants answered
that animation of transactions "facilitates". This makes it meaningful to
use town map-like formats also in traditionally styled browsers for inform­
ing the user of transactions going on. Moreover, it may indicate the utility
of using such formats for getting input from the user on data releases . (As
explained earlier, in the TownMap demonstration film used in this test
some of the animations of transactions were done by the 'user")

In fact, a user may very well benefit from the graphical demonstration
ofdifferent data disclosures and their effects if third party processors come
into play. Possible side-channel attacks might also be easier to visualize
than to explain in a text. Thus, the question of visualizing with a town map
may not only be thought of as replacing the old desktop but may be intro­
duced via the back door of tutorials and other help functions to become a
familiar concept for future communication technology.

Outlook

This paper raises the question about the feasibility of a new approach to
privacy friendly digital environments. It can be argued that by using weIl­
known illustrations from the real world some important issues may be re­
solved. Currently, the above described system would typically be based on
an existing conventional operating systems like Linux, MacOS or Win­
dows. However, it seems conceivable that there is not only a need to create
new classes of applications to address the need for managing and adminis­
trating the whole communication process with respect to privacy. Instead,
this kind of functionality should be directly related to the operating system,
or even better should be integrated into the operating system user interface.
This guarantees a high level of security, connecting the system to trusted
platforms .
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Introduction

Data and information are sometimes called the "crown jewels" of an or­
ganization [3]. Modern company cannot exist without flexible, fast and se­
cure data management system. Insuring data security is of vital importance
for any company.

To ensure data security various methods and tools are used. According
to cyber-security specialist Bruce Schneier's definition given in his book,
"Secrets and Lies"[5] , security could break into three areas : prevention, de­
tection, and reaction. Nowadays most of the companies use passive data
protection mechanisms, i.e. firewalls , IDS and NIDS, and security audits.
Internal and external audits can be used to detect "weak" places in com­
pany's security policy and its implementation. Firewall and IDS solutions
are effective in detecting and preventing simple and/or well-known illegal
access methods . Network level firewalls (generation I) usually use pre­
defined rules blocking access to specific network ports from certain IP
numbers or ranges and they correspond to a classical prevention method .
IDS and generation II (program level) firewalls can detect , block and alarm
on known exploits and attack mechanisms by the use of attack "signa­
tures". These tools are quite effective for detection purposes. But on the
other hand IDS have serious weaknesses such as a large number of false
alarms, huge and difficult to maintain reports, disability to detect new at­
tacks with unknown signature.

All above security tools and methods are passive by definition. More
pro-active method is to prepare a special "traps" for an attacker known as
honeypots. The first articles on honeypots were published in late 80-ies,
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early 90-ies [1,6]. A honeypot is defined as an information system resource
whose only value lies in unauthorized or illicit use of that resource [7]. It
can be used in different ways for prevention, detection and reaction. Dif­
ferent aspects of honeypot usage were described in [7-8] and "Honeypot
Alliance" white papers. Traditionally honeypots for DBMS protection are
described as real DBMS servers or DBMS server emulators installed as a
part of honeynet - network of honeypots. "Classical" honeypot cannot help
to detect legal database user trying to obtain information for which he does
not have access permission. On the other hand detecting illegal activities
of legal users is very important since according to recent statistics up to
80% of cyber-crimes are committed by employees. One of the solutions
tackling this problem can be deployment of specific 'traps" - so called
honeytokens. The term honeytoken was first coined by Augusto Paes de
Barros in 2003 on the honeypots mailing list. Any interaction with a
honeytoken most likely represents unauthorized or malicious activity [9].
Any data resource - DB, DB table, file or letter can be used as honeytoken .
Honey tokens are not designed specifically to detect attackers or prevent at­
tacks, but are a flexible and simple tool with multiple security applications.
Pete Herzog, managing director of the Institute for Security and Open
Methodologies, says that he has used honeytokens to detect when employ­
ees illicitly download forbidden material. For example, he has entered cor­
porate memos with particular typos into private databases and then moni­
tored company networks to see where those typos show up. Tracing these
honeytokens, he says, often leads to catches of illegal materials stored on
the network. [10].

In his article Mr. Lance Spitzner suggests one concept of honeytoken
implementation in database.

"For example, the credit card number 4356974837584710 could be embedded
into database, file server, or some other type of repository. The number is unique
enough that there will be minimal, if any, false positives. An IDS tool, such as
Snort, could be used to detect when that honeytoken is accessed. Such a simple
signature could look as follows: alert ip any any -> any any (msg:"Honeytoken
Access - Potential unauthorized Activity"; content"4356974837584710";)"

It was the only publicly available solution of honeytoken usage for
DBMS security we were able to find. Spitzner's idea is attractive due to its
universality and versatility. However such simple version of honeytoken
has some disadvantages: it won't work if SQL query output is provided in
encrypted form, additional computer system is needed since running snif­
fer on the same machine as DBMS may look suspicious for hacker, DBMS
log analysis for access to honeytoken may be misleading, since logs might
be modified or polluted.
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Presented in the paper concept for honeytoken implementation is plat­
form specific (runs on DBMS Oracle 9i EE or higher), but does not pos­
sess disadvantages described above. It is based on Oracle FGA mechanism
with some additional original modules .

Requirements to DB Level Honeytoken Module

Usually access to the database is organized through third-party applica­
tions made for accessing and managing data. When data is accessed in
such a way, it is not too difficult for a malicious user to gain database
usernames and passwords. After gaining login information of database an
attacker can connect to the database through SQL client and try to view the
data manually. Honeytoken strategy is to insert a table with "sweet" name
able to attract malicious user. Any activity with such a table can be regis­
tered and an alert message sent to system administrator.

Particular structure of any honeytoken module depends on the aims and
goals of the system. The initial requirements and suggestions on the struc­
ture of the honeypot module were presented in [2] It was proposed that the
module should contain analysis and reaction subsystems . It was also pro­
posed to use the SPIKE software package for connection emulation. Tak­
ing into consideration previous experience the following goals for the
honeytoken module can be formulated : honeytoken module should be a
simple and cheap tool to detect illegal activity at database level coming
from the inside and outside of the company without decreasing existing
level of security. It would be useful also to provide automatic reacting
tools and to be able to log the malicious activity. Implementation of such q
module would result in database security improvement. Honeytoken log
may be used to analyze data stealing methods and be a base for further im­
provements and changes.

Above formulated goals as well as the general honeytoken strategy lead
to specific requirements for the module :

• To be cheap, easy to implement and administrate the module should not
be a dedicated system but an integrated part of DBMS able to monitor
any type of database objects . The effort should be taken to ensure that
the module produces few false-positives and false-negatives.

• For security reasons implementation of the module should not require
DBMS to contain specially unpatched known security holes;

• Module should not look suspicious to the attacker and contain real­
looking information. For example database table EMPLOYEES should
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keep a large number of real names with corresponding unreal salaries
and social insurance numbers;

• A care should be taken for the module implementation not to contradict
national and international laws on provoking of criminal activities;

In addition database tables security settings containing sensitive infor­
mation should be audited and list of users, accessing them, should be re­
vised. It is also very important to store module's log files on a separate se­
cure storage, since it is assumed that an attacker may have access not only
to the DBMS, but to the operating system as well.

To meet the above requirements the following structure of the module
consisting of four parts was chosen:

1. Database object (table, view, etc.) with real-like data and attractive
("sweet") name, for example, TABLE CREDIT_CARDS or VIEW
EMPLOYEES_SALARY;

2. Object (function / library), monitoring access (insert, select, etc.) to
honeytoken object;

3. Object (function / library) launching external software when monitored
honeytoken is being accessed.

4. External software module, responsible for logging, administrator alert­
ing and automatic reacting to incidents (for example blocking access).
Testing variant of external software module was programmed to alert
administrator by sending him e-mail with security violation descriptions
and is based on a simple bash-script and open-source utilities. Addi­
tional functionality will be added after long-term honeytoken module
tests.

Honeytoken module for DBMS Oracle

Implementation of honeytoken module for particular DBMS depends on its
structure and communication with external processes. DBMS Oracle 9i EE
has a possibility to launch external processes using Oracle native process
(library) "extproc". "Listener" program is responsible for communication
between Oracle DB server and client side applications . It is the only legal
way Oracle developers have left for communication with external libraries.

We suggest three possible honeytoken module implementations:

• to use table-simulating pipelined function in combination with the ex­
ternal procedure.
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• to use combination of triggers and external procedure. This solution is
the most universal and fulfills the requirements above. The disadvantage
of this method is its complexity.

• to use combination of Oracle Fine Grained Auditing (FGA) and external
library. This method can be used only for DBMS Oracle versions from
9i EE and higher.

It should be pointed out that some specific DBMS Oracle features influ­
enced realization of the module. Triggers in DBMS Oracle 9i EE can be
activated only on "insert" and "update" transactions, but not on "select".
This is a reason why special way-around for second implementation (com­
bination of triggers and external library) is needed. In the third FGA case
this limitation does not exist, however this implementation can be used
only for DBMS Oracle 9i EE and higher.

Module Insertion Concept

General scheme of module insertion to Oracle 9i EE DBMS is shown in
Fig.l . pseudo-connections are shown by the dashed arrows. The provided
object links may be not exact, since real internal Oracle DBMS architec­
ture is not in public domain.

To insert a honeytoken module to DBMS a chain of procedures is per­
formed. DBMS Oracle can use specially prepared external libraries, but
cannot start an external program. So we have to create a library (shellIib):

void sh(char *);
int sh( char *cmd ) {
int num ;
num = system (cmd) ; return num;}

This library is compiled with internal Oracle libraries as gee compiler
parameters .

DBMS Oracle has a library structure, similar to the Operating system.
Because of that we have to create internal Oracle library with all the pa­
rameters necessary.

CREATE OR REPLACE LIBRARY shell lib is
'/opt /oracle/product/9.2.0/lib/shelllib .so' ;

After this action we get shell lib library. After successful ending we
will get:

Library created.

Oracle configuration files TNSNAMES .ORA and LISTENER. ORA are
modified so we could use external procedures .Now we can create an inter-
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nal Oracle procedure shells. This procedure is called every time the
"sweet" table is accessed .

CREATE or REPLACE procedure shellas(cmd IN char) as exter­
nal name "shit library shell lib language C parameters (cmd
string) ; -

External alerting module is programmed. In our case it is a simple bash­
script which sends a database administrator notification bye-mail if some­
one tries to access the monitored table. Finally we create a honeytoken ta­
ble and fill it with real-like data.

Externalproces
(extproc)

Table
"SalariesN

Log records

Fig. 1. General honeytoken module scheme

Pipelined Function Realization

User

E-mail to database
administrator

Pipelined function is a special object, which can be used to emulate a data­
base table . In this case triggers are not used, since the pipelined function
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can access the external process through the sequence of procedures and li­
braries. The problem is that pipelined function is not listed among database
tables. To create the pipelined function one should use such a procedure :
• create object equivalent to the table:

CREATE OR REPLACE type tabview as object (Reg Date Time­
stamp, Surname varchar2 (20) , Name varchar2 (is) , Per­
sonal_number varchar2(11)) ;

• create tabview table

create type tabview_table as table of tabview ;

• create the function

CREATE or REPLACE function Salaries
return tabview table pipelined as
cursor cl is select Reg Date, Name, Surname, Per-

sonal number from Salaries;
begln
for cl row in cl loop shellas('/usr/bin/aliarmas) ;
PIPE ROW (tabview(cl row .Reg Date, cl row .Name,

cl row . Surname, cl row.personal number));­
end loop ; return; end Salaries ;

Now if the attacker tries to access the "Salaries" table, the correspond­
ing pipelined function will be started and alerting script "aliarmas" will in­
form the DBMS administrator about the incident.

Combination of Triggers and External Procedure

Honeytoken+Trigger/External Procedure case is the most universal one
and can be used on almost all DBMS Oracle versions. There are only sev­
eral adjustments you have to do to the main conceptual model to create a
honeytoken module of this type.

First of all, you have to create a table, called "Salaries_audit", where at­
tempts to access the "sweet" table "Salaries" will be logged. The second
step is to turn audit on for the "Salaries" table and to create triggers, which
are activated when new records are added to the audit table "Sala­
ries_audit". For example:

CREATE trigger danger
after insert on Salaries audit for each row begin shellas

(' /usr/bin/alert') ;
end danger;

Now every time an attacker tries to select, modify or add data to the
"Salaries" table the trigger "danger" is activated, as a new record is added
to the audit table "Salaries_audit". It calls procedure "shellas", which is
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able to start an external alerting module "alert" with the help of the library
"shell lib".

Combination of Oracle FGA and External Library

Traditional Oracle Database auditing options let track the actions users
perform on objects at the macro level. However it is not possible to detect
what is selected .

In Oracle9i Database version a new feature called fine-grained auditing
(FGA) was added. This feature allows to audit individual SELECT state­
ments along with exact statements issued by users . In addition to simply
tracking statements, FGA provides a way to simulate a trigger for
SELECT statements by executing a code whenever a user selects a particu­
lar set of data. The power of FGA doesn't stop at merely recording events
in audit trails; FGA can also optionally execute procedures . A procedure
could perform an action such as sending an e-mail alert to an auditor when
a user selects a certain row from a table, or it could write to a different au­
dit trail. [4].

Reaction mechanism can be organized similarly to the triggers/external
procedure case.

Conclusions

Possibilities to use honeytokens for DBMS security have been studied. We
have developed, implemented, and tested three different honeytoken mod­
ules for DBMS Oracle 9i Enterprise Edition: a) honeytoken plus pipelined
function; b) honeytoken plus trigers/external procedures; c) honeytoken
plus FGA; all based on the same concept of module insertion . Imple­
mented modules can monitor "sweet" objects in database, perform simple
reaction procedures, such as e-mail sending to the DBMS administrator
and log the malicious activity to external file or database table. All mod­
ules were created with the help of free software tools, implemented and
tested at Vilnius Gediminas Technical University IT Laboratory. The tests
performed at the IT laboratory have shown, that module usage does not in­
crease the load on DBMS and Operating system. In the future we are going
to perform tests on industrial DBMS and to evaluate system load for heav­
ily used databases .

For the databases with a large number of records and users honeytoken
modules can be very effective tools for early intrusion detection. It should
be pointed out, however, that honeytoken type tools having many advan-
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tages such as simplicity of the concept and ability to detect local threats by
no way can replace other security tools.
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Morally Successful Collaboration between
Academia and Industry - A Case of a Project
Course
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Introduction

Academia-industry collaboration is common in the IT-field, and it includes
training programs, research centre activities, and industry advisory boards
(Watson and Huber 2000). For the industry, co-operation provides possi­
bilities to acquire human resources and, for the academia, co-operation en­
sures that research and teaching activities are relevant. Regardless of its
popularity little is known about moral issues relating to this phenomenon.
This study intends to fill the gap in knowledge by determining the nature
of moral conflicts perceived by clients, students , and instructors of a col­
laborative project course, and by formulating a framework to successfully
getting grips with these conflicts. This article is a summary of the research
the detailed description of which is found in Vartiainen (2005) .

There are several definitions for a moral conflict (or a moral dilemma)
(Audi 1995). Typically moral conflict is defined as a decision-making
situation, in which two incompatible actions are morally required . In phi­
losophical literature, distinction is made between solvable and insolvable
moral conflicts, the latter ones being known as moral dilemmas (Hill 1996;
Nagel 1987). In moral dilemmas the moral agent feels mental anguish
about the situation, whereas in the case of a solvable moral conflict, s/he is
able to produce a defendable solution. Predicaments of moral conflicts mo­
tivate us to organize our institutions and the society in such a way that the
most severe moral conflicts would not emerge (Marcus 1987, 188).

In this study, a concept of moral success is introduced to tackle moral
conflicts in project collaboration. Success/failure of projects is commonly
investigated in project management and IS literature (Shenar and Levy
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1997). The concept of moral success is adopted from the field! of moral
psychology and from the work of James Rest (1994). James Rest (1994)
organized existing research on the psychology of morality into four proc­
esses: moral sensitivity, judgment, motivation, and character. In these
processes an individual may morally fail in his/her actions, or, if we take
the opposite view as in the framework defined here, morally succeed.
These processes aim to answer the question: "What must we suppose hap­
pens psychologically in order for moral behavior to take place?" Rest
showed that it is possible that a moral agent may conceive having failed
morally in his/her acts if s/he concludes that his/her deliberation might
have been deficient. Moral sensitivity implies awareness of how our ac­
tions affect other people. It also implies being aware of alternative actions
and of how those actions may affect other parties. For example, a teacher
may not notice that he favours boys at the expense of girls, but if someone
points this out to him, he may begin to observe his own behaviour in a new
light. Moral sensitivity is a key component in recognizing moral conflicts
- it is possible that an individual cannot see the moral relevance that the
decision-making situation may have. However, being aware of morally
significant issues is not enough: when confronting decision-making situa­
tions one needs to make decisions. Moral judgment is about judging which
courses of action are the most justified. As moral judgment develops, a
person's problem solving strategies become more in tune with others and
more principled in nature. Kohlberg's (1981) six stages of moral develop­
ment are based on the theory that people change their moral problem­
solving strategies as they grow. People at higher stages can understand the
principles they had used at the lower stages, although no longer preferring
them. Moral judgment and sensitivity were observed to develop with the
help of small-group discussions on moral issues (Rest 1994; McNeel
1994). Moral motivation refers to prioritizing moral values above non­
moral values. Here a moral agent asks "why be moral?" It is possible that a
moral agent is aware of an ethical issue (moral sensitivity) and knows what
should be done (moral judgment) but is not fully motivated to do what s/he
considers the right thing to do. For example, ifby lying one can profit eco­
nomically, one must select between an economical value (profit) and a
moral value (honesty). If one chooses to lie, one has failed in moral moti­
vation. Moral motivation, as well as moral character, connects knowledge
to action. Moral character refers to the psychological strength to carry out
a line of action. A person may be weak-willed, and if others put enough
pressure on him to act immorally, he may fail in this component.

! Moral psychology can be perceived as a subfield of psychology tracing individu­
als' development of moral reasoning and opinions (Audi 1995,510).
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The framework for a morally successful project course is constructed as
follows. First, to attain information about moral conflicts in a project
course, a research design for gathering information about moral conflicts is
presented, and then, the resulted abstractions of moral conflicts are intro­
duced. After this, a framework utilizing the resulted abstractions is dis­
cussed before the final conclusions are presented.

Research Design

Studies on student project courses (Fielden 1999; Scott et al. 1994) show
that the key players of these courses are students, instructors and agencies
for which the projects are implemented. Therefore, the focus of this study
is on determining moral conflicts perceived by these key players. For this
an empirical qualitative research was conducted at the Department of
Computer Science and Information Systems, at the University of Jy­
vaskyla, in Finland. The Development Project (DP) course selected col­
laborates with local IT-firms and other organizations. The course has a
long history starting from 1977. Typically, client organizations represent
private IT-firms, which may be enterprises and computing departments of
various sizes in, e.g., industrial plants. Client representatives are usually
managers and specialists in their organizations. In the collaboration, the
role of clients is to provide students with substance guidance (e.g., techni­
cal guidance), and the role of instructors is to guide the process (e.g., plan­
ning, reporting), The students are typically third-year-students in CSIIS,
and they form groups of five members. Each student practices the role of a
project manager for one month or so during the project, which takes from
five to six months. Project tasks have varied from information systems de­
velopment to businessand research-oriented projects.

To identify moral conflicts perceived by each party of the course I chose
the qualitative and interpretive research approach. To collect descriptions
of moral conflicts the subjects were let to express themselves freely and
openly. The clients who were interviewed about moral problems they con­
fronted during the project course totaled 21. 13 individual students and 6
student groups wrote diaries, 17 students responded to a survey and 13 of
them draw moral conflicts during an exercise. I conducted participant ob­
servation to identify moral conflicts which I and my colleagues confronted.
The subjects' perceptions were analysed with the phenomenographical
method (Marton 1986).
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Empirical Results

The empirical results of the study are summarized in Figure 1. My experi­
ence of the course over five years confirms that the following examples of
moral conflicts are typical of those confronted by the parties of the course.

External relations
Other organizations, educational

institutes, society

Project level
Objectives of project

Prioritization of tasks

Interpersonal
Treatment of individuals

Conflicts of interest

Fig. 1. Moral conflicts in project collaboration divided into external relations , pro­
ject level, and interpersonal conflicts

External relations

In moral conflicts of external relations subjects deliberate about relations
between organizations, educational institutes and private firms.

Instructors coordinating the collaboration confront moral conflicts relat­
ing to just treatment of local private IT-firms. The co-operation may cause
instability in the markets at least in two ways: First, constant co-operation
between particular IT-firms and the DP course may make the managing of
the DP course easier, but it may be considered unfair by other IT-firms.
The university might be seen as favouring their chosen IT-firms by offer­
ing them cheap work force. In addition, student groups can undertake pro­
jects producing services or products that could otherwise be bought from
the local IT-firms. Thus, the course may invade the territory of some of the
IT-firms .

Client representatives are concerned about implementation of corporate
social responsibilities. Although clients may openly declare that their mo­
tives for co-operation with the university are based on beneficial objec­
tives, they consider it as a moral problem whenever they need to decide
whether they should fulfil certain, sometimes unforeseen, social responsi­
bilities towards the university and local communities. These questions are
brought up when a client considers the benefit to the society and educa-
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tional institute when co-operating with an educational institute in a local
community.

Project Level

In project level moral conflicts, the concern is on the objectives of the pro­
ject and on prioritization and commitment questions. For the university,
the primary objective is to teach project work skills to the students, and for
the clients, the primary objective is to get the results of the project. For the
students, the objectives are twofold: as they implement the project task,
they are expected to reflect and develop project work skills. Conflicting
objectives were considered as a moral conflict by all parties because it is
possible to stress one objective in the expense of another.

Attaining beneficial objectives is of importance for the clients. In the
following example, a client confronted a moral conflict between his duty
for his employer and his demands on students:

"... I am responsible for getting value for themoney. And this kind of internal
discussion I had with myself about what should I do. Then I decided that, damn it,
although they are students, they have to .., they are to practice this real project,
how a real project is implemented in the real life. And after that I started to make
higher demands and I really did it ..." (interview extract)

A university instructor confronts a role conflict between her roles as an
assessor and coach. Guiding student's actions and assessing them conflict
with each other in the way that the instructor is forced to choose his ac­
tions and words carefully because slhe needs accurate information about
his/her groups while slhe is obliged to assess and grade her students. In
other words, building trust requires consideration.

For all parties, commitment and prioritizing, for example, between pro­
ject tasks and other things created a moral conflict. As an example, a stu­
dent considered that, regarding her group, activities outside the project
competed with some tasks of the project.

Interpersonal

In interpersonal moral conflicts, subjects deliberate about treatment of
other individuals and conflicts of interest. Intervening with other individu­
als' actions was considered difficult because the intervention itself might
make the situation worse, by, for example, offending the object of inter­
vention. The intervention considered here consists of giving feedback, of
making demands, and of the possibility to raise discussions about a
group's ineffectivefunctioning.
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Instructors confronted moral conflicts in intervening with other indi­
viduals' actions, namely with students' and other instructors' actions. As
an example of this, an instructor described a group including a deviant stu­
dent. The deviance could, potentially, affect the whole project, but bring­
ing the issue up might have worsened the situation by embarrassing the
student.

In interaction with students, clients perceive moral problems relating to
giving feedback to the students, employing them, and in treating them in
an impartial or fair way. In addition to this, client representatives interact
with other employees inside the client organization . Demanding that they
should be working for the student project - along with their primary pro­
jects - may bring additional stress upon them. The clients had openly de­
clared that the employment of the students had been an important objective
of the collaboration . For a client, this created a moral conflict, because
employing students often makes their studies last longer.

Typically students have not had any leadership experience, and there­
fore, conducting the role of a project manager is demanding and occasion­
ally stressful for them. In that role, fellow-students' capabilities to com­
plete assigned work tasks, and efficiency questions were of concern. As an
example, a student confronted a moral conflict related to assigning a work
task to a fellow-student whose ability to complete the task was in doubt.
For the sake of honesty, she thought, she probably should tell the student
about her concern, although telling the truth might wound him. On the
other hand, if she assigned the work task to her without taking any precau­
tions, she might endanger the project.

A Framework of a Morally Successful Project Course

A framework for a morally successful project course utilizes the Four
Component Model (Rest 1994) and adopts content from the three abstrac­
tions of moral conflicts perceived by the parties of the course. Behavior of
a moral agent, in this case, a client representative, a student, or an instruc­
tor, may be reflected and developed in terms of the components of the
model.

Developing Moral Sensitivity and Judgment

The main themes of moral conflicts in a project course, external relations,
project level, and interpersonal moral conflicts, function as guiding lights
in sensitizing moral agents to morally relevant issues in collaborative pro-
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ject course and to making decisions in moral conflicts . External relations
relate to the context of a project, and, according to Boddy (2002, 31) con­
text includes the contemporary setting within and beyond the organization.
In the case of a project course, the context consists of all parties (e.g., soci­
ety, organizations, departments) outside the particular student project. The
two other themes have similarities with managerial grid (Blake and Mou­
ton 1978, referenced in Kast and Rosenzweig 1985, 352), a framework for
organizational improvement programs, which include management (con­
cern for production) and leadership (concern for people) orientations. In
leadership, people are taken into account and in management they are used
merely as a means (Maylor 2003, 264). The existence of a project is based
on a task, which is to be completed. In project level conflicts (manage­
ment) the concern is on managing the project, that is to say, in achieving
the objectives of the project. Each student project is targeted to achieve
two objectives, i.e., results for the client, and learning results for the stu­
dents . In addition to conflicting objectives, when implementing the objec­
tives, commitment and prioritization problems are likely to emerge. In in­
terpersonal moral conflicts (leadership) the concern is on taking people
into account, and as Kant (1993, 95) declared, a rational being should
"treat himself and others never merely as a means, but always at the same
time as an end in himself'. Consequently, participants of a project should
be taken into account as ends themselves in achieving the objectives of the
project. For example, giving feedback to someone should be constructive
rather than destructive .

In moral judgments a moral agent constructs and justifies a solution for
a moral conflict slhe has become aware of. As the results of Kohlberg
show, people mature in moral judgment as they grow. Therefore, students
are likely to demonstrate lower capabilities in moral judgment (and in
moral sensitivity) than client representatives and instructors . Development
of moral judgment is fostered by providing the moral agents with ethical
analysis skills (Ruggiero 1999; Collins and Miller 1992) and by exposing
them to situations in which they are to solve moral conflicts in interaction
with other parties. Nucci (1987, 90) expressed the three characteristics of
effective moral discussion: 1) Conflict. Stage transition is likely to occur if
in a discussion there are students who disagree about the solution for a
given dilemma. 2) Stage disparity. One-half stage has been observed as the
optimal distance in developmental levels between studentsJ) Transactive
discussions. Moral development occurs if a listener in a discussion inte­
grates the speaker's statements into her own framework before generating
a response. To "transact" means that one aims to extend the logic, refute
assumptions, or provide commonality or resolution to the speaker 's posi­
tions.
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To foster moral sensitivity and judgment the three main themes of moral
conflicts should be used to sensitize moral agents to morally relevant
themes, ethical analysis skills should be taught, and there should be oppor­
tunities for the moral agents to analyze and solve moral conflicts in small
groups. Moral conflicts could be real life conflicts from the project col­
laboration or from the IT-field. Integrating client representatives into the
discussion might create stage disparity and thus speed up development in
both components.

Developing Moral Motivation: Values Analysis and Criticism

Success in moral motivation means prioritization of moral values above
non-moral ones. Bebeau (2002, 285) states that in the context of profes­
sional practice career pressures, established relationships, idiosyncratic
personal concerns, self-actualization, protecting one's self or organization
may compete with what is morally right to do. He states that understanding
the responsibility of one's acts bridges the gap between "knowing" and
"doing". This understanding has to grow from inside a moral agent. Re­
search on professional identity is concerned about instilling desired values,
internalized standards and codes on entry-level pre-professionals (Bebeau
2002). However, socialization of students to pre-defined professional val­
ues raises serious questions about indoctrination, about teachers imposing
their doctrines upon students who may receive them uncritically or on the
basis of unquestioned authority (Warnock 1975; Lisman 1998). As a solu­
tion Morrill (1980) suggests values analysis, consciousness, and criticism,
which aim to make moral agents aware of values and to change them, if
needed, and to implement them. In practice, a values analysis may be ques­
tioning any situation about its characteristics such as relations between
matters of facts and questions of value, and about which factors are given
weight in the situation. Values analysis and consciousness go hand in
hand, and according to Morrill (1980, 87) awareness of values may be de­
veloped through a process of comparison and contrast. Contrasting our ex­
periences with those of others makes us aware of our values. The aim of
values criticism (Morrill 1980, 91) is to develop capacity for constructive
self-criticism and for choice and implementation of values without pre­
scribing any specific answers. In this way knowledge and action may be
linked. These methods aim to avoid indoctrination because they do not
prescribe specific content of an individual's value system.

In the case of a project course in collaboration with industry, parties
have a possibility to become aware of experiences and criticize values of
each other. For example, students may consider professional values ex-
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pressed by client representatives. However, the possibility of client repre­
sentatives (along with instructors) instilling their professional values based
of their authority should be taken into consideration.

Developing Moral Character: Just Community

Moral character refers to the psychological strength to carry out a line of
action . Nucci (1997) uses the term "character" to describe the tendency to
act in accordance with what one understands to be morally right. However,
character building cannot rely only on development of moral reasoning, it
also means habituating oneself to morally good virtues. Following the
ideas of Aristotle (1994, 27) one becomes virtuous by practising a virtue .
Singer (1994, 169) referred to two studies which suggest that Aristotle may
be right. In those studies blood donors and their motives for donating
blood were investigated and, according to the results , incentives of exter­
nal forces (e.g., a friend was donating) were substituted by internal motiva ­
tions (sense of personal responsibility towards ones community) as the do­
nors continued donating. The studies thus suggest that practising a virtue
may make us internally virtuous. And with this internal strength we may
struggle against pressures from the outside to avoid acts we perceive im­
moral. A way to habituate individuals to morally desirable virtues is to be
found in the just community approach put forward by Kohlberg (1985, 71).
Research on just community programs supports the view that a communal
environment, which supports the virtues of trust, care, participation, and
responsibility arc the best approaches in character development (Power
1997). Just community programs emphasize self-governance, democratic
process in decision-making and abiding by the norms of the community
(Morrill 1980, 31). Teachers in just community schools have to demon­
strate their students how to participate in decision-making in a democratic
way and how to build a community. The students are habituated in a con­
trolled situation to take part in a democratic community. In this way, their
sense of responsibility and abilities to generalize their behaviour are af­
fected. Here, the problem of indoctrination is evident. According to Kohl­
berg (1985, 80), although ethics teachers aim to avoid indoctrination,
which is possible in the case of hypothetical moral conflicts, when teach­
ing in real life one has to take a stance on real life moral conflicts. In the
case of the just community approach, indoctrination is avoided by estab­
lishing participatory democracy, in which teachers participate in terms of
rationality and not in terms of authority and power. Students are to form
rules and discipline the process, and they are to take the responsibility to
implement them.
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In its fullest form realization , the just community approach in a project
course would require all parties to take part in the democratic process of
decision-making and to abide by its norms. In this way, the sense of com­
munity and responsibility would grow in each party. As our experiences
from the field show, after graduation, the students of the course may be­
come future clients with the sense of belonging to their university. For ex­
ample, in line with the main themes of moral conflicts , the following is­
sues could be critically discussed: rules of collaboration between the
academia and the industry (external relations), project objectives, and
commitment and prioritization questions (project level), and how individu­
als should be treated (interpersonal). However, as our experiences from the
field show, clients tend to emphasize beneficial objectives at the expense
of learning, which is a fundamental value of any university. Therefore,
participatory democracy as such at the inter-organizational level may not
be the working method, instead, critical discussion between representatives
of organizations about objectives and rules sustains the long-term collabo­
ration.

To sum up, the framework defined here aims for moral success in each
component regarding each party of a project course. The framework
broadens the traditional idea of learning professional ethics in an educa­
tional institute with hypothetical moral conflicts to a form of experiential
learning in which IT-professionals together with students critically delib­
erate about moral conflicts they have confronted in real life.

Conclusion

This article summarized the results of an empirical case study, which de­
termined moral conflicts perceived by clients, students, and instructors of a
project course in information systems education, and proposed a frame­
work for morally successful project course in collaboration between aca­
demia and industry. The results show that subjects confront external rela­
tions, project level, and interpersonal moral conflicts. The framework
suggests that the traditional practice of ethics teaching is broadened by in­
tegrating client representatives into the ethics education program. Ideally,
clients, students, and instructors may be perceived as co-learners ofprofes­
sional ethics. All the three parties could reflect on moral issues in the co­
operation and in the practice on the IT-field. Future research should test if
the main themes are found in other project courses in computing.

For practical implementation the following issues should be considered.
First, implementation of the framework as a whole requires resources,
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education, and motivation from each party. Parts of the framework could
be implemented, for example, by concentrating on the development of
moral sensitivity and judgment. Similarly, the framework could be imple­
mented among certain parties, for example, moral argumentation among
students or critical moral discussions about industry-academia relations be­
tween instructors and client representatives. Second, as profitability is a
fundamental responsibility of business (Carroll 1999), the incentives for
client representatives to participate in this kind of educational program
have to emerge from their personal developmental aims. Third, the prob­
lem of indoctrination should be dealt with carefully in cases where clients
without professional experience from teaching took part in this kind of
educational intervention.
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Introduction

Nowadays we can observe the epochal evolution from the industrial age to
the information age. The characteristic features of the industrial age are:
production and consumption of material things ; hierarchical, centralized
distribution processes; re-use of pre-defined content, i.e., application of
fixed procedures; compliance with standardized information schemes. By
contrast, the information age, which starts since last decades of the 20th
century, can be characterized by production and consumption of informa­
tion; interpretation of non-standardized information for problem solving
and decision making; decision making from bottom-up; and variable or­
ganizational networks [5].

The evolution towards the information age causes the rise of the infor­
mation society in its diverse reality. The foundation of this society is "in­
formationalism", which means that the defining activities in all realms of
human practice are based on information technology organized in informa­
tion networks and centered around information processing [3]. Moreover,
these changes cause emerging of a new type of intellectual work called "a
knowledge work". The essence of the knowledge work is turning informa­
tion into knowledge through the interpretation of available non­
standardized information for the purposes of problem solving and decision
making . As it is noted in [8] "knowledge has become increasingly relevant
for organizations since the shift from an industrial economy based on as­
sembly lines and hierarchical control to a global , decentralized, co­
operative, innovative, and information-driven economy". In this context
the term "information society" is connected with the development of the
new economy. Concurrently there arc other processes of structural trans­
formation towards informationalism that offer a contrast in terms of insti­
tutional foundations and social consequences, while reaching similar re-



472 Janis Grundspenkis

suits in terms of technological innovation, productivity growth, and eco­
nomic competitiveness [4]. As a consequence, the information society
have some common structural features, and it is observed that the paths
and outcomes of the structural transformation are extraordinary diverse
[4].

The purpose of the paper is twofold. First, the overview of requirements
dictated by the information age is presented, and structural features as well
as different models of the information society are discussed. Second, the
information society development in Latvia is analysed. The analysis, due
to the expertise of the author, is based on the subset of characteristics of
the information society, such as, technology and education (the full set of
characteristics according with [4] includes four dimensions: technology,
economics, welfare and social values).

The paper is organized as follows. In the second section new require­
ments, paradigms and technologies that are the basis for a new type of in­
tellectual work, so called knowledge work, are outlined. In the third sec­
tion characteristic features and models of the information society are
discussed in brief. Issues of the information society development in Latvia
are presented in the fourth section. The SWOT analysis of perspectives of
the information society development in Latvia is given in this section, too.
We conclude with some contradictions that cause serious challenges for
the information society development in Latvia.

New Requirements, Paradigms and Technologies - The
Driving Force for Information Society Development

If one looks back to the last two decades of the 20th century he/she can no­
tice the focus on quality in the 1980s and reengineering in 1990s. While
quality placed an emphasis on getting all employees to use their brain­
power better, reengineering emphasized the use of technology to improve
business processes. At the very beginning of the 21th century demand for
skilled knowledge workers escalates around the world as a consequence of
a shift from the industrial economy to the information driven economy.
Thus entering the information age causes appearance of a new organiza­
tion form of production and management. In this new system the labor
force operates in the "network enterprise" as a constantly transforming
network of decision-making and task implementation [4]. Jobs require not
only the ability to use information technology and process information, but
also the ability to learn new knowledge and to get new skills. This new
type of intellectual work is called a knowledge work. Knowledge work is



Information Society Development in Latvia 473

about making sense, i.e., information is converted into knowledge through
human process of shared understanding and sense making at both a per­
sonallevel and an organizational level.

Modem organizations realize that knowledge is their most important as­
set. Understanding and supporting knowledge work requires a paradigm
shift in organizational thinking with respect to business process planning,
control and reengineering. According to Peter Drucker "to make knowl­
edge work productive is the great management task of this century, just as
to make manual work productive was the great management task of the
last century" [8]. Knowledge management has become a new way of cap­
turing and efficiently managing organization's full experience and knowl­
edge. Knowledge management may be considered as the ability to tum
knowledge into action. Moreover, it may be considered as the expansion of
individual's personal knowledge to knowledge of organization as a whole
(a new direction in knowledge management called personal knowledge
management emerged recently) . Understanding and supporting knowledge
management leads towards creation of knowledge environment and wide­
spread usage of knowledge management tools in organization's everyday
life. For both types of knowledge (personal and organizational) a knowl­
edge environment contributes knowledge creation (development, acquisi­
tion, inference, generation), storage (representation, preservation), aggre­
gation (creation of meta-knowledge), use/reuse (access, analysis, appli­
cation) and transfer (distribution, sharing) [5]. Knowledge management
tools and techniques afford effective technological solutions for acquisi­
tion, preservation and use of organization's knowledge, converting infor­
mation to knowledge and connecting people to knowledge. Knowledge
management tools may be supported by information technology infrastruc­
ture and/or artificial intelligence techniques . Information management
tools such as, data warehouses, data search engines , data modelling and
visualization, allow to generate, store, access and analyse data. Knowledge
management tools (knowledge flow enablers; knowledge navigation sys­
tems and tools; corporate, organizational and enterprise memories; knowl­
edge repositories and libraries) allow to develop, combine, distribute and
secure knowledge . Knowledge identification, creation, supply, dissemina­
tion, reuse, storage and preservation in knowledge bases are supported by
artificial intelligence techniques, such as decision support systems, expert
systems, intelligent agents, multiagent systems and artificial life [5]. To
summarize this short overview (more details may be found in [I, 5, 6]) we
conclude that all tools and techniques provide the development and main­
tenance of high-quality knowledge based labor force. This labor force is
the most important factor of production to win a competitive advantage in
the informational economy.
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New requirements, paradigms and technologies that crucially influence
production and business also influence the whole society of every country
that moves towards the information society. The information society have
some common structural features: it is based on knowledge generation and
dissemination, and information collection and processing, with the help of
information technologies ; it is organized in information network structures
of different scale (global and local); and its main activities are networked
and integrated on the global level, working as a whole in real time thanks
to the infrastructure of communications and transportation. But there are
other processes of structural transformation towards the information soci­
ety and social consequences that should be taken into account, too.

Characteristic Features and Models of the Information
Society

This section presents a brief discussion that mainly is based on characteris­
tic indicators and models of the information society proposed in [4]. Cas­
tells and Himanen argue [4] that "the information society can exist, and in­
deed does exist, in a plurality of social and cultural models, in the same
way that the industrial society developed in very different, and even an­
tagonistic, models of modernity, for instance in the United States and the
Soviet Union, as well as in Scandinavia or Japan". All societies evolve to­
ward adapting the features characteristic of the information society. At the
same time, however, it is observed that the paths and outcomes of trans­
formations are extraordinary diverse . Countries around the world become
informational at different speeds and in sharply divergent degrees , accord­
ing to their level of development [4]. We may conclude that societies and
economies can reach very similar levels of the information society starting
from different histories and cultures, using a variety of institutions, and
reaching distinct forms of social organization, i.e., there are various mod­
els of the information society. In [4] a comparison of three models of the
information society, namely, Finland, United States and Singapore, is pre­
sented. Twenty four indicators grouped into four groups of dimensions
(technology, economy, welfare and social values) have been chosen so that
they can also be used to differentiate between various information socie­
ties. Authors state that one can call a society an information society if it is
strong in information technology. Technology dimensions are infrastruc­
ture, production and knowledge . Infrastructure dimension has two indica­
tors: Internet hosts and mobile phone subscriptions per 1000 population .
Production is characterized by high-tech exports/total goods exports (%),
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and e-commerce (secure servers per 100000 population). Knowledge di­
mension also has two indicators: Internet users (%), and science, mathe­
matics and engineering tertiary students (%). Economy is characterized by
six indicators that belong to national , global and innovativeness dimen­
sions, while welfare has six indicators that reflect education, health and
welfare dimensions. At last, social values have six politics , civil society
and globality indicators. The usage of listed dimensions and indicators al­
low to conclude that there are very different economically and technologi­
cally dynamic models of the information society: "the Silicon Valley
Model" of a market-driven, open information society ; "the Singapore
Model" of an authoritarian information society; and "the Finnish Model"
of an open, welfare information society [4].

The work of Castells and Himanen gave the impulse to analyse the cur­
rent state and perspectives of the information society development in Lat­
via. Some results of this analysis are presented in the next section.

Information Society Development in Latvia

The restricted number of dimensions and indicators are used in this section
due to the expertise of the author and the scope of the paper. More pre­
cisely, the information society development in Latvia is analysed using
two dimensions (technology and education) and the following indicators:
personal computer and mobile phone users per 100 population; percentage
of enterprises which have at least one computer and Internet connections;
production in information technology sector; structure of state investments
in research and development; and number of information technology terti­
ary students and graduates.

Infrastructure is characterized by indicators that reflect penetration of
information and communication technologies. Numbers given in Table 1
show that infrastructure in Latvia develops rather quickly .

The structure of information technology sector in Latvia in given in
Fig. 1. In 2000, ICT products and services accounted for 4,5% of total
GOP, and its share grew to 4,6% in 2001. Software production was 0,4%
of GOP in 2000 and 0,5% in 2001. The software industry has been grow­
ing at a rate of 15% per anum and the ICT industry is regarded as the sec­
tor with the post potential for future development [7]. Economic activities
related to production of goods and services of IT in 2002 equaled to ap­
proximately 5,2% of GOP (the share of software development - about
7,5%) [2].
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Table 1. Penetration ofiCT

Indicators 2002 2004 2005
PCs/lOO
Internet/l 00
Mobile Cell Phone/l 00
Enterprises that use computers (%)
Active enterprises that use computers (%)
Enterprises with Internet connections (%)
Active enterprises with Internet
connections (%)

19
6

34,2
51

36
85

72

33
25
59
53

41

Software
development
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Fig. 1. The structure of information technology sector in Latvia (2002)

Research to the certain extent supports production in the ICT sector. It is
worth to point out that research in Latvia, and in particular in the ICT, as a
rule, is state financed. This is the weakest point in the information society
development in Latvia because share of investments for research and de­
velopment in only 0,18% within GDP (the lowest among all EU countries).
Distribution of research areas financed by the state in 2005 is shown in
Fig. 2.

The number of projects financed in 2005 by the Latvian Council of Sci­
ence in computer science and information technology is too high compared
with the amount of money invested in this area (45 projects and only
5,71% from total investments in research). As a consequence, the average
money received for one project is too small for establishing strong scien­
tific bodies. Results of the analysis of main research areas in informatics
are given in Table 2.
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Fig. 2. State financing of research (2005)

Table 2. Projects financed by the Latvian Council of Science (2005)

No Research area Number Financing, %
of projects

I. Applications of CS and IT I 1 30,44
2. Electronics 8 20,76
3. Signal processing and communications 8 15,08
4. Artificial intelligence and knowledge 8 13,49

based systems
5. System modelling and simulation 5 10,79
6. Software engineering and information 5 9,44

systems
Total 45

The general education trend in Latvia is the increase in the number of
people acquiring education or improving their qualification. According to
data of Central Statistics Bureau there were 55 students per 1000 inhabi­
tants of Latvia in 2003/2004. It is one of the highest rates if compared with
other European countries. Share of students within population 18-23 years
old is 32,1%. Some other indicators of higher education in Latvia are the
following: number of academic personnel - 3636; share of professors
within academic personnel - 24%; number of students per one academic
personnel - 28; share of expenditures for education and for higher educa­
tion within GOP - 7,4% and 1,5%, respectively [2]. The total number of
students in study year 2004/2005 is 130693, from them approximately
10% are computer science and information technology (CS&IT) students .
There are around 1000 graduates yearly in CS&IT. At the same time dis-
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tribution of students according to study programmes in study year
2003/2004 is unfavourable from the viewpoint of the information society
development (see Fig. 3).

Agriculturc
2 %

Hcalth and
hcalth care

3 %

Humanities Natural
and arts sciences and

7
%

/ t: Engineering
and

technologies
~__-.--l..._-, 11%

Teacher
training and

education

Social
scicnccs

54%

Services
3 %

Fig. 3. Distribution of students according to study programmes (2003/2004)

There are 12 institutions of higher education that have study pro­
grammes in CS&IT. The total number of enrolled students and graduates
in this sector is given in Table 3.

Table 3. The total number of enrolled students and graduates

Year Number of enrolled Number of graduates
2000 2079 / 800* 731
2001 2467 /1043 757
2002 2421 / 1229 882
2003 2516 /904 951
2004 2283 / 732 1148

* The first number denotes students whose studies are financed by the state, and
the second number corresponds to those who pay for their education

In order to look at the way in which Latvia appears against the back­
ground of other countries in the world the World Bank Development Data
Group assessments that highlight the ICT skills level may be used [2].
These assessments use ratings from 1 to 7 to measure the availability of
highly-skilled technology workers in the industry. Latvia get 4,1 rating for
highly skilled IT job market (Finland - 6,6, US - 6,7). Readiness for the
network society has three components, and Latvia's ratings in 2002 are the
following: network learning - 4,23 (Finland - 6,23; US - 5,97), ICT op-
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portumties 3,70 (Finland - 6,35 , US - 6,65), social capital - 5,77
(Finland - 6,66, US - 6,04).

The current state and perspectives of the information society develop­
ment are summarized in the SWOT Analysis (see Table 4).

Table 4. SWOT Analysis of perspectives of the information society development
in Latvia

_ ____._ Strengths

• Stable economic environment
• High level of fCf skills
• Well-trained and qual ified special­

ists to develop high-quality software
products

• High standards of education
• Relatively low labor and service

costs
• Literacy of foreign languages
• Well-developed communications

and logistics infrastructure

Weaknesses

• Insufficiently low financing of re­
search and development (funding
practically only from the state
budget and it is too small for estab­
lishing strong research groups)

• Insufficient financing of higher edu­
cation

• Lack of financial support for IT
start-up projects and lack of devel­
opment support

• Weak motivation, lack of time to
submit proposals and lack of experi­
ence in international projects with
EU funding

Threats

• Lack of sufficient amount of invest­
ments (unfavourable governmental
financial support)

• Lack of research and development
could lead to backwardness of indus­
try

• Age and overload of experienced re­
searchers and teachers

• High rate of drop outs from doctoral
studies

___ __ _ ---2P-port._u_n_it_ie_s _

• Integration into the European Union
• Number of applicants for studies in

IT permanently is high
• Large number of graduates attracted

to IT sector
• Number of doctoral students is

growing
• Possib ility of expansion of IS e1uster

with low investments in infrastruc­
ture

Conclusion

The defining aspects of different models of the information society are the
fol1owing: competitive economy and high level of technologies; the role of
the state in the development of the information society and the welfare of
the state; the relationship between globalization and national identity (the
latest is complex and contradictory issue in Latvia). We need to take into
account that all information societies also have their weaknesses. The most
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serious challenges in Latvian case are: the contradiction between the in­
formation society and the structures of government of the industrial age;
the contradiction between a strong national identity and integration in a
multi-cultural world; the rise of new inequalities; the conflict between cur­
rent needs of the new economy of the industrial age and lack of sufficient
amount of investments.

At the present moment it is hard to say which economical and techno­
logical model of the information society Latvia will follow. Definitely it
will be an open information society. The main question is to which extent
Latvia will be able to reach the needed level of technology, economy, wel­
fare and social value dimensions. Answer to this open question strongly
depends on willingness and skills of the government and society to take
advantage of our strengths and opportunities as well as to overcome weak­
nesses and to prevent threats.
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Abstract

Portalen Handelsplats Wermland (Portal Meetingpoint Wermland) offers a
range of services designed by the Wermland Chamber of Commerce to
permit the cost-effective exchange of electronic messages , including in­
voicing, ordering, certification and procurement. The portal meets the
needs and expectations faced by businesses, both large and small, in the
area of e-commerce. The portal also provides a way for businesses to share
the cost of applications and equipment. As a result, they enjoy greater
flexibility with their partners and more efficient internal procedures. Most
importantly , the portal represents a local, impartial effort to strengthen
Varmland's private sector and open up avenues that are beyond the finan­
cial means of individual businesses .

A series of packaged solutions furnish even small and medium-sized
busi-nesses with simple, inexpensive options . The portal currently offers
both ED! (Electronic Data Interchange) and Web ED! services . An elec­
tronic procurement service and a procurement supply center are also up
and running. The objective of Wermland Chamber of Commerce is to
promote e-commerce between municipalities and businesses, whether
large, medium-sized or small. The portal strives to be the first place that a
municipality or business will tum when it wants to engage in e-commerce
- in other words, it is a regional hub for exchanging electronic messages.
What makes the portal so special is its use of the latest technology to help
sup-pliers meet the requirements of purchasers.
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Introduction

Despite their size, small to medium enterprises (SMEs) are increasingly
turning to global markets . This development has been enabled by the ad­
vent of electronic commerce technology. There are numerous definitions
of e-commerce in the literature, however, fundamentally e-commerce can
best be described as "the buying and selling of information, products, and
services via computer networks" (Kalakota & Whinston, 1997, p.3). E­
commerce has the potential to become a source of competitive advantage
to the SME sector because it is a cost effective way of accessing customers
and being 'wired to the global marketplace' .

Despite the exponential growth of e-commerce, it is mostly larger busi­
nesses that have reapedthe benefits (Riquelme, 2002) . In contrast, the rate
of e-commerce adoption in the regional SME sector has remained rela­
tively low (Van Akkeren & Cavaye, 1999). According to the National Re­
search Council (2000), only 25% of SMEs had a web site in mid-l 999 . Of
those that did have a web site, the revenue they generated via business-to­
customer e-commerce was negligible.

The sluggish pace of e-commerce diffusion in the SME sector has been
attributed to various adoption barriers that are faced by SMEs. These bar­
riers have been well documented in numerous research studies. While sev­
eral studies (MacGregor et aI, 2004; MacGregor, 2004) have examined the
correlation of barriers in an attempt to develop a simplified model , little
has been done to discover whether, in fact, these barriers are universal to
the small business sector, or how they differ from location to location . This
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paper presents three studies of regional SMEs located in Australia, Sweden
and the USA to determine whether barriers to e-commerce adoption are
perceived differently in different locations, and to identify any common
underlying factors. The paper begins by examining the nature of SMEs. A
brief discussion of barriers to e-commerce adoption is then presented. This
is followed by a correlation and factor analysis of the two sets of data and
a discussion of the results .

Small to Medium Enterprises

There are a number of definitions of what constitutes an SME. Some of
these definitions are based on quantitative measures such as staffing levels,
turnover or assets, while others employ a qualitative approach. Meredith
(1994) suggests that any definition must include a quantitative component
as well as a qualitative component that reflects how the business is organ­
ised and how it operates . In this paper, small businesses are defined as or­
ganizations employing less than 50 people, while medium enterprises have
more than 50 but less than 250 employees.

Qualitatively, any description of an SME must be premised on the no­
tion that they are not simply scaled down large businesses (Wynarczyk et
al 1993) and although size is a major distinguishing factor , SMEs have a
number of unique features that set them apart from larger businesses.
SMEs tend to be more prone to risk than their larger counterparts (Delone,
1988), tend to be subject to higher failure rates (Cochran, 1981), and suffer
from a lack of trained staff (Welsh and White, 198I). These traits are
termed 'resource poverty' (ibid) and their net effect is to magnify the ef­
fects of environmental impacts, particularly where IT was involved. These
early studies have been supported by more recent research (e.g. Barry &
Milner, 2002; Raymond, 2001). SMEs located in regional areas have faced
even more problems than their counterparts in major cities and metropoli­
tan areas.

SMEs in Regional Areas

SMEs located in regional areas are affected by circumstances inherent to
their location. Regional areas are defined as geographical areas located
outside metropolitan centres and major cities. The Australian Bureau of
Statistics (200 I) classifies regional areas into inner and outer regions , re­
mote and very remote areas. Determining the classification of a region is
based on a formula which primarily relies on the measures of proximity to
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services. Rather than remote and rural areas (which are sparsely popu­
lated), the research presented in this paper focuses on inner and outer re­
gional areas (which are more urbanised).

Regional areas are of particular interest to governments because they are
characterised by high unemployment rates (Larsson et ai, 2003), a shortage
of skilled people, limited access to resources and a lack of infrastructure
(Keniry et ai, 2003). Yet, at the same time, businesses located in regional
areas in Australia contribute 50% of the national export income (Keniry,
2003). This implies that small businesses have the potential to playa major
role in developing regional areas. The European Union views small busi­
nesses as a catalyst for regional development (Europa, 2003). In 2001, the
Swedish Parliament passed legislation that resulted in the creation of Re­
gional Development Councils (Johansson, 2003). The Councils have a
mandate to promote a positive business climate and sustainable growth in
their respective regions. SMEs have been earmarked as playing an impor­
tant role in promoting this growth because they are seen as a key source of
jobs and employment prospects (Keniry et ai, 2003; Larssen et ai, 2003).
Subsequently, government organisations have been heavily promoting the
adoption of information and communication technology (lCT), including
e-cornmerce, by SMEs. However, barriers to adoption still remain.

Barriers to E-commerce Adoption in SMEs

The slow paced uptake of e-commerce technologies in SMEs has been
widely documented and researched. The barriers to e-commerce adoption
can be classified as external or internal to the business. Hadjimanolis
(1999) found that external barriers could be further categorised into supply
barriers, demand barriers and environmental barriers . Internal barriers were
further divided into resource barriers and system barriers. A brief summary
of e-commerce adoption barriers in SMEs are offered in Table 1.

Table 1. Brief Iiteraturereview of e-commerceadoption barriers

Barriers to e-c~mmerce adoEtion_ _ :-- ---:R~eQorted by
High cost of e-commerce implementation Quayle (2002)
E-commerce too complex to implement Quayle (2002)
Lack of technical skills amongst employees Quayle (2002)
Lack of time to implement e-commerce Walczuchet al (2000)
Not suited to the way the SME does business Poon & Swatman(1999)
Not suited to the SME's products/services Walczuchet al (2000)
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Table 1. (cont.)
Lack of awareness about benefitsof e-commerce
Lack of available information about e-commerce
Concernabout securityof e-commerce
Lack of critical massamongcustomers/suppliers
Lack of e-commerce standards

Quayle(2002)
Lawrence (1997)
Quayle (2002)
Hadjimanolis (1999)
Tuunainen (1998)

Although extensive research has been undertaken to identify e­
commerce adoption barriers, our understanding of these remains frag­
mented. Furthermore, there are few studies to compare results and estab­
lish whether there are any similarities between barriers faced by SMEs in
different locations . The study presented in this paper aims to address this.

Methodology

Ten of the most commonly occurring barriers to e-commerce adoption
were identified from the literature. A series of six in-depth interviews with
regional small businesses was undertaken to determine whether the barri­
ers were applicable and complete . All of the identified barriers were found
to applicable and no additional barriers were forthcoming. Based on the six
in-depth interviews, a survey instrument was developed to collect data
about e-commerce adoption barriers (amongst other things). Respondents
who had not adopted e-commerce were asked to rate the importance of
each barrier to their decision not to adopt e-commerce (as shown in Table
2 below) using a standard 5 point Likert scale. The Likert scale responses
were assumed to posses the characteristics of an interval measurement
scale for data analysis purposes.

The study was primarily concerned with SMEs located in regional areas,
especially since no other research has investigated e-commerce adoption
barriers in these areas specifically. As a result, this study was conceived
primarily as exploratory in nature. Sweden, Australia and USA were cho­
sen to carry out the study for several reasons. All of the countries have a
large number of SMEs located in regional areas and the governments of
these countries are keen to promote e-commerce adoption by SMEs . Fur­
thermore, all of the countries are classified by the World Bank Group as
high income nations and are members of the GEeD. A set of location
guidelines was developed in order to choose a specific region in each
country. These were: the location must be a large regional centre; a viable
chamber of commerce must exist and be well patronised by SMEs ; the lo­
cation should have the full range of educational facilities ; a cross-section
of business ages, sizes, sectors and market foci must exist.
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Table 2. Question about barriers to e-commerce adoption used in survey

23. This question relates to the reasons why your organisation is not be using e­
commerce. Below is a list of statements indicating possible reasons. Based on
your opinion , please rank each statement on a scale of I to 5 to indicate how im­
portant it was to your decision NOT to use e-commerce, where Imeans the rea­
son was very unimportant and 5 means the reason was very important.

1 E-commerce is not suited to our products/ services 1 2 3 4 5
2 E-commerce is not suited to our way of doing business I 2 3 4 5
3 E-commerce is not suited to the ways our clients do business I 2 3 4 5
4 E-commerce docs not offer any advantages to our organisation I 2 3 4 5
5 We don't have the technical knowledge to implement e-commerce 1 2 3 4 5
6 E-commcrce is too complicated to implement I 2 3 4 5
7 E-commerce is not secure 1 2 3 4 5
8 Financial investment required to implement e-comm is too high I 2 3 4 5
9 We do not have time to implement e-commerce 1 2 3 4 5
10 Difficult to choose most suitable e-commerce standard with I 2 3 4 5
many different options

Based on these guidelines, three locations were chosen, Karlstad (Swe­
den), Wollongong (Australia), and Salt Lake City (Utah, USA) . All three
locations met the guidelines and each location contained personnel who
could assist with the distribution and collection of the survey instrument. A
total of 1170 surveys were distributed by post in four regional areas of
Sweden: Karlstad, Filipstad, Saffle and Arvika. A total of 250 surveys
were administered by telephone in Wollongong and a total of 150 surveys
were administered by telephone in the USA. The mode of the data collec­
tion was selected based on previous research by de Heer (1999) which in­
dicated that Scandinavian countries had historically high survey response
rates (although he notes that this is declining). Therefore, a low cost mail
survey was used in Sweden, while the more expensive mode was used in
Australia and the USA to ensure higher levels of participation.

Results

Responses were obtained from 313 SMEs in Sweden giving an unexpect­
edly low response rate of 26.8%. (It is interesting to note that the low re­
sponse rate confirms de Heer's (1999) findings that response rates in Swe­
den are falling .) Of these, 275 responses were considered to be valid and
usable. The total number non-adopters was 123, representing 44.7% of the
valid responses. The responses of these non-adopters were examined in de­
tail and it was determined that 89 of them responded to every statement in
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the question regarding barriers to e-commerce adoption. Responses were
obtained from 164 SMEs in Australia giving a higher response rate of
65.6% which is consistent with phone surveys (Frazer & Lawley, 2000). In
Australia, the total number non-adopters was 139, representing 84.4% of
the valid responses. The responses of the non-adopters were examined in
detail and it was determined that all 139 responded to every statement in
the question regarding barriers to e-commerce adoption. Responses were
obtained from 116 small business organisations in the US giving a re­
sponse rate of 77.3%. The total number non-adopters was 47, representing
40.5% of the valid responses. The responses of the non-adopters were ex­
amined in detail and it was determined that all 47 responded to every
statement in the question regarding barriers to e-commerce adoption. The
responses formed the basis for the statistical analysis carried out using
SPSS. An inspection of the frequencies indicated, in all three locations,
that the full range of the scale was utilised by the respondents (i.e. every
barrier had at least one instance of each rating from I to 5).

The aim of the statistical analysis was to establish the correlations be­
tween e-commerce adoption barriers in the data set. The results are shown
in Tables 3-5. The barriers have been numerically abbreviated as per Table
2. Correlations significant at the .001 level are shown in bold.

Table3. Correlation Matrixof e-commerce adoption barriers- Sweden

I 2 3 4 5 6 7 8 9
2 .746
3 .462 .530
4 .482 .547 .280
5 -.030 .054 -.097 0.249*
6 -.009 .059 .065 .106 .544
7 0.184* 0.303** .098 0.249* 0.277* .516
8 -0.51 -.138 .092 -.104 .445 .481 0.217*
9 -0.245* -0.26 1** -.056 -0.195* .432 .587 .174 .448
10 -.056 -.005 -.033 .062 .514 .579 .334 .494 .532

Table4. Correlation Matrix ofe-commerce adoption barriers - Australia

I 2 3 4 5 6 7 8 9
2 .747
3 .435 .804
4 .654 .647 .413
5 .213* .221** .206* .255**
6 .039 .105 .155 .177** .708
7 -.047 .027 .101 .156 .441 .554
8 .119 .140 .024 .201* .525 .537 .357
9 .011 .033 .106 .142 .420 .510 .299 .556
10 .035 .075 -.047 .174* .415 .484 .366 .407 .603
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Table 5. Correlation Matrixof c-cornmcrcc adoption barriers- USA

1 2 3 4 5 6 7 8 9
2 .415**
3 .437** .586
4 .642 .355* .344*
5 -.023 .2\8 .1\5 -.06\
6 .067 .079 .034 .079 .679
7 . \ 19 .454** -.073 .1\4 .371* .383**
8 .089 .193 .017 .00\ .426** .338* .344*
9 . \23 .099 .179 .142 .762 .811 .259 .245
10 .095 .156 .148 .200 .614 .873 .498 .361* .686

* significant at 0.05 level ** significant at 0.0I level

For all three countries, the first four barriers seem to all correlate with
each other, but show weak or no correlations with the last set of barriers.
Similarly, it appears that correlations exist between the last five barriers in
the Correlation Matrix. For Australia and Sweden, two distinct groupings
of results can be identified in the Correlation Matrix. In the first grouping,
there is a strong positive correlation between the barriers "E-commerce is
not suited to our products/services" and "E-commerce is not suited to our
way of doing business" (Pearson's r = .747, p< .000). These two barriers
also show moderately strong positive correlations with the barriers "E­
commerce is not suited to the ways our clients do business" and "E­
commerce does not offer any advantages to our organisation". In the sec­
ond grouping, the barriers relating to the investment, time, number of op­
tions , complexity and security aspects of e-commerce adoption generally
show moderately strong positive correlations with each other.

For the US respondents, two distinct groupings of results can be identi­
fied in the Correlation Matrix . In the first grouping there is a strong corre­
lation between the barriers "E-commerce is not suited to our products/ ser­
vices" and "We see no advantage in using E-commerce" (Pearson 's r =
.642, p< .000). These two barriers also show moderately strong positive
correlations with the barriers "E-commerce is not suited to the ways our
clients do business" and "E-commerce is not suited to our way of doing
business". In the second grouping, the results are as per Sweden and Aus­
tralia . However, the barriers within these two groupings appear to be unre­
lated to the barriers in the alternate group in all three locations, with the
exception of very weak correlations for the security and time barriers.

These findings suggested the use of Factor Analysis to investigate any
separate underlying factors and to reduce the redundancy of certain barri­
ers indicated in the Correlation Matrices. The results of Kaiser-Meyer­
Olkin MSA (.735 for Sweden, .905 for Australia and .530 for the US) and
Bartlett's Test of Sphericity (X2 =343, p =.000 for Sweden, X2 =1395.670.
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p =.000 for Australia and X2 =355.044, P =.000 for the US) indicated that
the data set satisfied the assumptions for factorability. Principle Compo­
nents Analysis was chosen as the method of extraction in order to account
for maximum variance in the data using a minimum number of factors . A
two-factor solution was extracted for Sweden and Australia. A three factor
solution was extracted for the USA . This was supported by an inspection
of the Scree Plots. The two factors accounted for 59.973% of the total vari­
ance in Sweden and 77.977% in Australia. The three factors accounted for
70.646% of the total variance in the US sample (Table 6).

Table 6. Total Variance Explained

Comp

1
2
3

sw
3.252
2.745

Eigenvalue
AUS USA
4.212 4.624
3.586 2.435

1.419

sw
32.520
27.453

% ofYariance
AUS USA
42.116 38.530
35.860 20.290

11.826

sw
32.520
59.973

Cumulative %
AUS USA
42.116 38.530
77.977 58.820

70.646

The resulting components were rotated using the Varimax procedure
and a simple structure was achieved as shown in the Rotated Component
Matrix (Table 7). Five barriers loaded highly on the first component. These
barriers were related to e-commerce complexity, options, high cost and
lack of knowledge and time. This component has been termed the "Too
Difficult" factor. The barriers highly loaded on the second component are
termed the "Unsuitable" factor and are related to the suitability of e­
commerce to the respondent's business. For the US study, a third factor
termed "Investment & Security" was extracted. Two barriers (high cost
and security) loaded onto this factor. These factors are independent and
uncorrelated, as an orthogonal rotation procedure was used.

Table 7. RotatedComponent Matrix (Sweden, Australia & US)

Component I: Component 2: Comp.3:
Too Difficult Unsuitable Investment

& Security
Barner Sweden Australia USA Sweden Australia USA USA

I -.086 .209 .278 .844 .917 .721 .162
2 -.034 .271 .422 .909 .912 .563 .469
3 -.004 .262 .331 .643 .909 .694 -.146
4 .076 .355 .300 .731 .837 .689 .032
5 .743 .787 .840 .074 .349 -.272 -.253
6 .852 .869 .850 .102 .237 -.220 .507
7 .525 .767 .455 .385 .216 .052 .580
8 .703 .795 .485 -.092 .272 -.195 .580
9 .742 .813 .840 -.294 .205 -.136 -.344
10 .800 .802 .840 -.054 .217 -.104 -.168
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Discussion

Before examining the groupings of factors in detail, a number of com­
ments are appropriate. Firstly, while the groupings of barriers differ from
one location to another, the results suggest that each of the ten barriers is
applicable to SMEs in regional areas. Secondly, despite each of the three
locations satisfying conditions for classification as regional, the uptake of
e-commerce is vastly different from location to location. 53.3% of the re­
gional Swedish SMEs surveyed had adopted e-commerce, 59.5% of the
regional US SMEs had done likewise, while only 15.6% of the Australian
SMEs had done so. A number of explanations are possible. One explana­
tion is that there is a deliberate 'push' by some governments to develop
professional and voluntary organisations and courses to 'ease small busi­
ness into e-commerce'. This is supported by a number of recent studies
(see for example Barry et ai, 2003). A second explanation is supported by
studies carried out in UK, US and Australia (see for example Gibb, 2000)
who found that there is a willingness by SMEs in the US and UK to seek
alternative approaches to marketing and technology. This was not found in
Australia.

A number of authors (see for example Martin & Matlay, 2001) have
noted that, among other factors, the location of the SME does have a bear­
ing on the decision-making process when it comes to the adoption of e­
commerce. The study results show that while barriers to e-comrnerce
loaded onto two factors (' Unsuitable' and 'Too Difficult') in Sweden and
Australia, a third factor (' Investment and Security') was clearly present in
the US study. Thus where both the Swedish and Australian SMEs consid­
ered security to be a technical problem and cost to be an internal problem,
the US respondents saw these two barriers as being aligned and an entirely
different class of barrier to deal with.

As already indicated, there have been a number of criticisms levelled at
government developed methodologies aimed at assisting SMEs to adopt e­
commerce (see Martin & Matlay, 2001; MacGregor, 2004; MacGregor &
Vrazalic, 2004). Foremost in these criticisms has been that most govern­
ments, and most methodologies developed by governments, view the SME
sector as largely homogeneous. This research shows that in regard to re­
gional SMEs, this is not the case. While three locations were deliberately
chosen for their apparent similarity, not only was the uptake of e­
commerce different, but the groupings of reasons for that lack of uptake
differed as well.

Finally, although the relationship between the e-commerce barriers and
SME characteristics was not empirically examined in this study, the barrier
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groupings are clearly linked to the underlying features of a typical SME.
SMEs lack the knowledge and expertise of their larger counterparts and
subsequently find e-commerce too difficult. SMEs have concerns about the
security of e-commerce for the same reason . Furthemore, SMEs often have
a short-term planning perspective and a preoccupation with day-to-day op­
erations prevents them developing long-term strategies for business expan­
sion, including the use of e-commerce which they deem to be unsuitable.
Finally, the risk of failure in SMEs is higher than in larger organisations
which implies a higher degree of caution when it comes to making invest­
ment decisions. Clearly, further research is required to investigate the rela­
tionship between e-commerce barriers and SME characteristics.

Limitations

It should be noted that the study presented here has several limitations. The
data for the study was collected from various industry sectors so it is not
possible to make sector specific conclusions. Also, the choice of variables
selected for the study is somewhat problematic because of the complex na­
ture of adoption barriers which change over time. Furthermore, according
to Sohal and Ng (1998), the views expressed in the surveys are of a single
individual from the responding organisation, and only those interested in
the study are likely to complete and return the survey. Finally, this is a
quantitative study, and further qualitative research is required to gain a bet­
ter understanding of the key issues .

Conclusion

The main aim of this paper was to determine whether barriers to e­
commerce adoption were standard and thus perceived in the same way by
SME owner/managers in different, but inherently similar locations . A
study of SMEs in regional Sweden , Australia and US was undertaken . The
results showed that for Sweden and Australia barriers could be grouped
under two factors, 'Unsuitable' and 'Too Difficult' . For the US a third bar­
rier, termed 'Investment and Security' was required to fully factor the bar­
riers. Despite the similarities between the three countries in terms of their
economic development, SMEs have slightly different concerns in relation
to e-commerce adoption barriers.

The implications of the study are significant for government organisa­
tions engaged in promoting e-commerce adoption, especially in regional
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SMEs. This research suggests that SME variations exist depending on the
location of the small business. This would suggest that any strategies de­
veloped to promote e-commerce in SMEs located in different areas should
address barriers differently. Further research needs to take place, both to
address the reasons behind the differences and possible solutions to allevi­
ate the concerns of SMEs.
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Introduction

Although the total or partial failure of Information Technology (IT) pro­
jects are well documented such failures are not entirely technical in nature
(Donohue et al, 2001) . Project failures are often caused by lack of attention
to social factors . Oram and Headon (2002) identified ethical issues whilst
Glass (1999) and Procaccino et al (2002) point to human factors, which in
essence are the norms and culture of the implementation environment. On
the influence of culture on project success, Gardiner (2003) noted that, the
cultural problems are much bigger than the technical ones , adding: "The
biggest hurdle is making people realise that information needs to be
shared. It is only with this ethos of sharing information that take-up of
technologies will be hastened." Consequently, research and debate about
IT implementation is likely to continue until the development process is
under better control (Nolan 1999). This state of constant evaluation is cru­
cial because aborted IT projects are still common place . According to
Glass, (1998), 31% of all corporate technology development projects re­
sulted in cancellation. Although in broad terms, there seems to be ample
evidence of the influence of non-technical factors on project failure the
dynamics of how this happens is not widely discussed. There are some
pointers to the dynamics of the process in literature. The most common
reasons cited by analysts are: (i) high profile failures of costly system fail­
ures, technology hype from vendors keen to sell new technology and com­
plexity of proposed systems (Todd, 2000; Warchus, 2001; Gyampoh­
Vidogah, 2002; Gardiner, 2003) .

Impact of Costly System Failures

The impact of costly failures on technology take-up is illustrated by
Anderson 's (2003) account ofa Hospital Episode System (HES). The HES
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is a central government database used for planning purposes which records
the nature and cost of every episode of hospital care, whether inpatient or
outpatient, in the NHS. At the time the HES was under development,
health professionals raised concerns about the privacy ofpatient data. Even
though senior managers and politicians gave assurances, the initial system
failed to meet their concerns. However, the subsequent compromises made
in order to make the system acceptable, led to data outputs that were
widely regarded as inaccurate and misleading. It was further stated that,
there are many other central systems under development, which pose simi­
lar problems that spurred the medical profession into open revolt during
1995 and 1996. This included a medical boycott of a data network that the
NHS wanted to introduce for centralised data collection of personal health
information for management and other purposes. This state of affairs is by
no means limited to the public sector. The problems involving the life in­
surers Prudential and retailers the Co-op are examples of private sector
failures. The net effect is to deter the implementation of new systems and
or result in the significant scaling down of IT projects in general Anderson
(ibid).

Hyped Up Technology

The issues of IT specialists 'talking up' the latest technology is an impor­
tant non-technical factor. The result of hype is that unrealistic expectation
of technology can hinder adoption and in some cases implementation fail­
ure. The recent assessment by Gyampoh-Vidogah, (2002) of the impact of
extensible mark-up Language (XML) on Internet based systems is reveal­
ing. According to Gardiner (ibid) while all the major players now adopt the
XML standard, it is yet to make a major impact upon the web. Initially
XML was at the vanguard - a flag-waving technology, a must have for the
big players. Even Microsoft went some way to making its support real
through its .NET strategy based on XML protocols . But real adoption con­
tinues to be slow. So the question is, why are companies not already using
XML-based software? The problem turns out to be that XML was never
just a replacement for HTML. Hype had obscured the real benefits of
XML because people made unsubstantiated claims.

Enterprise Resource Planning (ERP) software is another example. Todd
(2000) reported in a survey that, two thirds of IT managers regard ERP as
'hype' and even higher proportion of other managers share their lack of
expectation. ERP was widely regarded by respondents as an expensive,
slow to install, risky strategy and best left to large companies that demand
complex, integrated world-wide systems (Howard 2003). Also on the list
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of ' hyped up ' technology that has been the subject of much criticism are
Customer Relationship Management (CRM) software and web services.
Another significant effect of IT hype is that, it obscures the need for the
evolution of heterogeneous IT infrastructure of tools, technologies and
business products with the aim of gaining competitive edge. The enormous
growth of mergers and acquisitions whilst aspiring to provide a broader
business base has also introduced further diversity and consequent com­
plexity, in terms of integration and IT service provision .

Complexity of Proposed Systems

It has been suggested that in many IT projects, where the complexity of the
implementation environments are ignored, the resulting system becomes
unusable and unreliable (Simons, 2003) . Further, Anderson (ibid) sug­
gested that, because United Kingdom civil service tackles projects in a
completely different way from private sector companies, the likelihood of
failure of complex systems is higher. In his view in all cases of public sec­
tor projects that failed, considerations of social, economic, political and
ethical environments were not taken into account when designing the sys­
tems because such issues are rarely seen to be of importance if at all in the
system development process. Although techniques exist, satisfactory solu­
tions have not been offered to address such issues (McCowan and Mo­
hamed,2003).

The cumulative effect of failure to address these issues is the general re­
sistance to change scepticism of new technology and hence lack of innova­
tion in technology adoption .

Research Approach and Background

The study involved a review of literature from a number of related studies.
The review attempts to answer how change agents can influence IT adop­
tion.

A change agent can be defined as a full time organisational development pro­
fessional, a leader of an organisation, a manager or director charged with the re­
sponsibility of bringing about a change in his/her area. Anyone involved in help­
ing a team achieve something new becomes an agent of change (Tearle, 2001;
Covington, 2003) .

These agents as champions of IT adoption need to be able to develop
and integrate multiple strategic capabilities, yet at the same time, build and
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manage the complicated yet subtle development process and deliver co­
ordinated action (Barlett and Ghosal, 1989). Consequently the change
agent like most leaders require core knowledge, skills and abilities (Black
and Gregersen, 1999). The research reported in this paper is part of an on­
going research into the management qualities of change agents required for
successful technology adoption process. This paper explores the key com­
petencies required for fulfilling the role of a change agent based on pre­
liminary research of leadership theory.

The Role of the Change Agent

Research on management styles such as those reported by Bums (1978)
and House (1976) suggests that effective leaders are transformational.
Bums (ibid) defines transformational leadership as a process where leaders
and their subordinates raise one another to higher levels of motivation, mo­
rality leading to successful decision making. Transformational leaders act
as strong role models, communicate high expectations and inspire through
a shared vision and stimulate creativity (Howell and Avolio, 1993). Con­
sequently, leadership theory suggested that change agents, to be transfor­
mational in their approach need to undertake a variety of roles. Based on
our preliminary study, these roles are to act as educators, leaders, motiva­
tors, IT/IS experts and project managers.

The Change Agent as an Educator

The importance of education is highlighted by a recent Autodesk survey
(Autodesk, 2003) of users and prospective customers which, found that,
good firms scored 'organisation' as the most important success factor fol­
lowed by quality, production and investment. The survey indicated that,
computer aided design (CAD) with the least IT adoption saw 'culture' as
the biggest drawback, followed by investment and organisation. Reinert,
(1998) and Yukl, (2002) supports this view stating that, one of the key role
of the change agent is to educate the workforce to initiate a serious discus­
sion how adopting of new technology can increase productivity and effi­
ciency. The change agent's goal in this educational drive is to develop the
critical analytical, communication and problem solving skills required to
succeed in a fast changing, technology driven workplace. This should fo­
cus mainly in the area of technology analysis, specification and evaluation
for business managers. Failure in this task results in a reluctance to adopt
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innovative approaches in organisations regarding IT, which according to
Vines and Egbu (2003), and Meek (1988) manifests as: (i) lack of exper­
tise, experience and confidence (ii) un-considered cultural principles to
identify issues directly affiliated to system development. Unfortunately,
training in organisation on IT effectively may not be a high priority for
most companies. Consequently, most organisations without a change agent
do not have the trained workforce required to embrace IT and thus take
advantage of 'cutting edge' technologies.

The Change Agent as a Leader

Change will happen if management and change agents involve everyone
(Daft, 1999). Management and change agents should be an enabler and
able to communicate clearly to all employees what IT means to the organi­
sation (Black and Gregersen, 1999). Part of the change agent's role is to
champion such programmes and steer the change strategically and facili­
tate implementation (Adler, 1997). However in order to be effective, a pre­
requisite for the change agent is the ability to demonstrate professionalism
and leadership skills in computing information systems and IT and the
ability to transfer such knowledge into a multidisciplinary capacity as sug­
gested by (Wright, 1996) is the definition of effective leadership.

As such, the Change Agent should also be able to explain the benefits of
IT adoption to the workforce and be the significant part of the process of
changing the cultural environment of the organisation to IT adoption. The
extent of the influence of culture in every organisation should be under­
stood by the change agents in order to influence technology adoption . This
is because a leader should be aware of the context within which implemen­
tation is being considered. This is according to leadership theory one of the
key skills and abilities identified as core requirement in multifaceted or
global interconnected environment (Black and Gregersen, ibid).

The Change Agent as a Motivator

The catalyst for the adoption of IT is the demonstration of success stories
and best practice in other sectors to the organisation in order to prove the
value of IT projects. The key is to persuade the employees to embrace the
new technology . The change agent should explain to management the need
to "rethink innovation" as a movement for radical change in organisations
and institutions in the context of IT systems for the future (Gick and
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Holyoak, 1987). As such the change agent should take every opportunity
to challenge employees thinking. Meaningful examples should be given
both from within and external to the organisation, in a challenging yet
convincing way (Daft, ibid, Howell and Avolio ibid). In other to do this,
the change agent should understand the latest technologies . For example,
rapid application development tools, modelling of information processes
and the effect on change to get the stamina in changing the culture of all
employees' perception of IT adoption.

The Change Agent as an IS/IT Expert

Given that most enterprise IT implementations are seen at initiation as
critical to business goals it is imperative that change agents are people of
considerable knowledge. This is because the work of a number of re­
searchers, Ford and Krainger (1995) suggested clearly that experts are
more likely to understand task relevant information, more likely to cease
solutions that are not likely to work. Experts are also more aware of the
degree of difficulty of new problems.

Change agents as a consequence need to define and understand their or­
ganisations IT environment or architecture in order to be able to propose
systems that are realistic and attainable with reasonable resources and time
frames. This is necessary because the primary purpose of enterprise sys­
tems architecture is to provide a coherent platform for business (Bye,
2002). In most instances proposed systems have to provide a framework
for implementing applications as well as connections to internal and exter­
nal systems.

Obviously, given a clean sheet, most organisations would have some
idea of the kind of IT environment that best suits their purpose. The reality
is that, where new developments are being considered, there exists a het­
erogeneous IT environment containing diverse hardware platforms and
several operating systems. These systems host applications of different
types and ages, which may be critical to business, and contain the accumu­
lated wisdom of many years. These are not easily rewritten, as the statistics
of project failure show. Existing systems have to be accommodated, and
adapted or wrapped, to interface with new applications. Consequently,
when change agents come to consider new applications, three important is­
sues have to be understood in the analysis and evaluation of new technol­
ogy. These pertain to levels of the nature and capacity of existing IT infra­
structure, then implementation technologies available to realize the new
system and lastly the interfaces required with existing systems. As figure 1
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illustrates, target systems are simply the proposed information system ar­
eas to be implemented using a combination of one or more computing
technologies. The computing technologies based on appropriated inter­
faces rely on existing information and software technology infrastructure.

When the business case is established within the context of existing in­
frastructure how deployment of the new system integrates with existing
systems needs consideration. As Figure 1 illustrates, the change agent
should establish alternative implementation technologies or models . This is
to build a picture of the combination of software products that can fit the
existing architecture. For example, where the proposed application in­
volves access via the Internet, two competing technologies are available,
J2EE implementations and Microsoft COM+ with .NET. This is where at­
titude can affect rational choice hence the role of the change agent is criti­
cal. Without a clear appreciation of the fundamentals of the technologies,
these choices could tend to be based on fashion and/or trends, often based
on exaggerated claims for particular technologies or products.

Proposed
Information Target System
Systems 1

Target System
2

Target System
3

Computing Technology 1
Technologies

Technology 2 Technology 3

Existing IT
Infrastructure

What do we have?
(Existing Information and Software Technology Infrastructure)

Fig. 1. Technology Analysis and Evaluation

For instance if the development team are Microsoft developers, there is
no point in defining an advanced Java-based application. Similarly, if the
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company IT infrastructure is of a particular design, it is important that pro­
spective developers have experience of the technologies needed. This
avoids business critical project being used as a training ground for devel­
opers in new technology. In this respect the knowledge of the change agent
can make all the difference between success and total failure.

The Change Agent as a Project Director or Manager

In order to champion a project, the change agent should not try to follow
the precise technical intricacies of the project. Rather change agents should
focus on establishing why the project needs to be implemented, the exact
benefits in terms of workflow and process control and its predicted impact
on the bottom line (Hodgson, 2002). Obtaining definitive answers to these
questions will provide business managers with information they need to
view the project as a whole without getting into the technicalities. This
means that business managers aided by change agents can identify project
deliverables in a way that is clear and concise. The consequence is that to
start with, a technology specific project need to be based on a solid busi­
ness case rather than being driven by emerging technology, or by a need to
keep up with trends. As a result developers will have to accept they do not
instinctively know what end users of the systems require. An issue here for
change agents is the question of whether the proposed system is achievable
using existing software technology. In order to arrive at a decision the
change agent should be able to produce a full application feature list.
Against this feature list, change agents can then ask developers or vendors
as the case may be to indicate how or whether their technology can support
the feature. For example, if the decision is to implement and host an e­
transaction site to provide sales and order processing using the Internet,
then a web or e-transaction server is required. As an illustrative purposes at
the moment, four candidate servers are available. These are NetWare 5.0,
Windows NT 4.0 server, Windows 2000 server and Windows 2003 server.
The feature list could be similar to that shown in Table 1 completed with
the aid of information from computer specialists (Table 1). For an e­
commerce site, three main features are paramount. First how web services
are to be provided, secondly how data will be made available to the end
user, language support for developers, and lastly the level of messaging
that will be provided for the transaction services.
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Table 1. Application Feature List and Technology Options

Features/technology

••

••

••

•

•

••

••

•

•

••
••

•
•

•
••

••
••

•••

••
••

Web Services
Server Side scripting
Java script Server scripting Support
Java Server Support
Script debugger
XML Integration
Distributed data Access
JOBC support
ODBC support
Language Support
Java language support
Java beans support
Message Services
Message queuing implementation
available
E-mail services integration
Security Integration..........;....-------------------

By defining the role of technology in the context of the business re­
quirements, change agents prevents organisations from adopting ad-hoc
requirement features management which leads to ineffective software ar­
chitecture and software complexity (Booch 1998).

Conclusion and Further Work

The lack of adoption to new IT as part of businesses drive to attain greater
efficiency and profitability is the subject of many debates. Research sug­
gests that this is partly due to the effect of issues such as failures of costly
IT projects, vendors keen to sell new technology, fragmentation and com­
plexity of proposed systems. The consequences are resistance to change,
scepticism towards new technology and hence lack of innovation in tech­
nology adoption. This paper examined ways in which these issues can be
overcome and the role of change agents to accelerate IT adoption in or­
ganisations' IS projects. Our conclusion is that the role of change agent is
critical to the successful adoption of IT but the role of change agents are
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not fully appreciated and certainly not well defined. Therefore, further re­
search work requires exploration including an empirical study in organisa­
tions using a combination of quantitative and qualitative research that will
address social and cultural challenges relating to technology adoption. The
research should focus on both technical and non-technical factors, which
play an important role in IT and IS projects. The main focus will be based
on UK and European companies and will look to incorporate appropriated
cultural contexts. Taking these issues seriously is important because those
companies that actively employ change agents to develop their information
technology and communications now will be better positioned to 'win' by
spotting or creating business opportunities. They will have awakened their
employees to the potential of IT adoption, reinforced the importance of
customer focus and built a platform for electronic systems.
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Introduction

This article is aimed to analyse, why the information systems at the enter­
prise not always satisfy the expectations of marketing management spe­
cialists . The computerized systems more and more successfully serve in­
formation needs of those areas of enterprise management, where they can
create the information equivalent of real management processes. Yet their
inability to effectively fulfill marketing needs indicate the gaps not only in
ability to structure marketing processes, but in the conceptual development
of marketing information systems (MkIS) as well.

Marketing managers need to be empowered by the system, able to apply
information selection criteria at various dimensions of human reasoning,
including objective and subjective judgments, theoretical and experience­
based assumptions. The core capabilities of organization and the influ­
ences of market are analysed at business logics dimension, the problems of
finding reliable and timely information sources are solved at information
dimension, the abilities to accomplish organizational goals are evaluated at
strategic goals dimension.

This point of view is analyzed in the article, aimed to substantiate con­
cept of MklS creation, which could embody the multidimensional origin of
information needs of marketing manager and to create information equiva­
lent of marketing management process of the enterprise.

Classification scheme of existing MkIS models , related to synergy of
the identified influence factors, is presented for substantiating limited pos­
sibility to adapt MkIS to multidimensional origin of information needs.
Multidimensional MkIS concept is formulated and its ability to present so­
lutions to the indicated drawbacks of current systems is revealed.
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The structural element, named multidimensional marketing relationship,
is introduced for creating the multidimensional structure of MkIS model.
The functioning principle of multidimensional MkIS, based on decompos­
ing marketing activities and management processes to MMR groups were
suggested and structured by using UML notation. The results, summariz­
ing empirical research, conducted at 23 enterprises are provided.

Keywords : Marketing information system, MkIS, multidimensional sys­
tem, multidimensional MkIS model

Development Analysis of Marketing Information Systems

MkIS are generally defined as systems, designed to generate, store and dis­
tribute appropriate information to marketing decision-maker (Cox and
Good, 1967; Kotler, 1985; McCarthy, 1985; O'Connor, 1999; McLeod and
Schell, 2001). These MkIS definitions do not advise any MkIS structure,
so the scientific literature offers the whole variety of specialized MkIS
models with different functional abilities in sales, promotion, pricing, di­
rect marketing, managing customer relationships, marketing in the internet,
and other activities of marketing area (Talvinen, 1995; Dyche, 200 I; Tur­
ban et al, 2002) .

MkIS serves to marketing manager as a set of information processing
tools, defined and selected by subjective judgment of the manager and
used to meet his requirements for information in different steps of market­
ing decision-making, planning, control processes. High level of subjectiv­
ity create main difficulties to usage of MkIS, such as unpredictable infor­
mation needs, and discontinuous information supply to MkIS, which serve
as the criteria for evaluating MkIS models. The adaptation to changing
needs problem is also preventing from wider usage of MkIS, as revealed
by surveys at various types of organizations (Bessen, 1993; Amaravadi et
al 1995; Li et al, 2000). The main premises, which create conditions for
different functional structure of MkIS, are indicated in this article by com­
parative analysis of theoretical MkIS models.

The main factors influencing MkIS creation were identified. These fac­
tors are present in each MkIS and are expressed in different strength,
marked as axes in Fig. 1:

• Specialization means that MkIS is aimed to fulfillment and analysis of
the operations of specific business. MkIS in scientific literature range
from highly specialized to cross-industry marketing-related systems.
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Fig. 1. Functional scope of marketing information systems

• Integration of information sources of various origins point to the impor­
tant feature of MkIS, that it uses input information mainly created out­
side marketing department, including intentionally collected research in­
formation or structured tacit knowledge of marketing manager.

• The axis of integration of MkIS subsystems and functions indicates
MkIS scope, which can vary from the specialized tools, serving separate
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functions of marketing activities, to the integrated view of marketing
management activities .

• Computerization of MkIS is the strong influence factor of MkIS. In
most enterprises the computerization tools of various complexity coexist
simultaneously. Surveys (Morris and Shiang, 1998; Li et al., 2000) re­
veal that the computer- based systems in marketing vary from general
IT tools such as spreadsheets, graphic packages, word processing or
electronic mail, to the advanced IT: data warehousing, OLAP, data min­
ing, which enable to search for patterns in data, and handle queries.

The analysed MkIS can be applied for one or two levels of analysis
(usually information and control levels) and only for partial presentation of
marketing situation and dynamics. The most advanced systems from the
multidimensional point of view are the CRM systems, created for enter­
prise relationships, directed to customers. They present possibility to map
relationships, connected with related information created in various func­
tional modules of integrated system (MS Axapta, Microstrategy, SAP).
The software for balanced scorecard is created in several integrated sys­
tems (Axapta, SAP), which allows to calculate and relate scores for con­
trol. These parts exist separately and cannot express the marketing proc­
esses, situation and development in enterprise, but present possibility for
their conceptual integration in a multidimensional MkIS.

Analysis of MkIS structure showed that most prevalent approach for its
creation is the marketing mix theory (4P), yet marketing itself is developed
by employing numerous modem theories . The differences of "4P" and re­
lationship marketing theory (RM) suggest necessary changes in MkIS
model. The core idea in 4P approach states that marketing decision-making
areas are defined first, and the RM deal with relationships processes that
have to be established, maintained and further enhanced, or terminated
(Gronroos, 1996, Gummesson, 1996). In this case, MkIS model could be
based not on instant marketing-related activities, but on continuous rela­
tionship processes. The integrated view to the processes of marketing
management requires decision support ability to evaluate each activity ac­
cording to the enterprise goals. The balanced scorecard theory (Kaplan
and Norton 1996-2002), suggested including the qualitative and quantita­
tive, future and past measures, which well conform to the nature of mar­
keting activities. Importance of information sources of personal and enter­
prise knowledge and their intensive need for marketing requires applying
theoretical achievements of knowledge management for MkIS. The re­
quirement of technological support for processing "close-loop" decisions
based on customer information (McKenna, 2003) increases need to register
and use the experience information, owned by the managers. The new
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theoretical developments of relationship marketing, knowledge manage­
ment, balanced scorecard have major influence for MkIS creation princi­
ples. Their integrated use enables the information processing in three lev­
els- logical, informational and goals- and can serve as basis for
multidimensional MkIS structure.

The Concept of Multidimensional MklS and Model
Formation

The premises for creating new framework of MkIS are based on research
of MkIS models and influences of their theoretical development.

Multidimensional MkIS is defined as a system, created for providing
information for marketing management processes (decision support, plan­
ning, control, organizing marketing activities), where the input informa­
tion, describing the marketing-related phenomena, is transformed into mul­
tidimensional space, and analysed along the following dimensions:
marketing relationships, knowledge and balanced scorecard .

The dimensions of MkIS conform to the levels of judgment, applied by
marketing managers to the information analysis. The business logics level
of information analysis is implemented at marketing relationships dimen­
sion. It is based on the assumption that the marketing-related phenomena
of the business environment have to be analysed for making marketing de­
cisions. The theoretical background is the relationship marketing .

The information level of analysis is implemented at the knowledge di­
mension of MkIS. It is formed by attaching sources of information related
by context to the marketing relationships. The theoretical background for
the knowledge dimension is knowledge management, that includes struc­
turing and storage of the organizational memory, experience information,
which enhance the intellectual capital of the enterprise .

The balanced scorecard dimension implements the goals level, created
for feedback and control of the MkIS. It is based on the balanced scorecard
theory, introduced and revealed by Kaplan and Norton (1996) . This di­
mension uses the knowledge layer information, including the intellectual
capital, to evaluate marketing relationships developed by the organization.

New conceptual element of MkIS structure is introduced by defining
multidimensional marketing relationship (MMR). It is formed and param­
eterized at the three dimensions of MkIS. The MMR life cycle operations
are: MMR is created in case the interaction among organization and mar­
ket phenomena (or object) is identified; MMR development is registered in
MkIS by indicating the relationship parameters, information sources and
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balanced scores; MMR is marked as disconnected from MkIS, if the rela­
tionship between organization and market object is stopped. The under­
standing of marketing information system as the entirety of relationships,
which can be formed and adapted for each enterprise by set of MMR ele­
ments, is used for introduction of the vertical MkIS structure instead of
traditional horizontal MkIS structure, combined of operational modules of
various functionality. The functioning of MkIS is based on the decompos­
ing principle, where all the marketing processes and activities are repre­
sented as groups of related MMR (Fig. 2).

Enterprise information

Market information

Marketing relationships
dimension

Knowledgedimension

Balanced scorecard
dimesnion

r- .._- _.._-_. -- ------ ....
Lscores AooliejJoeaqJM¥-'~ j

Enterprise strategic
goals expressed by

balanced scores

Fig. 2. Decision-making process in multidimensional MkIS

The compounds of the system are illustrated in UML diagram (Fig. 3).
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Fig. 3. Compounds of the multidimensional MkIS model

Decision-making process, planning or control starts with analysis of
market phenomena, where the manager selects the phenomena-related
marketing relationships, thus decomposing them to MMR.
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The obtained group of MMR is supplied with information by means of
the knowledge level and then is evaluated by the scores of the balanced
scorecard level. It helps to register outcomes of the processes to DB and
use for further analysis. The darker blocks mark the compounds which are
used in existing MkIS models. The added blocks of core part of the sug­
gested model is creation of three levels of MMR and registering them to
DB. The top part of the model presents marketing situation and develop­
ment, based on evaluation of all MMR and related processes. The outcome
of using each MkIS compound is viewed by presenting information in se­
lected format: reports, suggested alternatives, decisions or automated re­
sponses ofMkIS, as activities.

The consistency of information supply is based on the retread of infor­
mation sources registered in the knowledge level of enterprise. The multi­
dimensional structure of MkIS can be adapted at each enterprise, as all of
them can identify their marketing relationships, organize information flows
and compose balanced scorecard, aligned to their strategy. Applying mul­
tidimensional MkIS concept for marketing creates the information equiva­
lent of its processes in the information system, which was not possible by
using existing MkIS models.

Empirical Research of the MklS Multidimensional Concept
and Model

Two stages of the research were set for testing the theoretical findings of
MkIS analysis:

1. Explore the possibilities to apply the concept of multidimensional MkIS.
2. Testing the constructed MkIS model prototype for marketing activities.

The first stage was conducted for applying MkIS multidimensional con­
cept at the 23 selected enterprises. The possibilities of analysing marketing
situation, dynamics and meeting the criteria for MkIS creation were re­
searched. For the second stage of the research the illustrative scenario of
marketing processes were composed for real case of individualized travel
product creation at the tourism agency, and the multidimensional MkIS
model prototype was applied for activities of marketing managers.

Research methodology. Case study was selected for the research, as it
is the most common qualitative method used in information systems (Or­
likowski, 1993). The aim of case study research method selection is fo­
cused to presenting detailed description, thus suitable to reveal existing
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MkIS drawbacks of enterprises and explore possibilities to apply concept
of multidimensional MkIS.

Data collection. The 23 organizations were selected for the empirical
research . The selection criteria was heterogeneity of the business area,
which was different in all researched cases (tourism, sports goods, tele­
communications, etc.), it fell to the following categories at similar propor­
tions: manufacturing (17%), service (30%), sales (13%), combination of
two categories (40%). The research took place in March - June, 2001,
March - November, 2002 and has been updated in 2004 at the organiza ­
tions of Kaunas and Vilnius .

Possibilities to apply concept for multidimensional MkIS were explored
by using relationship marketing 30R model (Gummesson, 1999), knowl­
edge management model (Sveiby , 1997) and the balanced scorecard (Kap­
lan, Downing, 2000) .

Data analysis. The analysis of exploring the possibilities to apply the
concept of multidimensional MkIS was made by analysing marketing
management activities of enterprises from the point of dimensions of
MkIS. Mapping structure of marketing relationships, creating knowledge
and balanced scorecard dimensions was made by assigning research data
to the most suitable categories found in the theoretical models, then ana­
lysing the interrelationships of dimensions.

All the organizations managed to map their marketing activities accord­
ing to their influence to marketing relationships (average quantity of se­
lected main relationship groups was 9.4), thus creating the relationships
dimension of MkIS structure. Some types of relationships were present at
most organizations, such as relationship Rl (according to Gummesson,
1999, it is the classic dyad: the relationship between the supplier and the
customer), found at all 23 organizations or R4 (the classic triad: the cus­
tomer-supplier-competitor relationship), which were important at 18 or­
ganizations. For analysis of knowledge dimension, the information
sources, used by the enterprises, were assigned to each relationship. At
least three information sources were selected for describing each market­
ing relationship, mostly combining external (22%) and internal sources
(69%) . Only 9% organizations assigned experience information of market­
ing manager as a source, as they had practice of registering it using spe­
cialized software.

The attempts to form balanced scorecard dimension showed that mar­
keting activities in the researched organizations were hardly related to the
strategic goals of the organization. Managers of the organizations managed
to assign average number of 26 main scores to marketing relationships, in­
cluding quantitative (mainly financial) scores (23%) and qualitative scores
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(77%). The average number of scores assigned according each perspec­
tives of the balanced scorecard: financial (6.5 scores), user (5.2 scores), in­
ternal processes perspective (l0.1 scores), learning and growth perspective
(3.8 scores).

While processing the illustrative scenario 12 marketing relationships
were influenced: 8 of them were already developed in the enterprise and
the remaining 4 were created. While using the procedures for MMR crea­
tion and development, the need to systematic arrangement of information
sources in knowledge level was recognized, as the most valuable informa­
tion of product features and customers was often obtained outside the sys­
tem by direct communication and then found fragmented, recorded only by
personal initiative of managers. New sources of experience information
were registered in the system, which added to the intellectual capital of en­
terprise and could be used by all responsible persons. The measures of 6
balanced scores were agreed for evaluation of marketing activities. They
were taken from the common practice of the agency and were effectively
used to performing the scenario. The MklS model prototype was used for
management processes, such as planning, control, decision - making and
organizing. After performing these activities, they were registered in the
data bases (fig.3), thus using all functions ofMkIS model.

Research results. The empirical testing of the possibilities to apply
multidimensional MkIS confirmed the viability of the suggested MkIS
multidimensional concept, as all the enterprises could adapt the suggested
model for reflecting all their marketing activities. Relationship dimension
helped to identify all the marketing relationships to which their efforts and
attention have to be focussed, keeping the possibility to add and remove
relationships without changing MkIS structure. The entirety of marketing
relationships served as the prism for obtaining overall view of marketing
activities of the firms, their current situation and change over time. The
knowledge dimension was formed of information sources, arranged ac­
cording to the context related to each marketing relationship, but not ac­
cording to the origin of the information source, as in traditional MklS. Ex­
ternal, internal and experience information was interrelated for describing
each marketing relationship. Otherwise, each information source could be
processed in different ways and relate to several marketing relationships .
The balanced scorecard, formed at each enterprise, helped organizations to
add the feedback function to the system and align coordination of all mar­
keting activities. Marketing managers agreed that the balanced scores fully
describe the cause-effect impacts of marketing activities for reaching en­
terprise goals.

The illustrative scenario of the tourism organization was formed by reg­
istering marketing activities, related to new individual tourism creation and
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offering. The activities, included in real marketing scenario, were proc­
essed by using functions of multidimensional MkiS model. Marketing
situation was expressed by the entirety of MMR, registered in the system.
For evaluation of marketing performance, the databases were used to track
changes in MMR development and analysing the marketing management
processes performed by managers . The empirical research results encour­
age using the multidimensional MkIS concept for creating a structured
multidimensional MkIS model, which could be adapted and parameterised
at each organization, thus solving the adaptability criteria for creating
MkIS. The interrelationship of MkiS dimensions increases the continuous
information flow and decreases uncertainty of information requirements,
which meets requirements applied for MkiS models creation.

Conclusions

1. The variety of structure and functions of MkIS conceptual models pre­
sented in the scientific literature is caused by synergy of the four factors
which influence creation ofMkIS models.

2. The new theoretical developments of relationship marketing, knowledge
management, balanced scorecard have major influence for MkiS crea­
tion principles. Their integrated use enables the information processing
in three levels- logical, informational and goals- and can serve as basis
for multidimensional MkIS structure .

3. Multidimensional MkIS is defined as a system, created for providing in­
formation for marketing management processes, where the input infor­
mation, describing the marketing-related phenomena, is analysed along
the following dimensions : marketing relationships, knowledge and bal­
anced scorecard. In contrast to existing systems, the multidimensional
MkIS not only provides information to marketing processes, but pro­
vides means to reflect overall marketing situation and dynamics in three
levels.

4. The vertical MkIS structure consisting of set of multidimensional ele­
ments is introduced, instead of traditional horizontal MkIS structure,
which is combined of modules of various functionalities. The vertical
element of the MkIS structure is defined as multidimensional marketing
relationship (MMR), which is formed and parameterised at the three
dimensions ofMkIS.

5. The evaluation of the qualitative empirical research results at 23 diverse
enterprises confirms that adaptable and parameterised multidimensional
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MkIS is created at each enterprise independently of factors, creating
uniqueness ofMkIS structure of the existing MkIS models.
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Introduction

Collaborative-complex product development is characterized by enormou s
quantity of engineering data, variety of complex engineering processes,
process uncertainty and disturbances, much iteration due to its iterative na­
ture and multiple levels of data maturity (Baldwin et al. 1995). Product de­
sign therefore does require changes. The ability of companies to better
manage engineering processes and engineering changes can decrease cost,
shorten development time, and produce higher quality products. Engineer­
ing changes refer to changes or modifications in form, representation, de­
sign, material, dimensions, functions of a product or component after an
initial engineering decision has been made (Huang et al. 1999). Past stud­
ies have reported that engineering change is a costly and time-consuming
problem (Maull et al. 1992, Boznak 1993). Accordingly companies use
Product Data Management (PDM) systems . A PDM is a system that sup­
ports management of both engineering data and product development
process during the whole product life cycle. PDM systems have several
benefits that have been well addressed in previous researches (e.g. Liu et
aI., 2001). As the product development was expanded in 2000 to including
suppliers. partners and customers, the PDM concept was transformed to
Product LifeCycle Management and Collaborative Product Definition
Management (www.cimdata.corn, Abramovici et al. 2002). A PDM system
includes a variety of function s (see Kumar et al. 2004 for a review of these
functions) . Over the last decade, focus was on different issues such as:
methods to design PDM web-based (Chu et al. 1999), problems and issues
related to PDM implementation (Siddiqui et al., 2004) , integration of
workflow and PDM systems (Kim et al. 2001), system integration and data
exchange among heterogeneous systems (Yeh et al. 2002). Despite these
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efforts, PDM systems do not provide adequate support for data sharing
when collaboration spans company borders (Rouibah et aI., 2005, Noel et
aI.,2003).

This paper focuses on collaboration within an engineering community .
We define this community as a network created by at least two independ­
ent organizations in order to jointly design a complex product. Since de­
sign is performed in a parallel way, concurrent engineering principles call
partners to fulfill some requirements: (a) extensively share data hosted at
different partners sites; (b) systems that host data must provide the location
transparency, i.e. system supplying a user with request data, and the user
does not need to know at which site those data are located; (c) provide
easy access to product data of the partners if granted; (d) require a notifica­
tion service to notify users about design progress and engineering changes;
(e) monitor the progress being made. With regard to above requirements
existing frameworks do offer partially support (Chen et aI., 2000). They
are based on: Collaboration through database sharing, Coordination
through administrative workflow and Communication through e-mails . But
in the engineering field, engineering tasks are ad-hoc and unstructured
such as Engineering Change Management (ECM). If there is any change in
any product items, it is hard to know who needs to be informed and how to
propagate the changes. Furthermore, existing papers on ECM did focus
and investigate the subject within single companies (Huang et al. 1999,
Kim et ai. 2001, Maull et al. 1992).

This paper contributes to this area through the description of a concept,
it implementation as a PDM prototype and its test. These efforts have been
done during an EC project EP26780 SIMNET, between 1999 and Decem­
ber 2001. The concepts were derived from a case study developed within
two European companies (Rouibah et al., 2005). The proposed concepts
were reviewed and refined in several workshops within the SIMNET con­
sortium. The proposed enhancements were implemented as a prototype
within the PDM axalant" developed by Eigner & Partners (E+P).

The remaining of the paper is structured as follows. The next section
presents the concept (framework) and the prototype . The section after de­
scribes the test and the main results. Finally the paper summarizes the find­
ings and points out to some problems raised during the project.

The SIMNET Method and Prototype

The proposed method, to be illustrated in the following sections, is based
on several concepts, derived from a case study (see fig. 1). These are: pa-



Distributed Workspace to Enable Engineering Inter-Company Collaboration 521

rameters, parameter list, hardness grade, user categories, activities, pa­
rameter network, parameter approval and release workflow, engineering
change management, engineering change based on parameter propaga­
tions.

m
n
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Parameters
(NelWOl1<)

Product
slruclure

Documents

!ill] MainContractor 0 Sub-Contractor A ~ Sub·Contractor B o Sul>-ContraClor C

Fig. 1. Framework of the PBe-supported engineering change

The SIMNET Method

The case study shows that engineers' activities are unstructured. Engineers
tend to view their work as assigning values to parameters and to affect re­
lationships among parameters. Based on this finding, we developed the Pa­
rameter Based Collaboration (PBC) to structure the collaboration from the
parameter perspective. The relationships between parameters and the peo­
ple working with them capture the evolution of product design. This ap­
proach describes complex product development as a form of parameter
processing that has input and output , and involves roles and constraints.
We then approach engineering process as a network of activities that uses
and produces parameters (see fig. 1). Parameters refer to dimensions,
forces or movements. They share complex relationships represented in
terms of functions. Evolution of parameters involves two kinds of work-
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flows: administrative workflow (i.e. predefined processes) as well as ad­
hoc workflow (i.e. processes that cannot be defined prior to their execu­
tion). The parameter evolution is based upon a single administrative proc­
ess that includes eight activities: predefined, un-worked , in-work, in ap­
proval, in release and released, in change and revised (see fig.1).

The PBC is also based on the concept of parameter maturity, called
hardness grades. This refers to the quality and stability of a parameter
specification during design evolution . We defined five hardness grades
(noted HG). When a parameter reaches HG 5 it cannot be changed until a
demand of change is initiated, studied and approved. This is done by the
ECM approach. The ad-hoc workflow is based on the relationship we es­
tablish between parameters, product structure items, and people who are
assigned to these parameters (see fig.1).

Working on parameters involves many engineers and people, with dif­
ferent background from different partners. Therefore we specified five
user categories to upgrade and work on parameters either inside the engi­
neering area (Coordinator, Collaborators) as well as outside the engineer­
ing (Reviewers, Subscribers and Supervisor). Their duties and privileges
were also specified .

Application of the PBC passes through several steps: instantiate a pro­
ject container, define set of parameters independent from any project (i.e.
parameter that are redundant in major projects); identify the five user cate­
gories within each partner and assign people to user categories; identify
predefined parameter that are specified by the final customers; link pa­
rameters with product structure items; create values for the remaining pa­
rameters, apply the parameter approval and release workflow to upgrade
parameters from HG1 to HG5. Parameters may be presented to end-users
individually or grouped as a set (list) of parameters for possible upgrading.
The ECM approach is applied to move parameters on the two other activi­
ties "in change and revised" (see fig.l). It consists to propagate change
done a specific parameter through parameter network when such as pa­
rameter is released and reached HG 5. ECM evolves several steps: define
interface parameter, i.e., parameters that are jointly defined by the part­
ners; create the parameter networks (fig.1); identify parameters requiring
changes; propagate the change by auditing parameters directly and indi­
rectly affected; discuss potential parameters affected by reporting the
change to others who may have interest; identify a list of parameters that
effectively need changes; and apply a joint approval and release workflow
for the parameter list. Both PBC and ECM require a notification mecha­
nism. If there is any change in any product structure item, the notification
mechanism is launched to notify users as well as to propagate changes
over the parameter network (see fig.1).
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The SIMNET Implementation

Based on the previous SIMNET method, we developed a distributed work­
space prototype.

The Distributed Workspace

The workspace is used to publish a collection of useful data (parameters
and associated objects and documents) that support collaboration in a con­
trolled manner. Nodes represent link to remote objects hosted at a partner's
site. Workspace enables efficient data management and avoids data dupli­
cation and data inconsistency. All project participants are able to access
the workspace using either a POM native client or a web client. The archi­
tecture is shown in fig 2a.

The distributed workspace enables online transactions and offline mes­
sage exchanges. Online is the case when a native client program or web
browser interacts with the SIMNET application server. Offline is the case
when the notification service may use standard e-mail to dispatch informa­
tion to users of the engineering community. The distributed workspace is
managed by an Application Service Provider that acts as a central gateway
to access project relevant data (Mission Critical, www.miscrit.be).

Fig 2.a illustrates collaboration between two companies A and B. They
already published collaborative data (nodes) in the workspace . Nodes I, 2
and 3 are under A while nodes 4, 5 and 6 are under B. Fig 2.b shows how a
user from company A can request to access data from company B via the
web client. First, he must logon on to the workspace in order to be recog­
nized as a valid of the community. Second, user receives access to com­
pany B. Third he receives access to limited data hosted by B. For such
purpose, the POM system at B checks if access is granted to this user. If
so, data is checked out and presented in the web-client.

In addition, the workspace server is used to store the mapping between
data coming from different source systems in the POM system of the main
contractor and the suppliers. Change s on one of the sites are communi­
cated via the workspace notification and users can react accordingly. All
requests for approval are directed to the workspace in-box of the user. The
current view of a parameter is presented by following the link provided in
the work item. To retrieve additional information the user does not have to
care where to get it from since it is handled by the workspace server. Re­
quests are addressed to all servers that provide the needed information.
Updates and modification done by the user at a specific server (e.g. at
company A) are passed back to the workspace server.
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Fig. 2. Architecture of the SIMNET distributed workspace

Security is deployed and ensured based on CLAVIS™, a full security
framework designed and developed by Mission Critical. It plays the role of
management entity that is independent from any single organization and is
trusted by all the members of community. The role of the ME is to imple­
ment the security policies decided by the community (e.g. encryption of
messages , authentication of users, authorization of services, integrity and
non-repudiation of messages). The SIMNET security solution is based on
state of the art standards - Public Key Infrastructure. All partners of the
engineering community are peers, except the Management Entity .

The main developments achieved during implementation include several
modules of the workspace: the parameter module allows to define and
manage several items associated with the PBC approach (e.g. parameters
value creation, date of creation); the workflow module allows to define
and execute administrative and ad-hoc workflow; the notification service
module is used to link the workspace axalant" with external e-mail sys­
tems; the security module is used to authenticate users of the workspace
and secure data exchange.

Tests

The tests we carried out took place in the form of a pilot phase during six
months. Tests consists to introduce the method (and its concepts) and the
prototype to a limited area of two companies.
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Product and Participants in the Pilot Phase

A real development project that integrates the magnetic track brake into a
specific rail way bogie platform is chosen for the test. These bogies are
designed for use on heavy weight metro vehicles. The test involves two
European companies (SOP and Knorr). SOP manufactures the bogie
frames and engine, while, Knorr manufactures the magnetic track brake.
The magnetic track brake operates independently from the friction between
wheel and rail. It is installed in the bogie frame.

Twelve people from SOP and two from Knorr were involved in the
tests. These people belong to operational, management and strategic levels.
People in the operational level refer to those directly involved in testing
the pilot application . Persons in tactical level refer to those responsible for
organizational matters (e.g. the appointment of meetings, setting of due
dates) . Persons in the strategic level refer to those responsible for strategic
aspects and decision-making as well as the enhancements of the pilot. In
addition, test evolves other persons who represent E+P, mission critical
and another leT company

Data Collection

During test, participants were asked to evaluate both the SIMNET method
and the prototype . For this purpose, users were asked to test the systems,
and two methods of data collections were used: survey questionnaire to
collect quantitative method , and semi-structured interview to collect quali­
tative data .

Data were then analyzed using the portfolio method developed by Prof.
Dr. Horst Wildernann' . It is based upon two criteria: importance of the
concept to customer and level of fulfillment. We have selected this method
because it serves to identify the need for improvement in a company sit­
ting. It allows assessing the benefits in term of: (I) immediate action
through a complete redesign of existing practices; (2) immediate im­
provement of existing practices, (3) step-by-step improvement of existing
practices, (4) no need for actions, and (5) potential for rationalization.

The Wildemann's portfolio method has been customized to evaluate the
method, the implementation, and also to point the potential to improve­
ments. This customization is based on the importance and maturity of the
SIMNET method . Importance refers to how participants perceive the
method as important to their activities. Maturity refers to how participants

I www.bwl.wi.tum.de/contenido/cms/fronCcontent.php?idcat=41
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perceive the method as mature and doesn't need extra improvements. The
customized portfolio for implementation is based on the significance and
fulfillment of their implementation. Significance refers to how participants
perceive the implementation as stable, quality-based and user friendliness.
Fulfillment refers to how participants perceive the achievement during the
implementation compare to their manual tasks. The customized portfolio
for potential improvement is based on the method achievement as well im­
pLementation fulfillment in relation with the need to increase the maturity
of the method .
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Approval and release workflow for engineering
User cate 0 cone t
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Fig. 3. Concepts, variables to measure benefits of SIMNET

The SIMNET method (including the nine concepts) and the prototype
were evaluated against their expected quantitative and qualitative benefits
(fig. 3). Participants need to create two matrixes (fig. 3) for SIMNET
method evaluation: one matrix for potential achievement of benefits (rep­
resented by "P") and a second matrix to refer to the level of achievement
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(represented by "V"). These two matrixes enable to generate the portfolio
method "potential vs achievement". Further participants need also to create
two matrixes for SIMNET implementation: one represents significance
(represented by "S", and another for the level fulfillment (represented by
"V"). These two variables enable to generate the portfolios implementation
"significance vs fulfillment". The Portfolios for follow-up actions is based
on the method fulfillment and implementation achievement.

Test Results

Analysis of questionnaires shows the following results. Initial concept of
composing parameter networks turned out to be too rigid. It was therefore
replaced by a more flexible approach which allows the creation of user­
specific parameter-sets. Scenarios with the parameter-based change man­
agement functionality revealed a need for significant changes of the under­
lying procedures and methods. With respect to quantitative benefits in
terms of reduced engineering hours and avoided costs SIMNET methods
were evaluated by the end-users very helpful, especially as far as the
"clarification of the current state of work", "elaboration of corrective meas­
ures" and "change costs" are concerned. The qualitative benefits were
seen in "support of quality assurance" and "improved evidence in case of
disputes". Substantial conceptual changes were required regarding the
way how parameter networks are defined (introduction of "parameter
sets") as well as how the parameter-based change management was to be
performed. The parameter-based change functionality was under continu­
ous modifications and refinements until the very end of the pilot phase and
the SIMNET runtime . In addition, the feedback obtained on parameter net­
works and change management are considered extremely useful to achieve
a higher maturity ofthe entire SIMNET solution. With regard to perceived
usefulness of SIMNET implementation, results show the following. The
quality of implementation in general resulted in high rankings. Exceptions
are the parameter-based change management functionality (which receives
low ranking), the functionality based on the web client is ranked medium;
and the functionality for the definition and management of parameter net­
works via sets is ranked medium.

With regard to interviews, participants did limit their reactions only to
five concept solutions, among the nine, either positively or negatively. As
for the first concept solution (the centralized management. . .), participant
believe "project container approach is easy to handle". They "propose
that parameter attributes defined at definition level should be selectable
for instantiation from a menu". Participants believe the "existence of the
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parameter definitions independent from a specific project is very useful
and can be used like templates to facilitate initiating a new project". As
for the hardness grades concepts, all participant "agree to consider the five
grades as convenient to control design progress and its quality". As for the
user category concepts, participant believe the "subscriber is useless since
he may become a nuisance". For the concept of parameter network based
on sets for the traceability of change propagation, participants think "it is
really hard and often difficult to distinguish between first degree relations
and relation of nIh degree". As for the method for parameter-based change
management, participants think the "parameter change management pro­
cedure is too simplified compare to the real life use in bogie design" .
Moreover, they found the "parameter change procedure is facing prob­
lems especially if parameters candidate to change appear on more than
one change list". In addition, two participants believe user interface of the
change management functionality based on the web client is good, but un­
stable. Other quotations were made against the proposed SIMNET method .
All participants agreed "collaboration engineering is important and prom­
ising for senior managers and where savings may be generated". Other
participants also state that parameter based collaboration approach is "a
way to structure collaboration and coordination among a community of
partners". Another added "this approach is helpful to better communica­
tion during collaboration engineering". Another added "the PBe allows
dynamic data sharing in a controlled manner but it needs further im­
provement" .

Conclusion

This paper highlights the experience of an European engineering project in
order to further knowledge about collaboration engineering. The overall
conclusion of the pilot phase is that collaboration engineering is potentially
important for senior managers and the end-users in the test were specifi­
cally attracted more by the concept itself rather than by the implementa­
tion. They consider the SIMNET results (method and prototype) very use­
ful and of high quality. Except from the parameter-based change
management, the functionality could be sufficiently tested . Accordingly
the pilot phase itself can be evaluated as satisfactory for user categories,
parameter lists without notification, parameter lists with notification and,
approval and release workflow. But the pilot phase can be evaluated as un­
satisfactory for phase parameter network and change management, while
very useful feedback was obtained for the further development of the en-
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tire solution for parameter-based workflow management. These results re­
veal that inter-company engineering change management is very complex
process.

Besides the above findings, SIMNET method and its implementation
faced unexpectedcircumstances. The workspace implementation have suf­
fered from a major setback by Siemens rejecting axalant" as their PDM
solution in favor of Winchill (www.ptc.com).This adverse decision dem­
onstrates the fragility of one-to-one (SOP- E+P) developments when it
comes to cross-enterprise collaboration. Interoperability between hetero­
geneous systems cannot be handled without careful assessment of political
ramifications. This suggests several observations. First, technical compe­
tencies of E+P are not sufficient condition for inter-organizational infor­
mation system development's success. Second, development of cross
company strategic information system is a very complex to approach. Ac­
cordingly cross company information system design should be approached
carefully. Third, rather IT competencies, it is the support of strategic man­
agement level (at SOP) that constitutes the critical success factor for the
achievement especially for systems that cross company borders (Lederer
and Sethi 1991). Fourth, the European Community sponsors projects that
are of high quality and high innovativeness, within a period that ranged
from one to three years. For such projects, it spends huge investment (the
SIMNET project was sponsored around € 2.2. millions). Even a lot experi­
ence has been acquired, the results were wasted. Beside the Siemens deci­
sion, other factors have led to willingness to pursue the workspace imple­
mentation by E+P. With the emerging market of workspace, Eigner has
been acquired by its competitor Agile, leaving the Partner alone. This un­
expected event pushed Partner to abandon the workspace and to refocuses
its entire business around the Enterprise Application Integration and, to in­
corporate some of the workspace functionality on it. Finally, this paper
leaves the following research question as perspective: does our approach
improve user ability to perform design tasks and whether the product (de­
sign result/development) becomes better?
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Preface

This publication is an outcome of the Fourteenth International Conference
on Information Systems Development, ISD'2005, held in Karlstad, Swe­
den during 14-17 August 2005. The theme for the ISD'2005 conference
was "Advances in Information Systems Development: Bridging the Gap
between Academia and Industry". This conference continues the fine tradi­
tion of the first Polish - Scandinavian Seminar on Current Trends in In­
formation Systems Development Methodologies, held in 1988, Gdansk,
Poland. Through the years this seminar has evolved into the "International
Conference on Information Systems Development (lSD)" as we know to­
day. This ISD conference compliments the network of general Information
Systems conferences, e.g. ICIS, ECIS, AMCIS, PACIS and ACIS.

Information Systems Development (ISD) progresses rapidly, continually
creating new challenges for the professionals involved. New concepts, ap­
proaches and techniques of systems development emerge constantly in this
field. Progress in ISD comes from research as well as from practice. The
aim of the Conference is to provide an international forum for the ex­
change of ideas and experiences between academia and industry, and to
stimulate exploration of new solutions. The Conference gives participants
an opportunity to express ideas on the current state of the art in informa­
tion systems development, and to discuss and exchange views about new
methods, tools and applications. ISD as our professional and academic dis­
cipline has responded to these challenges. As a practice-based discipline,
ISD has always promoted a close interaction between theory and practice
that has been influential in setting the ISD agenda. This agenda has largely
focused on the integration of people, business processes and information
technology (IT) together with the context in which this occurs.

The ISD conference provides a meeting point or venue for researchers
and practitioners. They are coming from over 30 countries representing all
continents in the world. The main objective of the conference is to share
scientific knowledge and interests and to establish strong professional ties
among the participants. This year, the ISD'2005 conference provided an
opportunity to bring participants to the newly established Karlstad Univer­
sity in Sweden. Karlstad University is well known for its multidisciplinary
research and education programs as well as the close cooperation with the
local industry of the Varrnland region. The ISD'2005 conference was or­
ganised around seven research tracks. This Springer book of proceedings,
published in two volumes, is organised after the following conference
tracks including a variety of papers forming separate chapters of the book:
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• Co-design of Business and IT
• Communication and Methods
• Human Values of Information Technology
• Service Development and IT
• Requirements Engineering (RE) in the IS Life-Cycle
• Semantic Web Approaches and Applications
• Management and IT (MIT)

Three invited keynote speeches were held during the ISD'2005 confer­
ence by very prominent authorities in the field: Prof Goran Goldkuhl, CEO
Hans Karlander and Prof Bo Edvardsson. In parallel with the conference
we held a practical Workshop for the ISD delegates including presentation
of a professional E-portal from the Wermland Chamber of Commerce.

The conference call for papers attracted a high number of good quality
contributions. Of the 130 submitted papers we finally accepted 81 for pub­
lication, representing an acceptance rate of approximately 60%. In addition
we had a pre-conference opportunity for promoting and supporting re­
searchers in their professional careers. The pre-conference comprised 25
papers which are published in separate proceedings from Karlstad Univer­
sity Press. We had a best paper award appointment of four papers from the
pre-conference offered to join this Springer book of proceedings. All to­
gether we have 89 contributions (88 papers and one abstract) published as
chapters in this book. The selection of papers for the whole ISD'2005 con­
ference was based on reviews from the International Program Committee
(IPC). All papers were reviewed following a "double blind" procedure by
three independent senior academics from IPc. Papers were assessed and
ranked from several criteria such as originality, relevance and presentation.

We would like to thank the authors of papers submitted to ISD'2005
conference for their efforts. We would like to express our thanks to all
program chairs, track chairs and IPC members for their essential work. We
would also like to thank and acknowledge the work of those behind the
scenes, especially Niklas Johansson for managing the web-site and sub­
mission system MyReview and Jenny Nilsson for all valuable help with
editing the papers according to the Springer book template. We are also
grateful to Karlstad University in particular to Rector Christina Ullenius,
Dean Stephen Hwang and Head of Division Stig Hakangard for their sup­
port with resources to be able to make the local arrangements.

Karlstad in August 2005

Anders G. Nilsson and Remigijus Gustas
Conference Chairs ISD'2005
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ISETTA: Service Orientation in the "Bologna
Process" of a Large University

Gottfried Vossen and Gunnar Thies

European Research Center for Information Systems (ERCIS), University
ofMUnster, Germany. (vossen, gunnart)@uni-muenster.de

Introduction

With the signing of the "Bologna Declaration" in June 1999 by 29 repre­
sentatives of the European education ministries, a decision was made to in­
troduce comparable educational structures among European universities
based on a Bachelor-Master system until the year 2010. The process itself,
collectively known as the "Bologna process,"! is now well-underway and
has created both administrative as well as technical challenges. The
ISETTA project at the University of Muenster in Germany aims at the de­
velopment of an Integrated Student, Exam, Test, and Teaching Application
that properly reflects the changes of the university's internal activities
caused by the Bologna process. In this paper, we report on the specific re­
quirements of the project, the approach that has been taken and the current
status ofISETTA.

Several goals are pursued with the general restructuring of the European
university landscape: First, a system of easy-to-understand and comparable
degrees is to be created. In this context two degrees of higher education
will generally be offered, a Bachelor degree with a three-year study dura­
tion and a Master degree with an additional one to two-year duration. For
Germany, one of the implications is a complete elimination of "Diploma"
degrees. Second, a credit point system in the style of the European Credit
Transfer System (ECTS) is to be adopted, of which the basic idea is that
students get credit points for every passed exam. Third, new courses de­
veloped in response to Bologna should not only have new names, but
should also break new ground, including aspects such as modularity of
content, intensified exploitation of new media, internationalization, clear
orientation towards future job markets. Beyond this, universities are given

I www.bologna-bergen2005.no/
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external and internal requirements, e.g., they are asked to advance coopera­
tion within Europe or to introduce quality management tools.

For a traditional university such as our own, the introduction of con­
secutive Bachelor and Master degrees creates a major challenge, as it leads
to a considerable restructuring of both study programs and the administra­
tive processes that support these programs. In this paper, the impact of the
"Bologna process" on a university's IT infrastructure is investigated. To
this end, the current infrastructure, to a great extent given by various leg­
acy systems as well as by a number of legal restrictions, is taken as a start­
ing point. It is then shown how comprehensive process modeling followed
by the development of a service-oriented architecture can help making
"Bologna" a reality with reasonable effort. The paper concentrates on the
exam and test administration of the University of Muenster and identifies a
number of relevant customer processes whose realization clearly indicates
how the process in general can be accomplished.

The remainder of this paper is organized as follows: In Section 2 we
discuss prerequisites of the ISETTA project and briefly look at related
work. We then outline, in Section 3, our approach, which is essentially a
top-down one that starts from a major process modeling activity, and we
take a closer look at several sample processes from the area of exam ad­
ministration. In Section 4 we briefly discuss realization options, and in
Section 5 we draw some conclusions and outline future work in this area.

Prerequisites

In this section we briefly discuss the prerequisites for our ISETTA project,
and we also take a brief look at related work. The prerequisites fall into
two major categories:

• Legal restrictions that are imposed by the federal or the state govern­
ment, the latter of which has so far been in charge of the universities and
their programs;

• local restrictions caused by the way university processes have been
working until now and the software that is in use for supporting these
processes.

With respect to legal restrictions, most striking is the fact that many
German universities have recently started to charge tuition. While this is
currently based on a fee students have to pay under certain circumstances
(e.g., if they study "too long," whatever that means in a particular case), it
will soon be based on an "allowance" that is managed like an account, and
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that has a certain initial filling and that is charged every time a student en­
rolls in a particular class; once the account hits zero, the student has to pay
for further services he or she will make use of. It should be clear that the
introduction of student accounts has a major impact on the IT support of a
university, which up to now did not have to have this functionality. More­
over, a very flexible handling of student accounts will be needed, as debits
to the account need to be legally valid.

With respect to local restrictions, many German universities employ a
software system called HIS2 (Higher education Information System) for
large portions of their everyday business. HIS is a typical legacy system in
that it comes with a hard-to-read database schema as well as an underlying
database, a number of add-ons and components that sometimes interact in
cryptic ways (and are therefore difficult, if not impossible to adapt to
changes), and with serious deficiencies in usability. The HIS component
most relevant to our project is called POS and deals with exam administra­
tion. There is a Web front-end for HIS in general, but that is also difficult
to adapt to self-service functionality as is now intended for students.

A major challenge for HIS imposed by the Bologna process and its im­
plementation is scalability. Indeed, with numerous new study programs,
each with a reasonable number of modules and each module consisting of
a number of individual lectures, seminars, or other forms of study, large
universities such as our own (with currently around 38,000 students) are
faced with bookings into student accounts that reach the millions every
semester. Another challenge, equally important, is the fact that there is no
way for universities as customers to modify HIS components or to adapt
them to changes. In that sense, HIS is a proprietary legacy system that a
user has to live with; the only chance for the creation of appropriate IT
support for Bologna thus is to identify the spots and places where new
components with new functionality can be added. Steps in this direction
will be reported in the remainder of this paper.

Before we do so, we take a brief look at related work. As every univer­
sity in Europe is part of the Bologna process, it does not come as a surprise
that several other projects are underway through Europe in general and
Germany in particular. We here mention only those that we have been able
to identify in Germany, since these may be the ones we could benefit from
most.

At the University of Ulm, the SASy project' aims at providing an infor­
mation system for students that is particularly able to familiarize them with
the formal aspects (e.g., exam regulations) of their chosen study program.

2www.his.de/English
3 http://medien.informatik.uni-ulm.de/forschung/projekte/sasy.xml
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Thus, SASy's goal is different from ours. The HIS@TUM project' at the
Technical University of Munich is similar to ISETTA in that it concen­
trates on exam administration; a major difference is that they try to intro­
duce HIS in each department that needs to manage exams, while we are
currently trying to identify the (business) processes that underlie an exam
administration. Another recent effort is the KIM project' at the University
of Karlsruhe in Germany, which even tries to go along similar lines as we
do in ISETTA; however, KIM seems to have just started, so that a further
comparison is difficult. We emphasize that these are definitely not all the
activities within Germany or Europe regarding a modernization of the uni­
versity IT infrastructures; however, some projects are still kept as a secret
and others have a different focus.

The ISETTA Approach to Exam Administration

In this section, we outline the approach ofISETTA. To this end, we start
from the following assertions:

• Both the administrative activities of a university and the student-related
ones are best perceived as business processes or workflows [1, 6] in or­
der to understand their details as well as their interactions.

• As a consequence, a process model is a reasonable approach to capture
and specify the functionality of a system under development.

• Such a process model is best developed in a top-down manner and ulti­
mately mapped to a service-oriented architecture [7].

As is well-known, top-down modeling generally provides a rough view
of an application or a system which is then refined through various levels
of granularity in a step-wise fashion. At each level, it makes sense to con­
sider activities, objects to be handled by these activities, resources execut­
ing activities and organizational structures that provide these resources to­
gether, in order to be able to properly perceive their interactions, and to
capture all relevant aspects of an application.

A method along the lines just described is the INCOME method, de­
scribed in detail, for example, in [6]. This method is based on higher-level
Petri nets [I] for describing processes and models organizational as well as
object structures as the process models evolve. In a nutshell, a Petri net
comprises activities and objects in a strictly alternating fashion, and can be

4 www.his.tum.de
S www.kim.uni-karlsruhe.de/
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organized hierarchically in order to capture various levels of abstraction or
detail. INCOME first constructs a process map in which all major business
processes are identified together with their relationships; in our case, this
phase refers to core processes of an exam administration. Then each proc­
ess is analyzed in detail, and its technological boundary conditions as well
as the infrastructure it needs to rely upon are established.

Importantly, INCOME suggests to model the relevant object structures
in parallel to the processes. For us, the consequence is the development of
a reference database model [9] representing the relevant entities of a, say,
Bachelor program regulation and their relationships. As has turned out, our
database model even allows for a mapping of the examination regulations
of a Bachelor programthrough a construction of views over the given leg­
acy database.

In brief, our process modeling phase has so far concentrated on exam
administration only, and has identified 13 core processes (out of a total of
23 processes) which are shown in Fig. 1.

Components of Exam Administration

Approvalof Assignment to Checking of Assignment to Assignment to Exam
ExternalExam - Module ModuleStatus Course (not relatedto a

Results course)

I I
Certificateof

I- Assignment to Exam
Achievements (relatedto a course)

Exam

Analysisof Dataof
Administration

Sign-offfrom-Achievements Course

I I

Accessto Dataof Booking Exam Resignfrom ExamAchievement Organisation

Fig. 1. Core Processes of ISETTA Exam Administration

These have so far been divided into five levels of abstraction for which
granularity gets finer as you go deeper into the various levels. The lowest
abstraction level (currently level 5) represents the processes of finest
granularity, such as the test for number of trials of a specific exam. Figure
2 shows abstraction levels 0 and I, which represent the upper portion of
the process map we have developed.
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Fig. 2. Upper layers of the ISETTA process map

As can be seen in this figure, the highest abstraction level shows broad
classes of processes, namely Teaching and Exam administration. The latter
is refined into 6 lower level process categories, which allow analyzing
exam data, approval of externally achieved credits, credits obtained during
a semester, booking and recording of credits, access to credit data, and the
creation of credit certificates.

In what follows we will present one of these processes in further detail,
namely a possible workflow of the exam administration, or how it could
look in the future. Nearly all the processes are optimized for use as Web
components and are built for the use by students. Moreover, an examiner
can record examination results by these processes over a Web component.
Technical conditions are not considered here, with the exception of the
specified database accesses that are needed to the underlying HIS database.

In Figure 3 an exam administration process model is shown that is
geared towards future Bologna requirements and its implications for a uni­
versity like Muenster. Notice that for all processes from level 1 Figure 3
shows how they interact. Basically, all activities originate from the HIS da­
tabase, most of them by reading or writing a student's data record. Each
action has assigned to it one or more roles, which means that only the as­
signed role can actually run the process. Hence, in Figure 3 the following
roles are offered: Student, Examiner, Examination Office, and Department
Representative. The left side of the model directly deals with semester
achievements done by a student, while the right side shows supporting
processes.

An important subprocess of the exam administration is the Approval of
External Exam Results. These are course credits obtained at another uni­
versity inside or outside the state. The approval can concern individual
course achievements or entire modules. Either the external course credits
are considered equivalent to local credits, or no correspondence to a local
course can be established. The cycle involving semester achievement and
booking is most frequently taken within a student's life. Here for each se-
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mester course credits (e.g., exams, oral examinations, papers) are obtained
and then recorded by an examiner or teacher.

The supporting process Certificate ofAchievements on the right side of
Figure 3 renders it possible to print certificates or other documents. The
goal is that this cannot only be done at the university but also over a self­
service (Web) component from home; details can be found in [8].

A further process existing exclusively for students is Access to Data of
Achievements. Here a student has the possibility to look at his or her stand­
ing, i.e., module results, course credits, or current registrations for upcom­
ing exams and courses. This component will also be available over a Web
component.

Fig. 3. Exam administration process

Finally, Figure 3 indicates another future process of the exam admini­
stration, the Analysis ofData ofAchievements. So far the examination of­
fice has to offer raw statistical data. These are made available for the de­
partments and the statistic national office. In the future, however, it will be
possible to generate statistics over a Web component without dealing with
the raw data at all.

As was briefly mentioned before, the processes we have modeled within
the ISETTA project so far, which are documented in [8], need to be real­
ized atop the legacy HIS database and within the general framework of
HIS applications. To this end, the various documents that are handled by
processes have been modeled in a way that allows us the creation of views
[9] over the HIS database. These views can be materialized from a HIS da-
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tabase for answering queries efficiently, while all data is still stored within
the HIS database. The former is important for the creation of Web inter­
faces, which typically generate database queries themselves. The latter is
important so that ISETTA does not have to take care of database backups
or recovery from crashes.

Realization Options

In this section we discuss realization options for ISETTA. In particular, we
outline why service orientation appears to be the method of choice.

In order not to impair the operability of the legacy software currently in
use, a hard requirement for ISETTA is not to touch existing database ta­
bles. We have accommodated this requirement in a reference database
model [8] that consists of a number of views over the core database. This
collection of views facilitates our goal of integrating the exam administra­
tion processes into the existing IT landscape. The core processes of the
exam administration are generally optimized for use over the Web by stu­
dents or staff. In particular, many processes represent services that are of­
fered to students or staff by the system. Thus, a corresponding realization
as software services appears feasible. As a result, the general four-layer ar­
chitecture is as shown in Figure 4.

The user layer describes the Web components which are used by stu­
dents or examiners in order to activate processes. Underneath is the proc­
ess layer which comprises the processes that have been identified for the
exam administration. Finally, the view layer is used to access the legacy
data within HIS databases; note that also the program logic for a number of
services (processes) is contained in this layer, since Web interfaces or un­
derlying processes typically rely upon database functionality that is ex­
pressed in terms of view manipulation. The lowest layer describes the data
retention layer of the legacy system.

Clearly, the core layers of this architecture are the Process and View
Layers. In order to realize these, one approach could be to design a com­
prehensive software system that sits on top of the HIS application collec­
tion. Another would be an extension of HIS itself, which is, however, in­
feasible due to the legal and organizational construction of HIS. A third
and most promising option then is to identify major processes as services,
and to realize the entire scenario as a service-oriented architecture (SOA)
[5, 7]. To this end, core processes would be made available as Web ser­
vices [4, 2], which fits with other developments we have made in recent
years, for example in the area of electronic learning [10].
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User La er
Student using Web Interface

Process La er

Application, Selection, Admittance, Registration

Semester Achievements, Book-Keeping , Approval of
External Exam Results , Internal Exam Results ,
Graduation, etc.

Course Overview, Modules, Transcript,
Diploma Supplement, Staff Register , etc.

=

Fig. 4. Global ISETTA architecture

Conclusions and Outlook

The European "Bologna processes" is currently creating major IT chal­
lenges for a number of universities. In order to cope with these, process
orientation, which has proven useful in numerous business applications,
seems a reasonable approach. However, process orientation is new to most
university administrations, and is at the same time confronted with a host
of legacy applications. As has been indicated in this paper, a step-wise top­
down approach to process modeling that identifies core applications and
how they should work in the future can help making Bologna a reality. As
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it turns out, once process orientation is adopted and the process is started,
it becomes apparent what the loop holes and deficiencies in current regula­
tion proposals are, so that they can be clarified before any of this goes live.

From an implementation perspective, through the introduction of proc­
esses together with the reference database model it will be possible to keep
realization costs for the "new" exam administration reasonable. Indeed, it
could be shown with the help of the reference database model that the
comprehensive changes, primarily the modularization of a course program,
can be constructed using the existing legacy database. On the other hand,
entering a complete module handbook manually is very time consuming,
so that automating steps need to be taken here.

The four-layer architecture shown in Figure 4 has been implemented as
a first prototype in order to provide a proof of concept and to show how
the service-oriented target architecture can be put to work as a Web based
system. Future steps will consist of modeling adjacent areas and of gradu­
ally going live with the system over the next year. As the implementation
progresses, several interfaces will be acceptable at the user layer through
suitably built XML interfaces [3].
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Introduction

Today, much of the world economy is focused on the service sector (Staf­
ford and Saunders 2(04). One of the changes driving service economic
growth has been the rapid development in computer technology, mobile
technology and the Internet (ibid.). There are e.g. mobile positioning ser­
vices, traffic information services and intermediary services such as bank­
ing services on the Internet. With the help of channels such as the Internet
and mobile telecommunications, information and functionalities are deliv­
ered by service providers, and are used by customers with the help of in­
formation technology (IT) systems. Many of these services have a charac­
teristic where customers can meet and communicate with each other.

The focus of this paper is on services where the service provider and the
customer(s) do not meet at the same time, and/or at the same place, i.e. the
IT system acts as a service performer and medium in the service delivery
process. This is an exciting new area of study which needs new perspec­
tives and new methods which deal with the design, delivery and impact of
these services, because they are likely to push the limits of software engi­
neering in terms of analysis, design and testing (Chidambaram 2001). Ac­
cording to Dahlbom (2002) service thinking is focused upon individuals,
actions, results and support. This implies a shift of context from the use of
the IT system in order to improve the efficiency of routines and work
processes of the organisation, to a focus on customers acting in a market
receiving occasional services in a flexible way (ibid.).

We chose the term e-service to talk about the phenomenon where the IT
system is used to offer services to customers in a market. A conceptualisa­
tion of the notion of e-service in such a context is presented in Hultgren
and Eriksson (2005). This conceptualisation is theoretically based on a so­
cial interaction perspective (e.g. Habermas 1984), a view of IT systems as
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action systems (e.g. Agerfalk 2003) and on Service Marketing (e.g. Gron­
roos 1998; Edvardsson et.al. 2000). This theoretical base puts emphasis on
the social aspects of e-services, i.e. that customers and service providers
are communicating and acting through the IT system, and that this interac­
tion is social and not only technical.

The social interaction is performed through the IT-systems user inter­
face. This implies that the user interface is used to support the interaction
between the service provider and the customer to produce the e-service.
This user interface consists of a series of screen layouts providing different
functionalities and messages.

It is important to recognise, as a consequence, the usability aspects in
developing web interfaces (e.g. Nielsen 2000). These aspects are also
closely related to the research on service quality in e-services (e.g. Gron­
roos et.al. 2000; Santos 2003). One fundamental claim in web design re­
search is the development of user interfaces informing the users both what
to do and how by being consequent in the use of functionalities, colours,
frames, messages, etc. One claim in service quality research is to be ex­
plicit in the service concept offered to the customer. Put in the context of
e-services we claim that these usability aspects in designing good user in­
terfaces should easily inform the customer about the e-service concept.

The problem is that there is not a one-to-one relation between a specific
e-service and the user interface presenting it. Instead several e-services are
intertwined with each other and presented by one or several user interfaces
consisting of several screen layouts.

A user interface for an e-marketplace (Fig 1), consists (as we will show
later in this paper) thus of several e-services and has to be seen as a service
conglomerate hosting several e-services where the e-marketplace for 'ad­
vertisers' meeting 'readers' is one e-service. The 'service provider' view
of the e-marketplace is also to benefit from the presence of the "visitors"
and use them as resources in other e-services. From this viewpoint, we can
see that the existing e-marketplace in Figure 1 also provides functionalities
to search for new cars, to obtain financial and car insurance services, to re­
ceive information about recommended prices for a specific type of used
car, to use search facilities and (to be a subject for) banner marketing (i.e. a
"clickable" commercial message). This means that the 'service provider' in
this example can use the presence of the 'advertisers' and the 'readers' as
important subjects for other e-services. This also results in a user interface
which hardly can be described as one e-service because of its complexity.

We claim that there is a need to be explicit in the design of what an e­
service covers and how other e-services are related, in order to be able to
design good web-based user interfaces. By having a distinct e-service de-
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sign, the criteria laid out in web design research can be applied in order to
make different, but intertwined, e-services apparent for the customers.

Used Car s
\'VtIotlh.r ro lf•• lo OkIng 10 ul eM to buy ISuud Cat , t hb I' th . pt&( .
Itt st a rt. S e ar ch our c1aume d h ttngs , ched lhe- K. '.y BlUe Bo ok
v1'1...... or po 1:1 ..., ad fot yOo\. 0'Ml cat.

Mltl<el "iy/ t ."

MOtkoIrAl~ '"
.. ~.. . , :-;;_-:;--1

S ..I Vo u, C ar

G.t . Ft•• Prk:.
Cuol.,.
I t> ''1 ..~~. ". ....
c.,~{

Fig. 1. One screen layout from the interface of an Internet based e-marketplace

The purpose of the paper is to present a framework for how intertwined
e-services can be analysed as a base to design service apparent user inter­
faces. The paper is based on a qualitative research method built on both
theoretical and empirical studies using the evolving framework for analysis
and design of several e-services. The paper is structured as follows: In the
next section, the notion of e-service from Hultgren and Eriksson (2005) is
described and elaborated with additional aspects necessary for the analysis
of intertwined e-services. Thereafter, the existing e-marketplace is pre­
sented more deeply and analysed in the following section. Finally, we dis­
cuss the analysis and conclude the paper.

The Notion of e-Service

In this section we first describe the notion of e-service presented in Hult­
gren and Eriksson (2005) in order to understand the fundamental aspects of
e-services. Thereafter we present four complementary aspects required in
order to analyse how the user interface presents different e-services.

The notion of e-service from Hultgren and Eriksson (2005) outlines
three cornerstones when describing an e-service: the service concept, the
relationships and the use situations. The first two cornerstones are neces­
sary in order to define the e-service, while the third cornerstone describes
how the involved actors use the IT system. The two first cornerstones are
briefly described in this paper because they are needed as a base for delim­
iting different e-services from each other.
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The service concept is the result from an e-service produced by the ac­
tors involved in the social interaction in order to be beneficial to the cus­
tomer. The service concept is a product specification which the service
provider is responsible for. The service concept can be divided into a de­
scription of core services and additional services; where the additional ser­
vices are complementary to the core services in order to make the service
more useful. Fundamental for e-services is that they are produced in the in­
teraction between a service provider and a customer (or several customers)
in order to fulfill customer needs, and that the IT system is used in a social
interaction context which consists of actors, social relationships, norms,
rules, values and expectations.

The relationships are created and maintained due to the communication
performed between the service provider and the customer(s) mediated and
performed by the IT system. It is also important to stress that these rela­
tionships are not only technical in character; they are also social, because
they are based on interpretation of communication acts performed in a so­
cial context. The communication acts are used to create relationships based
on information, commitments and expectations . Based on the actor roles,
those of the service provider and the customer, there are two basic rela­
tionships in the e-service context: the service provider-to-customer rela­
tionship; and the customer-to-customer relationship.

The service concept and the relationships described above can be used
to describe and understand one specific e-service. But in order to delimit
one e-service from other intertwined e-services, we have to look closer to
the user interface and introduce some further aspects .

The User Interface

The user interface for the customer consists of the functionality, the in­
formation and the screen layout. The functionalities can e.g. be what action
possibilities are available in the user interface; the provided information
e.g. about logotypes and other messages; and, the screen layout e.g. about
different frames, colors and windows.

The user interface can be consisted by a series of screen layouts. Within
web design research this series of screen layouts is recognised as important
to keep together in the user interface in order to develop a usable IT sys­
tem "telling" the user what to do and how (e.g. Nielsen 2000).

The Focused e-Service

As e-services are intertwined with each other we have to decide from
which e-service, i.e. service concept, we are starting our analyses. We use
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the term of focused e-service to talk about a certain e-service. A focused e­
service consists of several core- and additional services, i.e, a service con­
cept provided by a service provider. A focused e-service can be presented
by several screen layouts and it is therefore important to distinguish be­
tween screen layouts which are related to each other and which are not, be­
cause this regulates what commitments the involved actors make and de­
termines the usability of the IT system and the e-service.

TheService Environment

It is common that the series of screen layouts presented to the customer in
order to use a focused e-service provides several other functionalities and
messages out of the scope of the focused e-service. We use the term ser­
vice environment in order to talk about messages and functionalities, i.e.
links to other e-services out of the scope of the focused e-service,

Three Types of e-Services

We have to understand that there are three different types of e-services co­
existing in the user interface:

I . The focused e-service (already discussed);
2. Related e-services to the focused e-service;
3. Interrelating e-services which provide linking facilities from the fo­

cused e-service or its service environment to related e-services.

Figure 2 describes how the used terms in this section relate to each other
and that the interrelating e-services are used in two different ways: a) to
link from the focused e-service to related e-services; and b) to link from
the service environment to related e-services.

Fig. 2. The two ways of using the interrelating e-services
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Example: The User Interface for the e-Marketplace

In this section we describe the user interface for an existing e-marketplace
(www.autos.yahoo.com).Thee-marketplaceisopenfor·advertisers·to
buy or sell used cars. The 'advertiser' provides a textual message and, as
an option, one or several pictures of the car for sale. The 'service provider'
for the web based marketplace charges a fee for this service by using credit
card payment facilities. After payment the advertisement is published on
the Internet. The 'reader' can then be made aware of the advertisement in­
teractively by using search facilities. If a 'reader' is interested in buying or
selling a specific car, he can contact the 'advertiser' via the website or ex­
ternally by telephone.
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Fig. 3. The list of used cars Fig. 4. The description of a specific car

The start page for the e-marketplace was shown in Figure 1. From this
page the possibility to search for a used car and to sell a used car can be
chosen. This page renders also the possibility to link several other func­
tionalities, e.g. to search for a new car, to obtain financial and car insur­
ance services, to receive information about recommended prices for a spe­
cific type of used car and to be subject to banner marketing. The 'reader'
can use the search facilities in order to obtain a list of cars (as in Fig. 3).
The 'reader' can click on a specific advertisement in the list in Figure 3
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and a more detailed presentation of the car is shown (Fig. 4). This page
also renders the possibility to contact the 'advertiser'.

If the option to click on the "Finance" button is chosen, a list of possible
financial companies are presented (Fig. 5). After choosing one specific fi­
nancial company, the layout given in Figure 6 is presented. If we use the
option to click on the "Blue Book Pricing" button in order to get a recom­
mended price for a specific type of used car, the information shown in
Figure 7 appears after choosing a specific car type and answering some
questions. Clicking on a banner results for example in Figure 8.
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Example: The e-Services Intertwined in the e-Marketplace

In this section we illustrate how the perspective on e-services can help us
to analyse the user interface for the existing e-marketplace.

The Focused e-Service and its Service Concept

The focused e-service is an e-marketplace for 'advertisers' of used cars to
expose "for sale" or "want to buy" items searchable by potential 'readers'.
The aim of the e-service is to let 'advertisers' and 'readers' meet. This
means that the e-service has both 'advertisers' and 'readers' as customers.
The core service for the 'advertiser' is to publish advertisements which he
wants to buy or sell and to make contact with 'readers'. The core service
for the 'reader' is to search for advertisements, access them and to make
contact with the 'advertisers'. There are also additional services such as
the presentation of a list of financial institutions (the 'Finance' button).
The reason for describing the service concept in this way is that it repre­
sents a thematic wholeness building on a complete set of relationships.

The Focused e-Service and its Basic Relationships

~
The 'advertiser' 0
The ' service provider'A

The 'reader'

~~
The 'reader/advertiser' 0

The ' service provider'A
Fig. 9. Relationships within the e-Marketplace's core- and additional services

The relationships for the core services are built on three actor roles - the
'advertiser', the 'reader' and the 'service provider'. The social interaction
performed through the IT system between those actors creates three basic
social relationships (Fig. 9, left). The additional service (the lists of finan­
cial and insurance institutions) is built on the social relationship between
the 'reader/advertiser' and the 'service provider' (Fig. 9, right).

The relationships between the 'service provider' and the 'advertiser',
and between the 'service provider' and the 'reader' is based on informa-
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tion, social commitments and expectations. The relationship between the
'advertisers' and the 'readers' is important because the real value of the e­
service is that it acts as a meeting place for customers. The relationship for
the additional service between the 'service provider' and the 'reader/adver­
tiser' is, in this analysis, built on the interpretation that the list is an impar­
tiallist of recommended financial or insurance companies.

The Service Environment to the Focused e-Service

Figures 1, 3, 4 and 5 describe the user interface, i.e. the series of screen
layouts for the focused e-service, In all the figures the layout is similar:
similar functionalities, the same service provider and similar colors, but­
tons, frames, etc. The layout tells the user that they are using one e-service.
The layout also includes several functionalities out of the scope of the de­
scribed service concept, such as banner marketing, the "Blue Book Pric­
ing" button and the "New Cars" button. These possibilities are closely re­
lated to the focused e-service, belonging to its service environment and
representing intertwined e-services,

The Focused e-Service andthe Intertwined e-Services

The focused e-service and its service environment depict several inter­
twined e-services, which are of two types:

1. Related e-services, e.g. the 'Blue Book Pricing', e-services provided by
the banner marketing companies and the financial offering e-service;

2. Interrelating e-services, e.g. the clickable banner marketing messages
and the logotypes of the financial companies presented in the list of rec­
ommended institutions.

Related e-Services

The 'Blue Book Pricing' e-service is an example of an related e-service,
After clicking on the "Blue Book Pricing" button in Figures 1,3,4 and 5,
the e-service renders the possibility for the 'reader' to get information on
the recommended price levels for used cars. Yahoo takes no responsibility
for what Kelly, as the 'service provider' of this e-service, offers. This e­
service is presented outside the focused e-service environment (Fig. 7) and
a new relationship is created between the Kelly company as 'service pro­
vider' and the 'reader'. The service concept for the customer is to obtain
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information regarding the price level for a specified car. The layout for this
e-service also informs the user that it is another e-service.

E-services provided by the banner marketing companies are also related
to the focused e-service via the service environment. Such e-services pro­
vided by actors other than Yahoo are easily viewed as related e-services.
The e-service in Figure 8 is provided by Yahoo, but is viewed in a new
layout indicating the offer of another service concept out of the theme for
the focused e-service concept. The 'reader' is linked to the banner market­
ing company's e-service outside the focused e-service environment and a
new relationship is created between the 'company' as service provider and
the 'reader' as a 'customer'. The service concept for the 'reader' is to get
more information from the company.

The financial service (after a specific company has been chosen from
the list of appropriate companies in Figure 5) is a new e-service provided
by the chosen 'financial company'. This e-service is presented by the 'fi­
nancial company' outside the focused e-service environment and another
relationship is created between the 'financial company' as service provider
and the 'customer' (the former 'reader'). The service concept for the cus­
tomer is to obtain a financial offer. The layout also informs that it is an­
other e-service.

Interrelating e-Services

Yahoo Autos provides also several interrelating e-services intertwined
with the focused e-service and its service environment. All the interrelating
e-services are building on a set of relationships where Yahoo is the 'ser­
vice provider', and the 'advertiserlreader' and the companies are the cus­
tomers. The service concepts for those e-services are to allow the custom­
ers to come into contact with each other by linking visitors to the
companies. The c1ickable banner messages and the 'Blue Book Pricing'
button are interrelating e-services linking from the service environment to
related e-services. The c1ickable financial companies in the list of appro­
priate companies presented in the additional financial e-service are interre­
lating e-services linking from the focused e-service to other e-services.

Discussion

Both the focused e-service and its service environment determine the qual­
ity of the focused e-service from the customers' point of view. This means
that the actual mix of both the focused e-service and its intertwined e­
services provided by the user interface can lead to an improved or a dete-
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riorated customer experience of the focused e-service as a whole. We
claim that in order to design the focused e-service it is important also to
design the service environment presented by the same user interface.

Evaluating the exemplified e-marketplace we can easily recognise the
focused e-service concept which is offered. The layout is consistently de­
signed (Fig. 1, 3, 4 and 5) and the messages regulate the commitments
made by the involved actors (the 'advertiser', the 'reader' and the 'service
provider'). However, the status of the list of appropriate financial compa­
nies provided by the additional financial e-service is unclear. Is the list im­
partial or is it is more to be seen as an e-service for the (paying) companies
to get in contact with potential customers (like conventional banners)?

The interrelating e-services like the clickable banner messages and the
'Blue Book Pricing' button are easily recognised as intertwined e-services,
where Yahoo as the 'service provider' mediates contact between the visi­
tors and the companies. The interrelating e-services result in the start of
other e-services out of the scope of the focused e-service and its environ­
ment. E-services provided by the banner marketing companies are opened
in new windows indicating that they are other e-services. The user inter­
face for the 'Blue Book Pricing' e-service provided by Kelly could, as an
example, be improved because it does not open in a new window.

The two cornerstones defining the e-service according to Hultgren and
Eriksson (2005): the service concept and the relationships, can be used
when discussing how existing e-services can be developed. In the exempli­
fied e-marketplace we described the "Blue Book Pricing" e-service as an
related e-service because of its different interface and that another service
provider (the company Kelly) was responsible for the e-service and not
Yahoo Autos. There is a potential to enhance the value of the focused e­
service concept in the example by internalising the "Blue Book Pricing" e­
service as an additional e-service. To do this, Yahoo would have to take
responsibility for the service as the service provider instead of Kelly and to
develop the interface in Figure 7 in a way similar to the series of interfaces
shown in Figures 1, 3,4 and 5.

Conclusions

Designing e-services is about designing IT systems and their user inter­
faces. However in a service context customers occasionally use the e­
service navigating through the IT system if it is beneficial in some sense.
The main problem facing the IT system's design in a service context is to
design the user interface, i.e. the series of layouts, informing the customer
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what e-services, i.e. which value adding activities, the IT system at the
moment is delivering and which commitments and responsibility the in­
volved actors have; both the service provider and the customers.

When designing e-services there are various possibilities to intertwine
several e-services to each other and obtain advantages in different settings;
both for the service providers and the customers. However, it is important
to make these intertwined e-services explicit via the design of the service
concepts and the user interfaces. To design good IT systems interfaces
which present distinct e-services, we have to have ideas of what e-services
the service provider offers and takes responsibility for and how the offer of
other e-services can be related and provided by other service providers
without creating confusion, irritation etc for the customers.

We claim that the framework presented in this paper combined with es­
tablished web design criteria can be used in order to analyse and design
user interfaces for the focused e-service, its service environment and the
intertwined e-services. We also claim that the framework can be used as a
tool in e-service development, analysing e.g. how to internalise intertwined
e-services into the focused e-service and enhance the value for customers.
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The Potential for Reorganisation Through eGovernment

Public administration has been confronted by a series of new demands on
the one hand and has been forced to cost and staff cuttings on the other
hand. There is a conspicuous trend towards growing individualization,
whereby there are increasing demands by individuals on the state, to pro­
vide solutions to a variety of problems. Simultaneously, in the context of
national and international competition, efficient and effective state activity
and support for entrepreneurial activities in a region or country are becom­
ing an increasingly decisive factor in location decisions. For some years,
the term 'eGovernment' has been universally proposed as a way of closing
the public administrations' modernization and performance gap (Budaus
and Schwiering 1999).

Hence many public administrations started with eGovernment initia­
tives. Most of them deal with an improvement of their websites to so­
called "Virtual Town Halls" . However, most of the administrations just fo­
cus on an enhanced information quality and do not take into account the
reorganization potential of communication and transaction processes. Our
approach is a process oriented one and hence we define the core of eGov­
ernment as the execution of administrative processes (Langkabel 2000):
eGovernment entails the simplification and implementation of information,
communication and transaction processes , in order to achieve, by means of
information and communication technology, an administrative service,
within and between authorities and, likewise, between authorities and pri­
vate individuals or companies (Becker et al. 2005).
To find out whether eGovernment already had a broad impact in restruc­
turing public administrations we conducted an empirical study. The study
takes into account two different perspectives to measure and benchmark
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the degree of utilization of eGovernment activities. To ensure a representa­
tive sample in terms of demographic and sociological structure all investi­
gated public administrations are settled in the same region - the "Muen­
sterland" .

On the one hand an external perspective was examined which deals with
the citizen and industry perception of eGovernment activities. With a cata­
logue of criteria the internet portals of all 66 municipality and four county
administrations were analyzed. The focus of this evaluation was the "Vir­
tual Town Hall" which is the area of the portal where the regarded public
services are offered. Beside the scope of these offered services the overall
impression (e.g. graphical design and structured layout) of the website, the
amount and quality of offered information and the navigation concepts to
and within the public services were evaluated (Becker et al. 2005). The re­
sults show that the degree of interaction of most services does not reach
the level of transaction. The majority of the municipalities only describes
the services (information) or provides contact information (communica­
tion). However significant benefits can only be realized when a public ser­
vice offers the chance for transactions and hence becomes an eService. Be­
fore classic public services can be offered as eServices it is advisable to
reorganize the underlying processes and organizational structure in the
back office. To evaluate the current state of reorganization activities the
study includes the second perspective.

The internal perspective deals with the self-assessment of the local pub­
lic administrations. The data collection was made by the use of a question­
naire which was structured into five categories concerning the following
thematic scopes:

• Status-quo of eGovernment activities
• Scope of the internet portal
• Used domain specific software applications
• Perspective of future eGovernment activities
• Organizational and technical environment concerning eGovernment ac­

tivities

The questionnaire was sent to all municipality and county administra­
tions and after two weeks of process time 51 of 70 questionnaires had been
answered which results in a representative 73 % rate of return. The evalua­
tion indicated that the questionnaires were answered by the organizational
units which are responsible for eGovernment activities in the regarded ad­
ministration and therefore own the essential knowledge regarding the ques­
tionnaire. This concludes adequate data-quality of the self-assessment in
this empirical study.
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The most important question in the described context we asked was:
What impact had eGovernment initiatives on your organizational structure
and your processes to date?

• Nei ther organlzntlonal st ructure nor
processe s have boon changod

• Ma'9ina1changes have been made

Some changes have been made

Organizational struc ture as well as
processes have been rundamenlal y
changed

Fig. 1. Impact of eGovernment initiatives on organizational structure (n=51)

The results validate our thesis as in 2005 74 % (2004: 84%) of the pub­
lic administrations eGovernment have conducted none or only marginal
changes in the processes and the organizational structure in the context of
eGovernment.

To enforce a structured approach towards process oriented reorganiza­
tion and hence to improve the diffusion of transaction enabled eServices in
virtual town halls we propose a procedural model for process-oriented re­
organization projects.

Procedural Model for Process-Oriented Reorganization

Business process orientation is a paradigm of organizational design that
has been established as a dictum in the praxis of organizational design
since the early 90s (Davenport and Short 1990, Davenport 1993, Hammer
]990, Hammer and Champy ]993). Business process management (proc­
ess management) provides methods for the realization of business process
orientation. The following procedural model partitions the life cycle of a
process management project and enunciate target recommendations con­
cerning stages for the project implementation (Becker et al. 2005a). It con-
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sists of seven consecutive phases as well as the task of project manage­
ment that covers the entire project (see figure 2).

1. Phase I: Project management is the foundation for the successful reali­
zation of any project. Subtasks as well as the use of personnel and re­
sources have to be organized, planned, managed and controlled in a tar­
get-oriented manner (Becker et al. 2oo5a). Project goals must be defined
regarding to content as well as formally (with respect to cost, time and
quality). Their attainment has to be backed up by an appropriate project
controlling.

2. Phase II: Preparation of process modelling is necessary due to the high
complexity of process management projects within which usually nu­
merous process models have to be produced. Thus, the modelling pur­
pose ("why" shall we model), the model receiver ("for whom" shall we
model) and modelling methods and tools ("how" shall we model) must
be determined beforehand (Rosemann et al. 2005).

3. Phase Ill: The development of a strategy and an organizational frame­
work helps to reduce the complexity which results from the fact that
models are located on several hierarchy levels and linked among each
other in different ways. This framework contains the company's essen­
tial tasks on the highest level and serves as a super ordinate model. It
puts existing sub models into over-all coherence and allows for naviga­
tion through the different processes.

4. Phase IV: In the course of actual modelling or "As-is modelling" and
analysis, the current state of the processes is recorded, analyzed and
evaluated with regard to the accomplishment of the business objectives
(Schwegmann and Laske 2005). This helps to create transparency within
the company that facilitates the comprehension of technical interrela­
tions and problems and to identify existing weak points.

5. Phase V: Process optimization aims at developing new processes by a
"To-be modelling" work. The weak spots pointed out by actual model­
ling ("As-is modelling") have to be analyzed and eliminated if possible.

6. Phase VI: The development of process-oriented organizational structure
is the consequential and necessary continuation of the business process
redesign (Kugeler 2000, Kugeler and Vieting 2005). Thereby, the proc­
ess-oriented organizational structure aims at enabling the adequate im­
plementation of the optimized processes.

7. Phase Vll: The introduction of the new organization deals with the im­
plementation of the compiled process improvements (Hansmann et al.
2005). There is not just one possible way for implementation of new
processes (or roll-out). In fact, appropriate measures have to be chosen
and combined wisely considering factual, political and cultural factors
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as well as the existing organization and the extent of the reorganization
project.

For different reasons (e. g. new products, new staff, and changes in law)
some processes tum out to be inefficient or ineffective after having been
introduced. This requires a continuous adjustment of the processes of a
company. Therefore, in addition to the monitoring of process implementa­
tion, the major task of a continuous process management is the constant,
incremental improvement of the process organization. This process can be
broken down into the four phases accomplishment, analysis, objective­
redefinition and modelling (Neumann et al. 2(05). These phases compose
a cycle that helps to ensure a continuous alignment of the processes to
changing business objectives and environmental conditions.

Prioritization of Processes with a Potential for
Reorganization

The application of the presented procedural model in eGovemment pro­
jects requires its concretion, especially in the phase of actual modelling
(Phase IV). Common product catalogues of municipal administrations
prove that the range of services offered by public administrations presently
comprises more than 1000 individual services, which are all represented by
unique business processes. The number of processes implies that their re­
organization will not bring about a significant rationalization for every
single one of them. Therefore, it is advisable to pass through a stage of se­
lection before beginning with the detailed cost and time extensive model­
ling of the present situation to select only those processes where the ex­
pected results of streamlining measures will exceed the modelling costs by
far (Meffert and Bruhn 20(0). An efficient way to select the processes with
the highest potential for reorganization is by dividing the process of priori­
tization into different steps, which reduce the number of candidates for re­
organization measures amongst the total number of processes (Schweg­
mann and Laske 2(05). This method allows for the usage of
straightforward assessment criteria to accelerate the selection in the early
steps, whereas a more detailed analysis of the processes will further dimin­
ish the number of processes in the later steps. Only after applying this
method the necessary modelling activities for the purpose of reorganiza­
tion should be started.
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Fig. 2. Process-prioritization-phases in the context of the procedural model for
process-oriented reorganization

We introduced a reference procedural model for process-oriented reor­
ganization (see section 2). The phase of selecting high-potential processes
for rationalization can be substantiated as shown in fig. 2. The phase of ac­
tual modelling or "As-is modelling" and analysis can be divided into three
steps; the first and second being responsible for the selection of the proc­
esses that ought to be modeled in the third step.

Step A: Portfolio Method. After the identification of services provided
by administrations, the expected number of related processes is compara­
tively high. Therefore, there is an obvious need for a tool that can provide
a basic overview of the most important qualitative features of a service at
minimal cost whilst conveying its potential for a modelling project. We
have chosen a portfolio method, based on two pairs of criteria (Boller and
Beuchat 2001, Gisler 2001, Isselhorst 2001).

The pair of criteria technical development determines the processes'
penetration by information technology. It is specified by the technically
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feasible degree of interaction with the customer/citizen, and by the integra­
tion of information technology. For example, a mainly paper-based inter­
nal processing of information combined with missing online transaction
facilities for the citizen is a strong indicator for a need for reorganizing
measures. The criterion interaction intensity can have the values:

• Information: The value Information describes the mere unilateral tech­
nical provision of information like opening hours of the city hall on a
website.

• Communication: The exchange of information between citizen and ad­
ministration can be performed in a bidirectional manner. Besides, there
is a possibility of interactive information retrieval (e. g., communication
via email)

• Transaction: The citizen is given the possibility to handle entire admin­
istrative transactions, e. g. tax declaration, vehicle registration etc. via
the internet.

The criterion integration intensity can adopt the following values:
• Media break: The execution of a service can be supported by means of

modem information technology, but its fulfilment includes at least one
discontinuity in the use of media (e. g. the manual submission of an or­
der form).

• Without media breaks: The performance of the service is almost entirely
supported by information technology, i. e. the fulfilment is realized
without media discontinuities. Still, individual decisions, which impede
the automated workflows, mark the action of the institution.

• Automated: Services are supplied by an information system without any
need for further human action. This automation is particularly suitable
for procedures, which do not require any scope of discretion or individ­
ual consideration.

After having clustered the processes by the pair of criteria technical de­
velopment, a first impression of the processes' need for reorganization can
be obtained and a first prioritization can be established. Additionally, ser­
vices that do not require reorganization can be identified and implemented
immediately. This applies especially in those cases, where services are
comprehensively supported by information technology, but the online ac­
cess for the citizen is still missing.

The second pair of criteria (intensity of execution) sheds light on the
cost intensity of the inspected processes (Hagen 2000). As a result, the po­
tential for rationalization measures becomes obvious. This portfolio fo­
cuses on the following two criteria:
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• Number of cases: The number of cases of a process indicates the num­
ber of instances of one process within a certain period of time, i. e. how
many times a process is executed in that period.

• Share of power users: Customers, who trigger the instances of service
processes with an above-average frequency, are called power users. For
example car dealers usually register a certain number of vehicles on be­
half of their customers.

Having clustered the processes by the criteria number of cases and share
of power users, further decisions on the prioritization can be made. A
process with just a small number of executions for instance does not cause
an immense effort and should therefore be put on hold.
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Fig. 3. Criteria and values of the profile

Step B: Profile Method. The portfolio of the processes has been re­
duced by the preceding analysis. In a second step it is now possible to as­
sess the remaining processes on a more detailed level. To enable the
evaluation of the processes' potential for reorganization, we propose to de­
termine their organizational as well as technical complexity. Additionally,
the degree of citizen integration into the provision of a service and the ex­
istence of formalities have to be taken into consideration (Eiffert 2000).
Especially the latter aspect determines the feasibility of a mere electroni­
cally processing of public administration services. The application for
identification documents for instance requires the physical presence of the
applicant, which makes the process unsuitable for online handling.

Organizational and technical complexity, degree of citizen integration
and formalities add up to a profile which allows to further reduce the
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amount of candidates for reorganization. The processes have to be ana­
lyzed according to the defined criteria and their possible values. Those
values should be defined explicitly in advance to permit the comparison of
the results. Figure 3 shows some of the criteria and their possible values.
Based on the obtained results, the final choice of processes, which will be
modelled in the next stage, can be achieved by using selection methods
such as the Value Benefit Analysis (Zangenmeister 1970). At the end of
this phase the number of candidates should have reduced to a level where a
detailed modelling of the current situation seems economical.

Step C: Modelling of current situation and analysis of weaknesses.
The application of the portfolio and profile method has resulted in the
identification of the processes with the highest potential for reorganization.
Those processes will be modeled in detail in this step in order to discover
weak spots, which in return will form the basis for the creation of nominal
processes. The decision concerning the modelling technique for this phase
has already been made in the preparation of the activities. By means of in­
terviews not only with officials, but also with managerial staff members,
the "state of play" can be captured and transferred into process models.

The presented prioritization procedure does not only select processes
with high reorganization potential but does also rank all other processes
with respect to their potential. The results can be used for future projects to
select the next processes to be reorganized and offered as transactional
eServices within the "Virtual Town Hall". Further the fine granular separa­
tion of selection phases will result in a well and easy to understand docu­
mentation of the selection process to justify the selections made with re­
spect to the project goals set by the project management.

Conclusions and Further Research

The term 'eGovernment' has been proposed as a way of closing the public
administrations' modernization and performance gap. To measure the
status-quo of eGovernment activities and their impact in restructuring pub­
lic administrations an empirical study containing two perspectives was
conducted. The external perspective examined the status-quo of eGovern­
ment activities by analyzing the offered public services within the "Virtual
Town Hall" of the administrations' internet portals. The results show that
most of the administrations just focus on an enhanced information quality
and that most of them don't offer fully transactional eServices. The second
perspective which represents the internal perception of public administra­
tions examined the made efforts to reorganize internal processes and or-
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ganizational structures to enable classic public services to become fully
transactional eServices. The results validate our thesis as in 2005 74 % of
the public administrations eGovernment have conducted none or only
marginal changes in the processes and the organizational structure. To
structure the process of reorganization activities and to prioritize adequate
processes to be reorganized an established procedural model has been pre­
sented and has been extended by a prioritization schema.

The presented procedural models have proven their usability in a real
world projects however fields of activity can be identified.

• Advancement of the 3-step-model for selecting business processes with
a potential for reorganization: e.g., the selection criteria could be
adopted with regards to the national specifics of the context of applica­
tion.

• Application of the phase model in other administrations (for instance,
Algermissen et al. 2005) and further domains: especially the 3-step­
model for prioritizing business processes was developed for and applied
in the domain of public administration. Some experiences from practical
applications can be found at www.regio-komm.de. Thus, it should be
evaluated, for example, in other service oriented domains, e.g. insur­
ance.

• Implementation of tool-support.
• The gained knowledge from modelled classic public service processes

and reorganized processes should be used for formulation of reference
models for administrational processes. These reference process models
should be usable by a broad range of other administrations to fasten and
enhance their reorganization projects within eGovernment activities.
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Introduction

In today's business environment, self-service is becoming increasingly im­
portant. In order to promote their self-service activities, banks have created
online-only products and airlines offer exclusive discounts for passengers
booking online. Self-service technologies' practical applications demon­
strate this approach's potential. For example, Amtrak introduced an IVR
(Interactive Voice Response) system, allowing cost savings of $13m;
likewise Royal Mail installed an IVR system leading to a reduction of its
customer service costs by 25% (Economist 2004).

On the other hand, the substitution of human contact with self-service
technology is not always as successful as expected. For example, a study
conducted by the market research company Forrester, in which 110 large
companies were surveyed, shows that IVR systems meet customers' needs
only 18% of the time, which is less than any other type of customer contact
(Temkin et a1. 2004).

These contradicting facts motivated the authors to examine self-services
in customer relationships from companies' perspective . The research ques­
tions derived from the above outlined observations are as follows: Firstly,
what is the actual status quo of the self-service domain? Secondly, how
can self-services be successfully designed and implemented in practice if
based on the findings regarding the status quo?

In order to address these research questions, a survey was conducted of
renowned companies' CRM (Customer Relationship Management) execu­
tives in the German-speaking countries. Prior to this survey, the authors
had conducted an extensive literature review. This also served as the basis
of the survey's questionnaire .
The paper starts by presenting the theoretical concepts of self-services and
self-service technology (SST) in the context of customer relationships. Af­
ter this the research methodology and the survey design are outlined. The
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following section discusses self-services' status quo in customer relation­
ships. The research findings culminate in a framework for the successful
design and implementation of self-services. Finally, the paper concludes
with a few remarks highlighting the limitations of as well as the contribu­
tions to further research stemming from this effort.

Theoretical Background

From Transactions to Relationships

Ever increasing competition and a simultaneous decrease in customer loy­
alty have led to the emergence of concepts that focus on the establishment
and nurturing of relationships with customers. Customer relationship man­
agement emerged as a combination of different management and informa­
tion systems approaches, in particular relationship marketing and technol­
ogy-oriented approaches such as computer-aided selling and sales force
automation.

Relationship marketing was the first systematic approach to the devel­
opment of buyer-seller relationships. It can be defined as an integrated ef­
fort to identify, build up and maintain a network with individual customers
and to continuously strengthen the network through interactive, individual­
ized and value-added contacts for both sides' mutual benefit over a long
period of time (Shani/Chalasani 1992).

The concept of CRM and its different perspectives and implications (i.e.
process, strategy, philosophy, capability and technology) have been widely
discussed by marketing practitioners and scholars alike. For our research
purposes, we follow a process-oriented approach by Shaw and Reed
(ShawlReed 1999), who define CRM as an interactive process achieving
the optimum balance between corporate investments and the satisfaction of
customer needs to generate the maximum profit.

Self-Service Concept

Characteristics of Self-Service

In a self-service system, the degree of a consumer's direct and active in­
volvement in the service process is higher than that in other service sys­
tems. For example, Wikstrom refers to self-service as "a sort of joint ven­
ture in the marketplace, in which the consumer increasingly assumes the
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role of co-producer." (Wikstrom 1996) Consequently, the component 'self
in the term 'self-service' points to two important aspects:

In the context of a service's process dimension, the consumer's in­
creased involvement in and integration into a service's workflow charac­
terize self-service in comparison to 'traditional' service systems. The cus­
tomer is involved "in tasks once done for her or him by others." (Toffler
1970)

In the context of self-service interactions between the consumer and ser­
vice provider, the human element is eliminated from the service provider's
side. Consequently, the interaction type 'human-human' is not part of the
self-service concept. The 'high-touch' that usually characterizes services is
replaced with 'high-tech'. In the current literature, technology is consid­
ered an enabler of self-service offerings. It is becoming ever more impor­
tant. This development is demonstrated by the increased use of terms such
as 'technology-based self-service' (Dabholkar 1996) and 'self-service
technology' (Meuter et al. 2000).

Self·Services in Customer Relationships

The current literature in the self-service domain emphasizes the realization
of potential cost savings as a prominent motive for companies to introduce
self-services into customer relationships (e.g., Meuter et al. 2000). Since
self-services enable non-human service interactions, personal care is sub­
stituted with technological solutions, which makes tremendous labor cost
savings possible.

Furthermore, an ever-growing number of customers demand, and even
expect, a self-service alternative. The targeting of this customer segment is
therefore a main driver of the increasing importance of self-services in cus­
tomer relationships. For example, one key element of Wells Fargo's strat­
egy is to provide its customers with alternative delivery channels (Bitner et
al. 2002). Consequently, Wells Fargo was the first bank in the U.S. to offer
online banking to its customers. Wells Fargo's findings show that their
online customers are the most satisfied and most loyal customer group.

Studies examining self-services in customer relationships also show that
self-services are particularly appealing to a tech-savvy customer segment
asking for more control over the service process and higher flexibility in
terms of time (e.g., Bateson 1985). This aspect is also reflected in current
self-service strategies in practice. For example, Blue Shield of California, a
U.S.-based insurance company, offered online self-services after conduct­
ing research with focus groups composed of customers as well as potential
health customers ('mylifepath.com') (Gallagher 2002).
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Research Methodology

The authors of this paper conducted a survey aimed at examining the cur­
rent status quo and future challenges in the CRM area with particular re­
gard to critical success factors and common pitfalls. In addition to a more
general CRM part, the survey also included a part that was specifically
dedicated to self-services in customer relationships. The overall goal of
this particular part of the survey was to identify and document the actual
status quo in this area. In order to address these objectives, a questionnaire,
aimed at eliciting a detailed description of the current activities in the self­
service domain, was developed specifically for this focus topic's require­
ments.

The survey was carried out in the second half of 2004. 1,000 decision
makers in the German-speaking regions (i.e. Germany, Austria and Swit­
zerland), who are in charge of their companies' CRM activities, were in­
vited to participate. An individually addressed email invitation explained
the purpose of the research and included a link to the survey's online plat­
form. Finally, this yielded a total of 89 responses for the general CRM
study, equaling a return rate of approximately 9%. Of the 89 respondents,
44 actually utilize self-services. The details described in the following only
refer to the self-service part of the survey.

The survey participants, who offer self-services to their customers, be­
long to a variety of different industries. The industry represented most of­
ten is "Banking/Financial Services" at 39%, followed by "Insurance"
(20%) and "Telecommunications" (11%). Although this can be partially
traced to the composition of the CRM survey's overall sample, it also al­
lows the conclusion to be drawn that these industries, which represent ap­
proximately 59% of the self-service sample size, are currently placing
most emphasis on self-services and the application of SST in customer re­
lationships.

The majority of the participating companies (i.e. 26 of 44) are located in
Germany. Fourteen companies are based in Switzerland and four firms are
from Austria. The respondents are mainly representatives of large-scale en­
terprises in terms of number of employees as well as turnover per year.
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Status Quo of Self-Services in Customer Relationships

Direction of Current Self-Service Activities

Currently, many companies (about 55%) refer to self-services as a matter
of separate, divisional or channel-specific initiatives. Similarly, 20% of the
companies described their self-service activities as single projects with no
interaction with other projects. Only approximately 25% of the firms initi­
ate coordinated, enterprise-wide self-service projects.

Companies mentioned cost reduction most often when asked about their
motivation for the introduction of self-services in customer relationships.
This goal adds up to a total percentage of around 86%, which highlights
companies' widespread belief that self-service is an efficiency tool facili­
tating processes' streamlining through the elimination of media conver­
sions and the reduction of idle time. Approximately 77% of the companies
in our survey maintained that increasing customer satisfaction and loyalty
are also motivations for the utilization of self-services. Compared to these
figures, only about 32% of the companies declared deploying SST in order
to reach new customer segments.

Furthermore, about 86% of the polled companies maintained that they
offer retail customers self-services, whereas approximately 73% provide
business customers with a self-service option. Many companies also con­
sider service management employees as an attractive target group for self­
service offerings. The majority of the respondents (around 64%) offer self­
services to this group of employees in order to support the interaction with
the customer.

The survey results show that self-services are most often used in the ar­
eas of transactions and customer service. Approximately 70% of the polled
firms stated that they deploy self-service offerings in order to support
transactions directed towards the interaction with an individual customer.
Around 66% of the companies utilize SST for customer service concerning
interactions that are one way or another related to supporting a company's
core product.

Usage of Technology

As already pointed out before, the application of technology is a typical
characteristic of self-service systems. The survey's results indicate that
Internet technology plays a key role in the self-services context. Almost all
companies (around 96%) maintained that they utilize the Internet as an in­
terface for offering their customers self-services. According to our survey,
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popular applications of this SST are FAQs (Frequently Asked Questions)
on websites and online tracking and tracing services.

The telephone/voice interface is ranked second in respect of the remain­
ing SSTs. Exactly 50% of the firms participating in the survey use tele­
phone self-services. The examples most frequently mentioned by the par­
ticipants were fax-on-demand, IVR and voice recognition technologies.

Only approximately 32% of the companies utilize interactive kiosks as
an SST. This result emphasizes the fact that the usage of kiosks in service
management is decreasing due to Internet technology's popularity and dif­
fusion in recent years.

Lastly, around 16% of the polled companies use video/CD technology
in the context of self-service offerings. Video and TV-based training for
customers is a common application of this self-service interface.

Benefits and Shortcomings

The majority of companies (around 84%) refer to the realization of cost
reductions as the biggest benefit of self-services. The reduction of process
cycle time is almost as important as cost savings. This benefit was named
by 36 of 44 companies (equaling approximately 82%). Furthermore, the
elimination of media conversion is regarded as yet another benefit by ap­
proximately 43% of the companies. These results underpin the prevalent
argument that efficiency gains in terms of time and money are the main
advantages of SST.

However, besides these benefits listed above, 25% of the companies re­
ferred to other advantages. These comprise aspects such as an increased
freedom of choice for customers, generation of leads, identification of
prospects, and the positioning of the company as an innovation leader.
These benefits demonstrate that self-service is not only about 'reducing'
time and costs. It is also about 'enhancing' a company's strategic options
and capabilities.

As far as the shortcomings of SST are concerned, 30 of 44 companies
(equaling about 68%) characterize customers' lack of acceptance of SST as
the main shortcoming. The causes of this lack of acceptance as based on
the firms' experiences were also cited. One reason is the shifting of tasks
formerly performed by the company to customers. Many customers are not
willing to accept this shift of tasks. Consequently, they refuse to make use
of SST. Another frequently mentioned reason is that self-services usually
only appeal to a certain, tech-savvy customer segment.

Another disadvantage closely related to insufficient acceptance is the
lack of personal contact with customers which results in weak social
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bonds. This shortcoming was mentioned by 24 companies, equaling ap­
proximately 55%. A further consequence of this lack of personal contact is
the severely limited advisory service. Since this advisory service is missing
in self-service interactions, it is also almost impossible to identify the same
degree of cross- and up-selling potential as would be possible in a face-to­
face meeting.

Discussion of the Status Quo

The empirical findings (see also Fig I) reveal that about half of the polled
companies actually offer their customers self-services (i.e. 44 out of 89
companies). Therefore, although self-service is on many companies'
agenda, there is still a considerable potential for growth, which leads to the
conclusion that self-service is here to stay. Currently, however, self­
services are primarily offered by financial services, banking and insurance
compames.
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Fig. 1. StatusQuoof Self-Services in Customer Relationships

Furthermore, companies are beginning to realize that the self-service
approach is not just about cutting costs and improving efficiency. Al­
though this is still the motive that was most frequently mentioned by the
participating firms, increasing customer satisfaction and loyalty is almost
equally important. A few participants explicitly referred to self-services as
a way of enhancing a company's strategic options.

The results of our survey point towards one key challenge: SST consti­
tutes a 'double-edged sword' for companies that are unable to find the
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right balance between high-tech and high-touch. This is caused by the fact
that self-services' strengths are simultaneously their main weaknesses. On
the one hand, utilization of SST makes tremendous cost savings possible.
The downside of service automation is, however, a lack of customer accep­
tance, weak social bonds and a loss of personal contact and client control.

A Framework for Self-Services in Customer Relationships

Within the scope of our study we also asked the participants what they
considered important for self-services' design and implementation, be it
good ('best practice') or bad ('lessons learned'). For this reason, we in­
cluded a section in the questionnaire were participants had the opportunity
to comment on their first-hand experience with self-service technology.
Based on these comments, we identify four critical factors that should be
considered for self-services in customer relationships.

Development of a Focused Self-Service Strategy

Most companies commenting on unsuccessful self-service initiatives put
the blame on a diffuse strategic impetus resulting in a lack of focused self­
service activities. Our survey findings reveal that successful firms focus
their self-service activities in terms of their goals and scope. They gear
their self-service strategy towards one primary goal aligned with their par­
ticular business strategy. The primary goal of a focused self-service strat­
egy is typically one of the following: cost reduction, increased customer
satisfaction and loyalty, or development of new customer segments.

Furthermore, companies focus their self-service offerings within a cer­
tain scope instead of covering the whole range. According to our survey
results, two main directions can be differentiated: transaction orientation
and knowledge seeking.

The first direction aims at supporting customers' transactions by means
of SST. This transaction-driven self-service is directed towards an individ­
ual's relationship with the company and follows a specific objective. It is
only, however, relevant at a particular moment in time. This type of self­
service requires standardized processes with real-time information and
contextual knowledge delivery. Examples are completing an order online,
changing an address and the tracking and tracing of an order's status.

The second direction is geared towards knowledge-seeking interactions
aimed at providing and exchanging knowledge between a company and its
customers. This knowledge-driven self-service concerns generalized in-
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formation about the company's products and procedures such as inquiries
concerning product usage, troubleshooting, warranty information and store
locations. This type of self-service interaction requires extensive search
and retrieval functionalities as well as logic to identify the appropriate
knowledge required for the customer's inquiry.

Change and Awareness within the Organization

Self-services are affecting and changing companies on an organizational
level. Very often companies underestimate this fact and consider self­
services as a solely technological challenge, or something that can be left
to a single department within the organization. Our survey findings em­
phasize the fact that the majority of companies perform self-service activi­
ties as a matter of separate, divisional or channel-specific initiatives.

Only a small number of companies are fully aware of the enterprise­
wide implications of self-service activities. However, these are the ones
that are achieving success in the self-service domain. Our research shows
that successful firms sensitize the whole organization by spanning their
self-services activities across departmental boundaries instead of limiting
them to organizational 'silos'. In this context, the launch of enterprise­
wide projects and the integration of efforts across all customer touch points
pave the way for the successful design and implementation of self­
services.

Internet Technology as a Self-Service Enabler

Technology is a key enabler of the creation of a compelling self-service
experience for customers. Following our survey findings, we conclude that
successful companies fully grasp technological advances' limits and bene­
fits with regard to their suitability for self-service environments. The tech­
nology most appropriate for the successful design of self-services is the
Internet (although the Internet is more than a self-service technology). The
diffusion of the Internet and its 'anytime, anywhere' characteristics ensure
a company's accessibility by turning it into a 'virtual store' that is penna­
nently accessible from (almost) anywhere.

Internet technology also allows firrns to identify customers' needs and
to tailor self-services to meet a customer's needs throughout his/her indi­
vidual customer process phases. The Internet's technological enhance­
ments furthermore enable service providers to personalize their self­
services. According to the survey participants, personalized self-services
have a positive impact on customer relationships because customers feel
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that they are truly known and individually acknowledged by a firm along
the customer process. The survey participants' comments indicated that
this personalization of self-services is more important than the offering of
price discounts as incentives. The survey results show, moreover, that
companies are also not willing to allow price discounts, as this would di­
minish the potential cost savings they are hoping for.

Our research findings indicate that other SSTs are less likely to match
the specific needs of self-service systems due to their restrictions in terms
of time and location. Kiosks can, for example, only be accessed at certain
locations, whereas the Internet is not as limited in this regard.

Integration of Self-Service Activities

Another critical success factor that has to be considered in self-service de­
sign is the integration of the self-service world into traditional channels.
According to our research results, companies excelling at this discipline do
so by leveraging their self-service activities by means of running a com­
mon platform for self-services as well as all other customer interactions.
Integrated systems are a prerequisite for such a strategy.

In this context, successful companies consider the self-service channel
as complementary to, rather than a substitute for, other channels. For ex­
ample, if a user opts out of a self-service channel, companies that success­
fully integrated self-service channels with their 'traditional' channels are
able to pass the self-service channel's information to the call center agent
in real-time. Consequently, the customer always has the choice to resort to
a 'traditional' channel without going through repetitive authentication pro­
cedures and answering redundant questions concerning his/her inquiry.

The integration of self-service activities also includes making the self­
service platform available to both customers and to contact center employ­
ees as a tool for helping customers. This assists companies in ensuring
consistency of information across all interfaces and channels. Such an ap­
proach avoids the sending of 'mixed messages' to customers.

A Framework for Self-Service Design

Based on our findings outlined in the sections above, we propose a frame­
work as is illustrated in Fig 2. This proposed self-service framework is
based on an earlier framework describing the necessary elements for suc­
cessful CRM initiatives. The initial CRM framework was the result of on­
going research that combines theoretical conceptualization efforts with
practical application. The theoretical findings of this research, which have
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been introduced to the research community, elaborate on eight years of
case study and action research in conjunction with quantitative research
methods (e.g., Gebert et al. 2003; Bueren et al. 2005). The research results
have also been discussed and validated in practice through collaboration
with research partners.
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Fig. 2. Framework for Self-Service Design

Limitations and Directions for Future Research

The authors did not intend to investigate self-services in customer relation­
ships in any hypothetic-deductive way at this point. Nevertheless, the sur­
vey's results should support the development of future theory and models
in this field with particular reference to the successful use of technology in
self-service systems. The proposed framework will be further refined and
substantiated by means of in-depth industry case studies.

The sample size for the empirical study is relatively small, although
within the range found in many other studies in this area (e.g., Xue et al.
2005). The study is also limited to the German-speaking area and lacks
generalizability within a specific industry. Future research can shed light
on the analysis of self-services outside the German-speaking area and may
focus on a specific industry. The internationalization of research in this
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field may also give rise to cultural issues as an emerging theme in the area
of self-services in customer relationships.
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Introduction

It has been demonstrated in numerous studies that CRM implementation is
beneficial in terms of higher revenues and lower costs (Aberdeen Group
2004: Thompson 2004) However, many potential CRM users in Poland are
discouraged by high implementation costs and a high proportion of abor­
tive implementations. Managers complain about lack of best practices that
might convince them about the advisability of their strategy. The high fail­
ure rate in CRM implementation (Hellweg 2002) is often the result of the
fact that the firms responsible for implementation lack an adequate and
proven methodology.

Most information on CRM concept and supporting it systems, especially
on benefits of CRM applications, comes from CRM vendors. Companies
do not trust the suppliers and their assurances about the gains that can be
achieved owing to CRM system introduction. There has been a need,
therefore, for a methodologically objective, academic study that would
provide reliable results. This drove the authors to embark on a study, the
main goal of which is to analyse and assess economically how useful CRM
software is in supporting customer relations management in various busi­
ness organisations in Poland. The classical statistical analysis of structure
has been used.

The first part of the paper presents the scope of the research and the
methodology. The second part is a study of benefits brought by CRM sys­
tem implementation. CRM success factors identified in this way are de­
scribed in the third part.
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Research Method

The way the goal has been formulated indicates that the study focused on
business entities which have implemented systems of the CRM class. In
order to avoid ambiguity in identifying statistical units, the following per­
manent attributes have been determined that decide the inclusion of an or­
ganisation in the population studied:

• material attribute - CRM class system implementation and operation;
• time attribute - determined by the study period (June - August 2003);
• space attribute - the territory of Poland.

There are several dozen CRM class systems on offer in Poland. They
vary a lot in terms of both functionality and implementation cost. Besides,
the use of CRM label by software suppliers is on the increase. For this rea­
son, only those business entities have been analysed which use a system
that, beyond any doubt, can efficiently support the strategy of customer re­
lations management. The list of such applications includes CRM systems
which:

• are recognised as the quality products by research institutions of world
renown, dealing with CRM issues (ISM Inc (ISM 2002: ISM 2003),
Gartner Group (Bona and Davies 2002; Thompson 2003)) and are avail­
able on the Polish market;

• are most commonly used in Poland (according to Process4E report (Sta­
nusch 2002)) and perform sales, marketing and customer service func­
tions.

On the whole, 23 CRM applications were eligible for the study, includ­
ing: Siebel, modern.marketing, mySAP, Oracle, Claryfy, Amdocs, Pivotal,
SAS, Goldmine FrontOffice, Vantive, Peoplesoft, iBAAN, Clientele, Lo­
gotec CRM9OO0, Exact, Teta, IPS, Impuls BPSC, Simple CRM, Insoft
CRM, M2Net CRM, Taktikos, Aurum and EuroCRM

When the list of systems to be studied and analysed was completed, the
list of business entities - users of the selected CRM systems was made.
This was done on the basis of reference lists of the manufacturers, the im­
plementation companies and the firms doing CRM systems pre­
implementation studies. Information provided by magazines and vortals
dealing with CRM issues was also used.

The use of these sources led to the creation of a preliminary list of re­
spondents, consisting of 155 business organisations. The list was then
validated by checking if all the entities actually used one of the previously
selected CRM class systems.
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It turned out that only 73 per cent of previously chosen organisations ac­
tually used customer relations management supporting systems. The re­
maining 27 per cent should not have been included in the population ­
most commonly because CRM implementation had not been completed
(41%) or because the companies did not confirm that implementation had
been completed or was in progress (29%). Other reasons for rejection were
that the system was used for other purposes than customer relations man­
agement, the company was non-existent, or the system was used in a way
which made it impossible to evaluate implementation process and results.
In conclusion, the general population of the survey consisted of 116 busi­
ness entities, further referred to as "CRM application users", which oper­
ated in Poland between June and August 2003 and were using one of the
previously defined CRMclass systems.

The basic form of data collection was Computer Assisted Telephone In­
terviewing - CATl using a questionnaire of 57 questions covering three
basic areas:

• company profile;
• description of the changes that had taken place in the company as a re­

sult of CRM system implementation;
• description of system implementation.

In order to obtain all this data, interviews were often conducted with
several people from one company (mostly people who were responsible
for CRM system implementation). Finally, meaningful data was obtained
from eighty-five companies, giving a return rate of 73%.

Benefits of Implementing a CRM Class Application

Expected Benefits

Implementation of an application supporting customer relations manage­
ment is to give the company long-term gains, both quantifiable and non­
quantifiable. Aware of the high implementation cost, companies expect
proportionate effects. Expectations of the technology are high, the more so
as suppliers promise gains that will outweigh the expenditure. Such prom­
ises are often supported by studies conducted by independent research or­
ganisations . The chart in Figure ] shows basic benefits that can bederived
from the implementation of a CRM class application. It also illustrates
how the effects are interrelated.
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The benefits presented in the figure have been grouped in four basic
categories, which also show the sequence in which they occur. The basic
function of CRM systems is to collect all relevant customer and business
environment information. Owing to this, the information is accessible on a
current basis to all authorised personnel (sometimes also to partners or
suppliers).

The first effect of CRM implementation that is observed is the rear­
rangement of the knowledge of the customers, which results in improved
communications. CRM implementation gives every employee a holistic
view of the client. The buyer, on the other hand, owing to the integration
of all communication channels, can use the communication form of their
choice and be sure of getting good service.
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Fig. 1. Benefits of implementing CRM application

The rearranged, overall knowledge determines how useful the software
is and is indispensable for customer service automation as well as for the
use of functionalities designed to improve individual customer relations
management. It is only then that quantifiable benefits emerge, like higher
revenues, lower operational costs, contributing to higher competitiveness
of the company.

Table 1 shows what benefits the businesses surveyed in this study meant
to achieve through the implementation of technology supporting customer
relations management. Respondents could choose several of listed gains.
List of these benefits was prepared on basis of studies of literature (Dyche
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2001; Burnett 2000; Bergeron 2002). Respondents had also the possibility
of addition their own, not listed benefits.

Most of Polish CRM users recognized that by implementing CRM they
wanted to improve in-house communications and get a holistic picture of
the client. In view of the fact that the two are elementary benefits of CRM
implementation, the percentage of companies that mentioned them was not
high. All other benefits are derived from them and depend on the imple­
mented functionality of the system and the degree of its integration with
the other management supporting applications. 82% of the surveyed or­
ganisations hoped that the implementation of CRM strategy supporting
tools would automate the customer service process boosting the productiv­
ity of the personnel involved. How useful the technology actually is de­
pends on the data stored in the system and how much it concentrates on the
properly designed processes.

Table 1. Expected and achieved benefits of implementing CRM system

% of CRM users % of CRM users
Benefit type which expected this which achieved this

type of benefit type of benefit
improved in-house communica-

91 90
tions
getting a holistic picture of the cus-

84 76
tomer
customer service automation and

82 74
standardization
greater competitiveness 78 57
getting rid of lost information costs 75 67
lower distribution costs 74 47
lower marketing costs 72 44
market segmentation (buyers) 71 56
greater customer satisfaction - bet-

71 55
ter quality of service
higher loyalty Icustomer retention

65 47
rate
other operational and administra-

63 40
tive costs reduction
higher sales revenue 62 44
customer communication channels

62 48
integration
higher profit - less investment in

60 40no-profit customers
personalization 54 43
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At every stage, CRM systems make adequate customer information
available as well as system information guiding the user through its subse­
quent stages. Work automation helps to reduce costs and improve quality,
therefore to raise customer satisfaction, thus leading to the emergence of
subsequent benefits - this time quantifiable.

After process automation, higher competitiveness of the organisation is
the second most frequently mentioned positive effect that the surveyed
companies wanted to achieve through CRM implementation. It should be
noted that it is the most frequently identified "real" long-term benefit (in
view of results that are a source of other quantifiable benefits). One may,
therefore, conclude that higher competitiveness of the organisation is the
main objective of implementing a CRM application. All the other quantifi­
able benefits expected by the organisations are but tools - used to a vary­
ing degree - in the pursuit of the main objective of maintaining good
standing in the competitive market.

Achieved Benefits

The previous section presented what was expected of the CRM technol­
ogy. Subsequent analysis is to confront these expectations with the results
actually achieved. Table 1 shows data which allow us to identify the bene­
fits of implementing a CRM class system that were achieved by the statis­
tically surveyed business organisations.

The data obtained from the respondents indicate that improved commu­
nications within the company is the most frequently perceived benefit of
implementing technology which supports customer relationship manage­
ment. Owing to CRM software implementation, more than three quarters
of the organisations obtained an overall, uniform picture of the customer.
The two benefits mentioned are closely related, as they result from system­
ising the knowledge contained in the information held by the company. It
should be stressed that the two benefits were most frequently mentioned as
expected effects of CRM implementation by the users and were achieved
by the greatest number of companies. Improved communications were ma­
terialized (achieved by the organisations that had expected it) by 95% of
CRM users, while 89% of the businesses expecting to get a holistic picture
of their customer through CRM implementation did achieve this objective
(Table 2).

By examining the data contained in the table, we may say that the sur­
veyed organisations see the non-quantifiable effects of the CRM project.
The quantifiable ones are perceived much less frequently. This is due to
the fact that they are difficult to quantify. While the former can easily be
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seen "with the naked eye", the occurrence of the latter has to be substanti­
ated by work-consuming calculations. Their estimation is usually a costly
undertaking and, as such, is frequently abandoned, especially in small pro­
jects. Therefore, it is not always possible to determine the extent to which
individual effects are an immediate outcome of the CRM project. For this
reason, most companies do not even try to quantify the financial gains of
CRM implementation, expected or achieved.

Table2. The extent to which benefits of CRM implementation have materialized

% of CRM users which
materialized this type

of benefit
Non-quantifiablebenefits

improved in-house communications
customer service automation and standardization
getting a holistic picture of the customer
getting rid of lost information costs
customer communicationchannels integration
personalization
market segmentation (buyers)
greater customer satisfaction - better quality of service
greater competitiveness
higher loyalty Icustomer retention rate

Benefit type

Quantifiable benefits
higher sales revenue
higher profit - less investment in no-profit customers
other operational and administrativecosts reduction
lower distribution costs
lower marketingcosts

95
89
89
85
77
76
75
74
73
71

% of CRM users which
materialized this type

of benefit

70
66
63
63
60

Quantifiable Benefits of Implementing a CRM Application

The difficulty in estimating economic effects of CRM project can be seen
through the pattern of replies to the closed question: "What quantifiable
benefits has the company achieved owing to the implementation of a CRM
application?" The pattern is presented in Table 3.

As seen in this table , most users of CRM systems are not able to deter­
mine if and/or to what extent software implementation has brought about
specific gains. The proportion of organisations which observed no change
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is similar for all of the quantifiable benefits. It has to be stressed, though,
that the purpose of the question was to define the level of change of se­
lected values. The way the question was asked did not preclude the "no
change" reply if the change was not supported by relevant calculations.
For this reason, further analysis will focus on those organisations which
observed a given benefit and were able to quantify it.

Table3. Quantifiable benefits of implementing a CRM application

Benefit type
.Reply
Difficult to say
Change in %
No change

Higher
profit
78%
10%
12%

Higher sales
revenue

68%
19%
13%

Lower opera­
tional costs

68%
18%
14%

Higher customer
satisfaction index

64%
24%
12%

The data from the Table 3 indicate that higher profit was shown in the
calculations of only 10% of the organisations. The highest proportion of
companies observed and quantified the growth in customer satisfaction in­
dex. It means, organizations begin to perceive, that the decided, about the
company position on competitive market, factor is customers' satisfaction.
In order to raise the level of satisfaction, indispensable it is however her
measurement. Thanks to use of quantitative techniques of satisfaction
measurement it is possible not only establish current level of the custom­
ers' satisfaction, but also recognize, what influences on her growth.

The chart contained in Figure 2 presents the measures describing the
mean level of quantifiable benefits of CRM implementation (annually) in
those organisations that were able to determine it.

22
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40,00
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~ 30,00
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'fi 20,00
'0 15,00
'#. 10,00
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rise in profit rise in revenue drop in rise in satisfaction
operational costs index

benefit typ e

Fig. 2. Level of quantifiable effects of CRM implementation
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The mean rise in profit resulting from CRM implementation among the
companies that were able to define it was 36%. The rise varied from 15%
to 100%, in the greatest number of cases (56%) it reached 30%. The com­
panies analysed in this part of the study achieved, on the average, a 34%
rise in sales revenue. The rise varied from 10 to 100 per cent, so the dispar­
ity is greater than for the rise in profit. The distribution is also more un­
even, and its bias to the right indicates that the majority of organisations
(83%) recorded a rise in sales revenue below the mean of 34%.

Variations in the distribution are even greater when it comes to the drop
in operational costs. The companies that observed and quantified it quoted
values ranging from 5 to 100 per cent. The mean reduction of operational
costs stood at 22%, yet in 79% of the companies it was lower than average.
One half of the organisations fixed it at between 10 and 20 per cent.

For greater satisfaction resulting from CRM implementation, the distri­
bution is marked by smallest range of variations (10-50%) and smallest
variations within the distribution in absolute terms. The use of the system
raised the level of satisfaction (in the group of companies here analysed)
by an average of 22%. The largest group of companies (30%) recorded a
20% rise of this indicator.

The data presented above demonstrate that the use of CRM system may
give a organisation significant, quantifiable gains. It should be added that
the effects achieved by Polish companies do not differ much from those
achieved by organisations operating in America. A study done in 1998 by
Insight Technology Group, for instance, showed that 21% of the compa­
nies surveyed after they had introduced IT supporting a CRM strategy had,
on the average, a 42% rise in profit, a 35% drop in distribution costs and a
20% rise in consumer satisfaction index. (Dickie and Hayes 2002)

Success Factors of CRM Project

Implementation of CRM software in a company is a difficult undertaking.
The task of the system of this class is to support the strategy adopted by
the company. Therefore, implementation is a project affecting the whole
organisation and the risk involved is high'. The fact is supported by studies
done by analytical firms, according to which 50 to 70 per cent of CRM
projects do not bring the expected results (Gartner Group 2001). In order
to mitigate the risk involved in an IT project, one should make use of the

I Statistics show that 65% of very large IT projects are abandoned. (Capers 1996)
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experiences of the organisations which completed a similar initiative and
can see the success factors in perspective.

Figure 3 shows data that can be an indication of what affects the success
of a CRM implementation project, from the point of view of Polish users.
The chart shows what proportion of companies considered individual of
listed factors to be very important in the process of CRM implementation.
The list of critical factors of success was established on basis of a survey
of literature (Dickie and Hayes 2002; Myron and Ganeshram 2002; Gobel,
Schulz-Klein and Stender 2003).

Most of the organisations think that the success is primarily determined
by the commitment of the employees and none of the respondents said that
a pro-active attitude of project participants does not affect the success of
the implementation, while only 2.5% considered this to be of minor impor­
tance for the final success. We may, therefore, acknowledge that the users
of CRM application realise that without the cooperation of the employees
and their positive attitude a CRM initiative is bound to fail. There will be
no employee commitment without the support and the commitment of the
management. It is their task to motivate the staff and to demonstrate
through their own attitudes how important the project is. Project partici­
pants must be convinced that the results will be proportionate to their ef­
forts. This is why a significant proportion of the respondents (44%) have
decided that support and commitment of the management is a factor sig­
nificantly affecting the CRM success.

emp loyee commitment 1 I 47%
management support and comm itme nt 144%

clearly defined strategic objectives :C:::C:::C:::C:::C:::C:::C:::C:::=::J138%
clearly defined operational goals 137%

clearly defined sco pe of imp lement ation -I 136%

correct system selection j 135%
pre- imp lementat ion slU~y I 34%

the supplier . 129%
imp lementat ion in stages ~ 1 29%

adequate funding J 127%

expe rt support J'======:=J118%
on-going user train ing 18%

supplier credent ials verification 11%
p ilot project stage J = C::::=J 11%

less work- load for CRM users 10%

Fig. 3. Success factors in implementing a CRM application
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Apart from motivating the staff, the management is also responsible for
project coordination. CRM covers various areas of company operations
(sales, marketing, post-sale customer service). Employees of various de­
partments may have various needs and expectations of the new technology.
If differences hindering work progress are to be avoided, strategic objec­
tives and operational goals of implementation must be clearly formulated.
Precisely identified objectives are, therefore, another key to success of a
CRM project.

Further examination has shown that the success factors described above
are the most important ones for the buyer of the CRM technology. Each
scored at least four points in a scale of five, where 1 meant "no impact"
and 5 meant "heavy impact" on the success of the project.

The factors identified by Polish users of CRM applications differ con­
siderably from those identified by CRM projects participants in the USA.
The chart in Figure 4 shows the results of a relevant study conducted by
Insight Technology Group (ITG) (Dickie and Hayes 2002).

thorough pre-implementation study "'l== = = = = = = = = = ::J 44%
user commitment during the project 41 %

adequate funding 36%

implementation in integral stages 33%

management support and commitment 32%

pilot project stage 1= = = = = = :::J1 26%
supplier credentials verification - I~I =====::1123%

correct software selection i I 21%
-l

on-going user training ;"'1------.' 21%

support for the users within the company 1 I 19%

less work-load for CRM users 1 I 13%
-I

expert support ~I ==::11 12%
J

Fig. 4. CRM initiative success factors according to American organisations
Prepared after Dickie and Hayes (2002)

These data show that the largest proportion of American users of CRM
applications consider a pre-implementation study of business processes to
be a prerequisite for success. In comparison with Polish organisations, ten
per cent more companies surveyed by ITG considered it a very important
CRM success factor. American respondents more often than their Polish
counterparts stressed the importance of other pre-implementation work,
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notably of pilot project stage (15% more) and of verifying the credentials
of the supplier (12% more). The pilot stage and credentials verification
were, according to the survey done by the author, considered irrelevant for
CRM success by Polish respondents. Polish users, more often than Ameri­
can ones, mentioned the support and commitment of the management
(12% more) and the selection of adequate software (13% more).

Conclusion

In conclusion, we may say that according to business organisations in Po­
land, the success of a project implementing CRM system primarily de­
pends on the company culture, i.e. a homogenous system of shared corpo­
rate values (Stachowich-Stanusch 2000). Factors connected with the
implementation process or the application itself are important, but they
will not "save" the project in the absence of an adequate human factor in­
volvement and a clearly defined strategy of the company.
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Introduction

Enterprise systems (ESs), i.e. standardized applications supplied from soft­
ware vendors such as SAP or Oracle, have been extensively employed by
companies during the last decade. Today all Fortune 500 companies have,
or are in the process of installing, this kind of information system (Seddon
et al. 2003). A wide-spread denotation for these applications is enterprise
resource planning (ERP) systems. But the broad utilization use of these
software packages in business is rendering this labelling too narrow
(Davenport 2000).

A central aspect of ESs is their multi-dimensional characteristics. Based
upon a (virtual) common database, ESs allow all business activities to be
observed throughout the company (i.e. an operation performed by market­
ing may be displayed in finance; purchasing; supply functions, and so
forth, in real-time). But with this high visibility and extensive information
processing capacity comes the drawback that the information system as a
whole may be hard to grasp (Markus 2004, Davenport 1998).

When implementing an ES package, the company can select from dif­
ferent industry-adapted modules providing core functionalities (i.e. that
support processes such as production, supply chain management, and
R&D), as well among complementary modules to be used in support proc­
esses (such as finance, HR, marketing, etc). In fact, along with Internet,
ESs can be seen as the most important technology to have attained wide­
spread use during the last decade (Seddon et al. 2003). For a company this
means that the integration of an ES into its business operations by neces­
sity will, to a greater or lesser extent, affect the business activities that are
carried out. For companies, these business activities have been observed
by researchers to take place within relatively stable, long-term oriented
business relationships with specific well-known counterparts (Hakansson
and Snehota 1995). This means that ESs, especially with the high level of
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usage in companies (Seddon et al. 2003), become an interesting research
object not only from a company-focused perspective, but also from a bro­
ader perspective, allowing business relationships to unique suppliers and
customers to be included.

But how can ESs be capturedand understood in this setting? This ques­
tion will be discussed and elaborated on in the following sections, leading
to some recommendations on relevant issues

The Nature of Enterprise Systems

Enterprise systems can briefly be described as information systems avail­
able 'off-the-shelf (Nilsson 1991, Davenport 1998), offering companies
'ready to use' best practice through their wide industry coverage. Other
characteristics, described by Hedman (2003), are the wide organizational
scope and coverage of an ES, although this is based on generic functional­
ity allowing for limited competitive advantages. Important features are
also the integrated data, the process-oriented functionality and the enabling
of e-commerce solutions (Hedman 2003, Davenport 2000, O'Leary 2000).
The effects on a company can be divided into; [1] tangible benefits such as
inventory and personnel reduction, productivity and order management
improvements, and better financial control; and [2] intangible benefits
such as information visibility, improved and new processes, a higher cus­
tomer responsiveness, and other aspects such as standardization, flexibil­
ity, perceived business performance, and so forth (Sandoe et al. 2001).

But enterprise systems also bring along obstacles and downsides. When
companies started to implement these software packages, Davenport
(1998) warned managers of only seeing the opportunities with enterprise
systems: 'An enterprise system imposes its own logic on a company's
strategy, culture, and organization' (p. 127), which in tum means that 'en­
terprise systems can deliver great rewards but the risks they carry are
equally important' (p. 128). Therefore, the effects of an ES on a com­
pany's operation must not be underrated. An illustrative example is profes­
sor Lynne Markus' description that the adoption and use of ESs 'promise
major strategic benefits and business improvements from cross-functional
integration and business process streamlining, but they are now notorious
for their implementation challenges and problematic organizational conse­
quences' (Markus 2004, p. 5). ESs are, thus, potential sources of organiza­
tional and business disturbances but, at the same time, they provide an op­
portunity for business enhancement for the adopting company in its day­
to-day businesses activities.
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Enterprise System Implementation Process

An enterprise system is a dynamic research object, and to capture its im­
pact(s) three different aspects may be considered: (1) at what phase of the
life cycle is the ES studied; (2) how extensive is the ES's scope, i.e. how
wide-spread is its functionality in relation to the organization's structure
and though the activities supported by it and; (3) to what degree is the ES
modified to fit the specific company?

The life cycle phases of an ES may be labelled [1] project phase, [2]
shakedown phase, and [3] onward and upward phase. In the project phase
the business effects of the ES may be hard to trace, due to its novelty in the
organization. In this phase, the implementation team may have the author­
ity and the individuals that use the new ES may be participating in train­
ing. This in tum means that the full functionality of the ES is still to be
discovered. During the shakedown phase, the system 'go-live', and in this
phase the first short-term impacts on operations may be seen. During this
phase, the customers and suppliers may notice disturbances in interactions
with the company due to the adjustments of the personnel to new routines.
After the ES's uses have been internalised into the company, the ES moves
into the onward and upward phase where the personnel uses the fundamen­
tal functionalities of the adopted ES package(s). During this phase, there
will also be the complementary adoption of other packages and modules as
well as upgrades, but with a less stressful impact on the organization than
in the project phase. (Markus et al. 2003)

But the ES phases may not be as easily conceptualised, as described by
Markus et al. (2003). Following the results from Davenport et al. (2004),
the adoption of an ES is an ongoing process. 'We found that contrary to
popular opinion and research treating implementation as complete [... ]
most organizations that we studied are still implementing ES functionality'
(p. 17). Their study indicates that managers continue to consolidate and in­
tegrate data into the ES. This imposes standardized data and processes be­
yond what can be considered to be part of the implementation phase.

Besides the phase aspect, ESs are used to varying degrees. This can be
labelled the ES scope, which is described as 'the degree to which the [ES]
will change managerial autonomy, task coordination, and process integra­
tion in the business units of the enterprise.' (Markus et al. 2000, p. 43) As
an example, an enterprise system that is used to handle the financial flows
between business units may have less of an impact on day-to-day business
than a fully-integrated ES package with both supply chain management
(SCM) and customer relationship management (CRM) functionalities.

Finally, the degree ofES modification may affect what kind ofimpact(s)
the ES may cause. An important aspect of the ESs' adoption is that they
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come as standard software packages (Davenport 1998). This means that
the adopting company must considerer whether to follow the built-in logic
of the ES or whether to modify and adjust (through so-called 'parameters')
the ES. A less successful implementation may be filled with different
workarounds, the use of complementary software (,bolt-ons ') , a mix of
different 'best of breeds' or a heftily modified and customized ES package.
(Markus et al. 2003, O'Leary 2000, Soh et al. 2000) The companies that
have chosen to adapt to the standard functionality of the selected ESs have
followed a 'vanilla implementation' (Sumner 2005). With such an imple­
mentation, the technical solution may be stable, but the price for this is re­
engineering and organizational change.

Summarizing the Nature of Enterprise Systems

To describe and understand an enterprise system in studies that try to cap­
ture its business implications may be difficult, based upon its characteris­
tics. As mentioned, ES comes with both tangible and intangible effects,
and these can also be traced to the use (or perhaps non-use or even mis­
use) of the system. This means that the ES cannot be described as a mono­
lith or a black box. Instead, it is a highly dynamic IS solution that may
span the whole company, offering information visibility and integrated
data handling as well as being able to 'lock' employees into standardized
processes and routines. But the ES adoption may also be described as a
continuous 'implementation phase' with periods of both minor and major
changes spread over time (cf. Davenport et al. 2004). To understand the
state of an adopted enterprise system, it is relevant to capture three aspects:
[1] the prevailing ES life cycle phase, [2] the ES scope, and [3] the degree
of ES modification. The three suggested aspects may be used to capture
the ES coverage in studies aiming to understand the organizational im­
pacts. But to fully understand the implications of the ES from a focal com­
pany's point of view, an inclusion of the prevailing situation of the com­
pany's business activities is necessary. This will be addressed in the next
section.

Theories on Business Relationships

To be able to trace the business effects of enterprise systems, a theoretical
approach explaining day-to-day business is needed. To capture this com­
plex IS, both physical (technological) and social factors have to be consid­
ered. As described by Orlikowski and Barley (2001): 'technologies are si-
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multaneously social and physical artefacts' (p. 149). To capture the ES im­
pact(s) on a company's business, the 'markets-as-networks' (MAN) ap­
proach is suggested.

A couple of decades ago, sociologist Mark Granovetter declared that the
field of business may also be an interesting area for sociologists
(Granovetter 1985). A legacy from this article is the description of em­
beddedness, i.e. that business market activities are about more than prod­
ucts or services in exchange for money. It also involves social bonds and
inter-personal commitments. This aspect has been considered in later theo­
rizing within marketing, where approaches such as relationship marketing
(RM) and marketing-as-networks (MAN) (Mattsson 1997, Gronroos 1994)
have been developed.

The MAN approach has been inductively developed since the 70s, e.g.
before Mark Granovetter's discussions on social aspects of business. Since
its start, the MAN approach (manifested by the IMP group, see www.imp­
group.org) has studied over 1000 business relationships, and an important
lesson is that business-to-business (B2B) affairs are not a question of ac­
tion (from the seller) and reaction (from the buyer), but rather a question of
interaction (Ford et al. 2002).

This social and mutually oriented view of business may also be found in
later studies within the IS discipline. As an example , Walsham (200 I) de­
scribes how company representatives were affected by different ESs and
how this affected their behaviour towards customers. Another example is
offered by Schultze & Orlikowski (2004) who have followed the use of
self-service technologies (SST) in a service context and learnt that: 'Be­
cause network relations are enacted through the work practices and interac­
tions of customers and providers, the use of self-service technology by
customers led to arm's-length relations at the firm level. For a firm relying
on embedded relationships and social capital to generate revenue, such an
enactment raised serious challenges for the viability of its business model'
(p. 105). Following the research of members in the IMP group, it seems
that most business relationships have different levels of social embedded­
ness, something that works like a governing mechanism reducing uncer­
tainties and opportunistic behaviour (cf. Hakansson and Snehota 1995). To
summarize, business is made up of individuals (humans) that are social en­
tities with interpersonal linkages and bonds.

The IMP Approach to Business Relationships

As a description of how business can be understood and theorized, an early
theory within the MAN approach was the interaction model (Hakansson
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(1982). The interaction model indicates the mutual interest of both buyer
and seller, and highlights how both parties have an interest in the business
exchange. In a short-term perspective, it describes different exchanges
(products and/or services, financial means, information, and social) that
can be seen as the activities constituting business relations between the in­
volved partners. In a longer-term perspective, the supplier and customer
may adapt to each other's behaviour as well as developing unique ways of
acting in their business relationship. The short-term and long-term aspects
form an atmosphere of the business relationship which can be described in
terms of power/dependence, degrees of cooperation and closeness, as well
as the parties' expectations. (Ibid.)

In the interaction model's most elementary form, two business partners,
i.e. a dyad, and their business relationship can be described by the ongoing
exchanges that takes place. These exchanges involve products and/or ser­
vices as well as financial exchange, but it can also involve information ex­
change (i.e. product features, transport possibilities, and so forth) plus so­
cial exchange similar to one between friends (cf. Ford et al. 2002). In the
long run, these exchanges may be altered to accommodate both business
partners' way of acting. This in turn means that their mutual behaviour is
institutionalized and that there have been adaptations made by both busi­
ness partners. Through time, this also affects the products and/or services
that the supplier develops and also what the customer needs and demands.
(Ford et al. 2002, Ford et al. 2003, Hakansson et al. 2004)

Later research by the IMP group has lead to several theoretical models
and descriptions. These models show that business-to-business activities
are best described as business relationships between several partners in a
network setting. Due to the network characteristics, business appears dif­
ferent depending on the starting-point taken. The common approach is to
start from a focal company, in this setting a company that has implemented
an enterprise system. With a markets-as-networks approach, we employ
ideas from the interaction model (that the business exchange holds more
than mere product and service exchanges), thereby expanding the picture
to include both customers and suppliers (and when it seems relevant, also
other interest groups interacting with the focal company).

As illustrated in figure I, both customers and suppliers of the focal
company may have relationships with other partners, as end-customer and
2-tier suppliers. In this article, the perspective is delimited to include only
two business relationships illustrated as a single black line. In practice,
business relationships involve the interaction between several individuals
at each company, that have different functional roles and spanning differ­
ent hierarchal levels.
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•• ••

Fig. 1. The smallest 'network'

The network approach offers several ways of approaching the pheno­
menon. Basically, the network can be traced by identifying the resources
(e.g. what is offered; a product, a service, knowledge, etc.), the activities
that surround this resource, and by following the actors that are involved in
these activities. (Hakansson and Snehota 1995) Another approach is to use
different aspects of embeddedness (i.e. different parts that are integrated
into the business relationships) such as social, technical, spatial, temporal,
political, and market embeddedness (Halinen and Tornroos 1998). A third
way of approaching this phenomenon is to select what could be described
as the primary or core business processes, such as: customer relationship
management (CRM), customer service management, demand management,
order fulfillment, manufacturing flow management, procurement, product
development (R&D) and commercialization, and returns (Lambert and
Cooper 2000).

Enterprise Usage in a Business Network Perspective

When approaching enterprise systems with a network perspective, two as­
pects need to be considered when trying to grasp the business impact(s) of
ES. The first issue is where the effects may be traced, and the second issue
is how to treat the IS users, i.e. those who are directly affected by the en­
terprise system.

Where to Trace the Effects

To view the individuals studied as having multiple roles, both as business
actors and IS users simultaneously, offers analytical opportunities at an in­
dividual, group or even organizational level. But to grasp the impact(s) of
an ES on a focal company's business, the perspective must go beyond the
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focal company's organizational boundary. One way of describing this is to
address different areas of analysis.

The first area of analysis when studying an enterprise system (#1 in fig­
ure 2) concerns the impact and utilization within the focal company. This
implies an intra-organizational perspective, and business aspects like is­
sues of storage needs, re-engineering possibilities and personnel reduction,
efficiency gains, and so forth may be the focus of study. The interest of or­
ganizational effects has a strong position within the IS discipline (cf. Or­
likowski and Barley 200 I). With an interest in business, the opportunities
or obstacles for 'business actors' (i.e. the individuals) to perform their
function with the support of the ES becomes a central issue.

Enterprise
system

Fig. 2. Enterprise system utilization and where possible impacts on a focal com­
pany may be traced

The second area of analysis (#2 in figure 2) deals with how the customer
relationships are affected. A relationship can be viewed as an entity be­
tween two partners. With a perspective such as this, questions addressing
how the focal company's and the customer's needs are communicated be­
come central. Questions like; can the resources be exchanged more effi­
ciently and, in businesses where social embeddedness is considered impor­
tant, can the inter-personal linkages be upheld and enhanced, are examples
of relevance.

A third effect can be seen in the supplier relationships (#3 in figure 2)
where issues of how to develop the relationship, to the benefit of both
partners, are of interest. To what degree may the focal company's ES sup­
port cross-organizational production and/or services, and how are the dif­
ferent business processes handled?

The fourth, and perhaps the most interesting, area is the one that can be
described as spanning the focal company's business relationships (#4 in
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figure 2). When focusing on this analytical area, factors internal to the fo­
cal company, as well as the relationships between customers and suppliers,
are considered. For example, how might the focal company's enterprise
system support the customer's requests by providing information about the
suppliers' stocks? Can the internal ES's use (#1) be interpreted when it
comes to the focal company's business relationships (#2 and #3) as well as
how it is doing business (#4)? By reflecting on all these analytical areas,
the impact(s) of the ES on the focal company's business may be captured
and understood.

IS Users as Business Actors

Finally, when studying enterprise systems it is important to understand that
the ES users hardly regard themselves as users (Lamb and Kling 2003), but
rather as business actors (i.e. as a salesman, a purchase manager, and so
forth). Within both the information systems and marketing discipline, the
social aspects of business and technology have received attention and rec­
ognition. As an example from the IS domain, Kling & Scacchi (1982) de­
scribed how the individuals' use of information systems was dependent on
their social context through their 'web of computing'. Within marketing,
the description of Granovetter (1985), where business actors also have a
social dimension, has been mentioned.

One approach that captures the social dimension of both business and IS
use is to trace the representational role of the individuals. 'The representa­
tional role means that in themselves and through their actions, business ac­
tors (companies or individuals) represent their country, industry, company
or department in the eyes of other network members at a specific point in
time. They also represent certain assets, knowledge, information, experi­
ence and credibility acquired in the past and present.' (Halinen and Torn­
roos 1998, p. 198) Each individual strives to uphold and develop the proc­
esses (i.e. the resource exchange as well as the mutual activities affecting
the involved business partners) needed to fulfil its obligations towards both
inter-organizational standards as well as intra-organizational demands. In
this operation, the individual can be seen; (a) as a business actor represen­
tative trying to adapt to the contingencies that doing business means and at
the same time (b) as an IS user, affected by the opportunities and limita­
tions of the enterprise system that he or she is using.
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Concluding Remarks

Enterprise systems are, by to their nature, difficult to capture and concep­
tualise when trying to grasp their wider implications for companies and
their business relationships. A basic reason is the introduction and impact
of an ES on the organization. Usually the ES is modified to fit the ongoing
day-to-day operations, but the modifications are replaced later on with
standard solutions that affect the business processes. Even when approach­
ing a case where the ES may be considered to be "stable", the impact can
be found on a variety of places in the company, i.e. in different depart­
ments and at different hierarchal levels. Furthermore, the ES is rarely sepa­
rated from other information system resources; it is more or less integrated
with other (both legacy and novel) information systems providing support
for the ongoing business activities.

To reach an understanding about what an ES means for a company from
a business point of view, an interaction and network approach stemming
from the field of business-to-business marketing has been proposed. The
effect on a company's business relationships can thereby be captured and
understood. In the discussion, different areas of analysis to deal with the
impact(s) caused by an enterprise system were suggested. There has also
been reasoning about how individuals, performing the business activities,
act as business actors but also (simultaneously) as IS users. By combining
these perspectives on ES utilization, implications on how the focal com­
pany is affected by its ES can be made. By expanding the traditional focus
of the IS field, i.e. on a single organization, to include important customers
and suppliers may provide a broader understanding on the implications of
ESs on business.

Within the field of marketing, a debate regarding the threats of overly
simplistic models and theories when trying to understand how companies
do business is taking place. One alternative can be seen in theories like re­
lationship marketing (RM) and markets as networks (MAN) where knowl­
edge on how companies actually interact can be turned into managerial
implications on how the single company needs to act. To deepen the
knowledge on enterprise systems and fully understand their impact(s),
similar reasoning has to be brought into the IS discipline. Trying to capture
ES as it is actually used by companies, calls for the perspective of the
business situation to be revised from enclosed to relational.
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Introduction

Great professors focus on the core competencies of their discipline, not on
Information Technology support. Meanwhile, information technology has
become an integral part of their instruction and research. Professors cannot
depend solely on generic, campus-wide IT service offerings. Each profes­
sor has unique information technology needs. As technology has become
more complex and security risks have grown, each professor requires per­
sonalized information technology support .

Sonoma State University has begun a program to assign specific Central
IT consultants to provide personalized support for professors and their
computing needs. The consultants draw upon the range of Central IT ser­
vice staff in various units - web design, instructional design, program­
ming, database design, computer and server support, etc. - combined with
Library resources, to fulfill the research and teaching-related information
technology needs of individual professors.

The consultants work in "Geo-Teams" providing pro-active support that
is geographically close and in which consultants are familiar with specific
professors, their discipline, and their work. The Geo-Teams perform ser­
vice in a consistent manner across campus. The collective of all Geo­
Teams meets weekly to discuss the kinds of work they will be performing
for faculty and the technical problems they have encountered. Geo-Team
consultants proactively schedule faculty visits to fix small problems before
they become emergencies . They secure proactive computer maintenance to
prevent security and compatibility problems. Most importantly, at the be­
hest of each professor, they coordinate the information technology needs
of their research and instruction.



604 Samuel Scalise

Traditional Models of IT Support

Traditional models of supporting faculty's use of information technology
usually fall into a combination of the following methods:

1. Support from a central IT shop
2. Support form a department-based IT shop
3. Support from a faculty member's research staff
4. Self-support
5. No support

Support from a Central IT Shop

Central IT Shop models usually evolved from computer support organiza­
tions of the 1960s. Their focus was usually on some core administrative
functions and/or supporting a few key faculty with computer-centric re­
search. The staff interactions with faculty were very limited and computer­
technical.

As computers extended themselves in the 1970s and early 1980s, the
Central IT Shops evolved to support more computers (usually mini com­
puters), remote terminals, and the network. However, the applications were
still fairly dependent on computer-savvy faculty. When the technology
need was too much for an individual faculty member, they often depended
on some computer-savvy graduate students who worked for them.

When personal computers came out, many Central IT shops avoided
providing support. Indeed, personal computers were touted as providing an
alternative to the Central IT shop. The early adopters of personal com­
puters tended to be computer-savvy faculty or their graduate students.

Today, Central IT shops have picked up some of the responsibilities of
supporting personal computers, but it tends to be in areas of communica­
tions support (hooking the computer to the network) and in operating sys­
tem management. Some central IT shops also provide training services to
various campus groups.

Central IT support tends to be cost effective, production-level quality,
and secure. But it usually is not discipline specific, nor is it focused on the
particular computing needs of an individual faculty member.

Support from a Department-Based IT Shop

As the opportunities from minicomputers grew in the late 1970s and early
1980s, some departments purchased the increasingly affordable computers,
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freeing themselves from Central IT restrictions on mainframe computers.
These departments tended to be those steeped in traditional calculation­
intensive research, such as statistics, physics, and economics. Such de­
partments developed small computer support staffs, usually managed by a
computer-savvy faculty member or two, and operated by graduate stu­
dents. Still, in order to use the systems, a professor was pretty much left to
his or her own devices.

When personal computers arrived, those departments with Department­
Based IT shops already supporting minicomputers quickly took advantage
of the limited capabilities of the small processors.

As personal computer-based applications became more useful to the
classical professor, they were adopted in departments that hadn't made
much use of computing. Sometimes frustration with the Central IT Shop
began on campuses where expectations for personal computer support
were assumed, but not provided centrally by the campus and not funded.
This resulted in the creation of more department-based IT Shops on cam­
pus, generally developed from computer savvy graduate students and a
handful of interested faculty members.

Personal Computers became an increasing part of the curriculum, as
faculty shared creative solutions in their discipline with students and con­
temporaries. This resulted in computer labs, often funded with one-time
grant money, or fashioned from castaway computers that still worked.

By the late 80s and early 90s, the Central IT shop's role became more
clearly defined as maintaining the infrastructure, mainframe, and server­
based applications that provided campus-wide utility. Central IT shops
eventually assumed the email and network operations as they grew more
complex and as 7x24 production level support became critical.

In parallel, nearly every department or school had its own IT shop, pro­
viding support for faculty and staff using personal computers for word
processing and spreadsheets. Many Department-based IT shops also got
into the email and network business, providing these services to their em­
ployees. Departmental consultants doing the support were often knowl­
edgeable about the discipline and could provide relevant help. Also, they
were down the hall, so support was more timely.

One problem in some Department-Based Computer Support organiza­
tions was that assertive and computer-inquisitive faculty got more support
than other faculty members. Computer-passive faculty often got hand-me­
down equipment, for instance. There was a somewhat inaccurate assump­
tion that some faculty's work was more conducive to computing than oth­
ers, and that the power of the computer should be distributed accordingly.
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Support from a Professor's Research Staff

In contrast to other the central campus IT services model or the Depart­
mental IT shops, some faculty continued to base their computing support
on their own research staff and programmers, usually part-time or students,
that they hired. Of course, not all faculty have research staff capable of do­
ing computer support. But those who do have benefited by having staff
dedicated to their computing needs. Indeed, the faculty and research staff
share similar goals. Computer support from research staff knowledge
about the faculty discipline has some great advantages over support from
department and Central IT Shop. And, graduate students have a reputation
of putting in long hours to complete their work, usually at modest pay
compared to professional staff programmers.

However, such research staff rarely receive professional training in
computer technology - they are rarely familiar with standard programming
algorithms, or the details of the network, authentication, and databases.
And any time they spend on computer support is time they cannot focus on
the discipline-specific research, so such drawbacks are implicit in the re­
search staff computing support approach.

Self Support

The first time anybody directly uses computer technology, they usually
provide their own support. As an undergrad or grad student, they quickly
learn clever tools and see the value of computer technology for their re­
search. Some use this as a springboard to dig deeply into self-support.

Self-support is valuable, especially if it results in the eventual use of
support teams. Faculty who have done self-support at some point know
what services they are looking for in their support staff.

Students in the 1970s often learned Fortran and SPSS, and that was
enough to be effective self-supporters in many computing environments of
that era. But as information technology became more complex, the number
and complexity of computer tools became more challenging for anyone
faculty member to master. As with the research staff support approach,
self-support also may be a substantial drain on the use of time that other­
wise might go toward discipline-specific research, and self-support may
detract from the discipline focus.
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IT Support Characteristics

The weakness in all of the traditional models of IT-support is that they do
not maximize the totality of IT support characteristics, leaving a marginal­
ized result. In some cases, support is discipline specific and may be well
tailored to the needs of individual faculty members and research projects,
such as in the self-support and research group support models. However,
these approaches often suffer from lack of range and depth of expertise,
continuity of support, security needs, timeliness, cost efficiency and many
other challenges. If the goal is to get the most productivity out of IT sup­
port of faculty research, then it is important to understand the characteris­
tics of IT support and to put together a model that maximizes the totality of
these characteristics, given the support situation under consideration in a
given situation. This is the goal of the Geo-Team model.

The list of IT support characteristics are nearly endless, see table I.

Table 1. IT support characteristics

Faculty Projects
General Contractor Access to
Computer Skills
Range of Expertise
Staff Backup
Security
Production Quality
Parallel (Team) Support
Cost
Opportunity Costs
Computer Maintenance
Training

Geo-Team Model

Discipline-Specific
Personalized Interest in Faculty's Work

Depth of Expertise
Continuity
Timeliness
Equitable Support
Tested Technology
Cost Effectiveness
Emergencies
Regular Faculty Visits
Courseware Development

Geo-Team Support was first started at DC Berkeley in 1994 to address the
diverse and extensive needs of faculty and staff doing world-class re­
search. Each faculty member has a unique set of IT needs. If resources
were unlimited, every faculty member could have a production-level IT
staff doing everything from programming, to network management, to ac­
cessible web page development. But, even the wealthiest universities don't
have enough resources for each faculty member to have such an IT staff.

In the Geo-Team model, each faculty member has a centrally­
coordinated IT consultant stationed within their building or a neighboring
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building, with discipline specific IT expertise, as a one-stop shopping con­
tact for local IT needs. At the same time, consultants work in teams across
buildings, for instance in quadrants or other larger areas, such that the
teams represent a much broader range of expertise than anyone consultant
would be able to provide. Teams are carefully organized and selected to
contain individuals with complementary skill sets, interlinking to cover the
vast IT needs of contemporary research and instruction. Each local Geo­
Team consultant can call on any other members of their Geo-Team for ex­
pertise as needed. This ensures a close relationships between faculty mem­
bers and a single IT staff member who "speaks their language" and is al­
ways available, but allows a much broader range of expertise to come into
play within the team as needed. Strong professional relationships and well­
structured training programs within the team help ensure the quality of
work across the range of IT challenges, and lead to successful interactions
across the IT spectrum, while discipline-specific expertise is addressed
with the local component. Geo-Teams can be balanced to reflect an effec­
tive combination for each research and instructional setting, leading to an
effective support model that is well received by faculty members.

The Geo-Team Model maximizes IT resources, regardless of their
abundance. It is a model designed to distribute the IT resources in an effi­
cient, cost-effective, and equitable manner. Support is provided by con­
sultants who:

• Are dedicated to specific faculty.
• Arrange for all computer support.
• Are sufficient in number.
• Work in teams.
• Have the best interest of the faculty member uppermost in mind.

Producing the following benefits:

• Timely Support
• Provide expertise in all areas of computer technology.
• Provide coordinated support (the network works with the database peo­

ple, etc.)
• Continuity of support is ensured.

Geo-Team support is the concept of pro-active support from a small
consultant team that is geographically close and familiar with each faculty
member and their work, yet performs service in professionally consistent
manner like all of the other Geo-Teams. Geo-Team consultants act as IT
general contractors, working with centralized support providers in a pro­
fessional manner to secure the specific needs of each faculty member. The
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collective of all Geo-Teams meet weekly to discuss the kinds of work they
will be performing for faculty and the technical problems they have en­
countered. Geo-Team consultants know what their work is, and all cus­
tomers receive their support that consists of scheduled visits with faculty
members, computer maintenance, faculty projects, and of course emer­
gency response.

Regular proactive visits with faculty enable consultants to stay on top of
all computer projects and to fix "small" problems before they are big
enough to report. Perhaps a faculty member is having trouble printing a
letterhead, but hasn't reported it because it hasn't become an emergency.
That same problem will become an emergency if the President is waiting
for a report. With proactive visits, faculty are more likely to report these
problems before they get big.

Geo-Team consultants provide tested, proactive computer maintenance,
so that emergency services are rarely needed. The Geo-Teams collectively
provide the same maintenance to all computers on campus, ensuring reli­
ability everywhere. Operating system patches and virus protection updates
are almost a daily activity. Most of this is done through the network. But, a
key part of maintenance is following up to make sure that everything was
installed and configured appropriately, and that no applications broke.

Projects are the meat and potatoes of what a faculty member uses his
computer for. In Physics, it may be a complex computer program using
parallel processing. In Music, it may be the design of a web page that in­
teracts with music files. The Geo-Team consultants may do some of the
work themselves. Or, they will secure the appropriate professionals to do
the work for which they do not have the right skills, or when a different
ski11level is appropriate. Why have a high-end programmer do operating
system maintenance?

Emergencies are anything that the faculty member says is an emer­
gency. Geo-Teams have very few of them, but response must be timely.
So, it is important that Geo-Teams have 7x24 backup. If the primary con­
sultant is away on vacation, and a faculty member's project has a problem,
other members of the Geo-Team are already familiar with the project, and
can help out.

Measurement

A key success factor is to measure, report, and evaluate IT services being
provided. Faculty and departments need an itemization of the computer
work being done. When computer support is good, it is a challenge to be
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aware of, and appreciate the work being done. So, it is important to pro­
vide a list of these services. Reporting also ensures that support is being
provided equitably to all faculty. Evaluations help identify support prob­
lem areas, and act as a feedforward mechanism for future IT support plan­
mng.

Summary

Today's faculty computer needs are complex. A faculty member needs
comprehensive support. More and more faculty are using complex tools
such as meeting and collaboration software, learning management systems,
and custom research software. These require appropriate security and man­
agement to work well in different environments. While some faculty may
feel comfortable configuring the complex components that integrate com­
puter, network, and server - other faculty need assistance with this. Pro­
viding support in Oeo-Teams ensures high-quality, consistent, professional
support customized to the unique needs of each professor.
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Introduction

To obtain a satisfactory information system is the goal pursued by every
system designer. Conceptual modelling using, for example, the 'entity­
relationship model' is crucial for achieve this goal (Batini et a1.1992, Chen
1999).Although number of researchers concentrate on information and se­
mantic information in high conceptual level of abstraction, for instances,
Relative Information Capacity (Hull 1986; Miller 1993 and 1994), Propo­
sition-based logical Information Capacity (Duzi 1992), it would seem that
fundamental questions of 'what enables the conceptual models to be what
they are, and why they are capable of providing required information',
have not been answered convincingly. To just say that it is because entities
and their relationships provided by the model are meaningful to the user is
not adequate, as it has been argued that the information embodied in a sig­
nal (linguistic or otherwise) is only incidentally related to the meaning (if
any) of that signal (Dretske 1981). A semantic information theory, might
provide one avenue to investigating such problems by distinguishing es­
sential concepts of 'information' and 'data', formulating flow of informa­
tion, and in particular connecting 'real world' objects with concepts in
conceptual models, which would give us a foundation for exploring the in­
formation content of a conceptual model.

Following this line of thinking, we put forward a notion called the 'In­
formation Bearing Capability' (!BC) of a data schema (Feng 1999), and
subsequently identified four conditions that would enable a data construct
to bear a particular piece of information (Feng 2005). The Principle is a re­
sult of our observations through many years of working in the IS area, and
it does seem to make sense.
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To verify whether the four conditions hold of a particular system is dif­
ficult. To this end, we have found that employing a sophisticated theory of
information flow within a notional distributed system, namely the Channel
Theory presented by Barwise and Seligman (1997), introduces much
needed rigor into this work and can serve as a systemic and mathemati­
cally sound means for verifying whether the 'Information Content Con­
tainment' condition of the mc Principle is satisfied over any given pair of
elements: one is a data construct and the other a piece of information. In
this paper we describe our approach by using an example, and avoid any
lengthy description of the CT per se.

The rest of the paper is organized as follows. In the next section, the 'in­
formation content containment' condition of the mc Principle is briefly
introduced. After that, the reasons why we choose the CT as our intellec­
tual tool for the job at hand are given. Then, we describe our approach and
show the details on how we verify the 'Information Content Containment'
condition by using the CT in conceptual modeling. Finally, we give con­
clusions and indicate directions for further work.

The 'Information Content Containment' Condition

The notion of mc and the work around it were developed over a number
of years by Feng and his colleagues (Feng 2005, Xu and Feng 2002, Hu
and Feng 2002). The version of it that we discuss here is that which takes
into account the three major parties that are involved in information flow,
namely information source (S) , information bearer (B), and information
receiver (R). We call such a thought the framework of SBR for conven­
ience. The mc Principle (Feng 2005) is now specified as four basic condi­
tions. The first condition is known as the 'Information Content Contain­
ment' condition, i.e.,

'For an instance level data construct (or a 'media construct' in general), say t,
to be capable of representing an individual real world object or an individual rela­
tionship between some real world objects (or a 'referent construct' in general), say
s, which is neither necessarily true nor necessarily false (F1oridi 2002), the infor­
mation content of t when it is considered in isolation must include s, the simplest
case of which is that the literal or conventional meaning of t is part of its informa­
tion content, and the literal or conventional meaning of t is s.'
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Reasons for Using 'CT' Within the OS Framework to
Verify 'IBC'

For information systems (IS), information flow plays an important role. As
stated by Stowell and West (1994), an information system is a notional
system regarding the information aspect of a problem domain, without the
creation and transmission of information being explicitly expressed; the
notional system would not be complete.

Dretske's (1981) semantic theory of information and Devlin's theory
(1991) on information flow help us formulate our ideas, but Channel The­
ory (Barwise and Seligman 1997) seems an applicable tool for verifying
whether a given data construct satisfies aforementioned 'information con­
tent containment condition'. More detailed reasons for this are summarised
below.

In general, saying that 'B bears information about 5' is the same as say­
ing 'there is information flow from 5 to B'. And the latter is in the lan­
guage of CT. With CT, information flow is possible only because what is
involved in the information flow can be seen as components of a distrib­
uted system. Within a 'distributed system', 'information channels' can be
constructed within which information flows.

Information flow requires the existence of certain 'connections' (which
may be abstract or concrete) among components. Following Dretske
(1981, p.65), such a 'connection' is primarily made possible by the notion
of 'conditional probability' where the condition is the 'Bearer'. However,
this is perhaps only a particular way for 'connections' to be established. It
would be desirable to see in general how a connection becomes possible.
The notion of 'information channel' in CT helps here. In CT terms, infor­
mation flow is captured by 'local logics' (which can be seen as condition­
als between 'sets of types') within a distributed system. Normally, connec­
tions lie with 'partial alignments' (Kalfoglou and Schorlemmer 2003)
between components. CT is capable of formulating such alignments by us­
ing concepts such as 'infomorphisms', 'state space', and 'event classifica­
tion'. The property of 'state space' enables every instance and state rele­
vant to the problem to be captured. We ask our readers, who are not
familiar with CT, to bear with us here as we will use an example to show
the basics of CT shortly.

A Method for Verifying Information Content Containment

We have developed a method for the task at hand, which consists of the
following steps:
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• Identify component classificationr'' relevant to the task at hand and
then use them to construct a distributed system;

• Validate the existence of infomorphisms/' between the classifications
and construct an information channel3

] relevant to the task at hand;
• Construct the core of the channel by identifying those parts of the com­

ponent classifications (including normal tokens[4]) that contribute to the
desired information flow;

• Find the local logic[5] on the core, i.e., the entailment relationships be­
tween types of the classification for the 'core' that is directly relevant to
the information flow, i.e., the information content containment at hand;

• Arrive at a theory [6] that is desired on the level of components by apply­
ing thej-Elim rule [7] on the local logic on the core.

Verifying 'Information Content Containment Condition'

Inspired by the ideas of Organisational Semiotics (Stamper 1997, Liu
2000, Anderson 1990) the conditions of the mc Principle are examined on
the levels of 'syntactic' and 'semantic'. We use the following diagram
(Fig. I.) to show our points.

Fig. 1. Topological connection t

Semantic Level

On this level, the problem being addressed is 'meaning, propositions, va­
lidity, signification, denotations, .. .' (Stamper 1997, p.276). Accordingly,
what should be looked at is how a topological connection (also called
'topological relation') is able to represent a real world relationship.

In the world of CT, information flow is considered in the context of dis­
tributed systems. Within such a system, 'what' flows is captured by the no­
tion of 'local logics' and 'why' information can flow is explained by the
concept of 'information channel'. Therefore, it is essential to construct
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relevant and appropriate 'distributed systems'. Considering the job at hand
under the SBR framework, the components of the required justifiable sys­
tem includes the information source that is the 'individual real world ob­
ject or individual relationship between some real world objects (or a 'se­
mantic relation' in general) s', and the information bearer that is the
'topological relation t'. To make sure that such a system supports informa­
tion flow between these two different types of things, the connections be­
tween them are crucial.

We view the process of constructing a conceptual schema for represent­
ing some particular real world as a 'notional system' (Checkland 1981). It
is interesting to note that the notion of 'distributed system' in CT is similar
to the concept of 'notional system' in Soft Systems Methodology (SSM).
Also, if we treat the whole system as our channel classification, the core of
it will model the actual process of 'constructing' practice'. The connec­
tions are consequently causal links between our conceptual model (i.e., the
schema) and what it models for. The types are ways of classifying these
links. The logic on this classification models the understanding of users on
putting information content (namely the semantic relations) to the model.
Therefore, the constraints of the system represent the way users make use
of the links between the conceptual model and what it models for. The
normal tokens of the logic are the links that must satisfy the constraints,
among all possible tokens of the system.

Now let us use Figure I to illustrate our ideas. Assume that there is a
semantic relation s, say 'After successfully achieving all the marks, a stu­
dent receives a new qualification (a degree or diploma)'. We show how the
topological relation t (as shown in Fig.L), represents the semantic relation
s. The information channel and infomorphisms for justifying this are
shown as following (Fig.2.).

Classification CM of
Conceptual Model

Classification SR of
SemanticRelations

Fig. 2. Information channel diagram 1
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In this diagram, C is the 'core' of the information channel; CM and SR
are classifications corresponding to the conceptual model and the real
world objects respectively. Infomorphisms f1: CM~C and f2: SR~C en­
able the part-whole relations between these two component classifications
and the core, which is also a classification. Combining these two infomor­
phisms, we obtain an infomorphism f = f 1 + f2 from CM+SR to C. In the
example, the business rule or norm that 'if a student has passed all re­
quired modules, he/she is awarded a new qualification' can be captured as
part of the local logic 'on the core, namely

£1 (topological connection between 'student', 'marks' and 'qualifications') I- ~c
f2 (semantic relation between 'student', 'marks' and 'qualifications')

Then the f-Elim Rule allows us to move from this constraint in the local
logic on the core of the channel to the component level of theory, and thus
we have:

topological connection between 'student', 'marks' and 'qualifications' I-CM+SR
semantic relation between 'student', 'marks' and 'qualifications'.

Note that this move is only valid for those tokens that are actually con­
nected by the channel. This is determined by the properties of the f-Elim
Rule, namely it preserves nonvalidity but not validity (Barwise and Selig­
man 1997, p.39).

Syntactic Level

This level deals with possible information flow between different parts of
the conceptual model (schema) per se. This is concerned with how a con­
ceptual schema works as a whole thereby to be capable of representing
something in the real world. The job mainly involves the construction of
an appropriate 'distributed system' at the syntactic level (namely the
schema) and the associated information channel that would support the de­
sired local logics. We will use the same aforementioned example (Fig. I.).
But this time, we will look at the entities in the schema separately rather
than as a whole topological connection. That is, how the entity 'mark' ac­
tually provides information about entity 'qualifications' by both connect­
ing to the entity of 'student'. At this level, the relationship 'marks-student'
is now the information bearer, t, while the relationship 'student­
qualification' is the information source, s. The relevant distributed system
will be constructed by using these two relationships accordingly.

Barwise and Seligman (1997, p.43) point out: 'there are many ways to
analyze a particular system as an information channel' , and 'if one changes
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the channel, one typically gets different constraints and so different infor­
mation flow'. We will use entity 'student' to illustrate how to construct a
distributed system and information channel for a particular purpose. To
help this, the schema is now extended as shown in Figure 3.

System Levelcons1rains l"eld by users: Whaspassed all
the modules, he has obtained a nM degree.

Z
student

'~ (1,1) Program (1,1) ~'has has

(1,1 ) status (1,1 )

Qualifications
Marks

Degree
Module

Workexperierces
Passor not

...... Certificates
......

Fig. 3. Information channel diagram 1

Now, we can define the 'classifications' involved.
Classification A: for relationship 'mark-student'. The tokens a,

a' ••••of A consist of individual 'mark-student' relationships at various
times. There are many ways to classify the tokens. The way adopted here
is 'a student receives his/her final mark for a module'. For example, there
are marks for 'SPM' ('Software Project Management' module), 'ISTP'
('Information Systems Theory and Practice'), etc. These then become the
types of the classification.

Classification B: for relationship 'student-qualification'. Like Classi­
fication A, the tokens b, b' •.•of B consist of individual 'student­
qualification' relationships at various times. To classify these tokens we
use types like 'a student is awarded a particular qualification'. Examples of
the qualifications are 'BSc IT', 'BA BA', etc.

State space [8] SA: for classification A. The tokens x, x'••• of SA consist
of individual 'mark-student' relationships at various times. The states con­
sist of 0 and I for each model. The state of Sl (i is the name of a model.) is
I, if 'a student receives his/her final mark that is no less than 50 for a
module'. Otherwise it is O. For example, if MSPM ~ 50, then SSPM = ISPM,

otherwise SSPM =OSPM. Consequently, the set of state rA for SA should con­
sist of each state of every included module, namely rA = { {OSPM, OISTP , ... ,
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OOAO}, ... , {lsPM' 1ISTP , ... IOAO}}. If there are altogether 8 modules, the
cardinality of rA is 28 =64.

Event classification (9) Evt(SA ). The event Classification A associated
with SA, namely Evt(SA) has the same tokens as SA, but the types of it will
be all the subsets of rA, for instances, {<D}, {OSPM, OISTP, ... , OOAO}, ... ,
{{OSPM, ~STP,"" OOAD}, {OSPM, OISTP, ... , lOAD} },... , {{OSPM, OISTP,'''' OOAD} ,
{OSPM, OISTP, ... , lOAD}, ... , {lSPM, lISTP, ... , lOAD}}. That is, Evt(SA) is the
power set of SA. The total number of types of Evt(SA) is therefore 264

•

The relationships between the types and the tokens of A and Evt(SA) fol­
low the token-identical infomorphism gA: A~. Evt(SA ) (Barwise and
Seligman 1997, p.55).

State space So: for classification B. The tokens y, y' ••• of So consist of
individual 'student-qualification' relationships at various times. Like SA,
the states are also 0 and 1 for each qualification. The state of Sj (j is the
name of a qualification.) is 1, if the 'degree' attribute of 'student­
qualification' is set to an appropriate degree name. The state of Sj is 0 if
there is no new degree is added. For example, if degree, BSc BIT, is
added, the state SBSe BIT = I, otherwise, SBSe BIT = O. Therefore, the set of
state ro for So should consist of each state of every added degree, such as
rB = {hse BIT, OBA BA, ... }. If there are altogether two possible added de­
grees, the cardinality of ro is 22 =4.

Event Classification Evt(So ). The same tokens are present in the event
classification Evt(So). Similarly, the types of it are also all the possible
subsets of ro. For example, {<D}, {OBSe BIT }, {OBA BA }, ... , {OBSe BIT , 1BA BA
},... , {hSeBIT, OBABA},"" {OBSeBIT, OBABA, IBSeBIT, IBABA}. If there are
totally two degrees, the number of types for Evt(SB) will be 24

• Also, there
is a natural infomorphism gB: B~ Evt(SB).

We define a classification, say W, on which a desired local logic lives,
which is the sum[JOJ of Classification A and Classification B, namely W =
A + B. Any token of this classification consists of two parts, <a, b», where
a and b are instances of the 'mark-student' relationship, and the 'student­
qualification' relationship respectively. The types of Ware the disjoint un­
ion of the types of classification A and B. It is important to notice that
there are no one-to-one relationships between tokens of classifications A
and B. Although W connects them, not all tokens of W represent meaning­
ful and useful connections between their tokens. For example, a student
might have marks, which will not relate to a certain degree if he changes
his stream of a course in the middle of a semester. That is to say, only part
of the tokens of W actually participate in the actual information flow.
Therefore, classification W is not the information channel that we require.
Our aim is to find the partial alignment (Kalfoglou and Schorlemmer
2003) for the core of channel.
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To this end, we define state space S for classification W. The tokens c,
c' .... of S are arbitrary instances of the classification W at various times.
The set of states of Sis {rM rB}. An instance, say w, of classification W is
in state <rAh rBl>' if the state of w's 'mark for a module' part is rAt. and
the state of w's 'qualification awarding' part is rBl. There are natural pro­
jections associated with state space S, i.e., PA: S =SA, PB: S =SB. In or­
der to find the real informational relationship, i.e., that a student has passed
all required modules for a course bears the information that the student is
awarded a certain degree, we need to restrict the state space by eliminating
those invalid states, such as <{OSPM, 1ISTP, •••10AD }, {lBSc BIT }>. This is the
subspace S*of S. This subspace inherits all the properties of space S in­
cluding the natural projections.

As we did above regarding Evt(SA) and Evt(SB), we can find the event
classification Evt(S*) for S*. Such an event classification enables the exis­
tence of partial relationships between tokens of Evt(SA) and Evt(SB). This
is what we want to model as the core of the information channel. Accord­
ing to a proven proposition, i.e., Proposition 8.17 (Barwise and Seligman
1997, p.109), there are infomorphisms between event classifications
Evt(SA ), Evt(SB) and Evt(S*) on inverse directions of the natural projec­
tions between them.

The infomorphisms from the component classifications to the core of
the information channel C are defined as follows.

The infomorphism fA: A~ C is the composition of the infomorphisms
gA: A ~. Evt(SA) and Evt(PA) : Evt(SA )~ C.
The infomorphism fB: B ~. C is the composition of the infomorphisms
gB: B~ Evt(SB) and Evt(PB) : Evt(SB)~ C.
The relationship between information channel C, component classifica­

tions A and B can now be seen in Figure 4.

Classification A of
'Student- Marks'

Classification B of
'Student- Qualifications'

Fig. 4. Information channel diagram 2
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The core Classification C supports a local logic Lc, which is concerned
with entailment relations between sets of states of state space S. Here, as
shown in the conceptual schema diagram, following a regulation in this
particular organisation, there is a system level constraint, namely 'if hav­
ing passed all required modules like SPM, ISTP .. ' (5). GAD , the student
obtains a new degree, BSc BIT'. Resulted from this , there should be a con­
straint supported by the Lc:

fA (a studentgets final marks that are no less than 50 for SPM, ISTP " '(5),DAD)
h..c fB (a student is awarded BSc BIT degree)

If we apply the f-Elim Rule on infomorphisms, fA and fR, this logic can
be moved (translated) from the core to the component level theory about
classifications A and B:

a studentgets final marks that are no less than 50 for SPM, ISTP .. '(5), DAD ~ Ls

a student is awardedBSc BIT degree

This constraint is valid only under the condition that relationships
'marks-student' and 'student-qualification' are satisfied through the chan­
nel C.

Conclusions and Future Work

This work is carried out in the context of the development of the IBC Prin­
ciple and research around it. The intellectual tool used for verifying the
IBC Principle is Channel Theory. The aspiration of doing so and our ap­
proach have been described in this paper. Due to space constraints, we are
unable to present our work on other conditions under the mc Principle.
The main conclusion through this work is that the ideas embodied by the
mc Principle make sense, helpful, and moreover justifiable not only by
using Dretske's theory (1981) and Devlin's theory (1991), on which the
Principle is based, but also by using Channel Theory (Barwise and Selig­
man 1997), a sophisticated mathematical theory of information flow. This
work also extends the application scope of Channel Theory from knowl­
edge organization to conceptual modeling. We will continue our investiga­
tion along this line to further develop our theoretical thinking and to con­
solidate and further explore its practical relevance, for example, in the
areas of schema optimization and query answering capability of a schema.
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Appendix

1. A classification is a structure A =<U, LA, I-A > where U is the tokens of A, U the types
of A used to classify the tokens, and ~A is their binary relations.

2. Let A and C to be two classifications. An infomorphism between them is a pair f = </"
j":» of functions. For all tokens c of C and all types II of A, it is true that

fV(c) haiffc ~cfA(a)

3. Information channel consists of an indexed family C= {Ii: A j ~ C} iEl of infomor­
phisms with a common co-domain C, the core of the channel.

4. A subset of tokens that really participate in the information flow are called normal to­
kens.

5. A local logic L =<A, h, NL> consists of a classification A, a set of sequent h, involv­
ing the types of A, the constraints of L, and a subset NL as the normal tokens of L, which
satisfy h,.

6. Theory T = <typ(T), f-> consist of a set typ(T) of types, and a binary relation f- between
subsets of typ(T). Pairs «F, A> of subsets of typ(T) are called sequents. If r f- A, for T, A
(;;type(T), then the sequent r f- A is a constraint. T is regular if for all a§_typ(T) and all
sets t; F', A, A', I', Lo' II of type:

Identity: a f-a,
Weakening: if rf-A, then t; F' f-A, A',
Global Cut: if r, Io f- A, IIfor each partition <Io, II> ( Io U II= I' and Io
n I/=~),thenrf-A.

7.

f-Eli m: r 1f-..ll. 1
r ~A.ll.

These rules consider mappings of types. f-Intro preserves validity but not non-validity.
f-Elim does not preserve validity but preserves non-validity.

8. State Space is a classification S for which each token is of exactly one type. The types of
a state space are called states, and we say that a is in state c') if
a f-s~. The state space S is complete if every state is the state of some token.

9. Event Classification Evt(S) associated with a state space S has as tokens the tokens of S.
its types are arbitrary sets of states of S. The classification relation is given by a ~EVt(S) a,
if and only if states (a)~ a.

to. Sum A+B of classification has as set of tokens the Cartesian product of tok(A) and
tok(B) and as set of types the disjoint union of type(A) and typ(B), such that for a
~p(A) andp~typ(B),<a, b» h+Baiffa ha, and <a,b» f-A+Bpiffb f-BP,
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lntroductlont

Integration is a central research and operational issue in information sys­
tem design and development. It can be conducted on the system, schema,
and view or data level. On the system level, integration deals with the pro­
gressive linking and testing of system components to merge their func­
tional and technical characteristics and behavior into a comprehensive, in­
teroperable system. Schema integration comprises the comparison and
merging of two or more schemas, usually conceptual database schemas.
The integration of data deals with merging the contents of multiple
sources of related data. View integration is similar to schema integration,
however focuses on views and queries on these instead of schemas. All
these types of integration have in common, that two or more sources are
merged and previously compared, in order to identify matches and mis­
matches as well as conflicts and inconsistencies. The sources may stem
from heterogeneous companies, organizational units or projects. Integra­
tion enables the reuse and combined use of source components.

The main problem comes with the fact, that the sources often have het­
erogeneous structures, so that the conflicts between these sources have to
be resolved first. Often integration is done in relationship to a global (do­
main) ontology, which determines the domain terminology, its interde­
pendencies and the way ofnaming source objects.

This paper introduces an approach that handles schema integration on
the pre-design level. It will be shown that such an approach comes with a
number of advantages, in particular reduced structural conflicts and en­
hanced user communication, thus maximizing feedback for further re­
quirements engineering. Both advantages result from the orientation at

I The work underlying that paper has been financed partly by the Klaus-Tschira­
Stiftung Heidelberg
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domain notions rather than at design oriented categories as used in other
conceptual modeling languages like UML.

The paper proceeds as follows: Section 2 gives an overview of the cur­
rent state of the art in the field of schema integration. Current research di­
rections are mentioned, in particular those affecting or influencing our own
work. Section 3 outlines KCPM, the conceptual pre-design model we are
using, and shows its usage for ontology representation, and requirements
modeling. Section 4 discusses KCPM schema integration in detail. Section
5 concludes the paper by a short summary and an outlook on future work
to be done.

Previous Work

When performing schema integration certain constraints have to be met,
namely the four main conditions completeness, correctness, minimality
and understandability. Completeness requires that all information is pre­
served. Correctness means that an integrated schema is not in contradic­
tion to the original sub-schemas. A schema is minimal if it contains no re­
dundancy. Integrated schemas should also be understandable and
comprehensible. Possible conflicts in the integration process include nam­
ing-, semantic-, structural-, data model- and data conflicts. Naming con­
flicts deal with the assignment of different names to the same real world
entities (synonyms). Semantic conflicts occur when two schemas contain
the same concept names without representing the same real world data
(homonyms). Structural conflicts appear when different data structures
represent similar concepts, e.g. the same concept is modeled as an entity
type in one sub-schema and as a value type in another. Data model con­
flicts occur when heterogeneous data models, like a relational and a hierar­
chical data model, are integrated.

Recent integration research focuses on automating the integration and
resolution of conflicts. Parent and Spaccapietra (1998) give an overview
over the integration process and mention the use of ontologies and other
linguistic tools as a prerequisite for automatic schema integration.
Bouzeghoub et al. (1996) describe structural and semantic ontologies that
contain information about schema concepts. Such ontologies are also used
by Comyn-Wattiau and Metais (1997), who advise the use of canonical
graphs and concept hierarchies in order to store additional semantic
knowledge. Storey (2000) proposes the development of ontologies that al­
low the classification of relationship verb-phrases. The RADD-NLI­
approach addresses the definition of antonyms in ontologies as an aid for



Integration of Schemas on the Pre-Design Level Using KCPM-Approach 625

automatically deriving contrastive or opposite relationships between verb
phrases (Buchholz et al. 1996). Ekenberg and Johannesson (1996) discuss
the use of inter-schema correspondence assertions for defining similarities
of schema entities. Gal and Trombetta (2003) describe probabilistic and
fuzzy methods, which can be utilized for the calculation of confidence
measures for similarity. Schema discrepancy conflicts are another impor­
tant issue of integration - they occur when the same information is mod­
eled explicitly as data in one schema and implicitly as metadata in another.
He and Ling (2004) propose to resolve the problem by transforming
schema context into entity types. Martins and Pinto (2001) describe the on­
tology integration process and identify the required process steps. Other
researchers define formal frameworks for ontology integration (Cali et al.
2001). Winiwarter and Zillner (2004) show how ontologies can be used for
semantic multimedia modeling, and therefore mark the way for the integra­
tion of multimedia knowledge-bases.

AU these approaches have in common that they deal with schema inte­
gration issues on the conceptual level. This is mostly due to the fact that a
variety of conceptual models has emerged in the last two decades shifting
design and integration issues up from the logical level of concrete database
data models to a more semantic one, thus allowing for developing a global
integrated schema before mapping it to a concrete implementation oriented
level. By this way, also the perspective has widened from the data centered
view to a more general one including also functionality and dynamics.
However, as will be shown in the next sections, most conceptual models
still suffer from some deficiencies which also impede the integration task
and could be avoided by a more general modeling approach.

KCPM as a Domain Ontology

Motivation

The need for the Klagenfurt Conceptual Pre-design Model (KCPM) origi­
nates from insufficient or imprecise communication between clients and
software engineers that may happen because of the complexity that is in­
herent to most conceptual models. Such models may correctly represent
the system designer's idea of the system, but still are not suitable for get­
ting the desired client feedback. Business-owners, who are the typical cli­
ents of software development projects, are in the majority of cases not
skilled in interpreting conceptual models and lack the intuitive understand­
ing of their graphical representations. The system designers on the other
hand have the necessary technical knowledge but lack a deep understand-
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ing of the corresponding domain. Conceptual pre-design models are a way
to escape from this predicament, because they intend to improve the com­
munication between the parties that are involved in the system analysis and
design process. This is achieved by a more general representation of the
domain, concentrating on the essentials instead of on unnecessary design
details that ultimately confuse customers. Thus the partial informality of
the pre-design approach is exploited to facilitate end-user communication.

Mapping
into UML

Interpretation
to called KCPM entries

Fig. 1. The NIBA process (Fliedl et al. 2002)

KCPM is a pre-design model that was developed as part of the project
NIBA (Figure 1) by adopting concepts of the NIAM Object-Role Model
(Nijssen and Halpin 1989). NIBA deals with the pre-processing and inter­
preting of natural language, from which KCPM schemas can be derived.
The extraction of KCPM-schemas from natural language text is described
in detail in (Fliedl et al. 2000) and (Kop 2002). KCPM schemas can be
used to model static as well as dynamic aspects of a Universe of Discourse
(UoD). KCPM acts as a conceptual Interlingua between natural language
texts and state-of-the-art conceptual models (i.e. UML, Petri-nets). We
have developed an extensive prototype for the maintenance of static and
dynamic KCPM schemas, which contains a component for mapping pre­
design KCPM schemas on more formal conceptual design schemas. Cur­
rently the target schemas are UML static models and UML activity dia­
grams respectively. The mapping from KCPM models to conceptual
schemas is described in (Kop and Mayr 2002) and (Kop 2002).
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The Main Elements of KCPM

The key modeling notions for capturing static VoD aspects are thing-type,
connection-type and perspective, while the dynamic aspects of a domain
are described by operation-types, cooperation-types and conditions.

Thing-types correlate to classes, attributes, values or types in common
conceptual modeling. Simple nouns, proper nouns and noun phrases are
mapped to thing-types. Connection-types depict relationships between
thing-types. They are commonly represented by a verb or verb phrase. For
each binary connection, two perspectives exist, i.e. one perspective for the
point of view of each related thing-type (see, e.g. the NIAM Object-Role
model (Nijssen and Halpin 1989)). Perspectives may have cardinalities or
multiplicities. It should be clear that by introducing only two main model­
ing notions for capturing VoD aspects and their interrelationships the busi­
ness-owner can concentrate on the domain specific aspects and terminol­
ogy and is not forced to make technical decisions between concepts like
classes and values, associations and attributes. This facilitates user inter­
pretation and validation of KCPM schemas substantially and in addition,
avoids frequent re-definitions (conceptual changes) as usual in conceptual
model development. Since from KCPM schemas more formal ones may be
derived automatically based on a set of heuristic rules (Kop and Mayr
2002), its use does not hamper the design process.

Operation-types model system functions and are related to thing-types
modeling the caller, executor and parameters of the respective function.
Cooperation-types aggregate operation-types that can be executed concur­
rently and describe the related pre- and/or post-conditions. Each coopera­
tion-type has at least one pre- and post-condition, and each dynamic
KCPM-schema must have one start- and one end-condition. Logical terms
may be defined for cooperation-types that contain additional information
about the way concatenations of associated pre- and post-conditions should
be resolved. Dynamic KCPM schemas specify hierarchical structures by
the means of operation- and cooperation-types. An operation-type can be
interpreted as a use case or an atomic activity. On the top level, operation
types are generally use cases. A use case describes a process, which is
modeled as a series of cooperation-types, that are sequentially ordered by
pre- and post-conditions. Cooperation-types in tum contain one or more
operation-types which may again be either atomic activities or use cases.
In the latter case they contain another cooperation-type/condition-schema.
We do not impose an explicit restriction to the depth of dynamic KCPM­
hierarchies.
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Ontologies in the KCPM Approach

Ontologies mirror a domain with the help of a standardized vocabulary.
They can be classified on a scale from highly informal to rigorously for­
mal. Depending on its formality an ontology can be interpreted manually
or automatically. Highly informal ontologies are plain, unstructured docu­
ments of natural language text, while semi-formal ontologies contain a
limited set of predefined categories and relationships and therefore limited
capabilities for automatic inference and reasoning. Formal ontologies are
declarative, heavily structured and can describe any arbitrary domain.

The terms of an ontology vocabulary are called concepts. Concepts con­
sist of slots, describing their features. Facets are defined for slots and re­
strict slot value ranges or put other constraints on their contents. Taxono­
mies describe hierarchical structures, i.e. generalizations and aggregations,
of concepts. Facts and rules are used especially in formal ontologies to de­
scribe additional constraints or relationships between concepts.

Ontologies are not restricted to single projects or organizational units.
On the contrary they endorse the collective reuse of shared knowledge, i.e.
they should be reusable among different task areas and organizational units
and possibly even among companies. Knowledge reuse is possible because
ontologies store universally valid domain-terminologies and -relationships
instead of implementation-specific knowledge. The use of ontologies is
reasonable whenever access to knowledge about the problem domain is
needed. This is the case throughout the requirements engineering and sys­
tem development process, specifically whenever people communicate and
risk using blurry notions instead of well-defined terms.

By ensuring that all schemas that are related to a certain domain adhere
to a common ontology, their integration is facilitated substantially since
ontological relationships may be used for identifying similarities and con­
l1icts. Clearly such an ontology can be kept dynamic in the sense that it can
be extended in cases where schema elements are detected that are not yet
clements of that ontology.

KCPM is basically a domain-independent semi-formal (meta-)ontology
classifying words as thing-types, connection-types, etc. On the other hand,
integrated and generalized KCPM schema may be seen as a domain ontol­
ogy of the respective VoD (and thus be re-used in subsequent design and
integration projects). Actually, we are working on the definition of rules
for mapping KCPM to a formal ontology (Kop et al. 2004).



Integration ofSchemas on the Pre-Design Level Using KCPM-Approach 629

The Integration Methodology

Fig. 2. Static KCPM integration

Motivation for Performing Pre-Design KCPM Integration

As had been said in the introduction, one of the main advantages of KCPM
schema integration is to circumvent certain types of integration conflicts
that appear on the design level. In particular, structural conflicts can be
widely neglected due to the fact that KCPM does not differentiate between
entities and attribute types. Also, data model conflicts are reduced to a
minimum because of the leanness of the model. Another advantage comes
with the user centeredness of KCPM which allows the users to take part in
the integration process, give authentic feedback on conflict resolution de­
cisions, and validate integration results. Finally, since an integrated pre­
design schema can be mapped to a more detailed conceptual one automati­
cally, no further integration is necessary on the conceptual design level.

For example, consider the integration of two UML static schemas. The
first model consists of one class "borrowing" that contains all the relevant
information as attributes. The other model contains the same semantic in­
formation in the form of multiple classes that are all connected to a central
class "borrowing". An integration of those models is tricky. It has to be
decided, which concepts are equivalent and whether to model the similar
concepts as attributes or as classes in the target schema. Implementation
details like keys and null-values are also to be considered and increase the
complexity of the integration. On the pre-design level the complexity is
lower, since only thing- and connection-types exist. Therefore, on the pre-
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design level we can concentrate on integrating models themselves without
worrying about subtleties of implementation, thus simplifying the whole
integration process - which in turn helps to involve the customers in the
process - and separating it from technical decisions by deferring these to
the design stage.

Manual Integration of KCPM Models

Figure 2 shows an example for the integration of static KCPM schemas,
with two source schemas on the left-hand side and an integrated schema on
the right-hand side. Since our approach is in an early research phase and
no tool exists yet, the process was performed manually in order to demon­
strate the possible outcome of pre-design integration. Nevertheless, it
should become clear, that the integration steps can be automated easily.
The static KCPM source schemas describe the structure of a library sys­
tem. The upper sub-schema describes an employee's perspective on the
system, while the lower sub-schema is modeled from the customer's per­
spective. Since the sub-schemas have a different focus they use partly dif­
ferently named and structured concepts.

The principal procedure in the manual integration of static and dynamic
schemas is identical, though problems exist in the latter case that will be
discussed subsequently. The expert, who carries out the manual integra­
tion, compares all concepts of one schema with all the concepts from the
other one:

• If two concepts have the same name they may be merged if they are not
homonyms (e.g. the expert identifies the thing-type "customer" in both
sub-schemas of Fig. 2, decides it has the same meaning in both cases
and creates a thing-type "customer" in the integrated schema, that inher­
its its properties from the corresponding concept of the source-schemas).

• If two concepts have different names, and the expert does not notice any
similarities or dependencies, then he accepts both of them as part of the
integrated schema (e.g. the thing-types "borrowing" and "publication
year" are not similar, therefore both are transferred to the target
schema).

• If two concepts are different, but the expert thinks that they model simi­
lar real world constructs, then he evaluates the differences and tries to
resolve them by deciding intuitively which parts to change, which ones
to keep and how to represent the merged concepts in the integrated
schema (e.g. the thing-types "book" and "literature" are synonyms and
thus represented as one thing-type "book" in the target schema).
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An expert bases his matching-decisions not solely on the naming of con­
cepts; he also evaluates the adjacent concepts. Similar environments can
indicate a connection between concepts that would go unnoticed other­
wise. The expert continues the matching and merging actions until the in­
tegrated schema is complete.

Static and dynamic schemas are treated as independent in regard to inte­
gration since they have only thing-types in common: callers, executors or
parameters of operations. Contrary to thing-types, operation-types are
more difficult to integrate. Apart from atomic operations which can be
recognized easily as being similar, this may be intricate in the case of more
complex operations. Also, different dynamic schemas often lack common
conditions at which they could be reasonably joined. Dynamic integration
is therefore highly dependent on user-feedback.

Semi-Automatic Integration of KCPM Models

Semi-automatic KCPM schema integration consists of two major steps.
Firstly the concept matching takes place, which will be achieved by a lin­
guistic analysis of the concept names. Secondly formal integration rules
must be applied, that enable conflict resolution and schema merging.

We will use ontologies to maintain a vocabulary about KCPM schemas
that will contain valid terms of the domain and additional information
about them. Consider the following example, which shows the advantages
of using separate linguistic and domain ontologies, as proposed by Comyn­
Wattiau and Metais (1997) and Bouzeghoub et al. (1996): Let

• "if student(X) then person(X)"
• "if student(X) then attends(X,Y) and university(Y)"

be entries of a linguistic ontology. In contrast to that, the domain ontol­
ogy for the domain "university library" might contain the concept "stu­
dent", classified as a synonym of the term "customer" and with the se­
mantic description "person that lends books".

Moreover, the concept "student" in this ontology might be defined as
generalization of the concepts "regular student" and "PhD student", the
latter granting additional lending rights.

The example shows how domain ontologies offer domain-specific se­
mantic knowledge that is valuable in the current domain but can not be
universally used outside of it. The general linguistic ontology contains
domain-independent knowledge, like general classifications, taxonomies,
synonym- and homonym-relationships, that can be referenced when no
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suitable matches are found in the domain-ontology and that has the advan­
tage that it can be reused without restrictions.

In the first step of semi-automatic integration of static schemas the con­
cepts of the source-schemas are compared one after another. This is easy
for thing-types, because they usually consist of base forms of simple
nouns. Since connection-types consist in most cases of simple infinitive
verbs, they are also easy to compare. However, in order to decide if con­
nection-types are equal one has to compare the adjacent thing-types too.
Concept matching has three possible results: the matched concepts are
equal, different or similar. Equality means that the base forms of the con­
cepts correspond. When direct keyword matching is not sufficient, the
Similarity between two concepts is determined. Two concepts are similar,
if their base forms do not correspond, but they are part of a common fact,
rule, classification or taxonomy in the ontology (e.g. the words are syn­
onymous, one word is the generalization of the other, or a probabilistic
similarity-relationship is defined between two words). Difference means
that the base forms of the concepts do not correspond, and they are not de­
fined as similar in the ontology. We will analyze a promising approach for
enhancing the significance of connection-type matching, which consists of
the definition of semantic classifications for generic verbs like "have" or
"do" (Storey 2000).

In the second step the conflicts are resolved by consulting a formal rule
set, which controls the automatic adaptation of the source schemas' terms
and structures to those of the ontology if needed. If two concepts are equal,
they are merged in the resulting schema. If they are different, both are ac­
cepted in the integrated schema. If the concepts are similar, then one of
them has to be renamed according to the ontology before the concepts are
merged. A client may also be involved in the process by accepting or de­
clining resolve-proposals for specific conflicts.

The approach to semi-automatic integration of dynamic KCPM schemas
is mostly analogous to the static integration, although there are specific
problems. Firstly, operation-types, cooperation-types and conditions may
consist of complex linguistic terms like phrases or sentence fragments. To
resolve these terms and make them comparable to each other, they have to
be decomposed and their elements have to be reduced to their base form.
In order to make this process easier we consider defining naming rules for
dynamic KCPM concepts that must be followed when such concepts are
added or edited. Secondly, the potential problem of state overlapping
(Eder and Frank 1997) is a major obstacle for dynamic integration. State
overlapping occurs when two state diagrams contain similar states that are
not directly comparable, because one state is a subset of the other one, or
because one state corresponds to a number of states in the second diagram.
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Such problems cannot be solved automatically and arc in fact even for ex­
pert users hard to recognize and resolve. State overlapping is relevant for
KCPM integration, because conditions are largely equivalent to states and
may therefore also overlap. All similar operation-type pairs, with similar
but non equal neighborhood, i.e. assigned conditions , may potentially
overlap. In dynamic integration we will frequently fall back on user feed­
back, in the hope to prevent or resolve overlapping conditions .

Summary and Future Work

In this paper we gave an overview on our approach to integrate schemas on
the pre-design level. We described the potential benefits, presented a gen­
eral methodology for performing KCPM-integration using ontology
knowledge and argued the use of KCPM for the implementation of the ap­
proach. Our research will be prosecuted, particularized and implemented,
beginning with the identification of necessary ontology extensions or sup­
plements. We will then continue by detailing a palpable ontology matching
algorithm. One major goal of our research project will be the definition of
formal integration rules, for KCPM schema integration.

Another recent branch of research in the NIBA project focuses on adapt­
ing KCPM as an ontology language for describing business process frag­
ments on a pre-design level, which can be represented by KCPM. In this
context we will research the integration of KCPM business processes,
which is a special case of KCPM schema integration. As part of the latter
project we also plan to develop a new version of our current KCPM visu­
alization tool, which will then allow the editing and maintenance of
graphically represented KCPM business process schemas and also contain
the integration component.
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Introduction

In order to design databases and software components that are fulfilling the
customers requirements, modeling languages that define them at a high
level of abstraction are needed e.g. [2, 12, IS, 18]. Several modeling lan­
guages and methods have been proposed but most of them put focus on the
implementation level and the technical parts of the future information sys­
tem [15].

For conceptual database design, the entity-relationship (ER) model is
almost seen as a de facto standard [22] because it is one of the most popu­
lar and commonly used model today [10, 23]. ER was originally proposed
by [7] in the mid seventies and has since that been extended (generally
termed EER) and used in several methods (e.g. [9, 25]). Although the ER
has been widely used it has been criticized for its general use of the rela­
tionship concept [9]. For software components, the Unified Modeling Lan­
guage (UML) has almost reached the same position, accommodating for
software components by alterations suggested by various authors [6, 24].
UML is intended for requirements engineering and information system
modeling [5]. It provides twelve standard diagram types to analyze a tech­
nical system solution. Nevertheless, the current UML foundation has some
inherent integrity problems of static and behavioral aspects [12]. One prob­
lem is the absence of a complete agreement on how to control the integrity
and consistency between various diagrams [15]. In this paper, the Enter­
prise Modeling (EM) approach is applied in the context of being a generic
and integrated modeling technique for conceptual design of databases and
software components. It is argued that EM is to be used as a generic and
integrated modeling approach for design of databases and software com­
ponents. This paper is organized as described in Fig. 1.
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Design Procedure and System Specification

To be able to present a comprehensible description of the design procedure
and the system specification that is used in this paper, Fig. 1 is included
and described. Fig. 1 should be interpreted starting with the Customer Re­
quirements (CRl, CRZ).

(CR)(1)

ViewModeling(VM)

~_·~IJ M-:"~
I ViewIntegration (VI) I

(4)MB.~~.C1 .(~)
(6) :.~.:

C D -----.-.... ~·· ..a·::
(CDBS) (CSCS)

Fig. 1. Database Design and Software Components

The numbers inside the parenthesis are references to the numbers illus­
trated in Fig. 1. CR (1) includes a specification about what the future data­
base is to store and a specification for what services future software com­
ponents are to provide. The design scenario in this paper deals with a sale
(CRl) and a warehouse (CR2) department. After the designers have stud­
ied and interpreted CR, the Database View Modeling (DBVM) and the
Software Component View Modeling (SCVM) are carried out during the
View Modeling (VM) phase. DBVM (2) is based on the information that
the CR has to offer, and the SCVM (3) is based on both the database views
and the CR information. During these two tasks, DBVM and SCVM views
are developed for each of the two mentioned departments.

The local views are thereafter integrated into global schemata during the
View Integration (VI) phase, resulting in global schemata, one for concep­
tual database design (4) and one for conceptual software component design
(5). During this phase, the interaction between the two components un­
folds, which reveals some integrity problems. The last step, (6) point out
that there is a need to study the connection between the designed concep­
tual database views and schema, and the designed conceptual software
component views and schema. This approach can be used to validate the
database design during the dynamic component design process, whenever
a classical bottom-up perspective on IS-design is used.
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Database Design

In order to design a database that is correct according to the perspective of
both the end users and the database designers a method has to be used. In
[2] it is pointed out that a database design method is composed of at least
three main phases: conceptual database design, logical database design,
and physical database design. This chapter put focus on the first of these
three phases since it influences the rest of the design and therefore is the
most important phase.

Conceptual Database Design

The main task in this design phase is to identify concepts, dependencies
between the concepts and finally illustrate these in a conceptual schema.
One big challenge during conceptual database design is to define a global
schema that is semantically correct, complete, easy to use and comprehen­
sive [21] using the chosen modeling language [23). Many methods and
models have been proposed during the last thirty years. One of the first
modeling techniques which has been one of the most popular and com­
monly used [10, 23] is the entity-relationship (ER) model [7] proposed by
Chen in mid seventies. There are at least three things that have contributed
to its popularity: I) ER has been extended (generally termed EER) and
used in several database design methods (e.g. [9,25]),2) the concepts used
in ER are naturally occurring in database design [17] and finally 3) ER is
useful for communicating with end users [25). It has also been proven that
the EER is useful when defining unary and ternary relationships [21] but it
has been criticized for its general use of the relationship construct [9]. In
this paper a modeling approach, that classifies a relationship as associa­
tion, composition, aggregation, specialization, generalization or instance of
is applied. This approach, EM, gives the designer an opportunity to define
detailed dependencies between the concepts. The static dependencies
adapted from EM are illustrated in Fig. 2.

One way to capture how the concepts are defined and named is to in­
volve the end users in the view modeling process. In this design step,
smaller schemata, views, are defined for each end user or user group. View
modeling in conceptual database design is important since a global schema
can mask differences on how different end users view their organization
[20). During view modeling, each end user or user group describes their
view of the organization resulting in a graphical illustration, a view. The
organization can be defined and graphically illustrated in many different
ways. One concept can for instance be modeled at different levels of ab-
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straction or even using different modeling constructs [16]. Another aspect
to consider is that different end users or user groups can have different fo­
cus while defining their view. This aspect is also illustrated in Fig. 3a and
Fig. 3b where sales and warehouse department are graphically illustrated
using the primitives in Fig. 2. In Fig. 3a the concepts: Customer, Order,
and Article are focused and in Fig. 3b the concepts: Product and Order.

LO---oCD Each instanceof A is dependent
onzeroorone instance of B

~ Each instanceof A is dependent
on exactlyone instanceof B

~_~ Each instanceof A is dependent
~ onzeroor moreinstances of B

~ Each instanceof A is dependent
~ ononeor moreinstances of B

~ B is compositionof A

~ BisaggregationofA

~AinheritsB

~ AisinstanceofB

I~ c ~I A and B are exclusive,
--"~=~----'~==='J A and B InhentC

Fig. 2. Adapted and modified representation of static dependencies in EM ([15])

Fig. 3. Database views for Sales Department (a) and Warehouse Department (b)

In Fig. 3a and 3b there are two kinds of relationships that need to be ad­
dressed. First of all, between Customer and Id (3a), Product and Number
(3b), and Order and Id (3b) there exists a one-to-one relationship that indi­
cates that for each of the mentioned concepts there only exists one match,
e.g. between Customer and Id. Secondly, between Order and Orderrow
(3a and 3b) there exists an aggregate relationship which indicates that each
Order is aggregated from one or several Orderrows.

After view modeling the static local views are integrated into one con­
ceptual schema, which will be used as documentation and template for the
future database. To be able to integrate the views, conflicts that exist be­
tween them have to be identified and resolved.

Designing Software Components

The use of software components in software development has not been a
feasible way to improve the development process until recently, since a
systematic component-based approach is needed to achieve this [8].
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Since software developed today is very complex, descriptions in a high
level of abstraction are needed to aid in requirements analysis for the sys­
tem. It is imperative that these representations are useable throughout the
software development process for the system. This means that the descrip­
tions have to be comprehendible for all interest groups throughout the en­
tire software development process [14]. Three dimensions of the system
must be addressed to accommodate for this; pragmatic level, semantic
level and syntactic level modeling [11].

All of the three levels mentioned above need a comprehensive modeling
technique with the possibility to address the gap between programmers and
system designers. Understanding the intention of the system to be devel­
oped and interactions between parts of the system are essential for success­
ful end results [13]. A model well suited for this is the EM technique, since
it addresses all of the levels (pragmatic, semantic and syntactic) [14]. This
paper focus is on the semantic aspects of an integrated approach.

A comprehensive modeling technique can support the development
process by providing the essential descriptiveness of the models used for
analysis of the information system requirements [14].

Semantic Dependencies in the EM Approach

Semantic dependencies in EM are of two kinds: static and dynamic. De­
scriptions of organizational activities as well as actors are based on the
dynamic dependencies. The dynamic part of EM can be represented by ac­
tions that are using and producing communication flows and by actors that
are responsible for initiation of those actions. The dynamic relations are
state dependencies and communication dependencies. Actions are repre­
sented by an ellipse. Dynamic constituents in the extended communication
flow and action dependency are represented in Fig. 4. State dependencies
are represented by solid arrows, defining semantic relationships between
states (see states A and B).

Unfortunately, many communication-based approaches often neglect
behavioral aspects of the state transition and vice versa, many software en­
gineering approaches disregard communication dependencies [15].

Dynamic dependencies are used to define relations between different ac­
tors, their actions and communication flows. If concept A is connected to
B by a communication dependency, then A is an agent and B is a recipient.
Depending on whether there is a physical flow in the action or not, the
communication flows can be information, material or decision.
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a} 'Il--{D-----&ifll Communica~onflowFfrom
~r . ~l-'-'J actorI to reCipient R
'11~ .~ Communication action C
Lr---~,_:_j--.~ from actorI to reCipient R

[~J----.C~-~=~ State transition from A to B
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1Jf Component
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Fig. 4. Dynamic dependencies (a) and Syntactic Elements (b) [15]

Modeling primitives of the syntactic level are considered as the imple­
mentation perspective or CASE tool dependent [15]. This means that the
list of symbols is not exhaustive; other symbols can be added on demand.

Combinations of the notations shown in Fig. 2 and Fig. 4 make it possi­
ble to describe syntactic and semantic aspects of a system using the same
diagram type. This means that it is possible to keep track of ambiguities
and inconsistencies in the model and to capture the potential problems be­
fore actually starting to implement the system. Recent studies indicate that
it is more confusing for the developer as well as for the user to switch be­
tween different diagram types than keeping everything in a larger, well­
organized model with the possibility to integrate more specific or more ab­
stract views [26].

Designing component interaction loops only based on static database
views may result in incomplete component views. This is illustrated in Fig.
5, which corresponds to the database view shown in Fig. 3a.

Fig. 5. Component View- SalesDepartment

However, it is difficult, if not impossible, to create complete component
views only based on database views and customer requirements, since lo­
cal views may lack in describing dependencies which are only apparent
when a local view integration process has been performed.

The view shown in Fig. 5 is incomplete, since it is not clear what data is
stored in the database. If we study the local database views, we can con­
clude that both views probably contain data that should be stored, but it is
only after view integration we can determine the data to be stored. The
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component view for the warehouse department, shown in Fig. 6, is de­
signed based on the database view shown in Fig. 3b. The representation of
the dynamic parts of the system incorporates the static properties from the
two database views (Fig. 3a and Fig. 3b).

Fig. 6. Component View - Warehouse Department

The view shown in Fig. 6 is incomplete, since it would be impossible to
retrieve any data about a specific order from the database unless the order
is created first. This implies that we do not have sufficient data in the first
two database views separately, to create complete component views. Thus,
for a complete system specification schema, we need to integrate the dif­
ferent views. Integration of the component views into one schema should
be performed after the corresponding database views have been integrated
into one schema. Using this approach will make it possible to capture cer­
tain conflicts before designing the dynamic models.

Integration

After the end users have defined the local views they should be integrated
into one global conceptual schema, defined by [1] as "[ ...] the activity of
integrating the schemas of existing or proposed databases into one global,
unified schema." Several methods (e.g. [17, 19,22]) have been proposed
during the last twenty years and a comprehensive survey of methods is
found in [1]. In the survey performed by [1] it was found that each integra­
tion method is composed of a mixture of the following four phases: 1)pre­
integration, 2) comparison ofthe schemas, 3) conformingthe schemas, and
4) merging and restructuring. To avoid ambiguity regarding the names of
the phases these are hereafter named preintegration, comparison of the
view, conformingthe views. and mergingand restructuring.

In this paper, the three last phases are emphasized. The reason for this is
that phase two and three identifies and resolves conflicts between the
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views, while phase four superimpose and restructure them. Conflicts ap­
pear because different end users use different vocabulary and different
ways to define the same concept, a phenomenon also called semantic rela­
tivism [22]. Several conflicts that need to be resolved can be detected
while comparing the views. What types of conflicts that can occur depends
on the chosen modeling language (e.g. ER, UML, EM) and which level the
integration is performed at (e.g. conceptual or logical level). In this paper a
study at the conceptual level using EM is conducted and therefore the con­
flict classification used in [1] is adapted. The conflicts in [1] are classified
as either name or structural conflicts. Name conflicts are further divided
into synonyms and homonyms [l]. A deeper analysis on identification and
resolution of homonym conflicts in the context of EM is found in [3].
Structural conflicts are further divided into type conflicts, dependency con­
flicts, key conflicts, and behavioral conflicts [1]. During coriforming the
views all the conflicts are resolved and finally, during merging and re­
structuring the views are superimposed into one schema and thereafter re­
structured according to eight quality criterions [2].

Database View Integration

To successfully use the view integration approach for the views found in
Fig. 3a and 3b, three phases have to be applied starting with comparison of
the views. While comparing the sales department view (3a) and the ware­
house department view (3b), five conflicts; three homonyms, one syno­
nym, and one key conflict, are identified. Homonyms are: Name, Quantity
and Id, synonyms are Product and Article and the key conflict is identified
between CustomerNumber and !d. The second phase is conforming the
views and it is during this phase that the conflicts are resolved. For the
synonym, identified between the Sales and the Warehouse department
views the following reasoning can be applied Product-~ Article, Arti­
de -~Product if and only if Product ~-~ Article [3, 11]. The sin­
gle arrow '-~' represents inheritance and the double arrow '~-~'

represents mutual inheritance also used for representing synonyms. For the
homonyms another reasoning can be applied as follows: if Customer ~
Name (0,1; 1,1) then Customer.Name ~~~ Customer (1,1; 1,*), Cus­
tomer.Name -~ Name [11] and if Order ~~ Id (1,1; 1,1) then Or­
der.Id ~~ Order (1,1; 1,1), Order.Id-~ Id. The'.' dot notation, pre­
fixing, is used for compound concepts to unambiguously identify a concept
in a schema. In this case, it is used to solve homonyms. One conflict still
exist which needs to be resolved. The resolution technique is to include
both concepts and leave the decision about which one to use as the primary
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key to the logical database designer since this is a task conducted during
the logical database design. By using the illustrated conflict resolution
technique all concept names are retained for both homonyms and syno­
nyms. This is a strength since otherwise the language used in the views can
impoverish, a problem criticized in [4]. This means that an over specifica­
tion for the solved name conflicts exists. Fig. 7 illustrates the final static
integrated schema where the mentioned conflicts have been resolved.

Fig. 7. Integrated Database Schema

Component View Integration

In order to make a complete component schema, the local database views
were integrated into a global database schema. To achieve a complete
component schema, the dynamic views must be merged based on the inte­
grated database schema, shown in Fig. 7 and thereafter restructured ac­
cording to the quality criterions described by [2]. The integrated compo­
nent schema, Fig. 8, illustrates the necessity for schema integration, by the
detailed specification of the Order object created by the Create Order ac­
tion.

Since the composition of Order is only possible by deriving data from
the integrated global database schema, shown in Fig. 7, we can conclude
that it is only possible to create a complete and correct component schema
when the local database views are integrated into one global schema, and
when the component views have been integrated into one schema, based
on the integrated database schema. Furthermore, we can avoid homonyms
and synonyms if we perform view integration on the static parts of the sys­
tem, as shown in the previous section.

In the integrated component schema, we can see the composition of a
stored order, as well as the complete interaction between the involved
software components and human actors. It is also possible to identify the
slight over specification of Fig. 7, since only specified concepts (e.g.
Product.Name and Customer.Name) are used, and not more general ones
(e.g. Name).
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Fig. 8. Integrated Component Schema

Summary and Conclusion

Several important aspects for a generic and integrated modeling approach
have been detected in this work. Static design problems can be resolved by
analyzing the local views and integrating them into one global schema.
Thus, it is important to have a consistent use of concept names. If a con­
cept is named Order in the database schema, it should be named Order in
the software component schema.

Dynamic or behavioral conflicts are best resolved by analyzing the dy­
namic views, but normally we also need to analyze the static schema for a
complete understanding of what is needed for the dynamic schema. In the
dynamic views, we can identify pre- and post conditions for each action in
the system, but we need the integrated static schema to be able to describe
the contents of the conditions for the actions more completely. The dy­
namic views also provide a means to analyze the completeness of the static
views, since the systems dynamic behavior may result in additional states
being created, as well as identification of over specification in database
views.

The conceptual database schema is developed as specification of the en­
tire future database. The conceptual software component schema is devel­
oped according to given scenarios - what the software components are to
carry out in a specified situation. By using the view approach to database
and software component design, the complexity increase, but at the same
time it is controlled. The integration of views results in one schema that il­
lustrates the complete database and all components working together. This
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integration of the views is needed since the global schema contain addi­
tional information that is needed by the IS.

Based on the results in the previous sections of this paper, we can iden­
tify a design process, shown in Fig. 1, for integrating static and dynamic
modeling of software systems. It has been shown that in order to create
complete static and dynamic schemata of an information system, local
views must be integrated into larger global schemata. This is because of
the dependency that dynamic behaviors create, is linking different parts of
a system together. By integrating the static views first, and basing the dy­
namic schema on the integrated database schema, we can avoid naming
conflicts although over specification still exist to some extent. Further­
more, we can identify composition of pre- and post conditions for the dy­
namic schema. Thus, we can eliminate unnecessary problems before trying
to implement the information system.
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Introduction

Object orientation has been an influential approach in software engineer­
ing. Basically, an object is regarded as an entity that encapsulates states
and behaviours. A system is a collection of objects which interact with
others to accomplish some functionalities. Objects with the same attributes
and behaviours are abstracted into a class. Classes with common attributes
and behaviours are generalised to form an inheritance hierarchy. An ob­
ject-oriented system is designed in accordance with these principles of en­
capsulation, inheritance and object interactions.

In object-oriented system design, the designer has to create from a set of
object interaction scenarios an object-based specification delineating the
individual object behaviours. The task is difficult as different levels of ab­
straction are concerned. The former is concerned with interobject behav­
iour while the latter is concerned with intraobject behaviour In this paper,
we propose method to solve this problem effectively. Based on a synthesis
approach, our method involves the following three steps:

1. Each object interaction scenario is specified as a labelled Petri net or la­
belled net (Reisig 1985, Murata 1989, Desel & Reisig 1998). These la­
belled nets are then synthesised into an integrated labelled net.

2. Duplicate labels are eliminated from the integrated net, while preserving
the firing sequences (event sequences).

3. Individual object-based specifications are obtained as projections of the
integrated net on to the individual objects.

The rest ofthis paper is structured as follows. After discussing the major
problems of deriving an object-based specification, we describe the syn­
thesis method and illustrate it with an example. Finally, we conclude our
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results and highlight the features of our method. It should be noted that
readers of this paper are expected to have knowledge on Petri nets (Reisig
1985, Murata 1989, Dese1 & Reisig 1998).

Problems in Object-Oriented System Design

In object-oriented system design, objects are analysed and specified in
dual-aspects, namely, structure and behaviour (Arlow & Neustadt 2002,
Bennet et al. 2002, Booch et al. 1999, Breu et al. 1998, Cheung & Chow
1996, Cheung et al. 1997a, Cheung et al. 1997b, Cheung et al. 1999,
Fowler 2000, Graham 2001, Iivari 1995, Rumbaugh et al. 1999, Yourdon
1994). The former refers to the structural characteristics whereas the latter
concerns how individual objects behave in interacting with others for ac­
complishing the system's ftmctionalities.

This paper focus on the behavioural aspects of the design specification.
Basically, use cases are first elaborated as object interaction scenarios and
specified as UML sequence diagrams and collaboration diagrams (Jacob­
son et al. 1992, Jacobson et al. 1999, Kruchten 1999, Rosenberg 1999,
Rosenberg & Scott 2001, Schneider & Winters 1998). From these scenar­
ios, the specifications for individual objects are obtained as statechart dia­
grams. The specifications are then verified on correctness and consistency
with respect to the interaction scenarios.

There are at least the following three problems in deriving an object­
based design specification.

First, the specification constructs for object interaction scenarios are too
primitive. The sequence diagrams and collaboration diagrams lacks the
formality for representing the pre-conditions and post-conditions of every
event occurrence in an object interaction scenario. These are however
needed in deriving a design specification.

Second, there are different abstractions between intra-object 1ifecycle
and inter-object interaction. It is difficult to derive individual object behav­
iours (within the object lifecycle) from the object interaction scenarios be­
cause of the difference in abstraction (single objects versus multiple ob­
iects). In the literature, there is a lack of rigorous approaches for this
problem.

Third, there are difficulties in verifying the correctness of the design
specification. There is no effective way for analysing the properties of the
system. It is also difficult to ensure that the objects will exhibit behaviours
consistent with the given object interaction scenarios (Cheung et al. 1998a,
Cheung et al. 1998b, Glinz 2000). In practice, the designer need to go
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through all possible scenarios and make sure that there are no unrealistic
scenarios and no unintended scenarios. The process is very time­
consuming.

The Proposed Synthesis Method

This section describes the details of our synthesis method using the follow­
ing example.

It is an Office Access Control System used in a high-tech company for
controlling staff access to its 30+ offices. In the company, some offices
can be accessed by all staff while others by authorised staff only and/or
during specified time periods. Every office entrance is implemented with a
card-reader, an emergency switch and an electronic lock, all controlled by
a central server.

There are three possible scenarios (use cases) in order for one to gain
access to an office.

• Successful access (UI): A staff member presents hislher staff card via a
card-reader. Access is then granted. The door is unlocked for five sec­
onds and then re-locked.

• Unsuccessful access (Uj): A staff member presents his/her staff card via
a card-reader. It is found that the access is not authorised, and the access
is not granted. The door remains locked.

• Emergency access (U3) : A staff member presses the emergency key, and
the door is unlocked immediately. After resetting by a security officer,
the door is re-locked.

The system will keep a transaction log for recording transactions of the
above scenarios.

From the object-oriented perspective, the central server and the doors
are the objects of the system. The above scenarios or use cases are then
elaborated as the possible object interaction scenarios between the server
object (s : Server) and the door object (d : Door), and are specified as
UML sequence diagrams and collaboration diagrams as shown in Figure 1.
It should be noted that, for precise specification, condition labels are ap­
pended to these diagrams to denote the pre-conditions and post-conditions
for each event occurrence.

Step I is to specify these object interaction scenarios Uj, U, and U3 as
labelled nets (N), MlO) , (Nz, Mzo) and (N3, M30) , as shown in Figure 2.
These labelled nets are synthesised into an integrated labelled net (N, Mo),
by fusing those places which refer to the same initial states or conditions:



650 King-Sing Cheung and Kai-On Chow

P I), P 21 and P 31 are fused into one place P4t. and PI S, P 24 and P 34 into P 42.

Figure 3 show the integrated net. The net contains some duplicate labels.
As for example, place P1 2 and P 22 have the same condition label S.C12 and
transitions til and t21 have the same event label et.

3cenario U1 : rs: Server) I d : Door I

Cl1 el C21

C12 e2 C22

C13 e3 C23

C14

pe4
C2'

C"

Scenario U2 : 3 : ee

C" e, C2'

C12 e, C22
1 : e , 2 : e5

C15 C2'
es

Cl1

Scenario U3 : Is: ServerI I d: Door I 3 : e.

C11 e7 C2,

Cle ee C24
1 : El7 2 : ee

C17
peg

C2l

C11

Legends for condition labels Legends for event labels

C,, : Serveris ready
C12 : Serveris processing accessrequest
C13 : Serveris waitingfor re-lock
C'4 : Serveris writinglog (successful access)
c,s : Serveris writing log (unsuccessful access)
C,e: Serveris waiting for emergency reset
C17 : Serveris writing log (emergencyaccess)
C21: Door is locked
cn : Door is waiting for response
C23 : Door is unlocked(successful access)
C24: Door is unlocked (emergency access)

e,: Request for accessis received
e2: Accessis granted
e3: Time expiresafter accessgranted
e4 : Successful accessis committed
es: Accessis not granted
ee: Unsuccessful accessis committed
e7: Request foremergency access is received
ee: Door is reset to normal
e. : Emergencyaccessis commilled

Fig. 1. Object interaction scenarios as sequence diagrams (left) and collaboration
diagrams (right)



A Synthesis Approach to Deriving Object-Based Specifications 651

P24

(Na. Mao)

Fig. 2. Labelled nets representing the object interaction scenarios in Figure 1
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P42

Fig. 3. The integrated net obtained by synthesising the labelled nets in Figure 2

Step 2 is to eliminate the duplicate labels from the integrated net. This is
attained by refining the nets through the fusion of common places and/or
transitions. The firing sequences (event sequences) must be preserved so as
not to alter the system behaviour. For the purpose of preserving firing se­
quences, dummy places (q» and transitions (E) are appended, and colour
labels are assigned, based on coloured Petri nets (Jensen 1992). Figure 4
shows the refined integrated net where duplicate labels are eliminated.

Step 3 is to obtain projections of the refined integrated net for individual
objects. This is simply made by ignoring those places, transitions and arcs
which are irrelevant to the object concerned. For object s (the server ob­
ject), we keep those places with object label s (including dummy places)
and those transitions having at least one input place or output place la­
belled by s. For object d (the door object), we keep those places with ob­
ject label d (including dummy places) and those transitions having at least
one input place or output place labelled by d. Figure 5 shows the projec­
tions (N; Mso) and (Nd, Mdo) obtained by projecting the net (N', M,') on to
objects sand d, respectively. They serve as the specification for individual
objects sand d.



A Synthesis Approach to Deriving Object-Based Specifications 653

Fig. 4. The refined integrated net obtained by eliminating the duplicate labels from
the integrated net in Figure 3

Conclusion

In this paper, we proposed a synthesis method for deriving an object-based
design specification from a given set of object interaction scenarios, and il­
lustrated it with a real-life example. Our method offers the following dis­
tinctive features.

First, our method provides formal specification of object interaction sce­
narios. Labelled Petri nets are used for specifying the object interaction
scenarios. By making use of the Petri net constructs, the specification is
unambiguous and semantically rich.



654 King-Sing Cheung and Kai-On Chow

(Ns Mso)

Fig. 5. Projections (N, Mso) and (Nj, MdO) fromthe integrated nets

Second, our method provides a rigorous synthesis process for deriving a
correct and consistent design specification. The specification so obtained
reflects exactly the functionalities of the object interaction scenarios.

Third, our method obtains a design specification readily for implementa­
tion. Since the same event or condition may appear in many object interac­
tion scenarios, duplicate labels may exist in the initial specification. Yet a
condition is eventually implemented as a state and an event as an action or
activity. In our method, all duplicate labels are eliminated.

Our method can be effectively used in object-oriented system design for
deriving an object-based specification from a given set of object interac­
tion scenarios. As a further step, it can be implemented in CASE tools for
object-oriented system design.
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Introduction

An important aspect when producing geographic information is to ensure
that the produced information is consistent and homogeneous. Data con­
tent specifications are used to describe objects that should be included in a
data collection, and to evaluate if the quality of the produced information
is acceptable. Product specialists, under consideration of the requirements
from the various users and customers, write specifications in natural lan­
guages. Parts of these specifications can be implemented as constraints in
production systems, and used to evaluate if the produced information has
the intended content.

Constraints for geographic information are specified by e.g. cartogra­
phers and topographers using natural language, and afterward hard-coded
into the production software by programmers. There are several reasons
why this approach is hard to maintain. Firstly products are defined or rede­
fined at a regular basis, resulting in changes in the content and number of
constraints. This requires a programmer each time a new constraint is
needed, or an existing should be changed. Secondly the sources to infor­
mation are changing from only being collected from aerial photos, to in­
clude a variety of new sources e.g. administrative updates from munici­
palities, and changes posted at web pages. Information from new sources
are delivered in multiple structures and content, which makes it impossi­
ble, or at least very difficult, to require that all information must pass
through a single application for validation. Thirdly the existing approach
requires the constraints to be defined at implementation level, meaning that
they have to be redefined if changes to the database schema are introduced.
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In this paper we introduce a language called High Level Constraint
Language (HLCL). HLCL has three important properties, making it capa­
ble to solve the problems listed above: 1) it has a syntax close to natural
language, which makes it easy to use, 2) it can be parsed and translated
automatically into SQL, which enables validation of information, and 3)
the constrains are formulated on the basis of conceptual models, and is
therefore loosely coupled to the actual database implementation.

Constraints and integrity constraints are a well-established topic within
research on domain modeling and databases. Several other attempts for
creating a constraint language can be fund in the literature. The COLAN
language (Bassiliades and Gray 1995) has properties similar to HLCL, but
works on a data model called "PIFDM", which is a functional data model
built on Prolog, and therefore seems to be lacking a clear correspondence
to the relational data model. UML has an extension called the object con­
straint language, OCL (Object Management Group 2003). Like HLCL,
OCL, builds on conceptual models, but OCL has syntax with a program­
ming language style, which makes it difficult to use for product specialists.
OCL has been tested for its capabilities for writing constraints for geo­
graphic information. The conclusion of this work was that OCL has to be
extended to meet the requirements (Casanova, 2000). In some geographic
information systems (GIS) constraints can be specified. The ArcGIS soft­
ware family has some capabilities of specifying topological rules (Hoel et.
AI. 2003), but only a predefined number of topologic relations can be in­
cluded in the constraints, and the distinction between the conceptual model
and the implementation model is somewhat unclear.

In the next section we discuss the requirements to specify constraints for
geographic information. In section 1.3 the properties of the High Level
Constraint Language are described. HLCL is a well-formed language, and
has a well defined semantic and syntax. We will not present the mathe­
matical foundation in this paper, but leave this to another paper already
under preparation (Fischer and Johnsen, forthcoming). Section 1.4 is an
elaborated example that goes through the process of describing a concep­
tual model, writing constraints in HLCL, mapping the conceptual model to
an implementation model, and how constraints are translated into SQL.
The paper is finalized with some concluding remarks and directions for the
future work on and application of HLCL.
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Specifying Geographic Information

A geographic entity is a real world phenomenon with spatial properties
that in a given context can be distinguished from all other geographic enti­
ties. Geographic entities can be represented as geographic objects stored in
computable data structures. A set of geographic objects is often denoted as
a data collection or as geographic information. The intention of geographic
information is to establish a model that simulates properties and behaviors
of geographic entities and the relations among these.

c::~~

~
--

Applying
Specification

L:epresented
Reality

Geographic Entity

Geographic Object

Model
of the
house

Fig. 1. Geographic entities and objects

Specifications of geographic information are developed to describe how
reality must be interpreted to instantiate geographic objects. A specifica­
tion can be regarded as a collection of constraints that describe how geo­
graphic entities are identified, which one should have a representation, and
how this representation should be. These constraints are statements build
over two sets of vocabularies, one used for denoting geographic entities
and their properties, and one for denoting geographic objects and their
properties. Constraint in this sense has a wider meaning than within the
domain of database constraints (Mustiere 2003)

Some of the constraints in a specification can be formalized and imple­
mented in a production system, and thereby used to evaluate if produced
information conforms to the formulated constraints. Only constraints that
include terms from the conceptual model that can be related to objects in
the implementation model, have the potential for being implemented, and
used to validate produced information.
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High Level Constraint Language

The High Level Constraint Language (HLCL) (Johnsen 2005) is developed
to bridge the gap between constraints or business rules formulated in natu­
ral language and their implementation using e.g. SQL. HLCL is a con­
straint specification language, which is designed to have a syntax as close
to natural language as possible, but still with a clear and unambiguous un­
derlying semantic model. HLCL expressions are formulated in the context
of a conceptual model. Therefore the HLCL compiler needs to have access
to a database specification that consists of the conceptual model, a descrip­
tion of the low-level database schema and a mapping between the two. By
introducing a map between the conceptual model and the logical model,
changes in the low-level database schema can be accommodated in the
map, thereby leaving the conceptual model and ultimately the HLCL con­
straints unchanged. The constraints can be updated by recompiling the
constraints in the context of the new mapping and schema.

Conceptual model

A-~;~
sB EJ@:JEJ

!Mapping

- ~ "- . .::.
=FS4

~-:J

Logical model

Constraining

Validating
If

HLCL Con straints

All area must contain building
No lake rnus bewithin lalee

Translating !
~Iect dlain ct area lD Rom Araa A
where eJdSs
(~Iec t • from la ke L., contain C

where....)

SQL Statements

Fig. 2. The principle of using HLCL

The basic construct in HLCL involves two classes in an "all-must"
structure as seen below:

• All house must building: The constraint specifies that "all houses
should be buildings". In general the left-hand side of the "must" speci­
fies which class the constraint applies to and the right-hand side speci­
fies limitation on the class. Using paths as seen below, we can extend
the class-expressions:
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• No lake may contain building: The constraint expresses that "no lake
may contain any building". In the above example the inverse top­
construction "no-may" is used to express class disjointness. The "con­
tain building" fragment specifies a relational path in the conceptual
model. Relational paths are expressed by a series of relations and
classes; they are implicit existentially quantified in HLCL, such that the
path above is understood as "contain at least one building". Paths can
be of any length, one simply adds more relations and classes, and multi­
ple paths can be bundled together by the "or" disjunction and the "and"
conjunction operator. Other quantifications can also be used in relational
paths, but these need to be defined explicitly as seen below:

• All residentialArea must contain solely building type residential:The
constraint expresses that "all residential areas must contain solely resi­
dential buildings". This constraint makes use of an even longer rela­
tional path on the right-hand side of the expression. The "solely" key­
word expresses that residentialArea should only contain residential
buldings and nothing else. Similar to the "solely" keyword, HLCL has
an "all" keyword, which expresses that the relational path should be ful­
filled for all the classes, e.g. "contain all building" expresses that all
buildings should be contained. Finally there is the option using a nu­
merical quantifier "at least/at most/exactly n", e.g. "contain at least 5
building" expresses that at least five buildings should be contained.

HLCL makes use of user-defined variables to express equality of sets.
Variables are represented by capital letters, which are put immediately af­
ter a class, an example of their usage can be seen below:

• All building B must contain building B: The constraint expresses that:
"all buildings must contain themselves". In order to express this con­
straint we must use a user-defined variable "B", to express that the two
buildings mentioned in the constraint must be the same. Finally HLCL
allows user-defined functions, which typically express various arith­
metical relationships.

Using HLCL for Specifying Constraints

In this section we introduce an example that illustrates the capabilities of
the High Level Constraint Language described in the last section. The ex­
ample is inspired by a conceptual model and constraints taken from the
TOPlODK specification (National Survey & Cadastre - Denmark, 2002).
We will show how the natural language based specification can be trans-
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lated into HLCL statements, and how a mapping between the conceptual
model and an implementation model is specified to enable a translation
from HLCL to SQL. The example also constitutes a framework or best
practice for how HLCL is used. The framework includes the following
steps:

1. Developing a conceptual model
2. Specifying the conceptual model in HLCL
3. Writing constraints in HLCL
4. Developing a logical model
5. Specifying the logical model in HLCL
6. Mapping the conceptual and logical model
7. Translating HLCL constraints to SQL

This framework has proven that the knowledge the participants posses
about the data collection at hand evolves as steps in the framework are
concluded, i.e. existing requirements can be reformulated so that they more
precisely express requirements to produced information, and requirements
that have been implicitly given or not expressed by mistakes surfaces.
Therefore, in reality, the process of writing HLCL statements is iterative,
changing between improving the conceptual model, specifying constraints
in HLCL, and mapping these to the logical model.

Conceptual Model

The first step in using HLCL to specify formal constraints is to develop a
conceptual model that includes the concepts and relations that exist be­
tween these. In our examples the conceptual model has four classes: Area,
Residential Area, Commercial Area, and Building. Area is the super class
of Residential Area and Commercial Area. Residential Area has two at­
tributes: Residential Area Type and numbers of residents. Building also
has attributes: Building Type and number of floors. There are two topo­
logic relations between Area and Building: contain and overlap. The con­
tain relation indicates which buildings are contained in an area, and over­
lap indicates if there is an overlap between the boundary of an Area and
the boundary of a building.



Formalizing Constraints for Geographic Information 663

hasType usedby

Fig. 3. Conceptual model

hasType

The HLCL system has a number of requirements to the conceptual
model. Attributes must be modeled as entities, relations must be binary,
and inverse relations must be explicitly defined. To enable the HLCL sys­
tem to get access to the conceptual model it has to be specified in the syn­
tax illustrated on the example below.

class (Building) relation (Building, touch,Building)
class (Area) relation (Building,usedby, Company)
class (ResidentialArea) relation(Building,hasType,Building Type)
class (CommercialArea) relation(Building,n ofF,Floors)
class (Company) relation(ResidentiaIArea,n ofRes, Resident)
relation (Area, contain, Building) -
relation(ResidentialArea,hasType,Residential Area Type)
isa(area, [ResidentialArea,CommercialArea])

Constraints

Having a conceptual model, the constraints that are not already present in
the model, can be formulated using the classes and relations present in
model. In table I, some constraints in natural language are listed in the left
column and their HLCL equivalent in the right. The constraints are in­
spired by the TOPIODK data content specification (National Survey &
Cadastre - Denmark, 2002). As seen the names on classes and relations can
be used in combination with HLCL keywords to form formal constraints
with syntax that has a natural language look and feel.
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Table 1. Example constraints

Natural Language
Residential Area must contain at most I
Commercial Building
All Residential Buildings within Low
Residential Areas must have at most 3
floors
If two buildings of the same type are
neighbors then the z-difference between
the two building must be larger than 5
meters
Two buildings of the same type touch­
ing each other, must either be within or
outside an area

Buildings of type commercial that are
containted In Commercial Areas must
be used by at least I company
No building must overlap an area
Buildings can be of type Commercial,
high residential or low residential

Logical Data Model

High Level Constraint Language
all Residential Areas must contain at
most IBuilding hasType Commercial
all building hastype residential and
within Residential Area hastype lowrc­
sidential must n off at most 3 Floor
all Building A hastype T neighbor
Building B hastype T must havezdiffer­
encebiggerthan(A,B,5)

all Building hastype T and containedin
Area A must touch building hastype T
and containedin Area A omot touch
Building type T
all Building hastype T and outside area
A must touch Building hastype T and
outside area A omot touch Building
hastype T
all building of hastype commercial and
within Commercial Area must usedby
Company
no Building must overlap Area
all Building must type commercial or
type highresidential or type low­
residential

One of the major advantages of HLCL is that constraints can be automati­
cally translated into SQL. To do so a logical model and a map between the
conceptual and logical model must be specified. In this section we intro­
duce a logical model, a specification of this in HLCL, and a mapping be­
tween the two models. These steps are step number 4, 5, and 6 in the sug­
gested procedure.

Figure 4 shows the table layout for the suggested logical model. In the
present version of HLCL relations must be tables or views on tables, but in
the next version, which is already under development, foreign keys and
functional relationships, like spatial relations, will be supported directly.
Below the HLCL statements describing the logical model are listed.

table (Area, [areaID,geometry,areatype,residents])
table (Building, [buildingID,numoffloors,geometry,building_type])
table (Company, [companyID,company_name])
table (Contain, [areaID,buildingID])
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table (Overlap, [areaID,buildingID])
table (RelBuildingCompany, [companyID,buildingID]

Contain

Area Building Company

"""
FKl arealD ...

PK mIDQ. FK2 buildinglD PK bulld lnqlD t.. PK companylD

geometry
Overlap ~

geometry company_name
AreaType """"- building_type FKl buildinglD
Residents

...

FKl arealD
FK2 buildinglD

Fig. 4. Logical model

To be able to translate HLCL constraints into SQL a mapping between
the conceptual and logical model must be supplied. The list below defines
this mapping for our example.

classmap(commercialArea, Area, [], [areaID])
classmap(residentialArea, Area, [], [areaID])
classmap (company, company, [], [companyID])
relmap(building,usedby,company,relBuildingCompany, [buildingID],

[companyID)
valuemap(building,numoffloors, floors,numoffloors, integertype)
valuemap(building, isType, buildingtype, building_type, buildingtype)
valuemap(Area,n ofRes, residents , num of residents,residents)
valuemap(residentialArea,hasType, residentialAreaType, residential

type, stringtype) -

Generating SQL

The constraints formulated in HLCL can be translated to SQL using a
parser. This parser is described in (Johnsen 2005), where it is shown that
HLCL is a "safe" language, meaning that translation into SQL does not
pose any problems regarding termination and recursiveness.

The translated constraints are built up as SQL statements in such a way
that if a constraint is fulfilled, the execution of the translated query will re­
turn no rows. In this section we show how a few of the constraints in
HLCL are translated to SQL. The first example is the "No building must
overlap area" constraint, which is translated into the following SQL query
shown below:

SELECT *
FROM building a
WHERE EXISTS (
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SELECT *
FROM overlap b
WHERE b.buildingID = a.buildingID
AND EXISTS(

SELECT *
FROM area c
WHERE c.areaID = b.areaID

The general idea is that every class and relation in the conceptual model
corresponds to a table in the underlying database. The SQL expressions are
built up as nested SELECT-FROM-WHERE clauses. As seen, classes and
relations are no longer referred to as their names in the conceptual model;
instead the actual table names in the database model are used. Comparison
is done with the set of attributes that constitutes the primary key.

Let us look at a more advanced query, namely the one corresponding to
the constraint: "all buildings must type commercial or type highresidential
or type lowresidential". The corresponding SQL query to the constraint is:

SELECT *
FROM building a
WHERE NOT(

a.building type 'commercial'
OR -
a.building type 'highresidential'
OR -
a.building_type 'lowresidential')

As seen, the general structure is the same as in the first query. The trans­
lation of the operators in HLCL is straightforward, since the used operators
are available in SQL. The relational paths are not parsed into any
"EXISTS" statements, since the relational paths are actually properties of
the building class, resulting in much simpler SQL.

Let us look at one final example with user-defined constraints, namely
the constraint stating: "all building A type T neighbour building B type T
must havez(A,B,5)". InSQL this would look as seen below:

SELECT *
FROM building a
WHERE EXISTS

SELECT *
FROM building b
WHERE b.buildingID != a.buildingID
AND b.building type = a.building type
AND NOT (zdifferencelargerthan(a~geometry,b.geometry,5))

The SQL follows the same structure as the other examples, although
there are some extra clauses in the innermost WHERE clause. The first of
those expresses that the two buildings should be different, this is due to the
different variables used in the HLCL. The next clause expresses that the
two buildings should have the same type. This is the translation of the "T"
variable. The third and final clause is the translation of the user-defined
predicate, we can see how the user-defined predicate is translated straight
into SQL.
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Conclusion and Continuation

The aim of the presented work is to enable product and production special­
ists to write formal constraints that can automatically be implemented in
production software. We conclude that it is possible to define a language in
which constraints can be formulated using a syntax that has resemblance to
natural language. We believe what HLCL has an expressiveness that can
fulfill most requirements on writing constraints, and have illustrated how
fairly complex constraints for geographic information can be specified us­
ing HLCL and translated into SQL. Even though HLCL is quit easy to un­
derstand, it still requires some basic knowledge about the syntax and what
actually can be done using HLCL. Currently a work on developing a
graphic user interface that helps the users to develop conceptual models,
and to formulate HLCL statement, is under development. The intention is
that this interface will make HLCL even more accessible to non­
programmers. Other research that has to be carried out before HLCL can
be used in large scale production systems, is a strategy for executing the
SQL statements in a efficient way, and a support for different kind of stan­
dard database implementations.

References

Bassiliades N, Gray P (1995) Colan: A Functional Constraint Language and its
Implementation. Data Knowledge Eng. no 14, pp 203-249

Casanova M, Wallet T, D'Hondt M (2000) Ensuring Quality of Geographic Data
with UML and OCL. Proc of the 3rd International Conference on the Unified
Modeling Language. Vol 1939 of Lecture Notes in Computer Science.
Springer

Hoel E, Menon S, Morehouse S (2003) Building a Robust Relational Implementa­
tion of Topology. International Symposium on Spatial and Temporal Data­
bases, no 8

Johnsen M (2005) A High Level Interface to Databases, with Application to GIS
(2005). Danish Technical University of Denmark

Mustiere S, Gesbert N, Sheeren D. (2003) A Formal Model for the Specification
of Geographic Databases. International Workshop on Sematic Processing of
Spatial Data

National Survey & Cadastre - Denmark (2003) TOPlODK Data Content Specifi­
cation Version 3.2. In Danish

Nilsson IF, Johnsen M. (Forthcoming) A High Level Logical-Algebraic Con­
straint Checking Language Compiling into Database Queries

Object Management Group (2004) UML 2.0 OCL Specification



A Practical Approach of Web System Testing

Javier Jesus Gutierrez, Maria Jose Escalona, Manuel Mejias and
Jesus Torres

Department of Computer Languages and Systems. University of Seville,
Spain. (javierj, escalona, risoto, jtorres)@lsi.us.es

Introduction

The process of testing software system is gaining more importance every
day [6]. Software applications are growing in size and complexity quickly.
It makes more necessary to dispose techniques to assure quality of the sys­
tems and that the result satisfied initial specifications [l].

Assure the quality of the system is very important in web engineering.
First web systems, at the beginning of nineties, had a simple design based
on static HTML pages. Nowadays, web systems are built applying hetero­
geneous technologies like client-side scripting languages included into
HTML, client-side components like Java applets, server-side scripting lan­
guages like PHP or PERL, server-side components like Java Servlets, web
services, databases servers, etc. All these heterogeneous technologies have
to work together, in order to obtain a multi-user and multi-platform appli­
cation. The design, maintenance and test of the modem web applications
have many challenges to developers and software engineers [7][13].

Internet and web systems also bring to developers a new and innovative
way to build software. Internet allows millions of users to access to an ap­
plication [7]. Thus, problems in a web application can affect to millions of
users, cause many costs to the business [13] and destroy a commercial im­
age. For all these reasons, quality assurance and software testing acquire a
vital importance in the web system development.

This work introduces theory and practice about the generation and im­
plementation of system test cases in web applications. This work presents
a complete vision of system testing showing how to put in practice the
ideas exposed. Section 2 defines the process of software testing and studies
in depth system testing process and how it can be applied to web develop­
ment. Section 3 shows a practical case of generation and implementation
of system test cases. Finally, section 4 resumes conclusions and future
works.
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System Testing over Web Systems

This section describes the process of software testing, studies the process
of system testing in depth, from the point of view of web engineering and,
finally, describes briefly a proposal to generate system test cases in a sys­
tematic way. This approach will be applied in the practical case described
in section 3.

An Overview of Software Testing Process

The process of software testing cannot be done at the end of the construc­
tion of the system, neither expecting to test the whole system ant one time
[2]. The process of software testing has to be divided into sub-process.
Every sub-process indicates which elements must be tested and the mo­
ment to perform every test. The sub-process might be applied when first
elements under test are available. One possible division in sub-process
widely accepted is showed in figure I [9].

Unit testing

Verifies

Verifies

Verifies

Components
In Isolation

Components
Interaction

System
requirements'---__----'----------1---1,

Iq;
;;

Integration ~
testing

System
requirements ---------------1-~ . testing

\L- --'

Fig. 1. Software testing process

Unit testing is done during building of software system [8]. Their objec­
tives are the verification of the design and the functionality of every com­
ponent in the system. Integration testing is done during the building of
software system. Their objectives are the verification of the union among
system components through their interfaces and their functionality. System
testing is done after building of software system. System testing answer
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the question: is the entire system working to deliver the user goals? [17].
Acceptance testing is done after software system implantation. Their ob­
jectives are the verification that system covers all requirements expected
and satisfies the needs of the users.

In figure 1 another kind of testing, regression testing, is lost. It was not
included because they are not performed during the development of the
system. Regression testing are applied during the maintenance of the sys­
tem to accurate that the changes does not introduces unexpected errors in
unmodified elements.

Testing process described in figure 1 might be applied to all types of
software system: desktop applications, client-server applications, mobile
applications, etc. In the specific case of web systems, it is needed to ar­
range specific techniques, like separate client-side and server-side compo­
nents, and specific tools, like HTML validation tool, to web applications
that allows to apply this process.

Next section describes in depth the process of the software system test­
ing and how it must be applied in web projects.

System Test Process

Unit and integration testing guarantees an error-free code, or, at least, that
the code has not the most important or common errors, due of the fact that
it is impossible to test the whole code in depth [2]. However, unit and inte­
gration testing are not enough to assure the quality of the system. It is pos­
sible to have an error-free code that does not satisfy the expectative or the
needed of the system final users. This one makes necessary a system test
phase. This phase will be performed after unit and integration test phases,
and when first system requirements are completely implemented.

An important rule that can be applied in all phases of software testing
process is that testing must begin as soon as possible [12]. Due the cost of
time and resources needed to correct an error increases at same time than
time between the apparition and the detection of that error, it is vital to de­
tect all errors as soon as possible. In system test cases, system is verified
like a black box. Thus, system tester have to wait until the system is built,
or, at least, until some requirements are fully implemented. An imple­
mented requirement means that all elements needed to perform that re­
quirements from the user point of view, like user interfaces, persistent lay­
ers, databases, etc, are implemented. However it is possible to advance
definition and design of system test cases to early development phases.

In [4] a group of representative proposals of early testing are described,
analyzed and compared.
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The process of generation of system test cases from functional require­
ments consists in build a use model of the system from its requirements,
and, later, to generate a set of input values, a set of events or interactions
among system and users or actors, and the expected results [5]. The evolu­
tion of methodological proposals to drive this process has been focused in
how to build and represent the use model.

There are works, like [11], that propose new kinds of requirements spe­
cific for web development, like actors' requirements, adaptability require­
ments or navigational requirements. However, functional requirements are
still playing a very important role in web systems, but must be comple­
mented with other types of requirements like navigational or information
requirements.

Functional requirements should be independent of the implemented plat­
form or the architecture of the system in early development phases. Thus
functional requirements must not include any reference to any platform,
like web or standalone platform. Due this fact, methodologies to generate
system test cases from requirements are also applied in web systems. An
example of integration of a process to generate system cases into a web
development methodology can be found in [9]. Test cases are, also, inde­
pendence of the complexity ofweb interfaces.

Next section describes a possible approach to generate automatically
system test cases. This process is applied in the practical example in sec­
tion 3.

A Proposal to Generate System Test Cases from Requirements

Descriptions of functional requirements are the main artifact to the design
of system test cases [5]. Nowadays, there are a big number of proposals to
systematize this process. A complete survey about these proposals is pre­
sented in [4].

This section introduces briefly the fundaments of a systematic proposal
to generation of system test cases from use cases. This proposal has been
development from the conclusions of comparative studios and analyzes of
several existing proposals, like [4]. The generation of test cases is showed
in figure 2 with an activity diagram [14]. It starts with the enumeration and
the description of the observable results. An observable result is anything
that can be automatically or manual checked, like a system screen, a new
stored, modified or deleted record, a received message by other computer
or server, etc. In conclusion,
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In second step, all possible execution paths are identified. An execu­
tion path is a description of the interactions among system and one or more
actors to obtain one of the results identified in previous activity.

After identifying all the execution paths, all needed values for each path
must be identified. A valid value is a data or precondition that applied to
an execution path allows obtaining the expected result.

In the last step, all redundant execution paths must be removed. An
execution path is redundant when there is other equal path or when it is in­
cluded into other path, with the same values, and the same results are ob­
tained.

Identifyobservableresults

Identifyexecutionpaths

Assigna set of values to each path

Fig. 2. Activity diagram to generate system test cases

This proposal can be applied in parallel with identification and defini­
tion of requirements. In the next section, we are going to put in practise
this proposal in order to generate a set of system test cases for a simple ex­
ample.

A Case Study

In order to explain in a detail way the approach presented in the previous
section, in this section we are going to apply it in a real project.
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System Description

This section describes a simplified web application that we use like a sim­
ple example in next sections to apply the presented approach. The objec­
tive of this web system is to manage the information about customers in a
business. Concretely, the selected example is the functional requirement:
"System must allow that one registered user inserts new customers into
customers database". It indicates that the system has to allow to add new
costumers.

This requirement is too basic and ambiguous to be directly imple­
mented. Thus, the requirement has been refined and splitters in two use
cases. The first use case describes the process to access into the system and
the second one offers the way to insert a new customer. Both use cases are
graphically showed in the UML use case diagram [14] in figure 3 and de­
scribed textually in table 2 and 3.

User

Customer management

Fig. 3. Use cases to insert new customers

In order to describe deeply each requirements. We will use a patterns,
that is a special template, described by the proposals NOT (Navigational
Development Techniques) [11). NOT is a methodological proposal to
drive the requirements and analysis phases in a web system development.
NOT also includes a support tool called NOT-Tool [10). For instance, the
pattern for the firs use cases is presented in table 2.

Using a similar pattern for the other use case, the requirements can be
implemented in a web application. In our wor, Technologies used in the
implementation were HTML and JavaScript, to define the user interfaces,
and PHP to define the business logic and data access. This web application
is composed of two main forms: the first one controls the access to the sys­
tem, and the other one inserts new customers. Figures 4 shows the first
one.
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Table 1. Textual description for the use case "Access to the system"

FR-OI
Description

Normal execution

Access to the system
The system has to manage the access to the system and
verify the identity ofeach doctor. For that, it has to play
like it is describe in this use case.
Step Action
I An user tries to access to the system
2 System asks for identifier and password.
3 User gives the system this information.
4 If this information is correct, the system allows the

user the access, and its continue with use case FR­
02.

Post-condition
Exceptions

None
Step
3

3

3

Action
If identifies does not exist and the number of
attempts is less than 3, system shows a message
telling that user name does not exists and asks it
again.
If password does not match with the user password
and the number of attempts is less than 3, system
shows a message telling that password is invalid and
asks it again.
If identifier does not exist or password does not
match and the number of attempts is 3 or bigger,
system shows a message and denied access to the
system.

..- .~:~Invalid user name
-_. ....- -

or password l ·wrl.A.~:~

._"'- ._-
User login screen . '.."-. -

ilL1! G'£J i- .
!.-~ .~--,-'" ..._':"~ !,"-,-=...~ .. _ .....,-~. r___ .._

l """ ~,, -- .-.- .. - ..!
' ~ 11 .... Three invalid . . - ----_. - --- . ---

logins
r .... l~. --'I

. r:,..., ........
.\l TESS F"'IIll IU:'< J- ..- 1 II y........~. ,..-.. \ .r · tIMatl'··lol,.

! ~'
. -n.:....o....-,...

Valid user name
and password .-.-

~

..
.~

"'" i.'-j

I·
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Fig. 4. Access to system screens
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Unit and integration testing have already been successfully performed.
Next section shows how to generate a set of test cases from the require­
ments of this application.

System Test Cases Generation

Previous section has showed a proposal to generate system test case from
functional requirements expressed like use cases. In this section, that pro­
posal will be applied to generate test cases from use cases described. These
test cases will verify the success implementation of the requirement de­
scribed in table 1 into the web application.

__.._,__....~.~!-'!!Pl,! !"..~t!!!l1.et~....1.~!!!-'!!e!.L_
[lJ + .

A -E:1)A I A - Access allowed,D - Access denied,
IN - Login screen with invalid name

IN (2) IN message.

I (3J IP _D[P - Login screen with invalid
111 password message.

(3) B A

IP 2 IN-DI 13) [1)- Valid nameand
. 111 IP - D password.[3J -if: A ~ A [2]-lnvalid name.

IP [21 IN~ IN _D [3]- Invalid password.

I [3JIP~::~:
I ~IP - D

Fig. 5. Execution paths from "Access to system" use case

The simplest way to find execution paths is to explore all combinations
among steps described in a use case. Figures 5, for instance, shows execu­
tion paths that cover all combinations of steps. They include the normal
execution sequence and the alternative execution sequences. From the
"Access to system" use case, twenty-one execution paths are generated.

It is more difficult to study the number of possible combinations in the
"Insert customer" use case. In theory, an infinite number of executions
paths are possible, for instance, "do not writing a mandatory field". In our
example, we are going to suppose that this scenario can appear just one
time, in order words, a mandatory field could be empty just the first time.
Applying this supposition, from the "Insert customer" use case, , seven
execution paths are generated.



A Practical Approach of Web System Testing 677

Calculating all possible combinations between both use cases, 21 x 7 =
147 execution paths are generated. This number is too high in order to im­
plement one test from each possible execution path. We will choose a rep­
resentative subset of paths only to be implemented as system test cases. It
is out of the scope of this work to show the criterions to select the adequate
paths to be implemented as test cases. Several algorithms for select paths
can be found in [15] and [16]. Some heuristics and guides can be applied
in order to sure the quality of the election. Next paragraphs describe the
chosen paths.

The objective of system test cases is to verify the success insertion of a
new customer. The only way to access to insertion customer form is from
user login screen. So, the entire test includes a valid login, in other words,
a success path through the use case in table 2.

Table 3. Executions paths

Execution path description
Write a valid name and password.
Write a valid customer.

2 Write a valid name and password.
Write a valid customer without a mandatory field.
Write the mandatory field.

3 Write a valid name and password.
Write an existing customer.

Table 4. Test values

Observable result.
Customer inserted
screen.
Customer inserted
screen.

Customer error
screen.

Path
I 2,3

1,3

2

Values set
Valid login.

Valid customer.

Valid customer
without a
mandatory field.

Concrete values.
Name: validname
Password: validpassword.
Customer: customer name
Activity : customer_activity
Address : customer address
City : customer_city
Postal code: customer-postalcode
Telephone : customer_telephone
Customer: customer name
Activity : customer_activity
Address: <empty>
City: customer_city
Postal code: customer-postalcode
Telephone: customer telephone
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Database server is an external component to web system, but it is also
need to perform the requirement. Thus, to accurate that any error is pro­
voked just only into the system and not into external components, all test
cases assume that database server components is always running and al­
ways process successfully the operations requested.

Execution paths selected to be implemented as system test cases are
showed and described in table 3 and table 4.

To study in depth all possible combinations of every use case separately
from other uses cases is useful in order to verify the implementation of
every use case in isolation. However, at the time to verify a requirement
composed of several use cases, it is better to choose a subset that verifies
the whole functionality of that requirement.

Test Case Implementation

This section shows how to implement the test generated in section 3.2. to
be executed over the example web application. We have searched for an
open-source tool that facilities the implementation task. The characteristics
searched in the tool were: possibility to describe the operations performed
in every test case and possibility to compare the results with the expected
results.

There are two kind of testing tools. Tools that record and replay a se­
quence of actions and tools that offers an API to write code that simulates
a user interaction.

API tools are more flexible, minimize the maintenance of test cases and
allow easily testing web system that returns big, dynamic or complex web
pages. We have chosen HttpUnit [3] from all available tools. It is out of
the scope ofthis work to explain how to implement a test with HttpUnit.

The code implements the first execution path in table 4 will have the
next steps: l. Connect to web server, 2. Ask for login page. 3. Verify that
received page is login page. 4. Write a valid user and password and press
submit button. 5. Verify that received page is customer form. 6. Write a
new valid customer and press submit button. 7. Verify that received page
is ok page.

Conclusions

This work has described the process of software testing, applying over web
applications. This work has also showed the needs that become necessary
to perform system testing. A methodological proposal to generate system
test cases from functional requirements has been briefly described.



A Practical Approach of Web System Testing 679

System test cases are written from functional requirements. Thus, sys­
tem test cases are independent of the type of system or architecture under
development. All proposals to generate system test cases from require­
ments might be applied to web systems. Design of software testing can
also start as soon as first requirements are available. Planning and design
of software test cases in early development phases performs and additional
validation over the system requirements, allowing to detect errors, omis­
sions, incongruences and even overspecification or, in other words, too
much requirements. Correcting errors detected in early development
phases are easy and economic because the cost of correct errors increases
in the same way that time between apparition and detecting increases [4].

All the ideas exposed in first sections of this work, have been applied in
a practical case of study. In this case of study, a set of system test cases
have been generated and implemented from a real web application. This
example also shows how is possible to use different technologies and lan­
guages in the development of web applications without integration prob­
lems. Concretely, languages used in web application example have been:
JavaScript, HTML and PHP, and language of the tool to test the applica­
tion has been Java.

System testing can be completed with another types of tests, like per­
formance, reliability [17] and navigability [18] tests.

An investigation line open is to study the integration of the generation of
system test cases into a web development process. First ideas can be found
in [9]. Another line of investigation is to automate the generation process
and integrate it into a CASE tool like [10]. Construction of web system in­
volves many types of non-functional requirements very important, like
navigation requirements [11]. Another line of investigation open is to de­
velop another generation process to be applied over non-functional re­
quirements.
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Introduction

The requirements engineering (RE} process is described as a sequence of
actions, where requirements for a new system are elicited, analysed, vali­
dated, and documented into a formal, complete and agreed requirements
specification [23]. For such a complex process, a powerful tool support is
clearly useful [11], but, the mainstream of RE practice relies on office
rather than RE-tools (e.g., DOORS, RequisitePro, and CaliberRM) pro­
vided by various companies. Part of the problem is the difficulty to assess
the RE-tools in terms of their impact on an organisation, and in an experi­
mental situation, because it is difficult to control the variation in users' ca­
pabilities. RE-tools provide the greatest benefit for large projects, while a
controlled experiment requires prescribed tasks of a fairly limited size.
Hence, to support the completeness of the RE-tool assessment, it should be
grounded in a sound framework providing methodological guidelines.

RE-tools can be seen as (Commercial-Off-The-Shelf) products. RE­
tools are ready made products and users can select them from vendor
product lists [21]. RE-tools are sold in many copies and users are neither
controlling the tools' specifications nor development [24]. Finally, tool us­
ers do not get access to the RE-tool source code (except in case of open
source tools), and vendors are responsible for the maintenance [l].

This paper makes an analytical overview and comparison of the RE-tool
frameworks and assessment approaches. Such a survey might be useful for
the practitioners who are in a process of the RE-tool selection. The over­
view could also be ofuse to researchers working on improved RE-tools, or
improved ways to evaluate RE-tools.

The second and third sections of this paper survey the RE-tool evalua­
tion approaches and frameworks. The fourth section makes comparison
and suggests guidelines for the RE-tool evaluation methodology.
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General COTS Evaluation Approaches

General COTS product selection approaches are applicable for RE-tool
comparison. The process consists of four phases [4]: requirements specifi­
cation, understanding of available tools, assessment of the tool compatibil­
ity with the requirements, and selection of the "best" tool (fig. 1).

User
requiremen ts

Tool selection
proce..

Fig. 1. Tool Selection Process

Requirements specification is based on the working domain knowledge
and existing manual tools. Understanding of the available tools involves
the consideration of the functionality and relating it to the known processes
from the user's experience. During the assessment ofthe tool compatibility
the user has to assess the extent to which tools satisfy the requirements. Se­
lection of the "best" available tool(s) depends on the compatibility with
the requirements and the prioritisation of these requirements. The user may
have to compromise on requirements not satisfied by any of the tools.
Then the user reconsiders the requirements and iterates the selection or re­
organizes work practices in order to fit the "best" tool.

This section makes a survey of general COTS evaluation approaches.
They are PORE [18], OTSO [10], CAP [22], scenario-based selection [3],
STACE [13], ISO/IEC 9126 quality-based selection [5], and R-TEA [20].

PORE (Procurement-Oriented Requirements Engineering) advocates a
parallel and iterative requirements acquisition and tool-candidate selection!
rejection based on the templates [18], which include guidelines over the
vendor data, tool demonstration, hands-on tool evaluation, and user trial of
emerge properties. The PORE application has been demonstrated in the
banking domain and the SCARLET (Selecting Components against Re­
quirements) approach [16, 17] which guides through the tool selection.

OTSO (Off-The-Shelf Option) describes a way to incorporate COTS
tools into the systems used in an organisation [10]. OTSO includes entry



Overview of the Evaluation Approaches and Frameworks for RE Tools 683

and exit parameters and advocates hierarchical criteria definition. OTSO
ignores the definition of the user requirements specification, thus giving
little support in evaluating whether a tool fits the organisational needs.

CAP (COTS Acquisition Process) consists of three parts [22]. Initiali­
zation describes measurement plans. Execution comprises the activities to
identify possible tool candidates, measure them, and decide on their selec­
tion. Reuse comprises the packing activities for future information use.

The scenario-based COTS selection [3] proposes a comparison be­
tween baseline scenarios which describe how an organisation operates and
tool scenarios which projects baseline scenario into a future, where a tool
is applied. Analyst rewrites the baseline scenarios adapting it to scenarios
when using the tools. The scenario selection does not analyse specific tool
requirements, interoperability with other systems, vendor's ability to sup­
port the tool. These criteria are defined during the tool selection (fig. 1).

STACE (social-technical approach to COTS evaluation) consists of
[13] 1) requirements elicitation; 2) social-technical criteria definition; 3)
alternatives identification; and 4) evaluation. In the elicitation, require­
ments are discovered through consultations with users and domain analy­
sis. In the social-technical criteria definition the requirements are decom­
posed into a hierarchy, and each branch of this hierarchy ends in a measure
or metric. Alternative identification includes searching for tool candidates.
Evaluation involves ranking of identified tools against the social-technical
criteria by examining capabilities, documentation, and experimentation.

The ISO/IEC 9126 quality-based approach [5] constructs a quality
model for a targeted tool domain. Following the ISO/lEC 9126 [9] stan­
dard, attributes and relations are structured to criteria and metrics. Next the
general process (fig. 1) is used to select the "best" tool. The approach has
been tested for several tool domains (mail servers [5], and RE-tools [2]).

R-TEA (RE-tool evaluation approach) may support tool selection in
general (fig. 1), but is designed principally for the RE-tool domain and
uses two requirements frameworks [19, 20]. R-TEA consists of six steps.
1) Preparation of a requirements specification according to the frame­
works; 2) Selection of business parties and the RE-tool candidates; 3) In­
vestigation of the functional requirements contributes with the RE-tool
functionality assessment; 4) Non-functional process requirements are ana­
lysed in correspondence to the functionality; 5) Product requirements are
evaluated applying tests and analysing the vendor abilities to support the
RE-tools; 6) Decision about the RE-tool selection is made after summaris­
ing the results which select a tool(s) with the highest score, or conclude
about evaluation iteration if none of the RE-tools is good enough.
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Evaluation Frameworks Specifically for RE-tools

This section surveys frameworks specifically targeted towards the evalua­
tion of the RE-tools. These include: the Lang and Duggan requirements
[14], the INCaSE [8], priority-based [6], role-based [7] frameworks, and
the frameworks for functional [19] and non-functional [20] requirements.

The Lang and Duggan requirements [14] characterize a requirement
management, communication and cooperative work tools. They are:

Req.l Maintain uniquely identifiable description of all requirements;
Req.2 Classify requirements into logical user-defined groupings;
Req.3 Specify requirements using textual, graphical, and model-based descriptions, with

support for rich media description (such as images and animated simulations);
Req.4 Define traceable associations between requirements;
Req.S Verify the assignments ofuser requirements to technical design specifications;
Req.6 Maintain an audit trail of changes, archive baseline versions; and engage a mecha-

nism to authenticate and approve change requests;
Req.7 Support secure, concurrent cooperative work between members of a multidiscipli­

nary team, which may be geographically distributed;
Req.8 Support standard system modelling techniques and notations;
Req.9 Maintain a comprehensive data dictionary of all project components and require­

ments in a shared repository;
Req.IO Generate predefined and ad hoc reports;
Req.l l Generate documents that comply with standard industrial templates, with support

for presentation-quality output, WYSIWYG preview, and built-in document quality
controls;

Req.12 Connect seamlessly with other tools and systems, by supporting interoperable pro­
tocols and standards.

While all stated requirements are clearly useful, the list can be criticised
for being somewhat unsystematic. Req.5 deals with requirements and de­
sign traceability, but it partly duplicates Req.l, Req.3, Req.4, and Req.8.
Req.l speaks about the unique description, but does not consider the speci­
fication language. Req.8 covers modelling techniques, which can be both
semiformal and formal. Req.4 deals with requirement-requirement traces,
but neglects source-requirement and requirement-design traceability.
Req.lO and Req.ll overlap since both deal with the reports and views.

The INCOSE framework [8] suggested by the INCaSE working
group, classifies 52 requirements into 14 categories. Based on the vendors'
information, INCaSE provides a RE-tool survey, too. But the terminology
is not defined, so the survey obtained some strange results when vendors
interpreted features in an unintended way, making their tools look fully
compliant, but if one takes a closer look this is not necessarily the case.

The priority-based evaluation framework [6] was created in consul­
tations with practitioners. It classifies 53 requirements according to three
priority levels (fig. 2) - high (essential), medium (useful) and low (desir-
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able, but not essential). But organisations are not homogeneous environ­
ments, and priorities depend on various objective and subjective circum­
stances. The framework does not have guidelines for how to analyse the
RE-tool if user priorities vary in different environments.

The role-based framework [7] suggests 93 requirements (fig. 3), which
are grouped according to developer, project administrator and RE-tool
administrator roles. The separation reduces the amount of text users have
to read to get an idea of an RE-tool. However, requirements are not per­
fectly disjunctive, as one user may have several roles in a project.

Priority-based RE-tool framework

Hlj!h priority

H.1. Providemeansto cre­
ate the model,and assistance
for user.

H.2. Provisionfor changes
and their propagation

H.3. Requirements can be
tracedfromsourceonwards
and fromdesignbackwards.

H.4. Requirements to be
decomposable or composabIe
whilst maintaining any links
betweenrequirements. Users
to be madeawareof the level
at which theyare viewing.

Medium priority

M.1 Presentdifferentviews
of model,e.g., for different
stakeholders, possiblyusing
differentnotations.

M.2. Verification/Design
Support

M.3. Test case/usecase sup­
port

M.4. Interfacing to other
systems

M.5. GlossarySupport

Low priority

L.1. Prioritise requirements
L.2. Costings
L.3. Reuseand access to stored

requirements
L4. Framework extendedor al­

tered to suit particularproblemdo­
main.

L.5. All typesof requirements
such as functional, behavioural etc.
to be catered for.

Fig. 2. Priority-based Framework

Role-based RE-tool framework

Project administratorDeveloper

0.1. Requirements management information
(RMI)model

0.2. Views
0.3. Formatting, multimedia and externalfiles
0.4. Changemanagement and comments
D.5. Documentation of the history
D.6. Baselining
D.7. Traceability
0.8. Analysis function
0.9. Tool integration
0.10. Import
D.11. Document generation
0.12. Collaborative workingon the same task
0.13. Checkingout for offlineuse

14. Webaccess

PA.1. Centralinstallationand ad-
ministration of projects

PA.2. Usersrolesand rights
PA.3. Sizerestriction
PA.4. Workflow management
PA.5. Extensibility

Fig. 3. Role-based Framework
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The role-based framework does not consider guidelines for the applica­
tion depending on the context. Also the authors do not provide empirical
evidence of the framework's validity. The framework is only focused on
functional RE-tool requirements, ignoring non-functional issues.

Two frameworks, one for functional and one for non-functional re­
quirements are combined and used in the R-TEA method.

The framework [19] for functional RE-tool requirements (fig. 4)
consists of three requirements dimensions [23]. The representation dimen­
sion deals with the degree of formality, where requirements are described
using informal, semiformal and formal languages. The agreement dimen­
sion deals with the degree of agreement among project participants by
communication, collaborative means and maintenance of rationale. The
specification dimension deals with the completeness of specification and
the degree of requirements understanding at a given time moment. The
framework categories are reconsidered according to the Lang and Duggan
[14] requirements, and are expanded with RE activities. The framework
supports the evaluation by distinguishing between the goals to be reached
and the means used to reach them, as done in the semiotic framework [15].

[' FEFI. Representation dimension

Framework for Evaluation
of Functional Requirements for RE-tools

FEF2. Agreement dimension

FEFl.l. Specify uniquely iden­
tifiable description using informal
language.

-_ FEFI.2. Specify requirements
using semi- formallanguage(s).

--. FEFl.3. Specify requirements
usmg formallanguage(s).

FEFl.4. Define traceable asso-

I
ciations between requirements and
the different elements ofrequire-

I ments specification.

L-+: FEFI.5. Connect seamlessly
with other tools and systems, by
supporting interoperable protocols
and standards.

FEF2.I. Maintain an audit trail
ofchanges, archive baseline ver­
sions; and engage a mechanism to
authenticate and approve change re­
quests.

FEF2.2. Classify requirements
into logical user- defined groupings.

FEF2.3. Support secure,
concurrent cooperative work
between members of a
multidisciplinary team, which may
be geographically distributed.

FEF2.4. Maintain a
comprehensive data dictionary of all
project components and requirements
in a shared repository.

FEF3. I. Collect and store a
common system's and a product
family's domain requirements.

FE F3.2. Generate
predefined and ad hoc reports,
documents that comply with
standard industrial templates,
with support for presentation,
quality output and in-built
document quality controls.

FEF3.3. Generate the
complete specification,
expressed using formal language
(informal and semiformal
languages might also be
included), commonly agreed by
all stakeholders.

Fig. 4. Framework for Evaluation of Functional RE-tool Requirements

The framework [20] for non-functional RE-tool requirements (fig.
5) separates process, product and external requirements as suggested in
[11]. Process requirements are constraints placed upon the user's work
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practice. Product requirements specify the desired RE-tool qualities (e.g.,
usability, performance, reliability, and maintenance). External require­
ments are divided into organisational requirements and requirements to
business parties. Organisational requirements comprise direct and indirect
costs and business practice. Requirements to business parties deal with the
vendor performance, reliability, customer base and track records.

NF3.2.1. Whatfacili­
ties the businessparties
are suggestingfor user
training?Are the sug­
gestedtrainingfacilities
are appropriate to the or­
ganisation?

NF3.2.3.Do the busi­
ness partiesprovidethe
adequatesystemsupport?

NF3.2.2.Do the busi­
ness partiesprovidethe
adequatesystemmainte­
nance?

NF3.1.2. Evaluatethe
ecision makingapproach

in the organisation.

NF3.1.3. Investigate or­
ganisational experienceof
the softwareusage.

NF3.1.1. Decideabout
the biggestcosts the organi­
sation is able to pay for the
RE-toolevaluation.

NF3.1.4 Definethe le­
gitimateconstraintssocial
norms.

NF2.3. Providea user
satisfyingperformance
(efficiency) of the system.

NF2.4. Providea user
satisfyingsupportability
(maintainability) ofthe
system.

Framework for Evaluation of Non-Functional
Requirements for RE-tools

NFI.2. Supportthe
modellingperspectives.

NFI.3. Supportthe
softwaredevelopment
models.

NFl.l. Supportthe in­
ternational requirements
specification standards.

NF1.4.Supportthe in­
terfaceswith the editing,
modellingand implemen­
tationtools.

Fig. 5. Framework for Evaluation of Non-functional RE-tool Requirements

Discussion and Conclusions

Comparison of evaluation approaches
Table la and Table lb shows comparison of approaches according to ac­
tivity focus, material required, detail of guidelines, evaluation criteria, and
maturity. All approaches correspond to the general COTS selection proc­
ess in fig. 1. But each of them highlights different techniques. PORE de­
scribes template-based procurement. The scenario-based selection maps
baseline scenario and tool scenario. The quality-based approach constructs
a quality model for tool domain. R-TEA supports framework-based
evaluation. OTSO, CAP, scenario-based selection and STACE assume that
evaluation criteria are defined in advance.
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The one-round and multi-round evaluations could be separated. The
nne-round evaluation is executed one time with all the candidate tools. Af­
ter each step, the tool list is reduced and the user requirements are ex­
panded (e.g. PORE). But most of the approaches (OTSO, CAP, scenario­
based, STACE, and R-TEA) apply the multi-round evaluation, when the
full evaluation cycle is repeated with each individual tool. The decision
about tool suitability is made after testing all tools.

PORE, quality-based, and STACE are criticised for labour-intensive ac­
tivities to define evaluation criteria. The approaches are not specifically
largeted towards RE-tools, so the evaluation criteria and process definition
are time consuming and domain knowledge demanding. R-TEA targets the
RE-tool domain and supports the evaluation process using the two men­
tioned evaluation frameworks [19, 20].

Table lao Comparison of evaluation approaches

PORE
o Requirements
.;;: ~ specification,.- (,,)

U <9 assessment the
< compatibility

OTSO
Criteria definition,
assessment the
compatibility

CAP
Criteria
definition

Scenario-based
Determination
how organisation
works.

Reported 1998,
teaching seminar.

Detail guidelines
how to write
scenario .

Detail
guidelines,
describing
inputs, steps,
and outputs
General No evaluation
taxonomy, based criteria. Focus on
on ISO/IEC scenario writing.
9126 standard.

Reported 1995, case Reported 2000,
studies (map case study
application, (administrative
hypertext browsers). task tools).

General criteria,
goal/question!
metric plan.

Templates for Requirements Stakeholder work
criteria construction, specification, scenanos
Initial criteria phase outputs.
taxonomy.

6 phases (search,
screen , evaluate,
analyse , deploy,
assess)

<il 11 Test cases,
'1:: ~

l1) .!:: Vendor.... ='
~ [demonstration

C'-.

=@ ~ D~tail templates
U ~ guide the
'0 l:::
~ :.::: process.
o l1)

:r::9
5'0

l::: Not specifically
.~ .~ defined,
=' B depends on the
-'1::
~ C) domain and
~ templates.

Reported 1998,
case study (RE­
tools), BANK­
SEC project and
SCARLET
approach.
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Table lb. Comparison of evaluationapproaches (cont.)

STACE
C rJl Criteria definition
.;; =s._ u

n<£
<

Quality-based
Criteria definition

R-TEA
Assessmentof the
compatibility

] ] Documents, domain
2 'S knowledge, market
ro CT' d'::E ~ stu res.

ISO/IEC 9126 standard, Specificationexemplar,
literaturereview,web RE-tool tutorials,
page analysis. evaluationscenarios.

Quality model,based on Two evaluation
ISO/IEC9126 standard. frameworks.

:a ~ Guidelines include 5..... ~

~ ;.:: generalphases
(l)

~:2
o =s:= OJ}

~ 1 ..g ro Genera categones,
..... '1:
§ 2 adapted to a domain
-'1:
~ u
~

'E Reported 1999, case
~ study (GIS).
::E

7 guidelines for
constructionquality
models.

Reported2002, case
studies (mail servers,
RE-tools).

Guidelinesinclude 6
generalphases.

Reported2004, academic
case studieswithout
purpose to select a tool.

Comparison of evaluation framework
Frameworks describe RE-tool functionality, and only some of them ana­
lyse non-functional requirements, like costs [6, 8, 20], tool performance,
usability, reliability [7, 20] and vendor characteristics [20]. The common
functional requirements are:

• Requirements model representation using different representation para­
digms and languages, like requirements Req.l, Req.3, and Req.8 [14];
capturing requirements/identification and capturing element structure
[8]; means to create the model (H.l) [6]; requirements management in­
formation model (D. 1); multimedia and external files (D.3) [7]; and re­
quirements representation using informal (FEF 1.1), semiformal
(FEF1.2) and formal languages (FEF1.3) [19].

• Requirements traceability, like requirements Req.4 and Req.5 [14]; re­
quirements flow-down and traceability analysis [8]; requirements traces
from source onwards and from design backwards (H.3) [6]; traceability
(D.7) [7]; and traceable associations (FEF1.4) [19].

• RE-tool association and interfaces with other tools, like requirement
Req.l2 [14]; FEF1.5 [19]; interface to tools [8], verification and design
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support (M.2), and interfacing to other systems (M.4) [6]; and tool inte­
gration (D.9), and import (D.lO) [7];

• User and user group definition, like user roles and rights (PA2) [7] and
some activities of features FEF2.l [19];

• Maintenance of requirements history, views and baseline, like require­
ment Req.6 [14]; activities of FEF2.l [19]; configuration management,
and groupware [8]; requirements (de)composition (H.4) and model
views (M.l) [6]; and views (D.2), baselining (D.6), and documentation
on the history (D5) [7];

• Requirements attributes and requirements prioritisation, like require­
ments Req.2 [14]; FEF2.2 [19]; and L.l [6];

• Collaborative work support, and requirements model change propaga­
tion, like requirement Req.7 [14]; FEF2.3 [19]; change management and
comments (D.4), collaborative working on the same task (D.l2), and
Web access (D.l3) [7];

• Assistancefor RE-tool users, like requirements Req.8 [14]; FEF2.4 [19];
workflow management [7]; training [8]; assistance for users and glos­
sary support (M.5) [6].

• Requirements repository functionality, like FEF3.1 [19]; reuse and ac­
cess to stored requirements (L.3) [6]; and size restriction (PA3) and da­
tabase (TAl) [7];

• Report printing according to different system and requirements views,
like requirements Req.lO, LDReq.ll [15]; FEF3.2 [19]; documents and
other output media [8]; and document generation (D.11) [7].

Three frameworks [6, 7, 19] prioritise requirements according to their
importance (high, medium, and low). But none of the frameworks (except
[19] and [20]) specify traceability between RE-tool functionality and us­
ability. Lack of traceability could result in poor consistency during the RE­
tool evaluation and/or development. None of the frameworks provide ter­
minology explanation, and, therefore, they could mislead during the
evaluation, especially, ifRE-tools are considered by different evaluators.

Guidelines for RE-tool evaluation methodology
Ihe working hypothesis is that if a qualitative methodology is to be used
for RE-tool acquisition, it would contribute with an RE-tool, which would
yield prepare a high-quality specification. Composition of both evaluation
approach and framework (e.g., the quality-based and INCaSE framework
[2], PORE and role-based framework [7]) could contribute with aRE-tool
selection methodology. However, only R-TEA combines and guides two
frameworks [19,20] and gives an account to a stepwise assessment ofRE­
tools.
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A proper methodology saves time, helps to highlight the criteria and
guides through evaluation. Here, the guidelines for methodology are sug­
gested, according to a framework proposed by Krogstie and Selvberg [12]:

Apply a constructivistic world-view. An objectivistic world-view de­
scribes an organisation, where stakeholders can map the required RE-tool
without changing the organisational processes. In comparison to this, a
constructivistic approach supports stakeholder knowledge externalization
and internalization processes, and makes the organisational environment
part of the individual understanding. Therefore, the methodology should
support the constructivistic world-view (e.g., PORE [18], R-TEA [20])1.

Be ready to change work processes. It is important to consider the or­
ganisational maturity before the tool acquisition to environment. RE-tools
may lead to process improvement, but only if the organisation is able to
take advantage of the tools. If the organisation has an immature process,
there are probably other improvement steps that should be taken before
considering the tool acquisition (e.g., [6,7, 19,20]).

Evaluate the software already available in the organisation. Usually
the RE-tool will not be a stand-alone application in the organisation, but
will be used together with other development tools. Hence, the RE-tool
ability to interoperate with other tools should be a part of the general tool
evaluation (e.g., [6, 7, 8, 19,20]).

Involve users in the RE-tool evaluation. The users have different ex­
periences arising from work and other activities; however, they are the true
evaluators and can describe lacking points of automated support (e.g.,
PORE [18], R-TEA [20]).

Teach users the tool functionality. Surveys [14, 19] report about RE­
tool complexity. In order the tool selection to be successful, the methodol­
ogy should comprise the teaching. The users should perform themselves
the evaluation, and the evaluation team should help them during the RE­
tool testing (e.g., R-TEA [20]).

Evaluate the maturity. The methodology maturity could be evaluated
by methodology usage time (used for a long time or new), awareness (used
in many places, or only by one company or research group), and applica­
tion (tried out in practice) (e.g., PORE [18], quality-based selection [5]).

Reuse the collected information could be divided to several cases. 1)
Reuse of the same type of tool evaluation by the same organisation. The
case could happen if the tool versions change. 2) Reuse of other type of
tool evaluation by the same organisation. This reuse contributes with envi­
ronment description; however a new tools and new needs should be de-

I This and other examples suggest the some methods as examples; however, sam­
ple is not limited, as the approach selection and application depend on the context.
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fined. 3) Reuse of the same tool type but by a different organisation could
happen if the organisations have similar needs. The gathered information
should be also packaged for the future needs (e.g., CAP [22]).

There is no clearly "best" solution for the RE-tool evaluation method­
ology. The guidelines show that a methodology depends on the organisa­
tional profile and goals.
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Introduction

Requirements engineering (RE) is a complex activity, potentially involving
stakeholders participating in the elicitation, documentation, validation and
management of system requirements. For such a complex activity, power­
ful tool support is clearly useful [10, 12]; however, the mainstream of RE
practice relies on office and modelling tools rather than targeted RE-tools
(e.g. DOORS, CaliberRM, and RequisitePro). Reasons for not using the
RE-tools include financial causes, like high RE-tool price and low return
on investment. Hofmann and Lehner [8] stress that a lack of well-defined
RE process and a lack of team training in the selected tools cause the in­
sufficient RE support. An infrastructure must be set for tool acquisition,
and a company must be willing to invest in putting such an infrastructure
[2]. However, the management of such companies usually has the unrealis­
tic expectations, e.g., immediate pay-off.

A part of the reason might be that it is difficult to evaluate the RE-tools
available. Because of their limited use in practice it is difficult to evaluate
them in terms of their impact on an organisation's processes. Similarly, it
is difficult to examine tools in an experiment, as it is difficult to control for
the variation in system developers' capabilities. Moreover, RE-tools pro­
vide the greatest benefit for large projects with real stakeholders who fre­
quently change their minds about requirements, while a controlled experi­
ment normally requires prescribed tasks of a fairly limited size. It would
thus be hard to create experimental tests that would provide a realistic
evaluation of the tools, and for small- and medium-size organisations the
cost of thus evaluating several RE-tools empirically might be prohibitive.
There is also a need for a cheaper kind of evaluation that can be done ana­
lytically rather than empirically. A potential problem of such evaluation,
however, is that they easily become ad hoc and subjective. Hence, to sup­
port the completeness and effectiveness of such evaluations, it should be
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grounded in a sound evaluation frameworks providing methodological
support to the evaluators. This work analyses a research question: How to
evaluate and acquire software tools for the RE process support according
to organisation's needs in order to improve the RE process?

In the second section of this paper an RE-tool evaluation approach (R­
TEA) is presented. R-TEA is a systematic way to assess RE-tools using
two evaluation frameworks [17, 18]. In the third section a case study is
considered in order to test the approach. The fourth section analyses the re­
lated work. Finally, the conclusions and future work is discussed in the last
section.

RE-Tool Evaluation Approach

A comrnon way to investigate tools is to define categories and require­
ments, where requirements are used as measures or metrics. Such organi­
sation could be considered as the evaluation framework which provides a
skeleton structure for the tool comparison. RE-tool frameworks [6, 7, 9]
specify different RE-tool requirements. However, the frameworks are de­
velopment-oriented and lack application for the evaluation purposes.

The RE-tool evaluation approach (R-TEA) starts with a specification
exemplar which is based On two evaluation frameworks [17] and [18]. This
section characterises the frameworks, exemplar and the R-TEA method.

The framework [17] for functional RE-tool requirements (fig. 1)
consists of three requirements dimensions, inspired by Pohl's work in the
NATURE project [21]. The requirements representation dimension deals
with the degree of formality, where requirements are described using in­
formal, semiformal and formal languages. The requirements agreement
dimension deals with the degree of agreement among project participants
by communication, collaborative means and maintenance of rationale. The
requirements specification dimension deals with the completeness of re­
quirements specification and the degree of requirements understanding at a
given time moment. The framework supports the evaluation by distin­
guishing between the goals to be reached and the means used to reach
them, as done in the semiotic quality framework [13].

The framework [18] for non-functional RE-tool requirements (fig.
2) separates process, product and external requirements as suggested in
[12]. Process requirements are constraints placed upon the user's work
practice (but not upon developing or evaluating the RE-tools).
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Framework for Evaluation
of Functional Requirements for RE-tools

FEFt. Representation dimension FEF2. Agreement dimension

FEFl.l. Specifyuniquely
identifiable descriptionusing
informal language.

FEFt.2. Specifyrequirements
usingsemi- formallanguage(s).

FEFI.3. Specifyrequirements
usmgformallanguage(s).

FEFt.4. Definetraceable
associations betweenrequirements
and the differentelementsof
requirements specification.

FEFt.5. Connectseamlessly
with other toolsand systems,by
supportinginteroperable protocols
and standards.

FEF2.1. Maintainan audit trail
of changes,archivebaseline
versions; and engagea mechanism to
authenticate and approvechange
requests.

FEF2.2. Classifyrequirements
into logicaluser-definedgroupings.

FEF2.3. Supportsecure,
concurrentcooperativework
betweenmembersof a
multidisciplinary team, whichmay
be geographically distributed.

FEF2.4. Maintaina
comprehensive data dictionaryof all
projectcomponentsand requirements
in a sharedrepository.

FEF3.1. Collectand store a
commonsystem's and a product
family's domainrequirements.

FEF3.2. Generate
predefinedand ad hoc reports,
documentsthat complywith
standardindustrialtemplates,
with supportfor presentation­
qualityoutput and in-built
documentqualitycontrols.

FEF3.3. Generatethe
completespecification,
expressedusing formallanguage
(informaland semiformal
languages mightalsobe
included), commonlyagreedby
all stakeholders.

Fig. t. Framework for Evaluation of Functional RE-tool Requirements

Framework for Evaluation of Non-Functional
Requirements for RE-tools

NF3.2.r, Whatfacili­
ties the businessparties
are suggestingfor user
training?Are the sug­
gested trainingfacilities
are appropriateto the
organisation?

NF3.2.2.Do the
businesspartiesprovide
the adequatesystem
maintenance?

NF3.2.3. Do the busi­
ness partiesprovidethe
adequatesystemsupport?

NF3.1.2. Evaluatethe
ecisionmakingapproach

in the organisation.

NF3.1.1.Decideabout
the biggestcosts the organi­
sation is able to pay for the
RE-toolevaluation.

NF3.t.4 Definethe
egitimateconstraintssocial

norms.

NF3.1.3. Investigate
organisational experience
ofthe softwareusage.

NF2.3. Providea user
satisfyingperformance
(efficiency) of the system.

NF2.4. Providea user
satisfyingsupportability
(maintainability) of the
system.

NFt.2. Supportthe
modellingperspectives.

NFI.t. Supportthe
international requirements
specification standards.

NFt.4. Supportthe
interfaceswith the editing,
modellingand implemen­
tation tools.

Fig. 2. Framework for Evaluation of Non-functional RE-tool Requirements
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Product requirements specify the desired RE-tool qualities (e.g., usabil­
ity, performance, reliability, and maintenance). External requirements are
divided into organisational requirements and requirements to business par­
ties. Organisational requirements comprise direct and indirect costs and
business practice. Requirements to business parties deal with the vendor
performance, reliability, customer base and track records.

The specification exemplar [18] for RE-tool evaluation is constructed
from evaluation frameworks. The exemplar supports the RE-tool evalua­
tion in two ways: 1) it provides the evaluation criteria; 2) it is used as the
try-on instrument. The exemplar is not made to favour one particular RE­
tool or tool vendor. It allows evaluation of limited tool functionality. The
exemplar does not specify whether the task must be done automatically or
manually. The exemplar contains steps modifying requirements, analysing
conflicts and restructuring the whole specification. Its application results
the RE-tool evaluation approach (R-TEA) shown in fig. 3.

6. Decision about
th e R E-to ol(s)

5. Investi ga tlon of the
product requirem ent s

3. In vestiga tiun of the
fun ctional r equ irement s

Evaluation tcchn iquc(s)
(e.g. specification exemplar. RE-tool tutorial,

eva luation scenario)

Fig. 3. RE-tools Evaluation Approach
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R-TEA involves two actor groups: evaluation team which manages the
process, and users, who perform the activities. R-TEA has six phases:

1. Preparation of a requirements specification for the RE-tool selection
consists of analysing the specification exemplar and adapting it to the
user needs. The evaluation team performs elicitation and highlights the
environment's needs. The prioritisation has to determine the most im­
portant requirements. The evaluation team could apply different meth­
ods (e.g., Analytic Hierarchy Process (AHP) in [22], and weighted scor­
ing method (WSM) in [11D. Based on elicitation and prioritisation, the
evaluation team prepares the specification containing the requirements
listed according to priorities.

2. Selection of business parties involves the investigation of the RE-tool
market according to the external requirements. The evaluation team re­
quests trial and demonstration RE-tool versions from the business par­
ties. Next, phases 3, 4, and 5 evaluate each of the RE-tools selected in
phase 2.

3. Investigation of the functional requirements contributes with the func­
tionality evaluation of the RE-tool candidate. An evaluation tech­
nique(s) from table 1 is used to test tool functionality. The combination
of several techniques could help to get more detail tool evaluation, but
the evaluation itself takes more time than using one evaluation tech­
nique. When the users perform the RE-tool tests, the evaluation team
should maintain observation. The evaluation team could react to the
problems arising during tool tests. Observation could also provide the
useful information about RE-tool usability, reliability, and performance.

4. Investigation of the process requirements is performed in correspon­
dence with the functionality analysis. The phase results with inadequa­
cies between the user activities and the RE-tool support for these activi­
ties. The inadequacies are considered in phase 5 as the maintainability
requirements.

5. Investigation ofthe product requirements is performed as the usability,
performance and reliability tests. The evaluation team should also inves­
tigate which maintainability requirements could be fulfilled by the tool
users internally, and which should be redirected to the RE-tool vendors.

6. Decision about the RE-tool selection is made after summarising the re­
sults from phases 3, 4 and 5. One of three decisions should be made: i)
the users adapt the "best-evaluated" RE-tool without changing the RE
process; if) the users start using the "best-evaluated" RE-tool, but they
have to reconsider the RE process; or iii) the "best-evaluated" tool is not
suitable for the users and they need to repeat the RE-tool evaluation (re­
consider requirements, and/or search for other RE-tool candidates).
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Table 1. Evaluationtechniques

Technique
Require­
ments
specifica­
tion

RE-tool
tutorial

Evaluation
scenario

Advantages
Prepared in phase 1 accordingto the specifica­
tion exemplar and accordingto user familiar
domain;
Emphasises the same evaluation issues.

Emphasiseson teaching the RE-tool functions;
Is received togetherwith RE-tools;
Providesguidance during the RE-tool assess­
ment.

Emphasises on teaching the RE-tool functions;
Emphasises the same functions for all RE­
tools;
Providesguidanceduring RE-tool assessment;
Prepared for all RE-tools on the same problem;
Problemcould be related to the user work.

Disadvantages
No guidance
during the RE­
tool assessment.

Evaluationis not
comparableif tu­
torials empha­
size different
functionality.

Preparationis
time demanding;
Preparationis
problemdomain
knowledge
demanding.

Case Study

A case study was executed at the Norwegian University of Science and
Technology. 44 students were divided into ten groups of 4-5 persons. The
main purpose of the case study was to investigate whether R-TEA helps to
select tools, which yield high-quality requirements specifications.

The problem used in the experiment is a natural language case descrip­
tion of the information system dealing with network fault handling. The
problem statement also included a list of requirements which should be
maintained in requirements specifications.

Tasks. The case study comprised three tasks. In the first RE-tools and
office tools are used to prepare three requirements specifications for the
problem. The first specification is prepared using RE-tool #1 and the
evaluation scenario. The second specification is prepared with RE-tool #2
and the RE-tool tutorial. The third specification is prepared using office
tools chosen by the group. In the second task the participants used the pro­
totype tool which supports R-TEA, and assessed the RE-tool functionality.
The third task comprised the survey, where the semiotic quality framework
[13] is applied to evaluate the specification quality.

The post-evaluation helps to reduce the evaluation subjectivity. Four
teaching assistants evaluated the group performance and the specification
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quality. First, the assistants inspected the specifications individually; next
they agreed about the "best-quality" specifications for each group.

The result analysis method comprises correlation analysis. In table 2
the correspondence between the tool functionality and SRS quality are dis­
played. The tool functionality is calculated as a sum of all framework ac­
tivity evaluations:

Tool functionality =ttPi,jei,j ,
i j

(1)

where n - group size, m - number of activities, Pu - the priority of activ­
ity j, and ei,} - evaluation of activity j, evaluated by group member i.

The SRS quality evaluation is calculated as a sum of all quality type (as
described in [13]) evaluations:

n I

SRS quality =LLs., ' (2)
t j

where t - the number of quality types, and qi,j - the evaluation of the
quality type j, evaluated by group member i. Correlation coefficients are
calculated between tool functionality and SRS quality,

Results. In table 2 the correlation coefficients between the tool func­
tionality and specification quality show a direct dependency in seven
groups (1, IV, V, VII, VIII, IX, and X). The post-evaluation selects the
same seven specifications. In groups II, III, and VI the correlation coeffi­
cient is negative which does not mean that there is no dependency. It rather
defines that there are other factors; e.g. low tool usability or participants'
inexperience, which might have caused a low quality of specifications.

Validity. The participants had basic knowledge but limited experience
in RE practice. However, they all were following the same course (essen­
tially the same study program for 3,5 years), i.e. the participants were
quite homogeneous regarding age and background. Since the participants
were in their fourth year, they had only one year left of their studies, their
knowledge were quite close at least to practitioners who just graduated.

External validity is influenced by the number of requirements, which
was relatively small. Therefore many participants preferred office tools in­
stead of RE-tools. The situation could be different if dealing with a large
number of requirements changing over time, where the usefulness of ad­
vanced tools would be more evident.

Conclusions. The R-TEA method helps to select RE-tools which yield
high-quality specifications. However the evaluation is subjective and much
affected by the user experience with tools. The findings show that tool tu­
torials introduce the RE-tool functionality, and the evaluation scenarios
help to assess the RE-tool performance according to the same problem.
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Table 2. Evaluation of tool functionality and requirements specification quality

\ ir. Tools Evaluation Tool Specifi- Cor- Post-
No technique function- cation relation evaluation

ality quality coeffi-
score score cient

RDT Eva!. scenario 3603 119 Requisite-
RequisitePRO RE-tool tutorial 3672 128 0,9674
Office tools 2370 98

PRO

CORE Eva!. scenario 4844 101
CORE andII CaliberRM RE-tool tutorial 5583 102 -0,7450
MS Office

Office tools 4448 127
CORE Eva!. scenario 4155 96

i ll CaliberRM RE-tool tutorial 5378 81 -0,6549 CORE
Office tools 2933 91
CORE Eva!. scenario 1396 105

IV RequisitePRO RE-tool tutorial 1466 98 0,8811 CORE
Office tools 805 87
CORE Eval. scenario 2165 85

\' CaliberRM RE-tool tutorial 1850 83 0,7060 Office tools
Office tools 2238 105
RequisitePRO Eva!. scenario 3571 110

Requisite-VI CaliberRM RE-tool tutorial 4536 109 -0,7626
PRO

Offiee tools 3167 126
RDT Eva!. scenario 1338 99

CORE and' \I CORE RE-tool tutorial 1496 136 0,8765
Office tools

Office tools 1620 134
RDT Eva!. scenario 1626 70 RDT,

VIII CORE RE-tool tutorial 1656 87 0,2849 CORE and
Office tools 1173 75 Office tools
RDT Eva!. scenario 3168 114 Requisite-

IX RequisitePRO RE-tool tutorial 4255 148 0,4881
Office tools 2460 135

PRO

RDT Eva!. scenario 4208 90
CaliberRMv CaliberRM RE-tool tutorial 5108 93 0,9926, \

and RDT
Office tools 2133 77

A RE-tool selection depends not only on functional features but also on
tool non-functional characteristics which were assessed in an additional
questionnaire but not analysed here. The results indicated poor usability of
RE-tools, although the functionality is higher than office tools. RE-tools
are designed for the skilled users [10, 12, 17] proficient in engineering
methods and the tool functionality, But this is not always the case when
assessing the RE-tools where users have different working experience.
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Related Work

The literature suggests a number of evaluation approaches [3, 5, 11, 15, 16,
20]. Matulevicius and Sindre in [19] presented an overview of the existing
tools selection approaches and frameworks specifically designed for the
RE-tools. In this section an analytical comparison of R-TEA and these ap­
proaches is performed.

PORE vs. R-TEA. PORE (Procurement Oriented Requirements Engi­
neering) integrates requirements acquisition and tool selection with proc­
ess guidance using templates [16]. R-TEA is guided using two evaluation
frameworks. PORE and R-TEA involve the potential tool users. In PORE
users are 'spectators' and requirements providers. In R-TEA users are tool
evaluators, at the same time they learn how to use the RE-tool. PORE in­
volves of the tool vendors; however they might provide the promotion in­
formation. R-TEA suggests involvement of domain experts, who could act
as evaluation team which manage the evaluation activities.

OTSO vs. R-TEA. OTSO (Off-The-Shelf Option) [11] consists of
search, screening, evaluation, analysis, deployment and assessment. The
search and screening correspond to the second R-TEA phase. The evalua­
tion corresponds to the third, fourth and fifth phases of R-TEA. OTSO
does not support any particular domain; therefore the criteria are defined
each time when the method is applied. The OTSO analysis and deploy­
ment correspond to the sixth phase of R-TEA. The OTSO assessment de­
scribes reuse and improvement of the next OTSO process. This activity is
not directly supported in R-TEA.

CAP vs. R-TEA. CAP (COTS Acquisition Process) [20] constructs cri­
teria according to predefined specification and the ISOIIEC 9126 standard.
As the R-TEA requirements specification is prepared according to a speci­
fication exemplar, the main R-TEA focus is on the RE-tool compatibility
assessment. CAP maintains a four-level general criteria hierarchy. R-TEA
uses two RE-tool frameworks. CAP defines process inputs, steps to per­
form and the outputs. R-TEA provides general guidelines for the evalua­
tion process.

Scenario-based Selection vs. R-TEA. The scenario-based selection [3]
proposes a comparison between baseline scenarios which describe how the
organisation operates, and tool scenarios which projects a baseline sce­
nario into a future where a tool is applied. This corresponds to the R-TEA
fourth phase which considers the work process requirements. Scenario­
based selection does not analyse tool functionality, product requirements,
and requirements to business parties. In R-TEA the way organisation is



704 Raimundas Matulevicius and Guttorm Sindre

(and will be) working, is directly related to tool functionality, maintain­
ability, and vendor capabilities to support the RE-tool.

STACE vs. R-TEA. STACE (social-technical approach to COTS
evaluation) comprises four interrelated processes [15]: requirements elici­
tation, social-technical criteria definition alternatives identification, and
evaluation. The requirements elicitation resembles the preparation of the
requirements specification in R-TEA. In the STACE social-technical crite­
ria definition, the criteria are constructed for the particular tool domain. In
R-TEA the criteria are provided by two frameworks which include tool
functionality, quality characteristics (product requirements) and social­
economic factors (external requirements). The STACE alternative identifi­
cation corresponds to the second phase ofR-TEA. The STACE evaluation
or assessment investigates the tool compatibility to the organisational envi­
ronment. R-TEA has three phases (third, fourth, and fifth) which describe
the RE-tool assessment. In the sixth phase R-TEA summarises makes deci­
sion about the RE-tool selection.

Quality-based Selection vs. R-TEA. The quality-based approach [5]
constructs a quality model following the ISO/IEC 9126 standard. R-TEA
starts with the exemplar which is transformed to the requirements specifi­
cation for the RE-tool selection. The quality-based selection is described
by the COSTUME method [1]. The R-TEA method describes the RE-tool
assessment according to six phases shown in figure 3.

Conclusions and Future Work

Coming back to the research question formulated in the introduction, this
work proposes an RE-tool evaluation approach (R-TEA) which guides ap­
plication of two evaluation frameworks. In comparison to the existing RE­
tool frameworks [6, 7, 9], the described frameworks [17, 18] are evalua­
tion-oriented and define relationships between requirements. In compari­
son to the COTS selection approaches [3, 5, 11, 15, 16, 20] which gener­
ally lack evaluation criteria, R-TEA reduces an evaluation time and
improves the RE-tool assessment as the criteria are defined by the frame­
works. R-TEA recognises the importance of the requirements specifica­
tion, which contributes with the basis for the architecture, design, imple­
mentation and maintenance of the RE-tools.

The concluding R-TEA evaluation is done following the methodological
framework suggested by Krogstie and Solvberg [14]:

• R-TEA supports a constructivistic world-view. Users externalise their
knowledge throughout the evaluation. The internalisability activities in-
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volve the maintenance of the requirements specification and analysis of
the tool selection results.

• R-TEA suggests how to assess the RE-tools and to adapt them to the RE
process. The organisation should determine its maturity level and be
ready for changes before starting the RE-tool assessment.

• It is important to consider the information interoperability between the
RE-tool(s) and other tools. R-TEA provides requirements for relation­
ships between the RE-tool and other tools used in the organisation.

• R-TEA suggests several evaluation techniques which tend to teach po­
tential tool users the tool functionality.

• R-TEA do not analyses the information reuse activities. However, the
knowledge collected during requirement specification and tool evalua­
tion, could be easily reused for further purposes.

• R-TEA is a new method. The case study described here, concludes with
a positive method performance. However the study involved students as
the research objects and had no purpose to acquire an RE-tool.

In order to validate the R-TEA method and its frameworks, case studies
have to involve practitioners. Especially it would be useful to apply the
method in an organisation that has decided to adapt an RE-tool to its prac­
tice. The experimental investigation should also determine the R-TEA use­
fulness against other evaluation approaches. The future work involves
studies where several approaches would be tested under similar settings.

References

[1] Carvallo JP, Franch X, Quer C (2004) A Quality Model for Requirements
Management Tools. In: Requirements Engineering for Sociotechnical Sys­
tems, Idea Group Publishing

[2] El Emam K, Madhavji NH (1995) A Field Study of Requirements Engineer­
ing Practice in Information Systems Development. Proc of the 2nd IEEE In­
ternational Symposium on Requirements Engineering, pp 68-80

[3] Feblowitz MD, Greenspan SJ (1998) Scenario-Based Analysis of COTS Ac­
quisition Impacts. Requirements Engineering, vol 3, pp 182-201

[4] Finkelstein A, Spanoudakis G, Ryan M (1996) Software Package Require­
ments and Procurement. Proc of the 8th International Workshop Software
Specification and Design, pp 141-145

[5] Franch X, Carvallo I (2002) A Quality-model-based Approach for Describing
and Evaluating Software Packages. Proc of the International Conference on
Requirements Engineering (RE'02), Essen Germany, pp 104-111



706 Raimundas Matulevicius and Guttorm Sindre

[6] Haywood E, Dart P (1997) Towards Requirements for Requirements Model­
ling Tools. Proc of the 2nd Australian Workshop on Requirements Engineer­
ing, Australia, pp 61-69

[7] Hoffmann M, Kuhn N, Weber M, Bittner M (1997) Requirements for Re­
quirements Management Tools, Proc of the International Conference on Re­
quirements Engineering (RE'04), Kioto Japan, pp 301-308

[8] Hofmann HF, Lehner F (2001) Requirements Engineering as a Success Fac­
tor in Software Projects. IEEE Software, pp 58-66

[9] INCaSE, Tools Survey: Requirements Management (RM) Tools by Interna­
tional Council on Systems Engineering (INCaSE) www.incose.org/

[10] Kaindl H, Brinkkemper S, Bubenko J jr, Farbey B, Greenspan SJ, Heitmeyer
CL, do Prado Leite JCS, Mead NR, Mylopoulos J, Siddiqi J (2002) Require­
ments Engineering and Technology Transfer: Obstacles, Incentives, and Im­
provement Agenda. Requirements Engineering, vol 7, pp 113-123

[11] Kontio J (1996) A Case Study in Applying a Systematic Method for COTS
Selection. Proc of the 18th International Conference on Software Engineering

[12] Kotonya G, Sommerville I (1998) Requirements Engineering: Process and
Techniques. Wiley

[13] Krogstie J (2001) A Semiotic Approach to Quality in Requirements Specifi­
cations. Proc IFIP 8.1 Working Conference on Organisational Semiotics

[14] Krogstie J, Selvberg A (1996) A Classification of Methodology Frameworks
for Computerized Information Systems Support in Organizations. Proc of the
IFIP8.l/8.2 Conference on Method Engineering: Principles of Method Con­
struction and Tool Support, USA

[15] Kunda D (2003) STACE: Social Technical Approach to COTS Software Se­
lection. In: Cechich A, Piattini M, Vallecillo A (eds) Component-Based
Software Quality - Methods and Techniques. Lecture Notes in Computer Sci­
ence, Springer-Verlag, pp 85-98

[16] Maiden NA, Ncube C (1998) Acquiring COTS Software Selection Require­
ments. IEEE Software, pp 46-56

[17] Matulevicius R (2004) Validating an Evaluation Framework for Requirement
Engineering Tools, In: Krogstie J, Halpin T, Siau K (eds) Information Mod­
eling Methods and Methodologies, Idea Group Publishing, pp. 148-174

[18] Matulevicius R, Sindre G (2004) Requirements Specification for RE-tool
Evaluation: Towards a Specification Exemplar. Proc of the 17th International
Conference Software and Systems Engineering and their Applications

[19] Matulevicius R, Sindre G (2005) Overview of the Evaluation Approaches
and Frameworks for Requirements Engineering Tools, published in this book

[20] Ochs MA, Pfahl D, Chrobok-Diening G, Nothhelfer-Kolb B (2000) A COTS
Acquisition Process: Definition and Application Experience. Proc of the 11th
ESCOM Conference, pp 335-343

[21] Pohl K (1994) The Three Dimensions of Requirements Engineering:
a Framework and its Applications. Information Systems, vol 19, no 3, pp
243-258

[22] Saaty TL (1980) The Analytic Hierarchy Process. McGraw-Hill New York



Decision-Making Activities in Requirements
Engineering Decision Processes: A Case Study

Beatrice Alenljung and Anne Persson

School of Humanities and Informatics, University of Skovde, Sweden.
(beatrice.alenljung, anne.persson)@his.se

Introduction

Decisions are made at all steps in information systems development (ISO),
for example with regard to requirements, architecture, components, project
planning, validation etc. (Kotonya and Sommerville 1998; Rube 2003). In
the same way the requirements engineering (RE) process can be viewed as
a decision-making process (Aurum and Wholin 2003; Regnell et al. 2001).

Decision-making in the RE process is far from straightforward. It in­
volves the difficulties that characterize decision-making in natural settings,
e.g. uncertain and dynamic environment; shifting, ill-defined, or compet­
ing goals or values; time stress; and multiple players (Orasanu and Con­
nolly 1993). This implies that decision-makers in the RE process need de­
cision support. In order to assist RE decision-makers and to increase the
effectiveness and efficiency of RE decision-making activities, several as­
pects need to be emphasized, such as identifying the stakeholders who par­
ticipate in each RE activity and accordingly consider specific decision aids
for each type of stakeholder; identifying the decision types and its actions
in each RE phase; identifying the information needed in each phase; as
well as providing decision support tools (Aurum and Wohlin 2003).

One of many challenges when developing decision support is to prop­
erly understand the actual decision situation in which the decision-maker
acts, so that decision-making can be supported from the decision-maker's
perspective. Properly means that attention has to be paid to the very nature
of the decision-making situation. Otherwise we risk supporting what does
not need to be supported or we risk providing support in an inappropriate
way. A support system is only useful in relation to the characteristics of
the target users, the tasks that are supposed to be carried out, and the con­
text in which the system is going to be used (e.g. Maguire 2001). This
means that adopting a user-centred design approach to obtain a successful
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decision support is reasonable (Parker and Sinclair 2001). The target users
in the case of RE decision-making are the requirements engineers.

Decision situations can be highly complex (Alenljung and Persson
2004), which is shown in Fig. 1. The framework is the result of a thorough
analysis of decision-making literature and it describes important perspec­
tives related to any type of decision-maker. In this paper we focus on the
decision processes of requirements engineers, the decision-making activi­
ties that are conducted in these processes and the decision matters that they
manage. A decision matter is viewed as the subject matter that is dealt with
in a decision process. A decision process is viewed as a number of phases
or steps related to each other that result in a decision and the implementa­
tion of the decision. Decision-making is considered to be activities, men­
tally or physically, carried out by a decision-maker.

Fig. 1. This framework describes aspects of the decision-maker's situation
(Alenljung and Persson 2004)

The aim of our research project is to propose how better decision sup­
port can be provided to requirements engineers, for instance through deci­
sion-maker centred improvements of requirements management tools. A
first step towards this aim is to study RE decision-making processes in or­
der to understand the actual decision situations of requirements engineers.
This has been done in a case study involving a mature software develop­
ment organisation in Sweden. This paper reports on the findings from this
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case study and discusses the implication of the findings for RE decision­
making support. The remainder of the paper is organized as follows. Sec­
tion 2 presents the research method. In section 3 we describe the RE deci­
sion-making processes discovered in the case study and compare these
processes. We also discuss the implications of our findings for RE decision
support. In section 4 we make some concluding remarks.

Research Method

The case study was carried out at Ericsson Microwave Systems (EMW) in
Sweden. EMW has several products, e.g. military radar systems, which all
may be subject to tailoring according to customer requests. Development
projects at EMW are long and expensive and only a few units of each
product are delivered. A project in which a product is tailored to a cus­
tomer's needs involves between 3000 and 6000 requirements depending on
the type of product. Such a project typically runs for 2-4 years and consists
of about 25 000 man hours. When a new product is developed the project
typically runs for 5-10 years and consists of about 250 000 man hours.

~
Customer

Customer
requirements

Systemlevel
- System manager
- Project manager

- Systemengineers

Focus ofconcern

System
requirements

Subsystemlevel
-Sub system project manager

- Subsystem manager
- Requirement engineer

- Software(or hardware)enginee
- Subsystemtest manager
-Sub system test engineers

Subsystem
requirements

Fig. 2. Requirements flow within a project and actors that have been interviewed
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As seen in Fig. 2, a project begins when a contract has been signed with
a customer. The product is sometimes to be integrated with the customer's
existing products, which results in several "folders" of customer require­
ments. The requirements are then transformed to requirements on the sys­
tem level. The system requirements are then allocated to different sub sys­
tems. The requirements engineers then create sub system requirements
based on the allocated system requirements. A sub system involves 700­
1300 requirements. Some functions, and thereby also requirements, are
used by two or more projects at the same time.

The approach in the case study is human-centred and focuses on the ex­
periences of the requirements engineers and the actors in the development
process that are closely related to requirements engineers. The purpose of
the case study was to investigate the actual decision situations of require­
ments engineers. The study involved three stages:

1. Five requirements engineers were interviewed. They had worked be­
tween 4 and 25 years at EMW and had been requirements engineers for
between 1 and 10 years. Open-ended interviews, inspired by the HeI
methods contextual inquiry (Holtzblatt and Jones 1993) and analysis of
information utilization (Gulliksen et al. 1997), were used. The inter­
views were conducted at the workplace of the interviewees and lasted
between 1.5 and 4 hours. Two of the interviewees were interviewed to­
gether, according to their wishes.

2. A focus group session was held at the company with nine participants.
Two of the interviewed requirements engineers were present. The other
participants were system engineers, a product manager, a system man­
ager, requirements engineers, and sub system test engineers. In the first
part of the session the results from the interviews were presented and in
the second part the participants discussed the results. The discussion
was recorded and later analysed together with the material from stage 3.

3. Five persons, whose roles were related to requirements engineers, were
interviewed. Two of them had participated in the focus group. It was a
system manager, a sub system test manager, a sub system manager, who
also worked as a software engineer, and two system engineers, one of
whom also worked as a software engineer. Open-ended interviews, in­
spired by contextual inquiry, were used. Interviews were conducted at
the workplace of the interviewees and lasted between 1 and 1.5 hours.
Two interviewees were interviewed together, according to their wishes.
All interviewees were first asked to describe their own work and then to
discuss the work carried out by the requirements engineers, as well as
problems and difficulties related to that.
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Two persons were interviewed at the same time at their own discretion,
which may mean that they influenced each other. However, they did not
appear to avoid discussing somewhat delicate matters, and they did not al­
ways agree. It was rather the opposite, they triggered each other and the
discussion was rich. Neither was one of the two particularly dominant.
Two of the interviewees in the third stage of the research process had par­
ticipated in the focus group. This may have influenced their answers, but
we did not explicitly discuss the preliminary results that had been pre­
sented in the focus group session. However, the interviewees did relate to
the results a couple of times.

Results

Two separate decision processes in the studied RE process have been
found. The first decision process concerns the establishment of require­
ments in a new project, and the second decision process concerns man­
agement of requirement changes. These two processes have similarities,
but also important differences from a decision-making perspective. Both
processes include many decision-making activities in different decision
phases. Both are highly iterative and embrace several sub-decisions. These
sub-decisions are both work-related and system-related, and affect the effi­
ciency of the ISD process as well as the quality of the system.

The decision-making activities in the two identified decision processes
in RE have been structured using the phases and routines in the decision
process model of Mintzberg et al. (1976), which have been complemented
with the last two phases of Power's (2002) decision process model, im­
plementation and follow up, as can be seen in Fig. 4.

Mintzberg's model also includes three sets of supporting routines: a) de­
cision control routines, e.g. allocating organisational resources, b) decision
communication routines, and c) political routines, e.g. clarifying power re­
lationships in the organisation. In the empirical findings there are no ac­
tivities that can be categorised as decision control and political, at least not
in the way Mintzberg et al. (1976) describe them. However, activities that
can be categorised as decision communication frequently occur in the em­
pirical findings, and are therefore included in the presentation below.
There are three decision communication routines: a) the exploration rou­
tine, i.e. "general scanning for information and passive review of what
comes unsolicited", b) the investigation routine, i.e. "focused search and
research for special-purpose information", and c) the dissemination rou-
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tine, i.e. disseminating information of the progress of the decision process
and the decision outcome (Mintzberg et al. 1976, p 261).

ecognitiod ....-----------,

Identification,--;:::::::::=- ---t 1i
T"I Diagnosis

Development

Selection

Implementation

Fig. 4 Decision process model (adapted from Mintzberg et al. 1976; Power 2002)

Establishment of Requirements in a New Project

The Identification Phase

The decision process begins with the decision recognition routine. The de­
cision process called 'establishment of requirements in a new project' is
activated when the sub system requirements engineer receives new cus­
tomer and system requirements.

In the diagnosis routine the decision-maker "is faced with an array of
partially ordered data and a novel situation" (Mintzberg et al. 1976, p 254).
In this routine, the requirements engineers conduct several decision­
making activities. They find out what the customer requirements and sys­
tem requirements mean. They investigate of ambiguities in system re­
quirements. They initiate themselves into interfaces provided by the cus­
tomer. They analyse what is important for the sub system and they do a
basic analysis of the functionality. All of these activities are system-
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related. However, there is also a process-related activity, in which they
create a general view ofthe needs and problems in the process to come.

Two decision communication activities are identified in the diagnosis
routine. The requirements engineers conduct investigations trying to un­
derstand the problem by searching documents and talking to relevant
stakeholders e.g. the customer. The dissemination that takes place is to no­
tify those who are responsible for the entire system when there are prob­
lems in the customer requirements.

The Development Phase

In the search routine decision-makers seek ready-made solutions and in
the closely related screen routine these alternatives are reduced to a few
feasible ones (Mintzberg et al. 1976). In these routines the requirements
engineers compare the new requirements with existing components and
find out if something can be reused.

In the design routine custom-made solutions are developed and ready­
made solutions are modified (Mintzberg et al. 1976). The requirements en­
gineers create use cases and write requirements, such as internal require­
ments and requirements that specify the interface between the subsystems.
Dependences between use cases are also drawn in this routine.

Three decision communication activities are identified. All three are
categorized as belonging to the investigation routine. The requirements
engineers discuss ideas and solutions with those who are responsible for
the entire system. They also discuss with other actors responsible for sub
system requirements. Each person documents the result of discussions in
their "own" use cases. They also have to stay alert on the customer re­
quirements and system requirements, so that they are covered in the sub
system requirements.

The Selection Phase

The evaluation-choice routine consists of three different modes: analysis,
bargaining, and judgement. In the analysis mode the alternatives are evalu­
ated (Mintzberg et al., 1976). In this mode, the requirements engineers
trace the requirements to higher level requirements. They check the re­
quirements together with other stakeholders, and also analyse risks to­
gether with others. The decision communication that is carried out is to
call everyone together for a requirements check.
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In the bargaining mode, there are several decision-makers with different
goals that make the choice (Mintzberg et al. 1976). Two system-related
decision matters are dealt with by the requirements engineers:

• Which system requirements belong to which subsystem?
• Which actors are there?

In the judgement mode, an individual makes the choice (Mintzberg et al.
1976). Three system-related decision matters are handled by the require­
ments engineers:

• Can the requirements be settled?
• How is the sub system going to behave and what is it going to look like?
• Which use cases are needed?

There are also work-related decisions that the requirements engineers
make. These are:

• Which level of detail is relevant for the requirements and which type of
content should they have?

• In which order should the requirements be implemented, i.e. which is
the priority of the requirements?

• Which level of effort should an investigation have?

There is also an authorization routine in the decision process model of
Mintzberg et al. (1976), in which the decision is approved by someone in
order to commit the organization to this course of action. We have not
found any specific authorizing decision-making activities in our case
study.

The Implementation Phase

Decisions trigger actions, and in the implementation phase several decision
activities are performed, such as communicating decisions, plan actions,
and track performance (Power 2002). In this phase the requirements engi­
neers set up the requirements document that is to be used. They document
trade offs, decisions and rationale for decisions together with the function­
ality. They check design specifications, support the persons who verify and
construct the software to interpret the requirements and functions as a ser­
vice point for all requirements stakeholders. The decision communication
that is carried out is dissemination, i.e. the requirements engineers inform
others of decisions made.
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The Follow-Up and Assessment Phase

In the last phase the consequences of decisions are checked. This may lead
to the identification of new problems (Power 2002). In this phase the re­
quirements engineers check the verification and test specifications. They
also have user group meetings in order to validate the outcome with the
users.

Management of Requirement Changes

The Identification Phase

There are three different ways that requirements engineers recognise prob­
lems that initiate the decision process called management of requirements
changes. There can be error reports from verification or construction, or
there can be direct requirement change proposals that get the process go­
ing. Requirements errors can also be discovered by the requirements engi­
neer and in such cases he or she carries out dissemination activities in writ­
ing an error report.

In the diagnosis routine, the requirements engineer check change pro­
posals, investigate error reports, and initiate themselves into input from the
customer, depending on what initiated the decision process.

The Development Phase

In the design routine the requirements engineers solve error reports, and
change/add requirements. We have not identified specific activities that
can be categorised as belonging to the search routine or the screen routine.

The Selection Phase

In the analysis mode in the evaluation-choice routine, the requirements
engineers check that a change proposal is not going to become a problem
for other sub systems.

In the bargaining mode, there is one system-related decision matter.
This decision matter is negotiated when the requirement in question is
shared with other projects:

• Is a requirement change proposal going to be approved or not?

There are also two work-related decision matters managed here:
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• When is the requirement change going to be current?
• When is the requirement change going to be implemented?

In the judgement mode, there is one system-related decision matter,
dealt with by the individual requirements engineer when the requirement
in question is project unique.

• Is a requirement change proposal going to be approved or not?

There is also one work-related decision matter to handle:

• How shall requirements changes be managed?

As in the previously described decision process, we have not identified
authorization activities in the requirements change decision process.

The Implementation Phase

In this phase the requirements engineers generate requirements documents
and generate documents to the verifiers and constructors that show the dif­
ferences between former and current requirements documents.

The Follow-Up and Assessment Phase

We have not identified any specific activities in this decision process that
can be categorised as belonging to the follow-up and assessment phase.

Comparison and Consequences

In our study we have found two different RE decision processes: a) estab­
lishment of requirements in a new project and b) management of require­
ments changes. Although they have similarities, there are also important
differences. Both processes are highly iterative and include several sub­
decisions. The first decision process occurs once in the lifetime of a pro­
ject, while the second decision process occurs frequently. The first process
embraces more decision-making activities than the second one. Some of
the decision-making activities are shared by the two processes, and some
activities are unique to each process. The nature of the tasks conducted by
the requirements engineers within these two different decision processes is
different. These differences imply that the requirements engineers need
different types of decision support depending on which decision process he
or she works in. Below, we give two examples of such differences.
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The process of establishing requirements includes many creative chal­
lenges for the requirements engineer. He or she has to a higher extent than
in the process of managing requirements changes to generate ideas. This
may need support. Such decision support can be directed towards reducing
the effects of human decision-making weaknesses or cognitive limitations
in general and stimulate the perception, imagination, and creative insights
of the decision-maker (Holsapple and Whinston 1996; Silver 1991).

The process of managing requirements changes is more of a routine
process compared to establishing requirements. The stimuli that initiate the
process of requirements changes is requirements errors and change pro­
posals. Consequently, the nature of the task is idea evaluation and problem
solving. In order to support the problem solving, the ability of a decision­
maker to tackle large-scale, time-consuming, complex problems can be ex­
tended (Marakas 1999). The quality of problem solving can be enhanced
through e.g. better abilities to see relationships between variables and
through increased depth and sophistication of analysis (Keen 1989).

Concluding Remarks and Future Research

In this paper, we describe two different RE decision processes: a) estab­
lishment of requirements in a new project, and b) management of require­
ments changes. There are similarities between the processes, but more im­
portantly there are differences. The nature of the differing tasks implies
that different decision support is needed within the two processes.

We assume that these two decision processes exist in most, if not all,
ISD projects. However, the specific decision-making activities may be
unique for each project. At this stage of our research we do not claim to
have a complete set of decision-making activities. More research is needed
to determine which activities occur in most RE decision processes as well
as which activities vary.

The results presented in this paper take us towards our aim to improve
decision support to requirements engineers. RE decision-making is com­
plex and can also be project specific. Therefore, future enhancements of
RE tools need to focus on improving decision support by concentrating on
certain decision matters or a certain activities in a certain decision process.
In our future research we will investigate how different RE tools support
the processes described in this paper.
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Introduction

Evidence suggests that some of the most common and serious problems
associated with developing software can be traced back to requirements
management [12]. Organizations that implement effective requirements
engineering (RE) practices reap multiple benefits, with great rewards com­
ing from the reduction of rework during later development stages and
throughout maintenance [26]. We believe that it is important to examine
what RE practices are actually used and which of these practices lead to
good requirements. If we know what is really going on we are able to posi­
tion our research within an appropriate context [5]. A survey, developed by
Verner and Cerpa was used to describe requirements and project manage­
ment practices in organizations in the United States and Australia [21, 22,
23, 24]. The survey was originally developed as a result of discussions
held with U.S. developers and includes factors they considered important
for project success. The Verner and Cerpa survey is used here to provide
data on Chilean practitioners' views regarding software project success
and failure, and the practices they consider important to software devel­
opment projects. We compare the Chilean practices with those from the
U.S. to help in understanding which practices are universal and which may
be culturally dependent.

Our Study

Our survey was conducted with project managers (PMs) both in commer­
cial organizations that develop in-house software and organizations devel­
oping software for external clients. Respondents were asked if they con-
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sidered the project they referenced when answering the questionnaire, 1) to
be a success and 2) if it had good requirements at some stage during the
development process. We define good requirements as those that are com­
plete and fully understood by the development team and the custom­
ers/users [16]. Only questions relating to the development of good re­
quirements are considered here (see Table 1 for the questions asked). Our
paper is organized as follows: in the next section we describe our study
and discuss some details of the questionnaire responses; we then compare,
in Section 4, the results with the U.S. data set described in Verner et al.
[25]. The final section presents some conclusions.

Results and Analysis

We received completed questionnaires from 133 respondents, reporting on
133 projects. Our sample is not random but rather a convenience sample of
practitioners known to us. Fifty percent of our respondents were develop­
ers involved with software for use within their own organizations and fifty
percent were practitioners developing software for external clients (i.e.,
software companies). The organizations developing third party software
belong to an association of software companies; several export software
products to the rest of Latin America. Overall 76% of projects were re­
garded as successful and 24% unsuccessful, 91% of projects were devel­
opment projects (76% successful), and 9% of the projects were small (in
terms of effort) maintenance/enhancement projects (75% successful). The
percentage of projects by number of full-time IT employees is 1-4 = 52%;
5-9 = 32%; 10-19 = 8%; 20-29 = 1%; 30-39 = 2.5%; 40-99 = 4.5%; (range
1-81, mean 7, median 4). The Chilean projects are much smaller than the
U. S. sample described in [25]; they are approximately half the size (D. S.
mean was 13 and median 7). We performed chi square tests to determine
the degree of association between variables, and correlation analyses to
provide the direction of that association. If a pair of variables is signifi­
cantly associated «0.05) and positively correlated, we refer to them as
significantly associated. We mention negative association explicitly when
it occurs. In Table 1, our questions are classified as follows: "S" refers to
questions that deal with the project sponsor/senior management, "C" to
customers and users, "R" to questions directly related to specific require­
ments issues, and "M" to questions related to the PM and project manage­
ment.
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Project Sponsor/Senior Management

A powerful political sponsor can assure that a project is adequately re­
sourced, and that customers and users make sufficient time available for
requirements gathering. A high level of sponsor participation can prevent
unrealistic schedules, schedule changes or other undermining changes [13,
14]. Loss or failure to properly establish sponsorship can indicate that the
project is in jeopardy [13, 16]. The only variable significantly associated
with project success was S4 senior management negatively impacted the
project and using logistic regression with the responses to "S" questions,
none of the "S" variables on its own was a useful predictor of projects with
good requirements. This section of the questionnaire needs revision in or­
der to differentiate between the support given by different kinds of spon­
sors and the effects that the support has on good requirements and project
success. Effectively we believe that in analysing software projects we need
to differentiate between development of software in-house and those or­
ganizations whose core business is to produce software for third parties.

Customer/Users

Unrealistic customer and user expectations can arise because projects start
with incomplete requirements [23]. Hence, we need an explicit user­
inclusion strategy for effective requirements gathering as user support and
enlightened involvement are important for ownership [8, 13, 15, 18, 20].
Evidence shows that a high level of customer/user involvement throughout
the project, from requirements elicitation to acceptance testing, is neces­
sary for project success, and helps with "buy in" to the project [19]. Cus­
tomer/user participation can reflect confidence in the development team,
positive expectations, and the desire to contribute knowledge of their busi­
ness needs. Of course, if there are a large number of customers/users rep­
resentative groups of customers/users must be carefully identified. User
participation supports more realistic expectations, which reduces conflict
[8] although stakeholders often see requirements effort as a disruption to
their work [17].

We found a high degree of multi co-linearity among Cl, C2, C3, C4,
and C5 suggesting that (Cl), a high level of customer/user involvement,
may result in (C4), commitment and involvement of other stakeholders,
(C2), customers and users having a high level of confidence in the devel­
opment team, and (C3), involved customers and users will then stay right
through the project. Our analysis also suggests that Cl is very important as
a high level of customer/user involvement may lead to (C5), they will
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make adequate time available for requirements gathering, thus implying
good requirements. The importance of user involvement in requirements
gathering (C5) supports observations of both Clavadetscher [4] and Glass

[7]. We did not find that large numbers of customers and users impacted
the development of good requirements.

Table 1. Significant Relationships with Good Requirements (133 cases)

Category Question Significance

SI Project began with a committed sponsor Ns
S2 Sponsor commitment lasted through the project Ns
S3 Sponsor was involved in project decisions Ns
S4 Senior management negatively impacted the project 0.008
CI High level of customer/user involvement Ns
C2 Other stakeholders were committed and involved 0.045
C3 Involved customers/users stayed right through ns

project
C4 Customers/users had high level of confidence in de- 0.022

velopment team
C5 Adequate time made available by customers/users 0.001

for requirements gathering
C6 Customers/users had realistic expectations 0.006
C7 Customer/user's expectations managed throughout Ns
C8 Problems caused by large numbers of custom- Ns

ers/users
RI There was a central repository for requirements Ns
R2 Project size impacted elicitation of requirements 0.003
R3 Requirements gathered using specific methodology Ns
R4 Project had a well-defined scope 0.006
R5 Project scope increased during the project -0.018
R6 Requirements were managed effectively ns
MI PM given full authority to manage project 0.050
M2 PM was above average 0.026
M4 PM had a clear vision of the project 0.000
M5 PM really understood the customers problem Ns
M6 PM communicated well with staff 0.028
M7 PM was experienced in the application area Ns
M8 Years ofexperience of the PM < 10 Ns
M9 PM's background (IT, Business, other) Ns
MIO Risks identified at the beginning of the project 0.005
Mll Risks incorporated into the project plan 0.021
MI2 Risks controlled and managed by the PM Ns
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Using logistic regression with the responses to the "C" questions, the
best predictor of good requirements was C5 (adequate time was made
available by customers and users for requirements gathering) with C6 (cus­
tomers/users had realistic expectations) which predicted 90% of projects
with good requirements, 32% of projects without good requirements, and
77% correctly overall. In summary:

• We were surprised that large numbers of customers and users did not
impact upon the establishment of good requirements. This may reflect
the relatively small size of the projects in our sample or suggest that
there was no difficulty in identifying representative customers and users.
Further research will clarify the effects of large numbers of customers
and users on the requirements elicitation process.

• Our research supports, as an important requirements determinant, one of
the most frequently identified factors for the development of good re­
quirements, the importance of customers/users making adequate time
available for requirements gathering.

Requirements Issues

Definition of a requirements development process at the start of a project
will normally include the use of a RE methodology [26]. We found that
gathering requirements with a specific methodology (R3) was not signifi­
cantly associated with good requirements. Fifty-six percent of projects had
no defined requirements gathering methodology, 13% used only inter­
views, 4 projects used prototyping, 10 used JAD, and 7 projects used UML
to document requirements. Though a central requirements repository is
thought to be essential for managing requirements throughout the devel­
opment process [26] we found that RI, there was a central repository for
requirements, was not significantly associated with good requirements.
This may be because 78% of the projects used a central repository making
this variable useless for differentiation between projects. Practitioners had
earlier suggested that large projects are less likely to be successful than
smaller projects [25]. R2, project size impacted elicitation ofrequirements,
was significantly negatively associated with good requirements. This result
agrees with [9], suggesting that project size hampers requirements gather­
ing. Wiegers [26] addresses a number of good RE practices including the
need for a well-defined project scope. R4, the project had a well-defined
scope, and R5, project scope increased during the project, were both sig­
nificantly associated with good requirements, R5 negatively. R5, project
scope increased during the project, was significantly associated (0.000)
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with R2, project size impacted elicitation of requirements. An increase in
scope and creeping requirements pose major risks to software projects
[11]. If a PM has a sufficient vision of the project and begins with a well­
defined scope then this is a first step in managing scope creep [26]. R4, the
project had a well-defined scope, was significantly associated with M4, the
PM had a clear vision of the project (0.006), and associated negatively
with R5 (project scope increased during the project). There is a high de­
gree of multi co-linearity between most of the "R" variables. Analysis
suggests that a project with good requirements is a project that is not so
big that requirements elicitation is affected (R2), has a well-defined scope
(R4), that did not increase during the project (R5). This means essentially
that the PM must understand the problem boundaries. Using logistic re­
gression with the responses to the "R" questions, the best predictor of good
requirements was R4 (the project had a well-defined scope) with R2 (pro­
iect size impacted elicitation ofrequirements) which predicted 90% of pro­
jects with good requirements, 17% of projects without good requirements,
and 73% correctly overall. In summary:

• Our results reinforce research that identifies the importance of a well­
defined scope, emphasizing that understanding the problem context and
its boundaries is critical to good requirements.

• The importance of a central repository as an aid in the development of
good requirements is frequently underestimated. The Chilean organiza­
tions appear to understand that this is central to RE contributing to good
requirements and ultimately project success.

Project Manager and Project Management

There is a significant relationship between MI, PM was given full author­
ity to manage the project, and good requirements. We were puzzled that a
good PM suffered as much from interference as a poor PM. M2, PM was
above average, is significantly associated with good requirements (even
when the project suffered from interference). This result is not surprising
since "poor management can increase software costs more rapidly than any
other factor" [3]. The quality of software project management is character­
ized by active risk management [9]. This observation is supported by the
correlation between responses to questions MlO, risks were identified at
the beginning ofthe project, MIl, risks were incorporated into the project
plan and M12, risks were controlled and managed by the PM, and M2, the
PM was above average. Even though risk management practices are sig­
nificantly associated with good requirements [I], most developers and
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PMs perceive risk management activities as extra work and expense [10].
However, just identifying the risks without doing something about them is
not enough. While 51% of projects had their risks identified, 49% had the
risks incorporated into the project plan and the same number had their
risks controlled and managed by the PM. Lack of a clear vision leads to
poorly defined goals, requirements and specifications, insufficient time
planning the project, lack of a project plan, and unrealistic deadlines and
budgets [6]. This underscores the importance of understanding require­
ments beyond micro-level user needs [18]. M4, PM had a clear vision of
the project, is significantly associated with M5, the PM really understood
the customer's problem, (0.000), and both are significantly associated with
good requirements. Project success is dependent on the quality and effec­
tiveness of communication channels established within the development
team [2]. M5, the PM communicated well with staff, was significantly as­
sociated with good requirements. Common wisdom suggests that M7, the
PM is experienced in the application area, will increase the chances of a
project's success. However, our data did not support this. M7 was not sig­
nificantly associated with either project success or good requirements. Al­
though practitioners have suggested that an experienced PM is more likely
to be associated with a successful project [25] the data did not support this
as M8, PM's years ofexperience, was not significantly associated with ei­
ther project success or good requirements. Practitioners have suggested
[25] that a PM with an IT background was more likely to be associated
with a successful project [24, 25]. However, our results did not support this
as M9, the background ofthe PM, was not significantly associated with ei­
ther project success or good requirements. There was a high degree of
multi co-linearity between most "M" variables. Analysis suggests that a
project with a PM who is given full authority to manage the project (M 1),
who is above average (M2), relates well to staff(M3), has a clear vision of
the project (M4), really understands the customer's problems (M5), and/or
communicates well with staff (M6), is likely to have good requirements.
These results show that, for PMs, vision, communication and relationships
with team members are more important than any particular background,
underscoring research that stresses the need for a PM to have good inter­
personal skills [6, 7]. Using logistic regression with the responses to the
"M" questions, the best predictor of good requirements was M4 (PM had a
clear vision ofthe project) which predicted 88% of projects with good re­
quirements, 53% of projects without good requirements, and 80% correctly
overall. In summary:
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• More than one quarter of projects was subjected to interference. When
interference occurred, it was mainly related to staffing issues, and ade­
quate staffing is significantly associated with good requirements.

• The importance ofM4, PM had a clear vision ofthe project, reinforces
the importance of project scope, but includes an extra dimension; the
importance of knowing expected business outcomes.

• Effective communication is frequently suggested as a key to good re­
quirements, and our analysis supports this.

• Because M12, risks were controlled and managed by the PM, was not
significantly associated with project success we suspect that much of the
risk management for these relatively small projects was relatively in­
formal.

Comparison of U.S. and Chilean Data

With respect to the "C" questions, our Chilean respondents agreed with the
U.S. respondents [25] regarding the importance of committed and involved
stakeholders, customers/users having a high level of confidence in the de­
velopment team, adequate time being made available by the custom­
ers/users for requirements gathering, and customers/users with realistic ex­
pectations. Our respondents also agreed with the U.S. respondents that
large numbers of customers and users did not cause them requirements
problems. They disagreed with the U.S. respondents when it comes to the
involvement of customers/users, and the importance of managing cus­
tomer/user expectations; however, this may be explained by the fact that
50% of the Chilean projects were for third parties in which the primary
point of contact may not be a customer and a number of users but rather a
sales or account manager. With respect to the "R" questions our respon­
dents agreed with the U.S. respondents that to get good requirements im­
portant factors are: project size, and a well-defined scope, that does not in­
crease during the project for good requirements. However, they disagreed
on the importance of a central repository and effective requirements man­
agement. Interestingly, the majority of Chilean projects used a central re­
pository suggesting that in this case this variable is not a useful differenti­
ator between projects with good requirements and those without. Further
research using a more targeted question on requirements management,
suited to third party development, may clarify this issue. Neither group of
respondents considered that the use of a specific requirements elicitation
methodology was significant for good requirements. With respect to the
"M" questions both groups of respondents agreed that to get good re-
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quirements we need: a PM with full authority to manage the project, who
is above average and has a clear vision of the project, who communicates
well with staff, and identifies risks at the start of the project. They also
agreed that a PM's experience in the application area, number of years of
experience, and background were not important to getting good require­
ments. However, they disagreed on the importance of a PM really under­
standing the customer's problem, control of risks, and incorporating risks
into the project plan. To clarify the importance of the latter three factors
requires further research with both in-house and third party development
projects. The best prediction equation for good requirements using the
Chilean data is M4 the PM had a clear vision of the project. This variable
predicted 88% of projects with good requirements, 53% of projects with­
out good requirements, and 80% of projects correctly overall. The best
prediction equation for the U.S. data used C4 (customers/users had high
level of confidence in development team), R4 (project had a well-defined
scope), and MI2 (risks were controlled and managed by the PM). Using
this equation to predict the state of the requirements in the Chilean data we
obtain predictions of 94% of projects with good requirements, 42% of pro­
jects without good requirements, and 81% of projects correctly overall.
The Chilean data set had fewer failed projects than the U.S. data set result­
ing in less satisfactory prediction of projects without good requirements.
We recognize some limitations of this study. Surveys are based on self­
reported data which reflects people's perceptions, not what might have ac­
tually happened. Because we surveyed software developers our results are
limited to their knowledge, attitudes, and beliefs regarding the projects and
PMs with which they were involved. The dominance of small projects may
have biased our results with the Chilean projects smaller than the U.S. pro­
jects in terms of the number of personnel employed [25].

Conclusions and Further Research

The questionnaire designed by Vemer and Cerpa was specifically designed
to investigate practices for in-house software development. As such, the
questions regarding sponsors may not be appropriate for software projects
that are developing software for other organizations. This is because the
sponsor was assumed to be internal to the organization, supporting an in­
ternal project. In the case of organizations that supply software to other
organizations the dynamics of a sponsor are different. A software project
for a customer may have an internal sponsor. At the same time, an external
sponsor, who is likely to be important for requirements elicitation, may be
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present within the client organization. Because the questionnaire used was
designed elsewhere specifically for in-house software projects the ques­
tions regarding sponsorship may have solicited responses difficult to inter­
pret in this study. As about half ofthe Chilean projects are outsourced, and
the outsourcing company may be part of a supply chain, there is less op­
portunity for our developers to understand the customers' problem and to
interact with them. Analysis of the data from both groups of respondents
supports research that suggests the following factors lead to good require­
ments: 1) the importance of committed and involved stakeholders, 2) cus­
tomers/users with a high level of confidence in the development team, 3)
adequate time being made available by the customers/user for require­
ments gathering, 4) customers/users with realistic expectations, 5) a PM
with full authority to manage the project, 6) a PM who is above average, 7)
a PM with a clear vision of the project, 8) a PM who communicates well
with staff, and 9) a PM who identifies risks at the start of the project. Con­
trary to suggestions made by developers and/or cited in the literature,
analysis of both groups of data suggests that the following factors are not
important for good requirements: 1) large numbers of customers/users, 2)
use of a specific requirements elicitation methodology, 3) PMs experience
in the application area, 4) PMs years of experience, and 5) PMs back­
ground. There was disagreement on 1) the involvement of customers/users,
2) the importance of managing customer/user expectations, 3) the impor­
tance of a central repository and 4) effective requirements management.
However, further research on these factors should clarify which factors are
culturally dependent, and which depend on the type of development (in­
house or third party) undertaken. Overall, these results underscore research
suggesting PMs vision, and communication with team members are more
important than any particular background, or requirements engineering
methodology they may use.
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Introduction

In order to reduce requirements problems many Requirements Engineering
(RE) practices have been suggested [I]. Though there have already been
many surveys identifying requirements problems (e.g. [2], [3]), as re­
searchers, we need to be constantly aware of what is really going on in
practice and to understand what RE practices are perceived to be useful by
practitioners. This will enable us to position our research within an appro­
priate context [4]. It is important to discover which practices will benefit
an organization, as research has shown that effective RE practices provide
multiple benefits including help in keeping delivery times and product
quality under control [I; 5].

Sommerville et al [I] proposed a number of practices that lead to RE
process improvement and that ultimately should lead to business benefits
[6]. Because these practices are derived from existing standards, studies of
requirements processes and from practical experience [I], we investigate
their impact on the software development process to see if they really have
a perceived value.

Sommerville et al [1] suggest that RE practices can be divided into sev­
eral broad RE process categories. In order to test our thesis we investigate
three of their categories: requirements documentation, requirements elici­
tation and requirements management. We begin our research with these
particular categories because they typically receive less attention in the RE
literature than the more technology-driven categories such as analysis,
modeling and specification.

We conducted a study with ten Australian software development com­
panies; an understanding the perceived value of each RE practice across
different companies may help with more effective RE process improve­
ment. We believe that where respondents from different companies iden-
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tify a practice as having a high perceived value then that practice should be
seriously considered for its importance in process improvement. If differ­
ent software development companies use the same practice, it is obviously
important to the practitioners involved. If practitioners perceive that a
practice has value they are more likely to use it.

In order to improve the RE process Sommerville et al. [7; 8] have sug­
gested a requirements maturity model. This model is based upon 66 good
requirements practices, classified as basic, intermediate and advanced.
There are 36 basic practices that are concerned with fundamental activities
that are required to gain control of the RE process. The 21 intermediate
practices are mostly concerned with the use of methodical approaches and
tools. The 9 advanced practices are concerned with methods such as for­
mal specification used typically for critical systems development.

Thus far, little research has been conducted in order to validate the re­
quirements maturity model. Niazi and Shastry [9] conducted an empirical
study of requirements problems as identified by 22 requirements practitio­
ners. The results indicated that there were no significant differences in the
numbers of problems faced by companies with mature and immature RE
processes. However, it was found that the problems cited by mature com­
panies were related to organizational issues, e.g. lack of training, complex­
ity of application and communications etc. The type of problems cited
within immature companies were related to the technical aspects of the RE
process, e.g. undefined requirements process.

More recently, Sommerville and Ransom [6] conducted an empirical
study with 9 companies in order to evaluate the requirements maturity
model [7] and to assess if requirements process improvement leads to
business improvement. They concluded that the "RE process maturity
model is useful in supporting maturity assessment and in identifying proc­
ess improvements and there is some evidence to suggest that process im­
provement leads to business benefits. However, whether these business
benefits were a consequence of the changes to the RE process or whether
these benefits resulted from side-effects of the study such as greater self­
awareness of business processes remain an open question" [6]. However,
no studies have been conducted to investigate the practices suggested in
the requirements maturity model and if these practices are those that prac­
titioners commonly use in their companies, i.e., are perceived by practitio­
ners as having a high value. Three research questions have motivated the
research reported here:

RQl. What requirements documentation, elicitation and management
practices do companies commonly use in their projects?

RQ2. What practices have the highest perceived value?
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RQ3. Are Sommerville's classifications of Basic, Intermediate and Ad­
vanced practices appropriate?

The contribution of this work is to identify what practices are perceived
as useful and should be considered when designing RE improvement proc­
esses. If we identify what are the most commonly used practices in the
software industry we will be able to build a better understanding of the
relative perceived value of the set of RE practices we have investigated.
This will assist us in validating Sommerville's list of RE categories and
provide an initial assessment of the appropriateness of his three classifica­
tion levels.

This paper is organised as follows: Section 2 discusses the definition of
perceived value. Section 3 describes the design of our study. In Section 4
our findings are presented, analysed and discussed. Section 5 discusses
threats to validity. Section 6 presents conclusions and suggested future re­
search.

Perceived Value

In this particular study we define 'perceived value' to mean the extent to
which a RE practice is used because it is perceived by practitioners to
bring benefit either to the project, or to the organization. This may be con­
sidered to be a subjective view as it provided by the respondents we inter­
viewed. However, our respondents are considered to be requirements ex­
perts within their organizations. As such, we can assume that their opinion
is grounded in significant experience of real world RE practices.

In order to describe the notion of perceived value within RE practices, it
is important to decide on the "criticality" of a perceived value. For this
purpose, we have used the following criterion:

• If a perceived value of a RE practice is cited in the interviews with a
frequency of >=50%, then we treat it as critical.

A similar approach has been used in the literature [10; 11]. Rainer and
Hall [10] identified important factors in software process improvement
with the criterion that "if the majority of respondents (>=50%) thought that
the factor had a major impact then we treat that factor as having a major
impact".

The perceived values of RE practices can act as a guide for RE practi­
tioners when designing RE processes because it will be easier to encourage
the use of practices that are commonly used elsewhere and hence have
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higher perceived values. It will be more difficult to convince practitioners
that practices with low perceived values are useful.

Study Design

Interviews were conducted with 10 Australian software development com­
panies with one interview per company. The respondent chosen from each
organisation was considered to be the organization's most expert require­
ments engineer and hence was the most appropriate person to answer ques­
tions about requirements practices. Thus the sample is not random but a
convenience sample because we sought a response from a person with a
specific role within the organization. The target population in this research
consists of software-producing organizations that produce both in-house
software and software for third parties. It is important to note that our data
was collected from practitioners who were tackling RE issues on a daily
basis; therefore we have high confidence that they accurately reported
what was happening in their organization. In the interviews we asked prac­
titioners to choose from four types of assessment for each practice investi­
gated [1]:

• Standardized: A practice has a documented standard and is always fol­
lowed as part of the organization's software development process i.e., it
is mandatory. We refer to this practice as having a 'high' perceived
value.

• Normal use: This means that the practice is widely followed in the or­
ganization but is not mandatory. We refer to this practice as having a
'medium' perceived value.

• Used at the discretion of the project manager (PM): Some PMs may
have introduced the practice only for that project. This practice is de­
scribed as 'low' perceived value.

e Never used: The practice is never or rarely applied and is a 'zero' per­
ceived value.

In order to analyse the perceived value of each requirements practice,
the occurrence of a perceived value (high, medium, low, zero) in each in­
terview transcript was recorded. The frequency of each data variable was
then included in frequency tables. By comparing the occurrences of one
requirements practice's perceived values obtained from the interview tran­
scripts against the occurrences of other requirements practices perceived
value, the relative importance of each requirements practice can be calcu-



An Empirical Study Identifying High Perceived Value RE Practices 735

lated. This methodology has been successfully used in previous research
[11; 12].

Findings

Requirements Documentation Practices

Table 1 presents the list of requirements documentation practices discussed
in the interviews. The most common standardised requirements documen­
tation practice (7 out of 10) is to state a business case for a project (RD4).
Often, the accounting department and/or the CIO will insist that a project
will not be funded unless a business case is made for the system, i.e., the
system must meet an organizational business goal. What is surprising is
that two organizations did not do this at all. We consider this activity
should be required for every project. Senior sponsor support and cus­
tomer/user participation have been shown to be important for software pro­
ject success [13]. A senior sponsor is likely to exert him or herself to pro­
vide ongoing support for a system that will meet an important business
goal.

The majority of companies in our sample have defined standard struc­
tures/or requirements documents (RDl). As Table 1 shows, many compa­
nies include an overview section in the requirements document that sum­
marizes the purpose 0/ the system and principal system requirements
(RD3). RD4, RDI and RD3 were most often found to be standardized
practices and can be considered to be high-perceived value practices.

Table 1. Requirements documents practices identified through the empirical study

ID Type Practice Type of Assessment
SU NU DU NE
531 1
3 3 1 3
531 I

Basic
Basic
Basic

RDI
RD2
RD3

Define a standard document structure
Explain how to use the document
Include a summary of the
requirements

RD4 Basic Make a business case for the system 7 1 0 2
RD5 Basic Define specialized terms 3 5 2 0
RD6 Basic Make document layout readable 4 5 1 0
RD7 Basic Help readers find information 3 4 2 1
RD8 Basic Make the document easy to change 4 5 0 I
SU = Standardized use, NU = Normal use, DU = Discretion use, NE = Never use
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The practices RD5, RD6 and RD8 can be considered to be 'normal use'
practices. This means that these practices are widely followed in the com­
panies but are not mandatory. We did not find any RE practices with high
percentages for 'discretionary use' and 'never used' categories.

We find it strange that there are organizations that do not define a stan­
dard document structure (RD1), do not provide guidance for readers
(RD7), and do not make the document easy to change (RD8) as standard.
Documents that present an unfamiliar structure can be difficult to read, fol­
low and update.

Using the criterion described in Section 3, we have identified three re­
quirements documents practices (RD1, RD3 and RD4) as having a 'high'
perceived value. We have also identified three requirements documents
practices (RD5, RD6 and RD8) as having a 'medium' perceived value. All
these practices are considered basic by Sommerville. Our results indicate
that the organizations questioned have reasonable control over their re­
quirements documentation processes.

Requirements Elicitation Practices

Table 2 shows that the state of RE elicitation practice is still fair at best,
confirming previous findings [14]. Sixty per cent of respondents stated that
their organization carries out a feasibility study (RE1) as mandatory before
investing resources in eliciting requirements. 30% of respondents stated
this was normal practice. Many companies define the proposed system's
operating environment (RE5) during or before requirements elicitation. It
is critical to determine the scope of the environment where the system is to
have its effect [15]. However, it is also critical to manage that scope, as
more about the problem is understood, and more requirements are elicited
r14]. We were surprised that only half the respondents stated their organi­
zation identifies abstract high-level business goals, i.e. use business con­
cerns to drive requirements elicitation (RE6) and then uses them as drivers
for requirements elicitation as standard practice. This is critical for busi­
ness-IT alignment, something that has proven time and again to be the big­
gest IT concern for CIOs [16]. These findings do not agree with those in
section 5.1 where the majority of respondents state that they include a
business case for the system in their documents. It might be the case that
these business cases are not always acting as the drivers for requirements
elicitation. We speculate this might be because the business case does not
clearly express business goals or objectives but only considers financial
implications - what savings can be made irrespective of whether this meets
the business objectives of the organization. Since business objectives and



An Empirical Study Identifying High Perceived Value RE Practices 737

goals drive requirements elicitation, we view failure to standardise this
practice as a serious concern.

Although it is not mandatory, many companies identify and consult
anyone who benefits directly or indirectly from the system being developed
(RE3). This is 'normal' practice. The risk of not getting the requirements
right are amplified if key stakeholders are not consulted [14]. The organi­
zations we sampled also record requirements sources (RE4) and record
requirements rationale (RE8) as "Normal Use" requirements elicitation
practices.

Table 2. Requirements elicitation practices as identified through an empirical
study

ID Type Practice Type of Assessment
SU NU DU NE

REI Basic Assess System Feasibility 6 3 0 1
RE2 Basic Be sensitive to organizational 4 4 0 2

and political consideration
RE3 Basic Identify and consult system 2 7 0

stakeholders
RE4 Basic Record requirements sources 3 5 1
RE5 Basic Define the system's operating 5 2 2

environment
RE6 Basic Use business concerns to 5 2 3 0

drive requirements elicitation
RE7 Intermediate Look for domain constraints 2 4 1 3
RE8 Intermediate Record requirements 1 5 2 2

rationale
RE9 Intermediate Collect requirements from 4 4

multiple viewpoints
REIO Intermediate Prototype poorly understood 4 3 2

requirements
REI I Intermediate Use scenarios to elicit 0 4 5

requirements
REl2 Intermediate Define operational processes 4 2 3
REl3 Advanced Reuse requirements 2 2 5

The two other requirements elicitation practices, i.e. use scenarios to
elicit requirements (REll) and reuse requirements (REB) are used at the
discretion ofproject manager in many companies. We found it strange that
scenarios are used mainly at the discretion of the project manager - none
use scenarios are standard practice. Though the context of each project
should determine what requirements tool is useful [15], the RE research
community has invested a great deal of effort promoting the role scenarios
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play in requirements elicitation, e.g. [17; 18]. If this survey is a reasonable
reflection on RE practice, it appears that there is still a wide gap between
research and practice.

We are not surprised at the low standardized or normal levels for the re­
use of requirements. It is difficult to reuse a requirement unless one's con­
text is the same. For organizations conducting product line development or
packaged software, reuse is fundamentally important; standard features can
be re-applied in the next product release. However, for organizations en­
gaging in new development projects, reuse is not as straightforward, espe­
cially smaller organizations who do not typically have processes and proc­
ess repositories in place [19].

Weare concerned that only 60% of respondents say their organization
attempts to identify domain constraints (RE7) as a matter of normal or
standardized practice. Defining the boundary of one's problem, either
physical or technical, has been shown to be fundamental to software pro­
ject success, e.g. [5; 14; 15]. Failure to determine one's boundary will al­
most certainly lead to scope creep or technical failure.

Three elicitation practices have a 'high' perceived value. Clearly a fea­
sibility study is important to all projects (REI), as is defining the system's
operating environment (RES) and using the business objectives to drive
requirements elicitation (RE6). These are all basic practices and are fun­
damental to success. Three practices have 'medium' perceived value (RE3,
RE4 and RE8). Though identification and consultation with stakeholders
(RE3) is only considered a medium value practice, we view it as funda­
mental that all key stakeholders be consulted. This should be a mandatory
practice and be of high value. Two requirements elicitation practices have
a 'low' perceived value (R11 and R13).

Our survey shows that it is the basic practices that are done reasonably
well. The only intermediate or advanced practice that is relatively common
is define operational processes (RE12). Perhaps this should be considered
a basic practice.

Requirements Management Practices

The majority of organizations in our sample (see table 3) define policies
for requirements change management (RM6). Properly organized require­
ments change management is a critical factor for successful project out­
comes. Ad hoc change management can lead to escalating requirements,
uncontrolled scope creep and potentially uncontrolled system develop­
ment. Global system requirements (RM7) set out desirable or essential
properties of the system as a whole. They were identified by the 50% of
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our sample as standardized, with 30% as normal use. Requirements man­
agement practices identify volatile requirements (RM8) is used in the ma­
jority of organizations but is not mandatory though inability to manage
changing and/or volatile requirements is recognised as a leading cause of
project failure [18]. The majority of rejected requirements are recorded
(RM9) at the discretion of the project manager in many companies. This is
curious considering that requirements typically change [5] and discarded
requirements are often reused in later product releases or increments, par­
ticularly in product line development.

Thirty percent of organizations do not use a requirements management
database (RM5). This research finding agrees with [14] who found that
40% of organizations did not use a requirements management database
(RMDB). Despite the fact that RMDBs are widely available and simple to
usc, organizations are still prepared to risk poorly managed requirements.
We believe that a RMDB should be mandatory for every project, no matter
how simple it might appear to be and we would classify this as basic prac­
tice. Without a repository of any kind, change management, for instance,
becomes far more difficult to manage though Sommerville rates this a ba­
sic practice. The fact that only 30% of respondents reported that a RMDB
was standardized in their organization indicates that the message is failing
to get through.

We have identified two requirements management practices (RM6,
RM7) to have 'high' perceived value. It is recognised that defining a
change management policy (RM6) is a critical success factor [13; 14] and
we view this as such a fundamental practice we would label it Basic. Iden­
tifying volatile requirements (RM8) has a 'medium ' perceived value.
However, identifying volatile requirements is important since project fail­
ure due to inability to manage unstable requirements is recognised (20].
We note that the requirements management practice, record rejected re­
quirements (RM9), has ' low' perceived value and that Sommerville con­
siders this an advanced practice. We believe it is important to keep a re­
pository of discarded requirements as the RE process is often iterative,
new requirements can be those that were previously discarded. Keeping a
record of these will no doubt save effort and money. Of course, a reposi­
tory or requirements database is fundamental to the success of this prac­
tice.
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Table 3. Requirements management practices as identified through an empirical
study

ID Type Practice Type of Assessment
SU NU DU NE

RMI Basic Uniquely identifyeach 4 2 2 2
requirement

RM2 Basic Definepolicies for 4 2 3
requirements management

RM3 Basic Definetraceability policies 2 2 3 3
RM4 Basic Maintain a traceability 2 3 3 2

manual
RM5 Intermediate Use a database to manage 3 4 0 3

requirements
RM6 Intermediate Definechangemanagement 6 2

policies
RM7 Intermediate Identify global system 5 3

requirements
RM8 Advanced Identifyvolatilerequirements 2 5 2
RM9 Advanced Recordrejectedrequirements 2 2 5

Validity

Construct validity is concerned with whether or not the measurement
scales represent the attributes being measured. The attributes are taken
from a substantial body ofprevious research [1; 7] and further studies [21].
The responses from the practitioners interviewed show that all the attrib­
utes considered (the questions) were relevant to their workspace, even if
some practices were not conducted. The practices discussed are perceived
as important in the day-to-day activities of real projects. External validity
is concerned with the generalization of the results to other environments
than the one in which the initial study was conducted [22]. External valid­
ity was examined by interviewing practitioners from ten different envi­
ronments. Though a sample of ten is small and generalizability to the
whole software engineering community is problematic, our findings con­
firm results found in other surveys, such as 30 percent of organizations do
not use a repository to manage requirements [14].

We recognize some limitations of the study. Interviews are based on
self-reported data that reflects what people say happened, not necessarily
what they actually did or experienced. Our results are limited to the re­
spondents' knowledge, attitudes, and beliefs regarding the projects with
which they are involved. However, 4 organizations had fewer than 5 peo-
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ple in their RE teams, 4 had 6 on average and 2 had between 8 and 15. As
such, we believe that the respondents were well informed on most RE ac­
tivities carried out within their organizations.

Conclusions

We reported on an empirical study of RE practices in ten Australian or­
ganizations that develop software. Four types of RE practice usage were
identified that have led us to the notion of a 'perceived value' associated
with each RE practice (from high value to no value). To have a perceived
high value, we refer to a practice that is used as standard across all pro­
jects, as opposed to a very successful practice that was used on just one
project. Our survey reviewed the practices recommended by Sommerville
et al. [1; 6].

We believe companies use RE practices on the basis of the perceived
value of that practice. This focus on perceived value associated with each
RE practice, offers RE practitioners opportunities for implementing prac­
tices to improve a company's requirements development capabilities. By
analysing the degree to which companies use each of the RE practices, we
can identify a number of critical RE practices for RE practitioners. Our re­
sults provide advice to RE managers on what practices to consider when
designing RE process improvement.

Another research goal is to explore if Sommerville's categorization of
practices (basic, intermediate, advanced) are reflected in actual use. We
focus specifically requirements documentation, elicitation and manage­
ment practices. Most organisations perceived their documentation prac­
tices to be of high value. They recognised the need for a business case and
an overview of the system's requirements. In terms of elicitation, most or­
ganisations conducted feasibility studies as mandatory or normal practice.
But only half used business concerns to drive the requirements elicitation
process as mandatory. Use of scenarios is not considered a high-value
practice despite the emphasis the RE research community has placed on
scenarios [I; 6]. In terms of management, organisations established change
management policies and identified global requirements as the most im­
portant practices. We find it surprising that use of a requirements reposi­
tory or database is not mandatory in 70% of the organizations surveyed.
Evidence shows that such use is a significant project success factor, e.g.
[13; 14]. It seems that industry is not learning why projects succeed or fail.
Failure to conduct post-mortem reviews is one reason for this [13]. We
consider use of a repository to be so fundamental that it can only be con-
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sidered a basic practice. Without a database it becomes much more diffi­
cult to implement change management, to track volatile requirements, to
manage version control, to produce documents. We suggest a re­
examination of Sommerville's classification of basic, intermediate and ad­
vanced practices to bring them into line with evidence of current practices.
In summary, we found,

• Requirements documentation practice was either standardised or normal
practice, and at a basic level, in agreement with Sommerville.

• Elicitation practices are only fair, at best. Most basic practices were
standard or normal. Surprisingly, few practices were considered manda­
tory.

• Requirements management practices are poor. Though Sommerville
views change management policy definition and use of a requirements
database as intermediate practices, we view both as basic because they
are fundamental to project success.
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Introduction

Medical journals, police reports, and company registrations are example of
records, recorded information. There is a widespread changeover from pa­
per based records towards electronic records (e-records) in many organiza­
tions. Records in general should be reliable and authentic, i.e. be trustwor­
thy. According to Duranti (200 I) e-records have difficulties to be
trustworthy dependent on the lack of use of both archival and record re­
quirements.

E-records may be preserved for ever, this raises a question of how
should information systems that are going to create, and manage e-records,
be designed and developed to maintain the trustworthiness of e-records
during long term preservation. There have been attempt to design and de­
velop information systems managing e-records that have been less success­
ful. Grimson (200 I) gives examples of electronic healthcare records which
have proven that it is problematic to build a workable information system,
managing e-records. Access over time and preservation are issues, which
have been of limited interest when designing electronic healthcare record
systems. Records vary in type and the uses of records also are varying, and
are difficult to predict, which makes development of information systems
managing e-records difficult. According to Holgersson (200 I) some of the
information systems managing records in the Swedish police, filter infor­
mation which negatively influence possibilities to trust and make correct
decisions based on those e-records.

During system and software development requirements are vital compo­
nent for a successful development process (e.g. Pressman & Ince, 2000).
Requirements can be divided into functional and non-functional require­
ments (Borg, 2004; Carlshamre, 200 I; Kotonya & Sommerville, 1998).
Non functional requirements are about quality dimensions of the system
and the software. The question of interest in this research is what quality
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requirements are needed to maintain trustworthiness of e-records? e­
records can due to the preservation need, be compelled to last longer than
the information system managing the e-record. This makes it difficult to
separate quality requirements for e-records, and the information sys­
tem/software where the e-records are created or managed.
Both the Swedish Emergency Management Agency and The Swedish
Agency for Public Management have found that there are no guidelines for
design and development of information system that enable long term pres­
ervation of e-records (Krisberedskapsmyndigheten, 2005; Statskontoret,
2003). Such guidelines could involve general quality requirements for e­
records.

This purpose of this paper is to present a set of quality requirements
aimed to maintain the trustworthiness of e-records, results from a case
study of the development project of an electronic archive system at Swed­
ish Companies Registration Office (SCRO). The quality requirements are a
first step towards general quality requirements for e-records.

Research Site and Research Method

The organisation where the study was performed is Swedish Companies
Registration Office (SCRO), an agency under the Ministry of Industry.
The SCRO keep records over every company in Sweden, which include
new registration of companies (trade and industry records), changes within
companies, decision-making of liquidations, received annual reports, and a
register of corporate mortgages (Bolagsverket, 2004). The SCRO is also
responsible for making the information in the trade and industry records
available for the public.

The trade and industry records are archives of SCRO. There is a large
case flow at the SCRO, they handle 600000 cases each year, register more
than 50000 new companies, and have more than 960000 business enter­
prises in their archives. The physical archive consists of more than 20000
running meters of records (Bolagsverket, 2004).

Since 2004 the SCRO are scanning all incoming records, and transform
them into TIFf! pictures. The SCRO have an implemented e-service for
registration of private companies. People can register private business
companies using Internet, the service will be developed further to cover all
possible communication between people/companies and the SCRO. This e­
service only produces e-records. The archives of the SCRO are one of their

I TIFF is an approved format for digital objects by the Swedish National Archives.
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main business and need to be managed correct. The e-records, both the
ones that have been transformed and those that are electronic in original
are managed in an own developed electronic archives solution. Due to
regulations from Swedish National Archives, all records in the main ar­
chives should be kept forever.

The SCRO aim to make a changeover from their hybrid usage of both e­
records and paper based records to a fully use of e-records. During the au­
tumn of 2004 the SCRO started a development project, BILLY, which
aimed to develop a durable electronic archive solution. The project was
initiated by the need to change storage medium for the existent electronic
archive solution. SCRO also needed to follow the recommendations given
by the Swedish National Archives to order the archive following a archive
description standard called ISAD(G) and in suitable parts implement the
OAIS model. The OAIS model is a reference model for electronic archives
(CCSDS, 2002).

The selection of this organisation can be described as an adapted selec­
tion process (Hartman, 1998) where the organization was one of very few
organizations starting such project during the autumn of 2004. Another cri­
teria for choosing SCRO as place to perform a case study was the minor
complexity of different record types at SCRO. SCRO deals with many re­
cords, but the variety of the records within BILLY is of intelligible variety
and complexity.

Method

This study was performed as a seven month case study, with an underlying
inductive approach (Walsham, 2002). During the case study different data
collection methods were used, a characteristic for case studies (Eisenhardt,
1989; Yin, 2003). The data was collected and analyzed in an iterative
process, with similarities to the research approach presented by Walsham
(2002) and Strauss & Corbin (1998).

The study began in September 2004 when the SCRO started a prelimi­
nary study concerning an electronic archive system. Empirical data was
collected during the autumn of 2004, by participation during project meet­
ings. The SCRO core businesses were also studied by using observations
and interviews as data collection methods. The purpose for the later was to
increase the knowledge of what role records were playing in the SCRO
business. In January and February of 2005 the uniqueness of the record
both electronic and paper based were studied by physical use and reading
of records. Observations and interviews were used to collect data in order
to understand how the SCROs old e-record management system was work-
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ing, and how that managed trustworthiness in e-records. In April of 2005
interviews were held with people involved in the BILLY project.

The analysis process of the empirical material describes in below, where
the results are presented.

Theoretical Framework

Records

Records and archives are the two concepts which make archival science.
Records are physical, have a content, a structure/form and are created in a
context (Hofman, 1998), and are process bound information (Thomassen,
2001). International Council on Archives (2000, p. 11) defines records as:
"Recorded information in any form or medium, created or received and
maintaine d, by an organization or person in the transaction of business or
the conduct of affairs." According to Thomassen (2001) a record has sev­
eral characteristics, which makes the record unique in relation to other
types of information. Records should serve as evidence over actions and
transactions (1). Records should support accountability (2). Records are re­
lated to processes (3), i.e. "information that is generated by and linked to
work processes" (Thomassen, 2001, p 374). Records are going to be pre­
served, some even for eternity (4). In an organisation records are part of
the organisational memory and are used to support operational manage­
ment. Cox (2001) stated that the evidential value of a record can only exist
if the content, structure, and context are preserved. The context is the link
between different records that belongs together and also to the process
where the record was created. There is no difference in expected functions
between paper based records and e-records, but there are differences in
structure and form. A paper based record is a physical entity, often a
document (Thomassen, 2001). The e-record is more of a logical entity,
which integral parts can be managed at different places within an informa­
tion system, or even in different information systems (Dollar, 1992). In
this paper an e-record is a record in electronic form, i.e. a record created by
a computer based information system or transformed to an electronic form.

According to Duranti (2001) trustworthy and trustworthiness are generic
terms for reliability of the e-records content and authenticity of the e­
record itself, an interpretation also valid for this paper. An e-record must
be trustworthy in order to maintain its evidential value, and the possibility
to use an old e-record as evidence is related to trustworthiness of that re­
cord (Gladney, 2004).
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Quality Requirements

In this paper the quality requirements are of interest, a type of non­
functional requirements. Non-functional requirements are about how the
software or system will deal with specific tasks, often quality related
(Borg, 2004; Carlshamre, 2001; Kotonya & Sommerville, 1998). Accord­
ing to Chirinos et al. (2004, p. 18) quality requirements have its origin in
the ISO 9126-1 standard, which defines quality: "an entity's set of attrib­
utes that are characteristic of its ability to satisfy established and implied
needs". For the research presented in this paper are for both quality re­
quirements for e-records, and for the information system/software of inter­
est. More precise are quality requirements that enable long term preserva­
tion of trustworthy e-records in focus.

Related Research

When e-government services are going to be developed, management of e­
records within such services is necessary. E-government services often use
information technology to increase quality on services and efficiency for
the potential users. The solutions are rather complex, and imaginable users
are many (Bresciani et al., 2003; Donzelli & Bresciani, 2003). Donzelli &
Bresciani and Bresciani et at have in their research not focused on re­
quirements for e-records. Instead their research is about finding suitable
models and techniques for requirements engineering in development of e­
government services. They propose a goal and an actor orientated ap­
proach in the requirement engineering process of an e-record management
system (ERMS). They state that an ERMS is a complex system with many
potential users and system related tasks, which make traditional require­
ments engineering techniques less suitable. According to Grimson (2001)
is e-record management systems, complex and the use is difficult to pre­
dict, which affect the success of implementation.

There are two archival science initiated projects for functional require­
ments one is MoReq (European Commission, 2002) and the other is the
Pittsburg project (Barata, 1997). Those two projects have identified func­
tional requirements for e-record management systems, functional require­
ments following international archival standards. None of those projects
cover Non functional requirements.
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Empirical Result

This section begins with a brief explanation of the new electronic archive
at the SCRO, named BILLY, an explanation which not has a purpose to
cover the real complexity of BILLY, it only aims to support the results that
presents below.

BILLY consists of one database, one storage unit, and an interface.
Outside Billy there is a journal management system called UniReg, which
only communicate with BILLY through the interface/system (fig 1). Users
can communicate with BILLY through that interface. Their communica­
tion with UniReg is independent of BILLY.
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Fig. 1. The electronic archive named BILLY at the SCRO

New records are stored in storage solution from EMO called Centera.
each record is labeled with Metadata. The records can not be changed, or
manipulated. Each record gets a unique auto generated id-number from
storage solution (not to be mixed up with registration number) which is
stored in the database.

Quality Requirements Identified and Engineered During
Development of BILLY

The SCRO have worked with requirements in a rather unstructured way.
The requirements come from both the business, future user of BILLY, and
from the SCRO's archivist. The requirements have evolved in an iterative

I EMC is a World-Wide enterprise with products and services for information
storage and management
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process within the BILLY project. Functional requirements have been the
type of requirements of interest in the BILLY project, a phenomenon also
identified by Borg (2004). Quality requirements have not been an issue of
priority, and are not even documented.

Dependent on the non existing work with quality requirements in the
BILLY project, the analysis of the collected empirical data have focused
on implemented and planned functionality and solutions within BILLY.
Functionality and solutions that in some way affect reliability and authen­
ticity of e-records have been highlighted in the transcriptions from inter­
views and observations. These highlighted areas have been categorized
into six different categories that could be described as dimensions of qual­
ity that make e-records trustworthy. Each category is named in a descrip­
tive manner. The names of the categories have been influenced by dimen­
sions of information quality as: accessibility, accuracy, and format
(Holmes, 1996) and data quality as: accessibility, accuracy, consistent rep­
resentation, and interpretability (Pipino et al., 2002; Wang & Strong,
1996).

Below do the e-record quality categories be presented, they should im­
plicit be interpreted quality requirements for e-records.

Originality andInterpretability

The SCRO has chosen to preserve every record, the scanned ones, those
created within the SCRO, and those received and created in the SCRO's e­
service in a form and structure as corresponding to how the record looked
like when they were created. The scanned records are stored as TIFF pic­
tures, which make them photographic copies of the original. SCRO have
discussed to separate the form from the content within their e-service to
save storage space, but they have chosen to store every record with content
and structure/form united.

This way, to preserve each record as they looked liked when they were
created increases the possibility for future user to interpret the record cor­
rect. The SCRO have in their forms descriptive information of how to fill
in the form correct, and for what purpose some information must be added.
This information clarifies much of which rules and regulations affect the
process, action, or transaction the form is meant for. E.g. the form for reg­
istration of companies is informative and describes in detail why and what
information needed for a successful registration. With the preservation of a
record as close to how it looked like at creation stage as possible, a future
user may also be able to understand how the record was interpreted when it
was created by a historical user.
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Vloveability and Portability

n BILLY the storage separated from the internal management of the re­
.ords, and the BILLY storage only store e-records, Each record gets a
.mique id number, and is labeled with some Metadata. More detailed in­
~ ormation of each record is to be found in the database, physical separated
.rom storage, see fig. 1. The separation between storage and the database
creates independence between those two units. SCRO have chosen this
xtructure for both security reasons but mainly to enable change of storage
:olution, as well as change of database. All e-records and its related infor­
nation must be able to be moved to newer storage and database solutions
vithout losses. A needed functionality, if the records should last the tech­
.deal solutions.

~ccuracy through Identification

Ihe SCRO's implemented e-service is using electronic 10 , to create an
.lectronic signature attached to each record. The electronic signature pro­
fides accuracy for the records by guaranteeing that the content is reliable
.md correct according to the creator of the record (the person with the elec­
tronic 10). The identification is a necessary component to fulfill legal de­
mands. The SCRO has planned to implement an organizational electronic
10 for communications between the SCRO and individuals or other or­
ganizations as well as other more advanced electronic ID solutions e.g.
electronic certificate of company registrations.

Standardization of File Formats i.e. Consistent Representation

The SCRO is following the recommendations and regulations provided by
Swedish National Archives for e-records file formats . The SCRO uses
TIFF as format for the records that are transformed from paper (original)
to electronic forms, and XML for records that are created electronic in e­
services or by business action in the SCRO. POF/A is a format that will be
used as soon as the format have been standardized and fully documented.
By using approved file formats, the SCRO follow best practice of record
management in Sweden, which increase trustworthiness. The use of stan­
dardized file formats also make migration of the file formats to new for­
mats easier to perform, if those are needed in the future.

Storage Accuracy and Authenticity

The chosen storage solution has an embedded functionality where the stor­
age product guarantees storage accuracy, availability for stored records,
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and authenticity of stored records. The storage solution provides function­
ality of non-overwriteable, and non-erasable content, seamless content mi­
gration, and self healing. The SCRO has made the choice of solution upon
the accuracy and authenticity provided by the solution. A secure storage is
necessary for trustworthy management of e-records,

Accessibility

BILLY was developed by the SCRO to increase the accessibility of re­
cords, and to reduce the lost of records. Paper based records have been lost
and misplaced in the physical archives at SCRO. A paper based record can
also only be used by one person in original form. E-records can be used by
many and are difficult to loose. With BILLY, accessibility, and search
ability increases, which makes BILLY more trustworthy than the paper
based systems for record management. If an e-record is lost anyway
BILLY makes it easier to recover by the embedded search options infor­
mation systems have.

Discussion

The identified quality categories are possible to interpret as implemented
and fulfilled quality requirements. The categories are both valid for the
electronic archive and for the e-records. From the empirical data of this re­
search it is not possible to separate what quality requirements are valid for
both the electronic archive and e-records, or for only one of them. The pre­
sented quality categories implicit prove that quality requirements for an e­
record management systems/electronic archive system can not be identi­
fied without also identifying quality requirements for e-records.

Archival theory state that records should be able to serve as evidence
over actions and transactions (Thomassen, 2001). In this study this have
not been found and identified as quality categories or requirements. By
preserving each record as close to the original form as possible, the con­
nection to actions and transactions in some cases can be cleared anyway.
This is totally dependent on how informative the form of the record is, and
not dependent of BILLY as an electronic archive solution. According to
the theoretical description of a record, both an e-record and an electronic
archive should have quality requirements guaranteeing a visible connec­
tion to the action, transaction, or process where the record was created.
This also holds for cases where a record is part of a larger business process
or transaction. The businesses of SCRO are not process oriented. The
variation of actions and transactions possible for a record to be part of, is
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limited and employees at SCRO have no problem to relate a record to a
specific type of transaction within a process. A future user might though
have difficulties for understand this relationship between records and
transactions/actions. This might be the reason for the non existence of
connection to actions and transactions.

Concluding Remarks

The purpose of this paper was to present a set of quality requirements
aimed to maintain the trustworthiness of e-records, results derived from a
case study of an electronic archive system development project at SCRO.
This research has identified a set of quality requirements, presented as six
categories, identified during the development of electronic archive system,
BILLY.

The result presented in this paper is based on one single case study,
which makes the results only valid within SCRO and far away from gen­
eral and applicable results in other organizations. SCRO have a minor
complex variety of e-records which also makes a generalization more dif­
ficult. Though can these quality requirements be used as basis for future
research where different solutions of e-archives are going to be studied.
The presented results are supposed to be seen as a first step towards a set
of general quality requirements that could support the development of in­
formation systems to manage e-records trustworthy.

The rather unstructured way SCRO dealt with the requirements engi­
neering process is not recommendable. The evidential value of a record is
too high to be dealt in that careless manner. Requirements engineering for
c-record systems and electronic archives must be performed with precision
md accuracy, though it is a too important part of the development process.
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Scattered Requirements

Handling instable requirements is an evergreen challenge in software engi­
neering. Instability can involve both reformulation and invalidation of ex­
isting requirements. Both cases require modifications to the corresponding
fragments of code, whereas the latter one is rather simple, as code frag­
ments "only" have to be removed in a non-invasive way. In both cases,
however, we face a time-consuming and error-prone task. In the rest of this
section we explore some of the reasons for this complexity and briefly
overview the research areas involved in addressing them.

Although we used the term requirement, we actually had a particular
kind of requirements - features - in mind. We understand features intui­
tively as a set of logically related functional requirements providing a ca­
pability to a user and enabling satisfaction of a business objective. Com­
mon examples of features are e.g. user management or access control. The
implementation of features usually involves modifications to multiple
modules of a program, depending among others on the design being used.
A typical example is the usage of the model-view-controller pattern [1],
which leads to dispersed implementation of features such as user manage­
ment in at least three modules. Although approaches like [18] can improve
the manageability of software design, the more sophisticated the design,
the more dispersed the implementation of features will be. Persistence,
logging and access control are also typical examples of features imple­
mented in multiple modules. The reason in this case is, however, primarily
not in the design, rather in the semantics of these features : they are or­
thogonal to the features determining the structure of the software. Conse­
quently, they are even more dispersed and are usually present in almost
each module of the program. Thus, in addition to scattering, they are also
tangled with other features.
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The above described problem of scattering and tangling has been stud­
.ed extensively by the growing community involved in the aspect-oriented
:oftware development research. They call the problem described above the
.rosscutting of concerns. As concerns can, in general, refer to any goals
md interests involved in the development of software, their notion is much
iroader than the one of features. The problem of scattering and tangling of
:eatures is therefore a special case of the same problem with concerns. As­
iectl [2], Composition Filters [3] and Hyper/J [4], just to mention a few of
·he mainstream approaches proposed in the past decade, enable the pro­
~rammer to capture such concerns in a modularized way. However, aspect­
iriented software development still involves several challenges (see [5])
·md is not yet generally available. As an alternative to the language­
iriented approaches listed above, tool-oriented approaches such as Soft­
vare Plans [6], Spotlight [7] and the Feature Selector [8] evolved to enable
iddressing of crosscutting concerns in classical programs as well. These
.irovide for manual demarcation of concerns in the source code. Another
.ategory of tool-oriented approaches including JQuery [9], FEAT [10],
';NIAFL [11], Aspect Browser [12], Aspect Mining Tool [13], Software
: ~econnaissance [14] and TraceGraph [15] facilitates static and dynamic
'ocation of concerns in the source code. In general, both language-oriented
·IS well as tool-oriented approaches facilitate understanding, extension,
'naintenance and reuse of software to some extent. However, their support
'lith respect to variability is limited. Language-oriented approaches im­
lose restrictions on the kinds of join points and the granularity of aspects
·hat can be composed. Feature-location approaches, on the other side, rely
·m techniques accepting some uncertainty about the actual contribution of
·:ode fragments to concerns. In addition, direct removal of the code frag­
·nents located by them is usually invasive with respect to the integrity of
;he involved modules and results in code that can not be compiled.

Variability involves issues addressed by software configuration man­
igement and in particular by version control. Different versioning models
:16] provide for different grades of flexibility in configuration construe­
! ion. From the version description point of view, we distinguish state­
iriented and change-oriented versioning. State-oriented versioning de­
.cribes versions in terms of variants and revisions, whereas change­
;iriented versioning defines versions as combination of changes. From the
version selection perspective, which is actually orthogonal to version de­
.cription perspective, we can differentiate between extensional and inten­
-ional versioning. Extensional versioning is rather used for reconstructing
.xplicitly defined versions, whereas intensional versioning provides for
.onstructing arbitrary versions, usually based on attribute I value pairs.
': onfigurations are defined in terms of configuration rules. Stored configu-
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ration rules constrain the combination of versions or changes, whereas
submitted configuration rules serve for the selection of intended variants,
revisions or changes. Now let us explore some combinability issues related
to versioning models. Extensional versioning is known for being rigid, as it
only allows for construction of configurations from a fixed set of prede­
fined versions. However, intensional (change-oriented) versioning has also
limitations with respect to combinability. For instance, even changes
treated as atomic can contribute to multiple concerns (Fig. 1).

Before:
public static Vector find

After change:
public static Vector find String name I String street )

Fig. 1. Concerns gluedtogether because of a change involving multiple concerns

As the change shown on Fig. 1 contributes both to the customer name as
well as to the customer street concern, it is not possible to split it later into
two individual changes contributing to one concern only. Consequently, it
will not be possible to select a configuration which compromises only one
of these concerns.

Before:
public static Vector find ( )

After first change:
public static Vector find String name

After second change:
public static Vector find String name I String street

Fig. 2. Changes gluedtogether because of the orderof changes

Let us suppose the above presented change is split in two separate
changes, each contributing to one of the two concerns as presented on Fig.
2. In this case, we can select a configuration compromising the customer
name concern and another one compromising both the customer name as
well as the customer street concern. However, selecting a configuration
compromising the customer street concern without the customer name
concern would result in syntactically incorrect code as shown on Fig. 3.

public static Vector find ( I String street )

Fig. 3. Syntactical incorrectness caused by hidden dependencies between changes
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The rest of this paper is structured as follows. First we propose a ver­
.ioning approach based on concerns addressing the shortcomings of inten­
.ional versioning described above. Then we provide a brief overview of
,:::HAT, a tool supporting the usage of the proposed concern-based version­
.ng approach and present some empirical results gained from a case study.
\fter this we shortly compare or approach with others. And finally we
.lraw conclusions and point out the direction of further work on our ap­
.'roach.

:~oncern-Based Versioning

'n this section we propose a solution for addressing shortcomings of ver­
.ioning models presented above that have to do with the granularity and
he immutability of changes. Our approach provides for better combina­
.iility of changes using fine-grained change-oriented versioning based on
·;oncerns. First of all, let us discuss some requirements the proposed ap­
.iroach is supposed to meet.

)verall Goals

Ihe main goal of our approach is to enable on-demand (re-)configuration
,f software with minimal effort. We want to avoid any kind of manual ad­
.ustments of the source code of a configuration, but at the same time, we
dso want to allow any meaningful combination of changes without the
-irnitations introduced at the of this paper. To ensure their meaningfulness,
·mr approach offers consistency control of configurations on both the syn­
.actic and the semantic level. We will discuss this topic in more detail later
n this paper.

Improving variability is not the only goal of or approach. It also aims at
.acilitating software maintenance and reuse using concerns. It helps pro­
zrammers to understand individual instructions as well as entire program
.mits by pointing out their semantics in terms of concerns. Highlighting all
.hanges involved in the implementation of a concern helps programmers

' 0 maintain that particular concern. Our approach also helps in reusing
.omplex changes. Highlighting a previously captured set of changes used
.or implementing a concern eases the reuse of these changes for irnple­
.nenting and integrating similar concerns.

Our approach is applicable to any kind of text-based artefacts. As for
.ource code, the approach is paradigm and programming language inde-
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pendent. It preserves the source code in its original, readable form to en­
able other tools to operate on it as well.

The usage of the proposed approach requires moderate effort. Our first
experiences showed, that this effort is comparable with the effort necessary
for commenting individual lines of code. In order to minimize this addi­
tional effort, the approach does not require the specification of concerns
for all changes. Instead of that, concerns that should be variable, maintain­
able and reusable are defined and traced along the evolution of the soft­
ware. In addition, it is also not necessary to use this approach from the be­
ginning of a software development activity. Its usage can be incremental
and iterative, i.e. additional concerns can be defined at any time and can be
assigned to changes even at a later time after performing the changes.
Thus, the approach can be used with legacy systems as well if their source
code is available.

Tracking Changes by Concerns

The main principle of our approach is to demarcate all physical changes
that were done in order to implement a particular concern and should be
undone (removed) again if the concern were not desirable any more. In our
approach, changes are very fine-grained: they correspond to insertions, de­
letions and modifications of individual tokens.

We distinguish three kinds of insertions. The first kind of insertions ­
insertions of tokens that are crucial for the implementation of one of the
defined concerns - should be assigned to the corresponding concern. The
second kind of insertions involves tokens that do not influence the imple­
mentation of concerns directly, but are indispensable for the syntactical
correctness of a code fragment incorporating insertions of the first kind.
For such changes we have to define appropriate change-based configura­
tion rules as described in the next section. The third kind of insertions in­
cludes all other insertions that are neither relevant for the implementation
of concerns nor necessary for ensuring the syntactical correctness of the
source code.

Deletions of tokens can be subdivided into two categories. Deletions of
the first kind arise during maintenance and result in a new revision. In this
case, tokens originating from earlier insertions can be simply deleted with­
out any additional actions. The resulting revision will not contain the re­
moved tokens any more, the same which variant is selected. The second
kind of deletions occurs, if some variant contains tokens by mistake which
have not been properly assigned to concerns. In this case, it is not appro­
priate to delete these tokens; rather their assignment to concerns has to be
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revisited. After they get assigned to concerns properly, they will disappear
from variants they do not belong to.

Modifications to individual tokens, i.e. replacements of tokens with
other tokens, should be handled as follows. If the modification does not in­
tluence the assignment of the token to concerns, i.e. its semantics does not
change, modifications can be done within the token, but the token should
never be removed completely (i.e. at least one character should remain in
place), since otherwise it loses its assignment to concerns. If the modifica­
tion, however, affects which concerns should be assigned to the token, i.e.
the token gets a different substance, it should be removed completely and a
new token should be inserted in its place.

Ensuring Meaningfulness and Syntactical Correctness of
Configurations

A concern-based configuration is the product of the combination of all
changes that are associated with some selected concerns and all other
changes that are not associated with any concern at all. Of course, not all
concern combinations lead to a meaningful configuration. In order to de­
.cribe meaningful combinations, our approach uses concern-based stored
.onfiguration rules. Currently our approach considers two kinds of con­
.ern-based configuration rules: requires and contradicts. Both are defined
m pairs of concerns. If concern c, requires concern C2, no configuration
.ompromising cs but not C2 is valid. If concern c, contradicts C2, no valid
.onfiguration compromising C j may contain C2 as well.

Without rules constraining the syntactically correct combination of
.hanges, however, not even the source code of meaningful configurations
vould be compilable. A typical example is shown on Fig. 4.

Configuration compromising the customer name (concern):
public static Vector find ( String name I String street )

Configuration omitting the customer name (concern):
public static Vector find ( I String street )

Fig. 4. Reconfiguration resulting in not compilable code

The first formal parameter of the find method is assigned to the cus­
orner name concern. If this is not included in a particular configuration,
he first formal parameter will be omitted. This, however, results in syntac­
ically incorrect code. To come around this, our approach uses change­
lased stored configuration rules describing when particular changes should
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be omitted. They can be defined for any change as a propositional formula
in the conjunctive normal form referring to other changes that have to be
included into the configuration too if the concerned change should be in­
cluded in it. In case of Fig. 4 the configuration rule defined for the change
inserting the comma between the two formal parameters would be "String
name" /\ "String street".

Change-based configuration rules, however, can only help to ensure
syntactical correctness, if the source code makes it possible. Fig. 5 shows
a typical example where the code has to be adapted to make use of change­
based configuration rules.

public String getMessage()
return ~rrQt ;

Fig. 5. Removal of the error control concern (i.e. the corresponding highlighted
change) leads to syntactically incorrect code

Our approach encompasses recommendations for a coding convention
that eliminates cases like the one presented in Fig. 5, however, these go
beyond the extent of this paper.

Case Study

Overview of CHAT

CHAT is a research prototype developed to demonstrate the advantages of
our approach. It is available as a plug-in for Eclipse (see Fig. 6). It offers
an extended source code editor highlighting changes corresponding to in­
dividual concerns, a concern editor serving for defining concerns and as­
signing them to changes, configuration rule editors for defining stored con­
figuration rules restricting the combination of changes and concerns and
last but not least a configuration selector for constructing configurations
corresponding to a selected set of concerns.
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Fig. 6. Views and editors offered by CHAT

Some of the current restrictions of CHAT include the missing ability to
.iandle revisions and the lack of tool-supported concern location.

:irst Experiences with CHAT

n this section we report on experiences with CHAT during a case study
»ased on Customer Registration System (CRS), a small application with
wo major features: registering of customers and searching for registered
.ustomers, A customer record consist in CRS of a few fields as shown on
·,<'ig.7.
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Fig. 7. Searching for customers in the CRS application
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The class model on Figure 8 reflects the design of CRS based on the ini­
ial requirements. In the case study we considered the following change
equests:

I. The name of a customer should consist of a first name and a last name
~. The state should not be part of the address (suitable for non-US users) or

the country should not be part of the address (suitable for users operat­
ing in one country only)

I. Neither the state nor the country should be part of the address (suitable
for users operating in one non-US country only)

L The post code should be separated from the city
i. The state and the country should be restored in the customer address
}, The post code should be an integer instead of a string.

All change requests involved modifications in more than the half of all
.lasses shown on Fig. 8. We performed the required modifications both
vith and without using our approach. Table 1 shows a comparison of the
imes we needed to accomplish the modifications in both cases.

Table 2 shows the overhead resulting from the usage of our approach in
.ase of using it continuously from the beginning of the software develop­
nent and in case of using it only after the code has already been written.

fable 1. Comparing the effort made to make some modifications to the CRS ap­
»lication in case of using and not using the proposed approach

vlodification
iplit name into first name and
castname
{emove either state or coun­
ry from the customer address
,{emove state and country
'rom the customer address
\dd post code to the customer
iddress
{e-add state and country to
he customer address
vfodify the type of the post
.ode from string to integer

Without our approach
23 minutes

9 minutes

12 minutes

19 minutes

26 minutes

11 minutes

With our approach
11 minutes

ominutes

ominutes

6 minutes

ominutes

4 minutes

When we used the proposed approach consequently throughout the
vhole development task, we managed to perform the required modifica­
ions in 33 minutes including the overhead related to the definition of con­
.erns and their assignment to all related changes. Without using the pro­
.iosedapproach, the same modifications took about 100 minutes.
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Table 2. Comparing the overhead involved in using the proposed approach during
coding and afterwards

Demarcation of all changes
involved in the implementation of
one concern (e.g. customer name)
involved in the implementation of
all four concerns

Related Work

During coding
3 minutes

12 minutes

After coding
10 minutes

18 minutes

Our approach is complementary to both aspect-oriented programming as
well as to feature location and can be combined with them to achieve even
higher efficiency. Feature location has its strength in discovering concerns
in the code. Thus it can help to make use of our approach on legacy code
and in all other cases, where changes were not assigned to concerns during
coding. If our approach is used on aspect-oriented programs, concerns can
be directly derived from existing aspects. The entire code of individual as­
pects can then be assigned to the corresponding concerns. Our approach is
quite similar to Software Plans [6], Spotlight [7] or Feature Selection [8].
Its advantage is, however, in the (re-)configuration software based on con­
cerns, while others concentrate on providing mechanisms easing compre­
hension of the code. On the other side, our approach lacks more sophisti­
cated concern visualization as known e.g. from Aspect Browser [12].

Conclusions

We described a simple but powerful method enhancing traceability and
variability of features in the source code using very fine-grained inten­
sional change-oriented versioning extended with the notion of concerns,
allowing for flexible reaction to changing requirements. In the future we
aim to focus on factors limiting the usability of our approach such as the
organization and management of a large number of concerns, closer inte­
gration with software development environments for supporting concern­
based re-factoring, the adaptation of our approach for other software arte­
facts (e.g. user documentation) and last but not least the investigation of
synergies of the combination of our results with model-driven approaches
such as the one described in [17].
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Introduction

Modelling is the activity of formally describing some aspects of the physi­
cal and social world around us for the purposes of understanding and
communication [5] that often is applied in the early phases of systems de­
velopment: analysis and design. However, different people usually present
different models even when given the same domain and the same problem.
Same information about a system can be modelled on various levels of ab­
straction, from different viewpoints, and consider different aspects. Model
heterogeneity generally arises due to the creative nature of the modelling
activity. Other factors such as the richness of the modelling language [4],
and the ambiguities of modelling grammars typically strengthen model
heterogeneity.

Modelling is usually cooperative activity among several developers/
analysts, where a final model must be composed from different intermedi­
ate model fragments. The challenge in modelling is to arrive at a coherent,
complete and consistent description of the problem in a particular domain.
In this paper, we seek to answer the questions: "How can we relate differ­
ent views and aspects in modelling?" and: "How can we manage the
changes in a distributed modelling environment?"

Ontologies have been used in various roles for different types of con­
solidation purposes, e.g. [2, 3, 12] for data integration, or schema and on­
tology integration through upper level ontology. Similarly to conceptual
models, ontologies are built with the aim of sharing knowledge, or defini­
tions, with other people. In addition, they are created to support automatic
reasoning. Here, we elaborate on how ontologies could be used as an in­
termediate medium for model consolidation. The focus is on end-user sup­
port for the individual developers. Their views and perceptions of the Uni-
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verse of Discourse (DoD) are integrated based on some explicit basic
knowledge about the domain. Ontology is used as a reference point and
built with the sole intention to share knowledge with others. We use ontol­
ogy to define and formalize basic knowledge and the main objects in the
domain. Below settings and an illustration of the problem are discussed,
followed by a section presenting our approach in detail. Before concluding
the paper, our approach is compared to the current state of the art.

The Complex Activity of Distributed Modelling

ln general, modelling is a complex and difficult task. It is usually a crea­
tive and collaborative process, during which different stakeholders are ex­
pressing them at different levels of abstraction, focusing on different as­
pects, and producing different variants of each model. Thus, the problem
here is how to support the management of logically and/or geographically
distributed modelling tasks. The problem can be illustrated by the follow­
ing scenario which will be used throughout the paper.

Consider a process of designing an offshore platform at an oil company.
Different (groups of) engineers are responsible for modelling different
parts and aspects of a new oil platform. One group is responsible for the
pipeline system design, i.e. the technological equipment; another is model­
ling the platform on which all equipment will stand; and yet another is
dealing with the capacity of oil extraction and production, i.e. the drilling
and pumping devices.

Developers (groups) work separately having only weekly meetings to
.ilign and reconcile their models. During the meetings every developer
~oes through the changes and decisions made after the last meeting. Other
levelopers know, based on previous experience and common knowledge,
vhat impact those changes have on their own models. For instance, if the
nroduction engineer decides to increase the oil pumping production by a
.ertain amount, the engineer responsible for pipe lines knows that some of
he pipes should be changed to wider and thicker ones to support the in­
.reased pressure. Meanwhile, the engineer designing a platform can see an
.mpact to her part of the work as the platform will need to carry heavier
.onstructions built on it. The problem here is how to support this kind of
collaboration activity by at least partially computerizing and automating
.his troublesome task of model reconciliation.

Such rough impact assessments are based on ad-hoc expertise shared by
III developers engaged in this project. They are aware of the dependencies
.hat hold between model elements, even if the parts are not explicitly or di-
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rectly related. The dependency type considered here is the impact relation­
ship where, if one element is modified, then the other is impacted by this
modification, yet the elements are not otherwise physically or logically re­
lated. Other types of dependency are (but not restricted to) derived-from,
composed-of, and based-on relationships.

Ontology

/ support~ / \ e: . x
I modelling7 \nnahzes "

Model Universe of
describes Discourse
view of-

Fig. 1. Abstract view of our approach

Ontology as Intermediate Model

In order to relate the variety of model fragments we need to have common
reference point. Our basic assumptions consider ontology, model and UoD
as depicted in Fig.l. The approach is inspired by one of the linguistics'
methods for describing the meaning of objects - the so called semiotic tri­
angle [6].

UoD is basic knowledge about a particular domain. Ontology is used to
represent (a portion of) UoD and to transform it into a man/machine un­
derstandable format. Ontology captures main concepts from a domain and
represents relationships among the concepts in a machine readable and
reasoning-able way. The goal is to capture common knowledge about
which entities and what kind of dependency relationships they have in par­
ticular DoD. A model is instantiation of the ontology, where the basic the­
ory supports representation of a particular problem. Consequently, our
framework has two layers: an ontology layer for representing and formal­
izing a given UoD; and a model layer for modelling a problem (solution to
the problem) within that DoD.

The advantage of this framework is that it separates the basic knowledge
as the most reusable knowledge and places this in an ontology layer, keep­
ing the layer of models separately. Ontology layer is composed of a set of
concepts representing abstract entities in the real world, and relations
among them that are normally based on the external and functional proper­
ties of the concepts. Model layer is instantiated abstract entities. To return
to our scenario, each modelling of a variant of the oil platform is based on
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knowledge already captured in the ontology. Thus, ontology layer is used
to reason about dependencies among modelled objects based on their
properties and model layer is used for reconciliation of the situated model
fragments. Relationships between the properties set a foundation for rea­
soning about the behaviour of objects in a domain.

Functional View

The model layer provides an environment where all model fragments are
stored and managed. In order to achieve this there is one prerequisite for
the distributed modelling activity and three iterative execution steps. Our
approach consists of the following steps.

step 0 - Ontology development. This step is run only the first time when
entering into new domain, when the knowledge about that domain is not
yet formally described. The abstract objects, their properties and relation­
ships are defined.

step 1 - Properties mapping. Mappings between function and external
properties based on particular domain are produced.

step 2 - Collaborative modelling. During this step, models to solve the
problem in question are developed, distributed and assessed. While model­
ling, the developers instantiate (decompose) the abstract concepts from the
ontology layer.

step 3 - Model reconciliation. This step deals with model integration,
change notification, i.e., the information captured in previous steps is used
to reason about the dependencies among model fragments.

Model fragments are at different abstraction levels within the same do­
main. Therefore, certain concepts in the model fragments may be referred
as being sub-class concepts of the concepts in ontology layer. These rela­
tionships, depicted as 'kind_of', and other formalized relationships among
the concepts in the ontology layer are used to reason about the dependency
between model fragments.

Functional and External Properties

In order to formalize the relationships, functional and external properties
need to be defined for any ontology, in our scenario the oil drilling do­
main. A functional property of a thing is significant only when the function
is used in a relationship with another thing. For example, the load limit of
a platform needs to be mentioned only when the platform is expected to
support things (constructions) put on it. Usually, external properties con­
strain the value of a thing's functional property. An external property of a
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thing is present visibly even when the thing stands alone. The length,
width, height and weight are external properties of a platform, Thus, a
functional property is a property of an entity that denotes the main function
of object in a particular 000. An external property is a property of entity
that denotes physically distinguishing features. Both properties are intrin­
sic properties in the sense of [13].

A contract holds between two things if they have a relationship, where
some functional property of one thing and some external property of the
other thing are mapped. Functional properties and external properties are
mapped under certain conditions, which define a rule in an ontology as fol­
lows.

Rule: Func(x) map) Ext(y) (1)

Recall the oil platform scenario. We demonstrate implementation of our
approach in the next section. The external and functional' properties and
the mappings are explained. We discuss a limited set of concepts, namely,
Platform, Oil, Pipe and PipeSystem. The ontology is built in
OWL using Protege 3.0.

Ontology Building and Rules Definition

The ontology layer is used to capture the functional and external properties
of entities in a 000, and to represent the relationship between them. In the
ontology fragment depicted in Fig. 2 in UML. Platform and PipeSys­

tern are both defined as subclass of Facility. PipeSystem is composed
of Pipe and Oil.

OWL distinguishes two types of properties, datatype property and object
property. The former is an attribute of an object. The latter is a relationship
between two objects. A datatype property can be regarded both as an ex­
ternal property and a functional property in our approach. For example, a
Platform has a support relationship with PipeSystem, a functional
load property with Platform and an external weight property of
Platform.

An ontology model does not explicitly distinguish between external and
functional properties. OWL is used to annotate them. A vocabulary se­
mAnn is used to distinguish between them. The following is an OWL rep­
resentation of the functional load property and the external weight
property.

"Our definition of functional property is different from the OWL functional prop­
erty.
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<owl:DatatypeProperty rdf:ID="load">
<rdfs:domain rdf:resource="'Platform"/>
<rdfs:range

rdf:resource=''http://www.w3.org/2001/XMLSchema'float''/>
<SemAnn:functional property rdf:ID="load"/>

</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:ID="weight">
<rdfs:domain>

<owl:Class>
<owl:unionOf rdf:parseType="Collection">

<owl:Class rdf:about="'Pipe"/>
<owl:Class rdf:about="'Facility"/>

</owl:unionOf>
</owl:Class>

</rdfs:domain>
<rdfs:range

rdf:resource="http://www.w3.org/2001/XMLSchema'float''/>
<SemAnn:external property rdf:ID="weight"/>

</owl:DatatypeProperty>

art of

I Facility I
I I
I I
~

Platform I
~oad P1peSyste
-width -support -is supported by

-weight-!leighl
~ngth

-volumn

-weight
. . -

-material

1 T-!lasoart. -is Dartof

I . I -isp
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-pressureload -transport -istransportedby I 011 I
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I
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-weight . . I I

Fig. 2. Ontology fragment

In this domain ontology, we define the relationship between Platform

and PipeSystem and assign them the related functional and external
properties, followed by an example. Let r be a relationship (r' is a reverse
relationship of r), fbe a function, EP be a set of external properties, and v
be value of a property. Then,fp is a functional property of a thing related
to the function, ep is an external property of a thing constraining the func­
tion of another thing and ep, is an external property. Finally, ct is a contract
between two things and cs is a constraint ofproperties. Example:

r(Platform, PipeSystem) = 'support'
i:' (PipeSystem, Platform) = 'is_supported_by'
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f(Platform) = 'supporting'
EP(Platform) = {epi (Platform) I (i=1,2, ...,v) J={Length, Width, Height,

Material, Weight, ...J
fpsupporting (P la tform) =Pla tform .load
epsupporting (PipeSystem) =PipeSystem. weight
fpsupporting (Platform) 7epsupporting (PipeSystem) =ct (Platform, PipeSystem)

v (Platform. load) <= v(PipeSystem.weight)
v (Platform. load) = cs(Platform.length, Platfrom.width, ...)

Collaboration and Model Reconciliation

Model fragments in the model layer refer the knowledge that is stored in
the ontology layer in order to I) consolidate concepts, 2) find connection
points, and 3) apply constraints when reconciling and integrating the dis­
tributed model fragments. Thus, a method for impact prediction and
change propagation is needed.

The vocabulary semAnn is used to link the model instances to the ab­
stract concepts that are defined on the ontology level. These concepts, in­
cluding the relations, external and functional properties annotate the corre­
sponding model fragments in local models as follows.

<semAnn:concept/relation/property
rdf:resource="REFERENCE ONTO:CONCEPT/
OBJECT PROPERTY/DATATYPE PROPERTY" >

MODEL FRAGMENT
</semAnn:concept/relation/property>

As two distributed models are connected, the relationships between
models are built automatically. If one relationship in the model reflects a
relationship in the ontology and a functional property is related to that rela­
tion, then there must be a functional property in one model and an external
property in another. These two properties build an interface for the two
models and they are expressed in constraints. If the functional property al­
ready is defined in the model and annotated as a property, then it is de­
noted a functional property. If the functional property is not defined in the
model, it can be added referring to the functional property in the ontology.
The related function and value of the functional property are annotated us­
ing Rule: function and Rule :value. The square brackets indicate op­
tional statements in the annotation structure below.

<semAnn:property rdf:resource="REFERENCE_ONTO:DATATYPE
PROPERTY">

[MODEL FRAGHEN'l']
<semAnn:functional property/external property>
<Rule:function rdf:resource="RULEfFUNCTION"/>
[<Rule: value>v.ALUE</Rule: value>j
</semAnn:functional property/external property>

</semAnn:property> - -
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Consider again the oil platform scenario in the OWL representation be­
low. The platformmodel is built by an expert on platform engineering,
and the pipesysternrnodel is designed by another engineer. When two
models are integrated to a connectedmodel, local concepts are aligned
with common concepts.

<semAnn:property rdf:resource="uri://domonto#length">
<platformmodel:platform_length id="id2">

</platformmodel:platform_length>
<semAnn:external property>

<Rule:value>S80m</Rule:value>
<Rule:cs rdf:resource="uri://rule#cs">
</semAnn:external property>

</semAnn:property> -

<semAnn:property rdf:resource="uri://domonto#load">
<platformmodel:carrying_capacity id="id6">

</platformmodel:carrying_capacity >
<semAnn:functional_property>

<Rule:function
rdf:resource=" uri://rule#supporting"/>

<Rule:value>SOOton</Rule:value>
<Rule:cs rdf:resource="uri://rule#CS">

</semAnn:functional property>
</semAnn:property> -

<semAnn:property rdf:resource="uri://domonto#weight">
<pipesystemmodel:weight id="id9">

</pipesystemmodel:weight>
<semAnn:external property>

<Rule: function- rdf:resource="uri://rule#supporting"/>
<Rule:value>200ton</Rule:value>

</semAnn:external_property>
</semAnn:property>

<semAnn:relation rdf:resource="uri://domonto#support">
<connectedmodel:hold id="cidS"/>

<Rule: function rdf:resource="uri://rule#supporting"/>
<Rule:ct rdf:resource="uri://rule#CT">

</semAnn:relation>

Platform can support PipeSystem; thus the properties of PipeSys­

tern in the model should satisfy the limits of load of platform represented
in another model. When an external property, e.g. length in the platform
model is changed, the functional property load will be impacted accord­
ingto theconstraints defined in therules. Sincetwo models are connected,
the contract between two models should be checked. Because the weight
of PipeSystem is involved in the contract, the model fragments referring
to the PipeSystem concept have to make corresponding changes. The
changes canbe traced usingtheannotation information in local models.
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Two-Layered Approach Revisited - Semantic Reconciliation

Indistributed models concepts as they are usedmay vary in a way theyare
denoted and represented. Those same-concepts-in-different-models needto
be reconciled according to the ontology when models are to be integrated.
Lets assume that context similarity has already beenconsidered during the
agreement and identification of the same concepts, as described in [9].
Here, distributed localmodels adjust their semantics referring to the ontol­
ogy. The local models - platforrnrnodel and pipesystemmodel - lo­
cate corresponding concepts in ontology. The relationships between the
objects in ontology provide a clue for integrating the models. Inthe ontol­
ogy of the scenario, OWL object support property is related to the func­
tional load property and connects two objects - Platform and Pipe­

System. That indicates how the platforrnrnodel is to be integrated with
thepipesysternrnodel.

The rules, which contain the two functional properties, should be ap­
plied during the integration. These rules constrain the changes of models
and are also used to check change impact on consolidated models. Three
possible impacts are: 1) changes on the functional property may impact
other models (e.g., changes on therange of load of Platform will impact
the maximum weight of PipeSystem), 2) changes on external property
of one object may impact its functional property (e.g., changes on length

of Platform will impact its load), and 3) changes on external properties
may impact other models (e.g., changes on length of Platform will
impact maximum weight of PipeSystem). The procedure of checking
forchange of property is as follows.

if one property in a local model is changed
check the property in ontology level;
if the property is functional property

if the functional property is related with
Object_Property

{ if the functional property is involved in con­
tract-rules

check changes on the other object which is
involved in the contract-rules;

else
check changes on the other object which is
involved in this Object_property;}

else
if the property is involved in constraint-rules

{ check changes impacting other properties involved
in the constraint-rules;}

Our preliminary prototype is implemented in Python. Themain interface
window consists of 5 panels: 1) a pane11isting of model fragments stored
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in a repository; 2) a modelling panel for editing instantiated (related or as­
sociated) abstract entities; 3) a panel for ontology browsing; 4) a notifica­
tion panel for listing changes and their impacts; and in addition 5) a chat
panel for discussion between team members.

Related Work

Ontology is commonly defined being an explicit (formal) specification of a
conceptualization [1] in the recent literature. Therefore, application of on­
tologies is in resolving semantic heterogeneity. With respect to the integra­
tion of data sources, ontologies can be used for the identification and asso­
ciation of semantically corresponding information concepts [12]. Ontolo­
gies are previously used to provide semantic interoperability in informa­
tion sharing e.g., [2, 3, 12]. The semantics of a resource in a particular
domain can be explicitly defined by associating concepts, terms and vari­
ous information resources with concepts in an ontology.

Further, ontologies can be used as means to abstract from different rep­
resentation formats and to relate various product fragments at different ab­
straction levels. Ontologies (domain models) are used in [8] to relate vari­
ous fragments of system specification to establish dependency relation­
ships for change impact prediction. The end product of system develop­
ment is seen as a collection of loosely coupled product (specification)
fragments from various perspectives that focus on different aspects. The
co-ordination of the development process and integration of different
product fragments utilizes a common reference layer, i.e. ontology.

An on-going research project [7] is looking at supporting requirements
elicitation and composing software from re-usable architectures, frame­
works, components and software packages. The use of ontology and its
reasoning mechanism helps to maintain semantic consistency. Ontology
system there has two layers; one for requirements elicitation and the other
for re-usable parts. The ontology system bridges gaps between a require­
ments specification and an architectural design at a semantic level by es­
tablishing relationships between the two layers [7].

An interesting approach is described in [14], where knowledge is organ­
ized in knowledge grid. They separate between epistemology and ontology
treating both as inseparable profiles of the unified human cognition proc­
ess. The epistemology mechanism used as a semantic description tool to
reflect human subjective cognition. The mechanism helps humans under­
stand and relate their knowledge to the one captured in ontology. Ontology
reflects people's consensus on semantics [14].
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The work that has been done so far in the area of development and
maintenance of ontologies mainly has focused on one ontology, which is
edited by the developer. On another hand, there are some tools which al­
low collaborative ontology creation. For instance, Hozo [10] environment
for distributed ontology development is based on splitting ontology into
component ontology and establishing dependency between them. The tar­
get ontology is obtained by compiling the component ontologies, based on
predefined links between them.

In summary, there are different application areas for ontology usage. We
find our approach novel as ontologies are used as supervising guidelines
during modelling activity. The approach allows checking models under
development whether they are semantically correct within particular do­
main, i.e., how a model corresponds to basic domain knowledge captured
in ontology.

Concluding Remarks and Future Works

A vision of a methodological approach to facilitate management of col­
laborative logically or geographically distributed modelling activities is
presented. The approach is based on distinguishing two main layers: an on­
tology layer; and a model layer. Ontologies are used as a medium for
common knowledge representation and as a guide for models reconcilia­
tion. The ontology layer contains a set of predefined valid relationships for
the creation of situated models. Further, it provides reasoning about rela­
tionships between model fragments. We capture two types of object prop­
erties in ontology - functional and external property. Relationship between
those properties is the foundation for reasoning about the behaviour of ob­
jects in a particular domain, e.g., how change of one property influences
the change of another. We provide the motivation for our research, discuss
the settings and provide conceptual description of the approach followed
by scenario that illustrates the applicability of our approach.

There are some remaining challenges to our approach and to the current
version of our prototype, however. One is to create an algorithm for auto­
matic update of the models based on both observed changes in the model
fragments and on formalized relationships in the ontological layer. Further,
description of the rules in a related web-based syntax would be an advan­
tage for the approach as it will allow usage of the same reasoning mecha­
nism as in the ontology layer. The proposal for Semantic Web Rule Lan­
guage (SWRL) [11], whose syntax is based on a combination of OWL DL
and the Datalog sublanguage of RuleML, is a good candidate for the fur­
ther implementation.
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Introduction and Motivation

Among the requirements and solutions for the overall quality improvement
in an enterprise, this paper approaches only those referring to the continu­
ous improvement of the process quality (e.g. processes for product manu­
facturing, service providing, marketing, etc) inside or cross organizations.
Process quality improvement (PQI) is necessary when the resulted prod­
ucts or services do not comply with the customer's requirements, when the
processes are unstable, when new types of products are required, .etc. For
the continuous PQI, the enterprise processes and the IT applications which
support them must be periodically analyzed and dynamically maintained.

Main functions of a software for PQI are the analysis of an existing
process, according to an improvement objective and the decision on the
process change. Additional functions are team organization and the collec­
tion and organization (during brainstorming sessions) of ideas on the proc­
ess to analyze, on the improvement objectives, on the representation of the
existing process and on the data collection points, on the quality character­
istics, on the changes to apply, etc.

The technologies for Total Quality Management (TQM) [1, 2] and for
Taguchi experiments [3] aim at the incremental and continuous PQI. They
unify conceptual tools for building process flowcharts , verbal structures
(e.g cause-effect diagrams, structures with ideas), data collection sheets,
graphical charts, experiment matrices, brainstorming, decision tools (e.g.
ideas grouping and voting). These types of structures can already be built
with existing software products like: Pathmaker [4], Memory Jogger [5],
Solutions-PROSPER and PRO-QMS [6], Qualitek [3], Microsoft Visio,
etc. However, these tools have limits and remaining problems still un­
solved for PQI automation. The most important ones are with respect to:
(1) process improvement: they implement either TQM methodology or
Taguchi method. There is no tool which integrates them both, although
they are complementary. (2) system accesibility: lack of guidance for users
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vho are forced to be specialists in TQM or Taguchi method and in mathe­
natical statistics; (3) mutual understanding in the PQI team: lack of a
.ommon vocabulary during the brainstorming sessions, for members with
lifferent specializations (e.g.technical, management, marketing, etc). (4)
,ntegration ofthe PQI conceptual tools: the symbolic interface of the tools
.orces the users to manage many symbols with an informal semantics that
.annot be compared or transferred between different types of diagrams and
.tructures. (5) representation completeness: lack of description and auto­
natic use of explicit (outside the code) correlations between activities
.which compose the process) and the objects which describe them or par­
.icipate in their execution. Also, they do not allow explicit correlations be­
ween objects and their quality characteristics, statistically analyzed. These
.orrelations are in the user's mind. This paper shows how these problems
.iave been solved using ontologies and how the integration of the ontolo­
~ies resulted in the integration of the PQI system (our target application)
vith the analyzed business/ domain.

PQI system described in the paper was conceived as a personal assistant
'or process analysis and for decision making on the process quality im­
irovement. Each assistant can be used stand-alone or in a virtual team of
issistants. It integrates operations for creation and analysis of domain­
.pecific information, data collection sheets, diagrams, ideas, reports, com­
iutation results etc, needed for member's tasks and decisions; and opera­
ions for guidance throughout the improvement methodology.

The types of ontologies in the PQI system and the main requirements for
heir building are described in the next Section. The last Section exempli­
les the integration of the application and domain ontologies for PQI.

Uniform Representation of PQI and Domain Ontologies

[he system which automates the PQI methodology, basically relies on: (1)
I predefined PQI ontology describing the TQM and Taguchi methodolo­
ries and, implicitly, the interface of the system; (2) a domain ontology,
.reated by the user and describing the enterprise business processes, the
malyzed objects, the characteristics of the objects, the technical factors
hat impact on object (product) quality, etc. In this system, the PQI ontol­
igy stands for the 'application ontology'.

For the creation and integration of the two ontologies, the following re­
tuirements have been identified and implemented in the PQI system: (l) a
'tniform representation ofthe two ontologies in order to facilitate their in­
i egration and to diminish the user's time for learning the system (because
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both infrastructures, for user interface (relying on the PQI ontology) and
for the domain ontology, are composed of the same categories of concepts
and relationships); (2) a process-oriented representation of the two on­
tologies, with capabilities for describing processes, activities and the ob­
jects involved in their execution; (3) explicit decomposition of both PQI
and domain-specific processes into activities, possibly conditionally exe­
cuted and correlated by procedural means in order to represent their se­
quential, parallel or alternative execution, their grouping, their mandatory
or optional execution, etc; (4) explicit and, posssibly, dynamic description
of the operations in either ontology (by their attributes and by the objects
which participate in their execution); (5) a common vocabulary between
the members of the team, implemented as domain ontology and used for
defining the process flowchart, sheets, diagrams, ideas, etc.

Main benefits from ontologies in the PQI system came from their fea­
tures: (1) the ontology specification is explicit (outside the code) and given
at the analysis and design time [7]. This is the case ofPQI ontology which
describes, categorizes and constrains concepts and relationships of the PQI
process, before its execution; (2) the explicit semantics of the concepts in
the domain and PQI ontologies facilitate the semantics-based analysis of
the domain processes and execution of the PQI process; (3) the repository
with data to be analyzed is accessed by means of concepts in the domain
ontology, shared by all steps and operations in the PQI system; (4) the en­
coded reasoning of the PQI system is minimized.

Previous applications of ontologies to enterprise process management
already exist (e.g. the ontologies described in [8-13]). Lately, ontologies
are used for managing Web service-oriented processes (e.g. in [14]). For
the representation of the enterprise dynamics and for the enterprise concep­
tual integration and interoperability, the existing ontologies borrow fea­
tures from object-oriented models. As business process ontology, PSL
(Process Specification Language) [15], initiated by NIST, is recom­
mended, because it can be logically integrated with KIF (Knowledge Inter­
change Format), proposed for knowledge description and exchange.

Most existing ontologies today are built and managed with existing on­
tology editors and management tools (e.g. Protege, OilEd, OntoBrokerl
OntoEdit, KAON, Ontolingua, OntoWeb, OntoSaurus, etc) which are not
process-oriented, i.e. do not have capabilities for the explicit and standard
representation, decomposition and interpretation of the processes. The se­
mantic separation of the process and activity-like concepts from the object
(entity)-like concepts involved in the process execution is usually encoded.
If the designers want their explicit separation, they must devise their own
types of concepts and relationships for process description, sometimes
complying with a process-oriented language (e.g. PSL, BPEL).
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The implicit type of semantic relationships defined with the existing edi­
tors is the specialization! generalization. The composition! decomposition
of objects or of processes and activities should be defined and interpreted
by the builder of a domain specific ontology or of an upper-level ontology
(e.g. one of the upper-level ontologies described in [16-19]). The builder
of a process-oriented ontology should develop a specific reasoner and
management functionality for his ontology.

In consequence, for the process-oriented ontologies in PQI system, spe­
cific types of concepts and relationships have been introduced and a spe­
cific reasoner on them has been built. These ontologies explicitly correlate
operations and objects in operation description structures (similarly to the
operation signatures in the programming languages). They also represent
explicit relationships for process decomposition, with additional informa­
tion on the operation sequential order and on the operation preconditions.

Basic types of concepts in a process-oriented upper-level ontology. The
conceptual, syntactic and semantic differences between the models and
languages for business representation and application implementation
made the researchers think of a unifying language for their conceptual in­
tegration and interoperability (e.g. [20]), including the ontology-based in­
teroperability [21]. On the other hand, the analysis of the requirements
above for PQI led the authors to the conclusion that it is necessary a proc­
ess-oriented upper-level ontology (UO), able to represent several types of
relationships between concepts. For the ontology integration, an alternative
solution to the upper-level ontology is a translation algorithm between the
concepts and rules in the two ontologies. The main disadvantages are that
this algorithm is mostly encoded and the conceptual integration is accom­
plished only at the run time of the PQI system.

The first alternative was adopted and used for implementing the PQI
system, as summarized in Fig. 1 (the implemented functions are repre­
sented by thick arrows). In short, for the process quality improvement, the
concepts, relationships and axioms in a process-oriented UO (detailed in
[22-23]) are used for the definition of both the PQI (application) ontology
and a business/ domain ontology. The interface of the PQI system is dy­
namically built relying on the PQI ontology. Business/ domain ontology
describes the enterprise (organization) processes and stands for the com­
mon vocabulary of the members in the PQI team.

Using the same conceptual background (provided by UO), the applica­
tion ontology can be extended or new application ontologies can be inte­
grated with the existing ones.
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(Process-oriented) Upper-level ontology (UO)
subsumption~ !,\ ~ubs~mption
~ mining,¥, ~

PQI (application) ontology Data! knowledge Business! domain ontology
(TQMmethodology) !,\ in existing ('medicamentadministration')

a/ I mining databases!code! I extension
extension 'V' documents ...

Definitions! schemas (extended! new)
(extended! new) in existingapplication Business!domain ontology
Application (+ 'manufacturing')
ontology (+Taguchimethod)

Fig. 1 Types of ontologies and operations for business and application integration
in PQI system (thick arrows: already implemented functions)

In the PQI system described in this paper, the authors have first built the
ontology for the implementation of the TQM methodology and, then, they
extended it for the integration of the Taguchi method. Similarly, an initial
domain ontology can be extended with other domains, analyzed using the
same PQI software and repository. For instance, TQM methodology has
been tested for 'medicament administration' domain and Taguchi method
for the 'manufacturing' domain. The ontologies for both domains coexist
in the same repository. Besides its direct subsumption from UO, an appli­
cation ontology can also be built by mining the existing applications for
definitions and schemas (according to the concepts and axioms of UO).
Similarly, the business ontology could be created by mining the existing
databases, code, documents and by the conversion of the extracted infor­
mation/ knowledge according to the concepts and axioms in UO. These are
further objectives for the PQI system.

The vocabulary of UO, instantiated in the two ontologies, is composed
of the following basic concept types: (l) process: a controlled sequence of
operations (e.g. the operations that compose the process 'medicament ad­
ministration' in the domain ontology); (2) atomic or complex (decomposa­
ble) operation: an action or a sequence of actions, e.g atomic actions in the
domain ontology are 'order', 'check', 'supervise', etc; (3) object: an entity,
e.g. 'patient', 'medicament'; (4) characteristic of an object (e.g. an attrib­
ute like 'patient age') or of an operation (e.g. an object standing for the op­
eration's determiner like in 'med order', 'pharmacy check' or an operation
attribute like in 'wrong order', 'failed check'); (5) factor, element which
impacts on the values of one or more characteristics of an object (used
only in the implementation of Taguchi method and represented only in the
domain ontology). The two ontologies differ by the instances of these ba-
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sic concept types (by particular processes, operations, objects, characteris­
tics).

Excepting the concept type 'factor', the semantics of the other types of
concepts ('object', 'operation', 'characteristic') in UO is inspired from the
semantics (linguistic meaning) of the basic syntactic categories in natural
language (NL): nouns, verbs, adjectives (attributes of nouns) and adverbs
(attributes of verbs). Their meaning contribute to the meaning of the onto­
logical sentences, inspired from the simple/ compound sentences in NL.
'Ontological sentence' represents a part of a process or a part of idea.
Other syntactic elements in the two ontologies, with impact on their se­
mantics, are: (1) (universal and existential) quantifiers of objects and the
object's plural; (2) elements for the procedural description of processes:
operation 'modality' (e.g. 'must', 'may'), operation 'pre-conditions', inter­
operation 'connector" (e.g. 'case', 'then', 'must repeat', etc).

The quantifiers, modalities, pre-conditions and connectors in the PQI
ontology are used for both visual guidance and automatic verification of
the user's actions. The automatic verification consists in checking the op­
eration precondition, the operation obligativity in each step, the obligativ­
ity of the object selection before the operation execution, the existance of
the selected objects in the repository, etc. Figures 2 and 3 reveal the basic
types of concepts in UO, instantiated in the PQI and domain ontologies.
They also reveal the following types of semantic relationships in UO, in­
stantiated between concepts in PQI or domain ontology: (l)
(de)composition (part-of) relationship, which correlates a concept (aggre­
gate) with other concepts standing for its parts (components); (2) descrip­
tion relationship, which correlates the described concept with the concepts
which describe it (e.g for identification, using immutable attributes of the
concept or for qualification, using dynamically added attributes to concept
description); (3) impact relationship, which correlates a characteristic of a
domain-specific object with the factors which impact on its values.

PQI ontology. The basic concept types and the relationships between
them in the PQI ontology are organized as in Fig. 2. The concepts needed
for the representation of the PQI process are correlated by explicit (de)­
composition (part-of) relationships or by explicit description ones.

PQI Process (General Scenario of the PQr methodology)
part-of.......Steps in scenario

t c omPlex Operations
part-of part-of .......Atomic operations

Atomic Operations
describe ~~ .objects

describe ~ ~ fharacteristics (attribute) of the objects

Fig. 2 Basic types of concepts and relationships in the PQI ontology
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PQI process is described by a general scenario, composed of PQI steps.
The steps are composed of complex or atomic operations. Each atomic
operation is described by objects which participate in its execution
(similarly to the nouns which describe the action of a verb in NL). The
objects are described by their characteristics. The steps and operations are
controlled by pre-conditions and inter-operation connectors that can state
their sequential or parallel execution, obligatory or optional execution, al­
ternation, repetition, etc (e.g must, may, case, must repeat, etc).

Domain ontology. The concepts in this ontology are user-defined in­
stances of the concept types organized as in Fig. 3. PQI system provides
the infrastructure for ontology building. The basic relationships between
concepts are (de)composition (part-of), operation or object description re­
lationships and impactrelationships.

Process in rmain
Complex Operations in process

pari-a! Atomic Operations in process
describe I.:L Objects in operation (and in domain)

: describe ~'(Quality) Characteristics (attributes) of the object
: impacl-o~ Factors that impact on characteristic values
L- Attributes of atomic operation

Fig. 3 Basic types of concepts andrelationships in the domain ontology

The process description (in the domain ontology and in the process
flowcharts) implicitly refers to descriptions of the component (complex or
atomic) operations. The operation description unifies the objects involved
in the operation execution during the analyzed process. The objects are de­
scribed by their characteristics (mainly, the characteristics which are sub­
ject to analysis). The attributes of the domain-specific operations are speci­
fied in the domain ontology and, also, in the definition of the process
flowchart (e.g operation goal, precondition, responsible person, if the op­
eration is selected for data collection, etc). For the domain ontology, in ad­
dition to the relationships in Fig. 3, the user is allowed to specify synonymy
relationships, between domain-specific operations or objects. The synon­
ymy relationships are used in the PQI system for the comparison of the
ideas collected from the members of the team.

Ontology implementation. The two ontologies have been stored in a
relational database (Microsoft Access). A part of the reasoning on them is
external, in macros, and another part is internal, encoded using Visual Ba­
sic for Applications. The preconditions on the PQI steps and operations are
also external, in the PQI ontology.
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Ontology manager is an intrinsic component of each PQI assistant sup­
porting a member in the virtual team. It facilitates: (1) dynamic creation of
the system interface, based on PQI ontology; (2) definition, navigation, ex­
tension of the domain ontology; (3) automatic classification and retrieval
of the domain-specific concepts, according to the working context; (4)
communication between the members of the team, relying on PQI and do­
main ontologies; (5) correlation, comparison and inference on members'
ideas expressed using concepts in the domain ontology.

The two ontologies exist in each assistant which shares them with the
intrinsic ontology manager. Practically, the assistant's actions are driven
by the ontology manager. The automatic reasoning on the PQI and domain
ontologies is mainly for: the dynamic creation of the system interface; the
guidance and verification of the user's actions; the dynamic creation of the
schema for the data collection sheets (based on the domain ontology); the
statistical analysis of the collected data; the comparison and concatenation
of the process flowcharts; the comparison and grouping of the ideas; the
customization of the PQI assistant.

Ontology Use and Integration for Process Quality
Improvement

This section gives examples on the use and integration of ontologies in the
PQI system (see also [22-23]). It reveals the ontology-based solutions to
the unsolved problems in the existing tools for PQI (see Introduction) and
to the requirements for the creation and integration of the two ontologies
(see the second Section). The examples are for the 'medicament admini­
stration' process in the domain 'patient administration'. The improvement
objective is 'reducing the medication errors and costs' .

The interface of the system is dynamically created according to the
user's choices on the PQI steps and operations and on the analyzed objects
or characteristics. All elements of the user interface are described in the
PQI ontology, integrated in this interface. The users are first guided visu­
ally, e.g. by inter-operation connectors which implicitly suggest the opera­
tion modality ('must', 'may') or by the preconditions on the step execution
(see Fig. 4). On demand, the system also provides automated guidance and
verification of the user's actions. Each step chosen by the user expands
into a complex operation (e.g. in Fig. 4, for Step 4 - Create AS-IS Process
Diagram). The operations in this step are described in the PQI ontology.

After the user has defined the domain ontology (in Step 2 and 3 of the
general scenario), the concepts in this ontology are used in the next steps
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of the PQI methodology, for the creation and integration of diagrams, data
collection sheets, statistical charts, Taguchi experiments and analyses,
ideas expression. E.g., the operations defined in domain ontology appear in
the flowchart in Fig. 5 and also in a cause-effect diagram, built in Step 8.

leek Condition Mode Ope~onNeme

j
'MUST ISElECT currenlDomainand Process

j IMAY IMANAGEStructure

Seleded AS-jS process JMAY Add/t.todify/ Deletethe AowchartforcurrentAS-lS Process

j seleCled FIowchIllt IMAY I Interpret Aowchart

SelededAS-lS and T(}BE process MAY Aowchartcomparison

Seleded~n and process MAY Creale finalflowchartandmergewithit acollectedflowchart !
Selected process MAY Replaceflowchartfor currentAS-lS processwith the flowchart inaselected/nan I

MAY Replace/Delete structures withideas/ diagrams !

Fig. 4 Operations for Step 4 (described in PQI ontology)

8- .. Med Order
EJ ·· Order Tran script

EJ .. .. Pharmacy Chec k
8 ..·Med Pick (Precondition: Medicament available)
i B " Tray Fill
i B·· Cart l oad
! B.. ·· ToNurse Send

EJ .. ·A dm lniste r to patien t
8 ·-Pa tient Supervise

i " Blood Examine
L Di et Prescript

L...... Med Reorder (Precondition: Medicament missing)

Fig. 5 Flowchart with operations of the process 'Med Administer' (described in
domain ontology)

Another example for the integration ofPQI operations using the domain
ontology is for the analysis of the quality characteristic 'medicine_cost' for
the object 'patient'. The data collection sheet for this characteristic (see
Fig. 6) was dynamically built in Step 5. The schema of the sheet is com­
posed of three characteristics of the object 'patient' defined by the user in
the domain ontology. The result of the statistical analysis on the collected
values in the sheet is in the control chart in Fig. 7 (composed of X-Bar and
R charts). The parameters for chart creation are the same characteristics
which compose the schema of the sheet in Fig. 6.
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In PQI ontology, the integration ofthe operations with the objects which
participate in their execution is performed by ontological sentences, like
the sentence in Fig. 8, for the description of the operation
'add/modify/delete AS-IS flowchart'. One may notice the existential quan­
tifiers of the objects (mandatory or optional existance).

Month

1/ 3 01 200 2 L
1/ 3 01 2 0 0 21
1/ 3 01 2 0 0 2

~~:~~~~f
~~:;g~;i --

depllrtmen

..-Data used in the analysis of the charac­
teristic 'medicine cost' in the charts in
Fig. 8

Fig. 6 Part of the sheet for data collection on the characteristic 'medicinecost' of
the object 'patient' described in the domain ontology
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Fig. 7 Example of X-Bar and R charts for the characteristic 'medicine_cost' of the
object 'patient' described in the domain ontology. LCL and VCL (lower and upper
control limit) are located at three standard deviations from the centerline.

OJ.i!I~N~ ctjldU..,. Ob:cdOu~~fttf &e~-;'
.. CIlrren1 Domoin 'USTEmT
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IoJjj/ I1,;i'yl~"'iIS<S~'" • nowdulI1lo, eunl'tMAS-tS process r-t'YEmT

Fig. 8 Description of the operation 'add/modify/delete AS-IS flowchart' using
objects in PQI ontology

The integration of an operation in the domain ontology with the objects
that describe it is exemplified in Fig. 9, where the operation 'med order' is
described by four objects in the domain ontology and by their quantifica-
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tion and plural values. PQI ontology provides the infrastructure (meta­
schema) of the table. The rows represent domain-specific operations and
objects, provided by the user in the domain ontology. So, the structure in
Fig. 9 is another example of ontology integration (PQI ontology and do­
main ontology).

Omn OperabOn T)1lE Objed ObjeclOuero er GqadAtB

~ .. .. • Med O'ller • Paten: ·1'AJST E>m • ",stone

ledcerrenl alim ni • Med O.der • l.4edi:ame'l! • IAJST E>lST • s9Vmlb, !!fler

/Jed cerrenl alim ni • Med Order • "';soan • IAJSTE>lST • severaldistinct .
~d cerrenladmni • Med Order • IDose II,fJSTE>lST ruslone- - - ~

Fig. 9 Description ofoperation 'med order' using objects in domain ontology.
The schema of the table is defined in the PQI ontology

The integration of TQM and Taguchi methodologies relies on the exten­
sion of the initial PQI ontology (for TQM) with steps, operations and ob­
jects specific to Taguchi method. The interface for both methodologies is
dynamically built using the same reasoning algorithm, but different con­
cepts in the PQI ontology. Also, the same algorithm is used for the auto­
matic guidance and verification of the user's actions throughout both
methodologies. The two methodologies share the ontology manager and
the infrastructure (predefined in PQI ontology) for the domain ontology.
They also share the utility steps (for scenario custornization, project sched­
uling and brainstorming).

Conclusions

The main goal of the paper was to reveal the use of ontologies for the
automation of the process quality improvement in an organization. The pa­
per described and exemplified the representation and integration of the
PQI and domain ontologies, relying on concepts and relationships pro­
vided in a process-oriented upper-level ontology. The experience described
in this paper led to the conclusion that the developers of applications can
benefit from ontologies not only for the description of the business (e.g.
'patient administration'), but also for the description of their applications
(e.g. a PQI system) and for their interfaces. Most part of the code for the
application interface (and, also, a part of the code for its execution) can be
reused for other applications, by changing! extending the application on­
tology. In this case, the PQI ontology for TQM methodology has been ex­
tended for the integration of Taguchi method.
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Introduction

Information systems are central to any business because they capture and
store the information required to support business operations and help to
execute these business operations. Modem information systems are much
more complex in every dimension (human, organizational and technical)
than the ones constructed just a decade ago. Rapidly changing require­
ments raise the problem in creating and/or modifying the applications.
Most of these requirements are in the form of or related to business rules.

Business rules control and constrain the behaviour of systems in the or­
ganization. Business rules are derived from business policies, and these in
tum are the direct implementation of business goals and objectives. The
process of determining which rules apply to a particular business situation
often involves an open-ended search through multiple sources [1]. The
consensus from all the business stakeholders should be obtained on the
problem of what the rules should be used. Therefore, it is vital to deter­
mine the rules and ensure that the rules are appropriate. When the business
changes the rules should be properly adapted to new conditions. Capturing,
documenting and retaining of the business rules prevent the loss of knowl­
edge, when employees leave an enterprise [2].

Since ontology represents the real-world domain knowledge and busi­
ness rules making a specific part of all domain knowledge, ontology can be
used to form a set of business rules. The constraints, which are found in
ontology, can be mapped to the business rules in the application domain
[3].

The objective of this paper is to show how the domain ontology can be
used to elicit and to form a set of business rules.
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(~elated Work on the Development of Business Rules and
:>ntology

iince this paper is addressed to an interdisciplinary audience, it is neces­
.aryto define some terms to be used.

Definition of a business rule depends on the context in which it is used.
'rom the business perspective, a business rule is a statement that defines or
.onstrains some aspects of a particular business. They are intended to as­
.ert the business structure, or to control or influence the behaviour of the
msiness [4, 5]. At the business system level, business rules are statements
.xpressing business policies in a declarative manner [6].

The final set of business rules should comprise only atomic business
ules. The atomic business rules are such business rules that cannot be bro­
(en down or decomposed into more detailed business rules because some
mportant information about the business can be lost. [2]

From the perspective of information systems, a business rule is a state­
nent, which define the major rules of information processing using a rule­
lased language [6].

Different taxonomies of business rules are presented in [2]. However,
rom the implementation perspective, all business rules can be classified
nto [2]:

t Structural assertions, which introduce the definitions of business entities
and describe the connection between them;

• Dynamic assertions (like dynamic constraints, derivation rules and reac­
tion rules).

Dynamic assertions smoothly map to the ECA paradigm (when event
iccurs, if condition is true, then action). Business rules, which belong to
lynamic assertions, operate on data and are triggered by data state transi­
ions. Some of them have an explicit condition, while others do not. All
lynamic assertions have a defined action. Dynamic constraints may have
10 explicit action since they can state what kind of transition from one data
itate to another is not admissible.

This taxonomy is used because dynamic assertions enable us to imple­
nent the active behaviour of business systems. Firstly, it is necessary to
'orm a set of business rules to use them in an information system, which
.upports a business system by processing all necessary information.

The following business rule elicitation from the application domain
.>roblems may be defined:

t. Business representatives do not use any expert systems or program lan­
guages to define business rules. Business representatives express busi-
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ness rules in "business speak". Therefore, it is difficult to identify busi­
ness rules from the "speak" and documents used in business. [5]

2. Since some terms used in business have a double meaning, it is neces­
sary to clearly understand and define terms used in business [7]. A sim­
ple example of a business rule can be: "An order must be placed by a
customer."

3. Terms "order" and "customer" have to be clearly and unambiguously
defined by a sentence [1].

4. It is difficult to form a consistent, integral, correct and complete set of
business rules [1, 7].

Using domain ontology in information system development may solve
the defined above problems.

The importance of ontology is recognized in a wide range of research
fields and application areas, including knowledge engineering, because on­
tology represents the real-world domain knowledge. Business rules are
part of domain knowledge. Therefore, the domain ontology can be used to
elicit business rules.

The term "ontology" is borrowed from philosophy, where Ontology
means a systematic account of Existence. The most popular is T. Gruber's
definition of ontology, where in the context of knowledge sharing the term
ontology means a specification ofa conceptualisation [8]. In other words,
ontology is a description (like a formal specification of a program) of the
concepts and relationships that are typical of an agent or a community of
agents [8].

The subject of ontology is the study of the categories of things that exist
or may exist in some domain [9].

Any information system has its own ontology, since it ascribes some
meaning to the symbols used according to the particular view of the world,
e.g. ontology defines a specific fragment of business [10]. The role of on­
tology is to provide a comprehensive set of terms, definitions, relationships
and constraints for a domain [3], e.g. the domain ontology is used as the
domain model in information system engineering [3, 11].

We will use the following definition of ontology:
Ontology defines the basic terms and their relationships comprising the

vocabulary of an application domain and the axioms for constraining the
relationships among terms.

Classifications of ontologies are analysed below to determine which of
them are used in information system engineering and development.

There are formal, informal and semi-formal ontologies. An example of
informal ontology can be the ontology specified by a catalogue of types
presenting definitions stated in a natural language. An example of formal
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ontology is the ontology specified by axioms and definitions stated in a
fonnallanguage [9, 11]. The more formal the ontology, for more different
purposes it can be used in information system development.

According to their applications, the ontologies can be terminological, in­
formational and others.

In information system engineering, a classification of ontologies accord­
ing to their level of generalisation is usually used. At the top level there is
general ontology, which is independent of a particular problem or domain.
It describes very general concepts, such as space, time, object, event, ac­
tion, etc. At an intermediate level, there are domain or task ontologies,
which describe the vocabulary related to a generic domain (e.g. medicine,
automobiles, or business) or a generic task or activity (e.g. diagnosing or
selling), by specializing the terms introduced in the general ontology. Fi­
nally, at the lowest level, there are highly specialised domain ontologies
which specify the domain or task ontologies [10, 11, 12]. Such ontologies
are used for the development of single applications, so-called micro­
worlds. The principal advantage of this ontology is easiness of design and
implementation. However, it is difficult to reuse the highly specialised
domain ontology in other micro-worlds. Thus, enterprise engineering re­
quires even more generic shared ontologies that can support applications
across many domains, e.g. across all areas of the enterprise business [11].

The domain ontology, which specifies conceptualisations specific to the
domain, is directly related to information systems development [3].

An information system is ontology-driven, if the ontology plays the cen­
tral role in the life cycle of the information system [13].

An information system consists of the following main components:

• Application programs,
• Information resources, such as databases, knowledge bases, and
• User interfaces.

These components are integrated so as to be used for a business pur­
pose.

When an ontological approach is applied to information system devel­
opment, the ontology becomes a separate component of an information
system. This component can be used by other information system compo­
nents for different purposes [10, 13]. The impact of ontology on infonna­
tion system can be observed at the development time (for an information
system) and at the run time (within an information system) [10]. In this pa­
per, we focus on the first case.

First, information system development based on the ontological ap­
proach depends on what kind of ontology domain or generic is used. If we
deal with the domain ontology, then the result obtained at the development
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phase will be a highly specialised domain ontology (application ontology).
It enables the developer to reuse knowledge rather than software and
shares the application domain knowledge using a common vocabulary
across heterogeneous software platforms. If we have the generic ontology,
we can develop a highly specialised domain ontology without necessarily
having the domain ontology [10].

Second, each of the components of the information system can use the
ontology in its own specific way [10]:

• Database component:
- Ontology can be used in the analysis of requirements.
- Ontology can suggest missing entities and the relationships among

them for the application domain [3].
- Ontology can be compared with the database conceptual model. It

can be represented as a computer-processable ontology and from
there mapped to concrete target platforms [10].

- This conceptual model (computer-processable ontology) can be used
in mapping heterogeneous conceptual schemes (information integra­
tion) [3, 10].

• User interface component - semantic information embodied in ontology
can be used to generate form-based interfaces. It was successfully im­
plemented in the Protege Project [3].

• Application program component - ontology can be used to generate
static (type or class declarations) and procedural (e.g. business rules)
parts of a program [3, 10].

The more formal the ontology is, the more suitable it is for automatic
generation of the information system components. The use of ontology is
demonstrated in Figure 1.

In the related works, no explicit explanation is provided about the rela­
tionship of ontology with business rules and methods of generating a set of
business rules.

In the present paper, an assumption is made that the use of ontology in
information system development helps to solve the problems of eliciting
the business rules defined above. In particular, since the domain ontology
represents the real-world domain knowledge and business rules make a
specific part of all domain knowledge, ontology can be used for eliciting
business rules that are very common for particular domain. The domain
ontology clearly and unambiguously defines the basic terms and their rela­
tionships which are used in business rules.

For this purpose, it is necessary to determine how the domain ontology
is related to business rules.
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Fig. 1. Using ontology for the development of information system

Using Ontology for Eliciting Business Rules

Business rules are part of the domain ontology and the latter can be used to
elicit business rules in the following way:

Ontology Business Information Programsystem system system
Axioms, Business rules Information

Relationships- expressed in a processing rules Executable
constraints declarative expressed in a rule- rules

among terms manner based language

Fig. 2. From ontology axioms to executable rules

The business rules are captured in ontology by axioms and constrains of
relationships among terms. Therefore, ontology axioms (and ontology as a
whole) represented in a formal way can be used to elicit business rules.
The ontology axioms can be transformed into business rules, while the
business rules can be transformed into information processing rules and
the information processing rules can be transformed into executable rules
(like SQL triggers in active DBMS). And, vice versa, business rules ex­
pressed in a formal way (for example, using predicate logic [20]) can be
transformed into axioms.

The mathematical models of ontology and business rules need to be cre­
ated to determine the relationship between ontology and business rules.
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A number of ontology definitions and models [14, 15, 16, 17, 18] were
analysed and it was determined that ontology could be expressed in the
following way:

\}I =< {\}Ii Ii =1,...,k},A >,

where 'P; is the ontology element which can be expressed by triplet:

< v;,R';,Ii > with Vi E V AR'; ER'Al; E I ,

(I)

(2)

where V={VO'v1, ...,vn } IS a universal set of atomic terms,

R ={ro, rl , ... , rm} is a universal set of relationships (e.g. is-a, synonym, re­

lated-to, part-of, etc.) between the terms and I ={Ii Ii =I,..., n} is a set of

term definitions. A stands for the axioms expressing other relationships be­
tween terms and limiting their intended interpretation [10] (see below).

Business rules - structural assertions can be expressed as follows:

(3)

where V; and Vj are terms used in structural assertions and c, is a relation­
ship-constraint, such as must, must not, should, should not or prerequisite
relationship (for example, an order must have an order-data), temporal
(for example, reservation precedes tour), mutually-inclusive (for example,
to travel to a foreign country a VISA is required, based upon citizenship),
mutually-exclusive (for example, a cruise cannot be listed as being sold
out and have availability at the same time) etc.

The analysis of formulas (1-3) allows us to state that terms and relation­
ships expressing constraints which are used in structural assertions are
adopted from sets of ontology terms and relationships. Therefore, we can
assume that structural assertions are part of ontology.

Then, if T; (il ,..., tn) is a set of structural assertions, consisting of two

terms and the relationship between terms, the ontology element 'P; can be

expressed by the twain:

(4)

The other part containing the rules is more complex, consisting of more
than two terms and relationships between them. For example:

A customer must not place more than three rush orders charged to its
credit account.

These business rules are captured and fixed in the domain ontology by
axioms (A).



802 Olegas Vasilecas and Diana Bugaite

The axioms define the constraints and business rules on terms and other
horizontal relationships between them. The theory of axioms is based on
situation calculus and predicate calculus to represent the dynamically
changing world [13]. The situation theory views the domain as having a
state. When the state is changed, it is necessary to take an action. The
predicate theory defines the conditions under which the specific actions
can be taken.

A simple example of formal representation of axioms states that, if there
is a product, the demand for it should exist. It is provided below [13]:

Exist (demand/product).

The axioms represent the intension of concept types and relation types
and, generally speaking, knowledge which is not strictly terminological.
The axioms specify the way the terminological primitives must be manipu­
lated [19].

A Case Study of Business Rule Elicitation from the
Domain Ontology

The ontology for a particular business enterprise was created using Pro­
tege-2000 ontology development tool to support the statement of the au­
thors that business rules can be elicited from the domain ontology. We
chose Protege-2000 to develop the ontology because it allows the open
source software to be installed locally. A free version of the software pro­
vides all features and capabilities required for the present research as well
as being user-friendly. It also maintains multiple inheritances, provides ex­
haustive decomposition, disjoint decomposition and constraints writing as
well as being Java-based [20].

The axioms are implemented in Protege-2000 ontology by the Protege
Axiom Language (PAL) constraints. PAL is a superset of the first-order
logic which is used for writing strong logical constraints [21].

The schema of PAL constraints was analysed to enable their transforma­
tion into business rules.

PAL provides a set of special-purpose frames to hold the constraints that
are added to a Protege-2000 knowledge base, respectively the :PAL­
CONSTRAINT class. A PAL constraint is an instance of the :PAL­
CONSTRAINT class. The class has the following slots [22]:

• :PAL-name, which holds a label for the constraint;
• :PAL-documentation, which holds a natural language description of the

constraint;
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• :PAL-range, which holds the definition of local and global variables that
appear in the statement;

• :PAL-statement, which holds the sentence of the constraint.

The main part of the PAL constraint is the PAL-statement, which can be
mapped to the business rule and consequently to the ECA rule. The PAL­
statement has clearly defined action and, sometimes, condition parts.
Event part is not defined because the user triggers constraints represented
by PAL manually, when it is necessary. All constraints written by PAL de­
fine the state in which the domain should be. However, no information is
provided about what should be done to implement a desirable state. There­
fore, it is necessary to develop some rules for transforming PAL con­
straints into ECA rules.

An example of the PAL constraint is as follows:

(defrange ?contracCproduct :FRAME Contract_Product)
(forall ?contractJ>roduct

(and (=> (and (> (quantity ?contract_product) 10.0)
« (quantity ?contract_product) 19.0))

(= (discount ?contract_product) 0.03))
(=> (and (> (quantity ?contract_product) 20.0)

« (quantity ?contractJ>roduct)49.0))
(= (discount ?contract_product) 0.05))

(=> (and (> (quantity ?contract_product) 50.0)
« (quantity ?contractJ>roduct) 100.0))

(= (discount ?contract_product) 0.1))
(=> (> (quantity?contract_product)100.0)

(= (discount ?contractJ>roduct)0.15))))

The non-formal interpretation is: The discount of a contract product de­
pends on quantity of units of a contract product customer buys per time. If
quantity is 10-19, discount is 3 %. If quantity is 20-49, discount is 5%. If
quantity is 50-100, discount is 10%. If quantity is more then 100, discount
is 15%.

Event triggering this rule arises when you are updating the existing data
related to the contract product or creating new data. Conditions are if(=>
in PAL) parts. This constraint has few explicit action parts. For example,
one action part sets the discount value which depends on the condition that
is evaluated as true. The ECA rule is described as follows:

When the instance of the contract product is created, or updated,
lfthe quantity is < 10 and> 20,
Then set discount equal to 3 %...
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Conclusions and Further Developments

The analysis of the related works on knowledge-based information system
development using the domain ontology shows that the business rules are
part of knowledge represented by the ontology. Business rules are captured
in ontology by axioms and relationships-constraints of the terms.

The ontology-based approach for eliciting business rules from the on­
tology constraints or axioms which are the integral part of ontology was
offered. We argue that the ontology constraints or axioms can be used to
create a set of business rules. They can be transformed into ECA rules and
then to active DBMS triggers.

The example provided shows that the suggested approach can be used to
elicit business rules from ontology axioms described in a formal way. For
this transformation, a suitable tool was needed and Protege-2000 was cho­
sen.

The analysis has shown that this tool can be used for the purposes pur­
sued in this study. However, it is not provided with a suitable plug-in for
PAL constraints transformation into ECA rules. Therefore, PAL con­
straints can be transformed into ECA rules only manually at the moment.
The plug-in for automatic transformation of constraints is under develop­
mentnow.
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Introduction

XML, see Bray et al. (2004), has thoroughly established itself as the stan­
dard format for data interchange between heterogeneous systems. Its sig­
nificant role is also in the vision of so-called Semantic web specified in
W3C (200 I) where it contributes to low-level representation of informa­
tion. As most of the enterprise's data is stored in relational database sys­
tems, conversion problems of relational data into XML should be studied
in details. The publishing scenario can be twofold: relational data has to be
visible as XML data independently from how the data is stored or, and it is
more important today, relational data has to reside in a native XML store.
The former scenario is simple because the resulting structure mirrors the
original relational tables' flat structure. The latter requires more advanced
techniques, for example preserving at least a part of integrity constraints
applied in the original relational database or ensuring non-redundant stor­
ing the database as XML data. Generally, it means to convert relational da­
tabase schemes into schemes expressed in XML Schema language (Fall­
side and Walmsley 2004).

Commercial RDBMS partially support these facilities mainly through
the XML features of the standard SQL:2003, see ISO (2003), particularly
its part SQLlXML (XML-Related Specifications) given in ISO (2004).
SQLlXML (hereinafter called "the standard") has been embraced by most
major relational database vendors. Anyhow, there are many previously re­
leased proprietal solutions in their RDBMSs as well.

The standard treats not only XML publishing functions, but also map­
ping rules for transformations from the extended relational data model
(RDM) to XML Schema. By "extended" we mean mainly a possibility to
nest relations, which distinguishes the model from the original flat rela­
tions. According to usual terminology we call a description of XML data
expressed in XML Schema as XSD (XML Schema Definition). This paper
offers an algorithm doing this task and respecting recommendations of the
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.tandard. It covers also some integrity constrains. A prototype implementa­
ion by Reschke (2005) enables to generate an XSD, a conversion of rela­
ional data into an XML document, and its validation against the XSD.

The paper starts with a brief introduction to XML Schema and a rele­
/ant part of the standard. After this we describe some existing algorithms,
iarticularly NeReFT developed by Liu et al. (2004). Then we introduce a
lew algorithm, called XMLConversion here, which is based on NeReFT.
(MLConversion provides a number of improvements and keeps the rules
iroposed in the standard. We also mention shortly its implementation and
.onclude the paper.

(ML Schema

'Ne mention only the features of XML Schema that are important for the
ransformation algorithms. Figure 1 shows the hierarchy of data types used
n the language.

[

user defined -- derived by restriction, by list, or by union
simple

[

basic
built-in

derived
lata types

[

simple content - derived by restriction or by extension
from a simple type

complex

complex content - derived by restriction or by extension
from complex type (all, choice, group,
sequence)

Fig. 1. Taxonomy of data types in XML Schema

As usually, simple data types include Boolean, string, float, etc. as well
IS various time and date types. Among types derived from built-in string
ypes we can find e.g. ID, IDREF, and IDREFS. For expressing XML
.tructures of relational data, the complex types are of great importance.

Clauses unique, key, a keyref are useful for expressing identities.
Each identity constraint is expressed by an expression in XPath, see Clark
md DeRose (1999). We can express referential integrity similarly to rela­
ional databases with these clauses. A unique element contains exactly

one selector subelement and at lest one field subelement. The se-
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lector determines a set of items (elements or attributes) inside of which
the items determined by element(s) field must be unique. By key ele­
ment we denote relational attributes or their combination whose resulted
value must be in a given area unique and always defined. The value of
keyref attribute must be a value of a key or unique element.

SQL: 2003

Recently INCITS, ANSI, and ISO have added XML publishing functions
to SQL:2003. We refer here to the version FCD (Final Committee Draft).
It is expected that a movement from FCD to DIS (Draft Information Stan­
dard) should bring no significant changes influencing the approach used in
our transformation algorithm.

New Data Types

Comparing to the version SQL:1999, focused mainly on the object­
relational data model, the new standard contains the following extensions:

• data types BIGINT, MULTI SET, and XML,
• functions for publishing XML data,
• mapping rules for description of XSD schemes and valid transformed

relational data that conforms these schemes.

For our paper we will consider as relevant only the data structures of
non-XML data, i.e. typed tables together with nesting via ARRAY and
MULTI SET, and omit the repertoire of associated predicates and opera­
tions usable in SQL queries.

XML Publishing Functions

The standard introduces a set of functions applicable directly in the
SELECT statement which make it possible to generate data of XML type.

• XMLELEMENT - creates an XML element of given name with optional
specification of namespaces (parameter XMLNAMESPACES) and attrib­
utes (parameter ATTRIBUTES).

• XMLATTRIBUTES - lists XML attributes to be placed in the XML
element created by enclosing call ofXMLELEMENT.



Description
<Employee>

<Name>John Smith</Name>
<Subordinates>3</Subordinates>

</Employee>
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t XMLFOREST - is a shortcut function for generating a forest of elements
with only columnar content. It takes as its arguments a set of column
names or aliased column names.

.~ XMLCONCAT - based on a list of independently constructed XML ex­
pressions (for example via XMLELEMENT) constructs one value as a
concatenation of values of these expressions.

t XMLAGG - aggregates a set of rows in the result set, emitting the XML
that is specified as the XMLAgg function's argument for each row that is
processed. It enables to express relationships with cardinality I:N in
XML.

For example, the statement
SELECT e.id,XMLELEMENT{NAME "Employee",

XMLELEMENT {NAME "Name", e. first_n II' I II e .last_nl ,
XMLELEMENT{NAME "Subordinates",

{SELECT COUNT {*l FROM Subordinates s
WHERE s.chief = e.id l l AS Description
FROM Employees e WHERE ...

can generate the table
ID
154

Vlapping Rules

[he standard introduces mapping rules for tables, schemes, and catalogues
o XML. Mapping rules include also coding data, NULL value representa­
ion, etc. They enable to express also simple integrity constraints allowing
o describe better the value set for a given simple or derived simple type.

Mappingtablesto XML documents: The standard defines how to map
ables to an XML document. The source can be a single table, all tables, all
ables in a schema, or all tables in a catalogue. As a result of the mapping
ve obtain two documents, the first one contains data from tables and the
.econd one the associated XSO. The data document is valid against the
,{SO. Although there is more possibilities for a table representation in
'{ML, the standard supports the one in which values of table columns are
napped to subelements of a <row> element. Notice that with subelements
'Ie fix an order of columns, which is not required in RDM. Modelling col­
imns by XML attributes would determine no order.
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A database with more than one table can be mapped into XML by two
methods. Figure 2 represents two tables, Reader (R1, R2 ) and
Books (B1 , B2), from a relational schema Library.

Which mapping is chosen depends fully on a user. Consequently, any
tool doing these transformations should be interactive or at least parame­
terizable.

<Library>
<Readers>
<row>

<R1>1</R1>
<R2>Kate</R2>

</row>

</Readers>
<Books>
<row>

<B1>1</B1>
<B2>Wings</B2>

</row>

</Books>
</Library>

<Library>
<Readers>

<R1>1</R1>
<R2>Kate</R2>

</Readers>
<Readers>

<R1>2</R1>
<R2>John</R2>

</Readers>

<Books>
<B1>1</B1>
<B2>Wings</B2>

</Books>

</Library>

Fig. 2. Two possibilities how to represent relations in XML Schema

Mapping NULL values: A user has two flavours in the standard how to
map NULL values. In the first one, the attribute xsi : n i I.e "true" indi­
cates that the column value is NULL. The person with NULL value of
Birth date looks in XML as

<row>
<Id>l</Id>
<First n>John</First n>

- -
<Last n>Smith</Last n>
<Birth_date xsi:nil:"true"></Birth_date>
<Degree xsi:nil="true"/>

</row>

In the second case, the relational representation of columns with NULL
value is omitted.

Mapping Data Types: The standard provides rules for transformation
of particular types. For example, SQL types based on strings are mapped
on XML Schema type xsd: string with subelements xsd: length or
xsd: maxLength specifying the string length and maximal length, re-
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spectively. The "xsd" namespace prefix is used to indicate the XML
Schema namespace.

For example, the SQL type CHAR restricted to 25 symbols has the fol­
lowing representation:

<xsd:simpleType na me="CHAR_25" >
<xs d : r e s t r i c t ion base="xsd:string" >
<xs d : l e ngt h value="25"/ >
</ xs d : r e s t r i c t i on>

</xsd:simpleType>

Unfortunately, SMALLINT, INTEGER, and BIGINT are mapped in the
standard to types with the same name. This leads to inconsistencies in
situations when we have various constraints on values, e.g. of SMALL INT.

We correctly resolve this problem by renaming new types.
SQL ARRAY a MULTISET types are mapped to complex types. The ba­

sic data type, whose values are stored into an array/multiset, is mapped to a
simple type. For example,

<xsd:complexType name="Array_S.Array_s.VARCH_IO">
<xsd:sequence>

<xsd :element name="element" minOccurs="O"
maxOccurs="2S" nillable="true"
type= "VARCHAR 10" / >

</xsd:element> -
</xsd:sequence>

</xsd:complexType>

maps a two-dimensional array of 5x5 strings with maximum length
equal to 10.

SQL XML type is mapped to a complex type. The structure of values
stored in the XML type is not processed. An XML value is considered as a
plain text without a meaning. To forbid processing such value during a
validation, it is necessary to use the attribute processContents
with the value" skiP" .

<xs d : compl e xType name="XML" mixed="true">
<xsd:sequence>

<xsd:any name="element" minOccurs="O"
maxOccurs="unbounded"
processContents="skip"/>

</xsd:sequence>
</xsd:complexType>

Generating Schema in the Language XML Schema: There are many
oossibiliries how to generate XSD describing relational database schemes
';omposed from particular table schemes. The standard considers generat­
'ng for each type and a table, own global type. These types are then used in
.nore complex definitions.
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Related Works

We will overview shortly existing algorithms for conversion of the rela­
tional database schema to the languages DTD and XML Schema. We sup­
pose a relational database schema R = (Rh •.• ,RK, K21; IC), where R, are
relation schemes and IC is a set of integrity constraints. By R* we mean a
relation associated to R.

Target Language - DTD: In FT (Flat Translation) Lee et al. (2001)
transform relation schemes from R to elements of an XSD and attributes of
relation schemes to attributes or elements of the XSD. A usage of attrib­
utes or elements depends on a user, since the algorithm can work in both
modes. IC is not considered in the algorithm. The approach also does not
exploit non-flat features of XML model, e.g. regular expressions specify­
ing a number of element occurrences, and hierarchical nesting of elements.

NeT (Nesting-based Translation) algorithm presented in the same paper
tries to overcome drawbacks of FT using an operator Nest. The main idea
is to describe a structure of nested elements by Kleene operators. Unlike
NeT the CoT algorithm (Constraints-based Translation) by Lee et al.
(2002) considers also a referential integrity.

Target Language - XML Schema: The ConvRel (Relationship Con­
version) algorithm by Duta (2003) considers referential integrity and con­
straints expressed by UNIQUE and NULL. The author classifies cardinal­
ities I: I, I:N and M:N between rows of associated relations to determine a
nesting of elements. A key problem is to determine which relation will
create the outer element and which one its subelement.

ConvRel considers only simple links between two relations, while the
relations are actually connected by more complex links. Each table can re­
fer to or is referenced from more other tables. In the algorithm Conv2XML
Duta considers links among three tables.

NeReFT Algorithm: Li et al. (2003) approach the problem with rules
that are applicable for relation schemes of various types. These rules are
driven by referential integrity associations between schemes. NeReFT
(Nested Redundancy Free Translation) works also simply with NULL/NOT

NULL constraints by properly setting minOccurs attribute in XML
elements. UNIQUE constraints have a straightforward representation with
unique mechanism in XML Schema. The strategy of NeReFT is to reach
nested XML structures and minimum redundancy in XML data. By redun­
dancy we mean here repeating data in the resulting XML data document'.

, Problems of redundancy are discussed in details by Vincent et al. (2004).
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Thus, Ie include primary keys, referential integrities, NULL/NOT
NULL, and UNIQUE constraints. As an output we obtain an XSD describ­
ing non-redundant XML documents.

Suppose a schema R(K" ... ,Kn,An+"" .,An+m), where K" ... K; compose
the primary key (PKR) of R. For a referential integrity between relations R
and P, where a foreign key (FK) from R references to P, we denote this
fact as FKR~ P. Referential integrity naturally induces a digraph GR.
Schemes Rand P are called child and parent, respectively. Each R from R
is classified into one of four categories dependent ofPKR:

• regular- no FK occurs among K" ... K;
• component- there is K, which references to P. The rest of PKR serves to

local identification of rows under one K, value.
• supplementary - the PKRis also an FKR, FKR~ P, for a P.
• association - the PKRcontains more FKRs.

In practice, regular and component relations correspond to entity and
weak entity types, respectively. Supplementary relations correspond often
to members of an ISA hierarchy or a vertical decomposition of relation.
Finally, association relations are transformed relationship types.

The algorithm core:

1. For a schema R the algorithm creates a root element in the target XSD.
2. For a regular or an association relation R, it creates an element with the

name R and puts it under the root element. The created element may be
moved down later depending on some constraints.

3. For a component or a supplementary R, an element is created and placed
as a child element of the element for its parent relation. The representa­
tions of both relation types differ only in the value of maxOccurs at­
tribute.

4. For each single attribute PK of a regular R, an attribute of the element
for R is created with ID data type. For each multiple attribute PK of a
regular, a component or an association R, an attribute of the element for
R is created for each PK attribute with its corresponding data type; a key
element is defined with a selector to select the element for Rand
several fields to identify all PK attributes.

5. For each FK of a relation R, where FK cr. PK of a component or a sup­
plementary relation, if it is a single attribute FK, an attribute of the ele­
ment for R is created with IDREF data type; otherwise, an attribute is
created for each FK attribute with its corresponding data type, a
keyref element is defined with a selector to select the element for
R and several fields to identify FK attributes.
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6. For a non-key attribute ofR, an element is created under the element for
R.

7. To achieve higher level of nesting, if a relation R has a NOT NULL

FKR, FKR ~ P, and there is no loop between Rand P in GR, we can
move the element for R under the P element. This rule reflects N:I car­
dinality among rows ofRand P.

XML Conversion Algorithm

SQL data types are categorized into built-in and user defined types (UDT).
Built-in data types are further differentiated into simple and complex data
types. Simple (e.g. numeric or string) data types are straightforward trans­
lated into simple types in XSD.

Complex data types (as ARRAY, MULTISET, ROW) are processed in a
different way. ARRAY or MULTISET is a collection of the same basic
type. This basic type can be repeatedly complex data type, so the transla­
tion recursively generates all necessary definitions according mapping
rules given by SQL: 2003. Data type ROW is translated into complex type
containing record for every simple item, which this data type ROW con­
tains. Simple items can be of complex data type, so they must be recur­
sively processed as well. These definitions result in a nested structure.

Let Nbe a type ARRAY, MULTISET, or ROW used in R. For purposes
of this paper we denote the nearest supertype of N in R as owner of N.
Clearly, there can be more such owners. These additional definitions are
used in more complex XSO definitions.

Processing of UOTs depends on their complexity. In the case of UOT
founded on a simple data type, a simple type is created in XSO. Otherwise,
a complex data type is created, as well as by complex data types.

As the standard uses as key constructs key, keyref clauses and does
not prefer combination 10 and IDREF in the case of single-attribute keys,
we use in our algorithm key, keyref for all keys. Relation attributes are
transformed to elements in all cases.

Phase I - Preparation: For nested types (tables) (see MULTISET,
ARRAY, and ROW possibilities) their owner types (tables) are deter­
mined. In this case, the definition of a new complex type describing such a
nested table has to be introduced first in the resulted XSO. Then the defini­
tion of its owner relation can be introduced. It will contain the definition of
the nested table as an element.

Suppose that all information about R were analyzed and stored. The
following steps are performed:
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l. Each schema R from R receives a type according to the NeReFT clas­
sification. This type depends on the number of FKRs in PKR and
whether the FKRis entire the PKR. In the case, if R is a component or
a supplementary relation, its parent relation is determined.

2. An order is assigned to all schemes of R. According to the order the R,
will be processed. This order is implied by mapping rules (1) - (6).

a. First, regular relations are processed. For each such R the com­
ponent and supplementary relations dependent of R are pre­
ferred. They obtain lower order and will be processed earlier.
This process is done recursively because these dependent rela­
tions can be parents for other dependent relations. After proc­
essing all dependent component and supplementary relations the
R is incorporated into the ordered list of relations.

b. For each remaining (association) relation R an order is set. It fol­
lows the order in which the metadata concerning R is stored in
the XMLConversion implementation.

c. There are created records about the explicit nested relations.
3. Based of the rule (7) the order of relations to be processed is changed.

For each R is tested if the condition in (7) is fulfilled. If yes, then (7)
can be applied. The order is modified in this way that the parent rela­
tion ofR will be processed later than the child relation.

Phase II - Generating XSD:

1. XML declaration is generated and information about namespaces is
put into tags <xsd: schema> and <xsd: import>.

2. All relations are processed in the given order according to the mapping
rules included in the standard. If a relation depends on a currently
processed relation R (or other relations are nested in R), in the defini­
tion of complex type describing R a new element is included. The type
of this element was defined earlier in Phase II. This means, that ex­
plicit nested relations are processed too and definitions of their types
are used for new elements included in R.

3. After creating the types defining structures of all relations, a new type
TR describing the entire schema R is created. TR contains elements
whose types are the types describing particular R; Only the types are
used that are not nested and do not occur in other types.

4. A new element is created, whose type is TR• This element will contain
all definitions of keys and references to keys via elements
<xsd: key>, <xsd: unique> and <xsd: keyref>. The XSD is
closed with </xsd: schema>.
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Phase III - Generating XML document:

1. XML declaration is generated. In the start tag of the root element, with
name corresponding to R, attributes with information about name­
spaces are stored.

2. According to the predefined order of the relations, processing all un­
nested tables are consecutively taken. For each relation R· all its nested
relations are determined. The relation R· is then processed in the fol­
lowing way:

a.For each row of R·, a part of XML document containing row's.
data is generated. Then the associated nested data follows. Values
of FK attributes of rows of nested data match values of PK attrib­
utes in this part ofXML document.

b. When input of nested data is finished, the part of XML document
associated to one row from R· is closed. The closing depends on a
way how the tables are mapped to the document.

3. According to the given order all yet non-processed R are consecutively
chosen. Data of each R· is processed according to the mapping rules.
The entire XML document is closed by the end tag of the root element.

Implementation

For implementation it is necessary to gain all important about R. This in­
formation is stored in the system tables in a way which differs in various
ROBMSs. A lot of special parameterized SQL queries have to be con­
structed for this purpose. For our implementation the Interbase ROBMS
has been used and application development environment Delphi 6. Any
transfer of the system to another ROBMS would require a change of this
part.

Generating schemes is completely independent on ROBMS. As a parser
and validator of XML documents we used Altova XMLSpy 2005 tool.

Conclusions

The problem addressed in this paper is related to exporting relational data
in a native XML store. Our algorithm is designed with respect to the rules
recommended by the specification SQLIXML. In implementation we had
to change some details of this specification, as it not followed through. In
opposite case, the generated XML documents could be not valid against
the generated XSO.
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An open problem is how to preserve more integrity constraints in XSD,
i.e. these ones contained in the CHECK clause of CREAT TABLE state­
ment of SQL. As yet this case is not tackled in a satisfactory way.
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Introduction

In the present database market, XML database model is a main structure
for the forthcoming database system in the Internet environment. As a
conceptual schema of XML database, XML Model has its limitation on
presenting its data semantics. System analyst has no toolset for modeling
and analyzing XML system. We apply XML Tree Model (shown in Figure
2) as a conceptual schema of XML database to model and analyze the
structure of an XML database. It is important not only for visualizing,
specifying, and documenting structural models, but also for constructing
executable systems. The tree model represents inter-relationship among
elements inside different logical schema such as XML Schema Definition
(XSD), DTD, Schematron, XDR, SOX, and DSD (shown in Figure 1, an
explanation of the terms in the figure are shown in Table 1). The XSD­
Builder consists of XML Tree Model, source language, translator, and
XSD. The source language is called XSD-Source which is mainly for pro­
viding an environment with concept of user friendliness while writing an
XSD. The source language will consequently be translated by XSD­
Translator. Output of XSD-Translator is an XSD which is our target and is
called as an object language.

Fig. 1. Architecture for XSD-Builder
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Table 1. Explanation of the terms of in figure I

Term
XSD-Builder

XML Tree Model

XSD-Source

XSD-Translator

XSD

Related Work

Description
It consists ofXML Tree Model, XSD-Source, XSD­
Translator, and XSD for providing a toolset to generate XSD
from source language.
It is a name of the conceptual schema of XML Model for
providing a modeling, visualizing, and documenting struc­
tural model. A tree diagram view presents inter-relationship
ofXMLDB.
It is a name of our source language for providing a native
environment of human thinking on creating XSD. The lan­
guage is user friendly and is data-semantic-oriented.
It is a name of our host language for translating from source
language (i.e. XSD-Source) to object language (i.e, XSD).
The language internally cooperates with lexing (i.e, scan­
ning), parsing, recovering, optimizing, and generating.
It is a name of our object language for executing logical
schema ofXML Model on a database management system.
The language is recommended by W3C and is widely ac­
cepted as a logical schema of XML Model.

R. Conrad et al [6] considered designing Object-oriented software (UML)
with the XML structure (DTD). They addressed that the DTD lacked clar­
ity and readability. C. Kleiner and U. Lipeck [7] introduced an automatic
generator for translating from conceptual schema (ER model) to XML
DTD. However, some data semantics cannot be presented on their paper.
FIXT [8] used the Structural Graph to extract index and sub index for effi­
cient XML transformation for producing a graphical structure as a concep­
tual view. XTABLES [9] used the DTD Graph that mirrored the structure
of DTD. The graph consisted of elements, attributes, and operator. The
function of DTD Graph is for constructing the desired relational schema.
However, they did not mention about the data semantics on their graph. R.
S. Chen [5] used XML Schema hierarchical tree to construct a toolkit of
enterprise model-based software development and application framework.
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XML Tree Model

Many researchers elaborated their view on conceptual schema of XML
Model such as XML tree [2, 3,4], DTD Graph [5], and so on. Most papers
used the XML tree to visualize elements, attributes and data. The DTD
Graph proposed by IBM's XTABLE [5] is a conceptual schema for XML
Model but it cannot show data semantics. Our model can be used to show
data semantics and it is simple to reader for comparing with XML docu­
ment.

l6J ~L~(rmr-1)
fb)Uray-1 Ie) Unay-2

(0) GsmIizaioo

IdlUray-3

(h) BlJ1lrt v.ithatrilUe

(I) CadrBitv - 3

!j) QrdrSity - 1 fk) QrdrSity - 2

In)PerticilJEtioo- 21m) PertitioBioo - 1

.,?

Ip) Qgp" rEf" (g)Bsrst"rd"

Fig. 2. Legend for XML Tree Model
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Table 2. Description of Figure 2

Item Description
(a) Sub-element E, that is an aggregate element points to two elements for

creating a binary relationship in "m:n" cardinality.
(b) E, that is in "1:1" and "1:n" cardinalities points to itselffor creating unary

relationship.
(c) E, that is in "m:n" cardinality constructs two links pointing to the same

element for creating unary relationship.
(d) E, with "extension" keyword inherits all properties of E, for showing "isa"

relationship.
(e) Sub-element with "c" circle that is a subset in union operation of relational

algebra links up with two group elements by using "choice" keyword.
(f) Two or more sub-elements with "d" or "0" circle can be generalized from

element for showing disjoint or overlap generalization.
(g) E, represents an element with an attribute declaration.
(h) Garepresents a group declaration.
(i) Eb is a sub-element belonging to an element Ea. E, has "1:1" or "1:n" car­

dinality relationship in connection with Ea.
(j) Er that is a sub-element points to two elements for creating "m:n" cardinal­

ity relationship.
(k) E, with "min=I" keyword that is a sub-element links up with an element

E, for showing total participation relationship.
(I) E, with "min=O" keyword that is a sub-element links up with an element

E, for showing partial participation relationship.
(m) Three elements named Ea, E, and E, are pointed by a group named Gabc

with "m:n:n" keyword also pointed by a element named E, for showing
"m:n:n" ternary relationship.

(n) Broken line with arrow represents a "ref' keyword within a group declara­
tion.

(0) Concrete Line with arrow represents a "ref' keyword within an element
declaration.

(p) Hierarchy path shows one top element with two sub-elements.

Source Language

XSD-Builder includes source, host, and object languages. The host lan­
guage deals with an XSD-Translator (T). The object language deals with
an XSD which is denoted as S(X). The source language deals with an
XSD-Source which is composed by symbols and block-structured declara­
tions, and denoted as S(S). In the declarations, we define two parts con­
structed by component and constraint declarations assisted by symbol and
keyword tables. In the component declaration, we distinguish four types of
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declarations in which we find element, group, complex type, and simple
type. A schema of XSD-Source is transformed to a schema of XSD
through the XSD-Translator (T). Let S(S), SeX) and T denote a set of
source code of the schema (XSD-Source), a set of object code of the
schema (XSD), and a set of transformation code of the XSD-Translator re­
spectively. IfS(S) is mapped to SeX) without any loss of information by T,
then T' is a reverse transformation from SeX) to S(S). It is shown that
T(T'(S(S))) = S(S) where S(S) is a source language before transformation.
To achieve our goal, S(S) - SeX) is equivalent via transformation T, de­
noted S(S) == SeX) [12].

Component Declaration

In our methodology, the users have to declare a framework of XSD. It in­
cludes not only all elements, group elements, complex types, and simple
types, but also all attributes. In this stage, users have no need to define data
constraints. The workflow of constructing a hierarchy of XSD is in con­
straint declaration in which users can group specified components to form
data semantic. The following is syntax of component declaration:

create <el I gp I ct 1st>
<element name> has <attribute name 1 type>[, <attrib-

ute name 2 type>, .... J - -
<sub-element name 1> has <attribute name 1 type>[, <attrib-

ute name :2 type>, .... J --
[<sub-element name 2> has <attribute name 1 t ype s l [, <at-

tribute_name_2 type>, .... J; --

Constraint Declaration

There are 14 constraint declarations. Users can map constraint symbols to
corresponding constraint declarations. In this stage, users encounter on de­
signing relationships among elements. They have to deal with several
terms such as aggregation, generalization, and categorization. Using an
XSD-Source, they can construct these terms without difficulties. The gen­
eral syntax for the constraint declaration is as follow:

create <isl dg I og I ag I ca I tp I pp I c1 I cn I cm I te
I u1 I un I urn>

<element name>[ has <sub-element name 1 minOccurs maxOc-
cur-s s ," <sub-element name 2 minOccurs maxoccurs s , .... J

[<group name 1>, <group name 2>J
[<sub-element name minOccurs- maxoccurs s add <ref_name_1> ...J
[<child element name> add <ref name 1> ...J
[<keyref_name> link <ref_name>] -
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[<group name> has <sub-element name 1 minOccurs maxOccurs>
add Zref name 1> ...l --

[<sub-element_name> add <ref_name>l ;

Table 3. The constraint types by using constraint declaration

Constraint
[sa

Disjoint Generalization

Overlap Generalization

Aggregation

Categorization

Total Participation

Partial Participation

Cardinality in 1:1 and
l :n

Cardinality in m:n

Unary in 1:1 and l :n

Unary in m:n

Syntax
create <is>
<parent_element_name> has <child_element_name> add
<refname>;
create <dg>
<parent_element_name> has <child_element_name> add
<ref_name_l> <refname Z> . .. ;
create <og>
<parent_element_name> has <child_element_name> add
<reCname_1> <ref' name_2> ... ;
create <ag>
<element name> has <sub-element name minOccurs
maxOccurs>
<element name> has <sub-element name minOccurs- -
maxOccurs> add <refname T> <ref name Z>;
create <ca>
<element_name> has <group_name_l>,
<group_name_2>;
create <tp>
<clement name> has <sub-element name minOccurs- -
maxOccurs>;
create <pp>
<clement name> has <sub-element name I minOccurs- - -
maxOccurs> add <keyrefattributenameT >, <sub-
element name 2 minOccurs maxOccurs> add- -
<keyref, attribute_name_2> <keyref, name > link
<refname>;
create <c lien>
<element name> has <sub-element_name minOccurs
maxOccurs>;
create <em>
<element name> has <sub-element name minOccurs- -
maxOccurs> add <refname T> <refname Z>;
create <u l lun>
<element name> has <sub-element_name reCtype mi­
nOccurs maxOccurs>;
create <um>
<element_name> has <sub-element_name minOccurs
maxOccurs> add <ref name 1> <ref name 2>;
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XSD·Translator

Translator uses for translating from source language (i.e. XSD-Source) to
object language (i.e. XSD). The methodology ofXSD-Translator is similar
to a compiler except for object language. We focus on XSD instead of ma­
chine language. The architecture of XSD-Translator is grouped by 5 steps:
Lexing, Parsing, Recovering, Optimizing, and Generating [10, 11] (as
shown in Figure 3).

XSJ-Sllrce

XSJ- Tr<raaor '---_ _ ,-----_ ----'

Fig. 3. Architecture of XSD-Translator

Lexing

Lexing is also called lexical analysis [11]. In general, an analyzer scans
XSD-Source and lists them as XSD-Type and XSD-Attributes. The ge­
neric type is called XSD-Type and specific instances of the generic type
are named XSD-Attributes. The following is an example XSD-Source of
declaring a disjoint generalization relationship among a, A, b, c, and d
elements.
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create <dg>
<a> has <A> add <b> <c> <d>i

Parsing

Parsing is syntactic analysis [11]. We construct concrete syntax tree to
show structure, order of keywords, and XSD-Type in a sentence. This tree
is used in stages of optimizing and generating. Two parsing methods are
used for this analysis. The first is top-down parsing and the second is bot­
tom-up parsing. We apply a Left to Right (LR) parsing programming algo­
rithm which is a bottom-up execution for searching typical grammars in an
efficient way. The semantic analysis is recognized by a parser and took
place with the syntactic analysis at the same time. This process is a syntax­
directed translation. In this approach, when we execute a simple element
phrase, we parse it into "identifier" + "keyword" + "identifier + symbol"
(i.e. <element_name> has <attribute_name attribute_type». This is a bot­
tom-up parsing methodology in syntactic analysis. And also, we interpret
the grammar as ("id" -+"ky" -+"id"-+"sy") in semantic analysis.

Syntactic Analysis of Component Declaration

create <el>
<element name> has <attribute name 1 type>, <attrib-

ute name 2 type> --
<sub-element name 1> has <attribute name 1 type>, <attrib-

ute_name_2 type> i - -

In the above syntax, we see identifier, component symbols, keyword at­
tributes, separator, and terminator. Grammar of this component declaration
is that the "create" keyword attribute is defined as the core of sentence and
placed at the first position of the declaration. The "el" component symbol
is placed at the second position. After that, we can locate identifiers "ele­
ment_name", "attribute_name", and "type" followed by the component
symbol. A "has" keyword attribute may also be located if an element con­
tains attribute. Otherwise, other identifiers as "sub-element", "attrib­
ute_name", and "type" are placed and a "has" keyword may be located in
between "sub-element" and "attribute name" if sub-element contains at­
tribute.

Syntactic Analysis of Constraint Declaration

We apply the above theory for creating a constraint declaration in which
we have 14 types of constraint symbols. The following is the example syn­
tax for disjoint generalization.
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create <dg>
<parent element name> has <child element name> add <sub­

element_name~l> <sub-element~name_2>;

The above syntax of constraint declaration is very close to the syntax of
component declaration in which all elements and attributes are created.
The aim of constraint declaration is to group all elements for forming a
tree (i.e. creating relationship among elements). We find keywords, con­
straint symbol, identifiers, constant, unbounded, separator, and terminator,
The "create" keyword attribute is defined as a starter and placed at the first
position of declaration. The "dg" constraint symbol is placed at the second
position. The rest of statement is used for defining facilities while con­
structing the "dg" constraint. The "parent_element_name" identifier and
the "has" keyword attribute must be in this sequence. After that, we find a
sub-element phrase containing an "element name" identifier. In the sub­
element phrases, we find a keyword named "add" which is followed by the
"element name" identifier. At the last sub-element phrase, we find several
identifiers and a terminator,

Recovering

An automatic Error Recovering (AER) is used before a source language
(i.e. XSD-Source) is optimized by XSD-Translator. The AER prompts us­
ers with error code found incorporate with line number of source language.
A possible solution appears after the error code. Recovering works to­
gether with parsing. A set of criteria is used for proceeding error recover­
ing from source language using "must/should" statement. The "must"
statement means that AER must find in source code. The "should" state­
ment means that AER should find in source code so that this statement is
optional.

Optimizing

Optimizing analyzes organization of source language itself at intermediate
level. The process will start at each declaration individually for implement­
ing a global optimization. We search according to syntax of each declara­
tion so as to link up all elements to provide a tree view. We work for a data
semantics optimization. Each data semantic has a set of elements, sub­
elements, group elements, complex type, or simple type. We have to or­
ganize and to manage those accessories for reducing redundancy occurring
in semantic declaration. We apply self optimization on each set of compo­
nent lists. For instance, if we find duplicated elements on an element list,
then we erase others for implementing a unique name on the element list.
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,)therwise, we add as a new element on the list. We also use compound
rptimization in referring element and referring attribute located in one of
ists as element, complex type, simple type, and group.

'3enerating

Ihe generator (i.e. XSD-Translator) is not for generating a source lan­
mage into machine language. An object language generated by XSD­
Iranslator is XSD. After examining the XSD-Source through several proc­
esses as parsing, recovering, and optimizing, it reaches a final stage to be
translated into an XSD. The following is a rudimentary code segment for
generating an XSD.

Element, Group, ComplexType,
SimpleType
Sub-element, Ref-element

.. Ref-attribute, Ref-group, Attribute

Appearing in the second level of tree

Appearing in the third or higher level
of tree

Case Study for XSD from XML Tree Model

Fig. 4. XML Tree Model for the "factory" Case
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Prototype of XSD-Builder

When we click on our prototype, we can see an opening screen. In that
screen, there are several dialog-boxes such as component declaration, con­
straint declaration, error message, tree view, and XSD view. Firstly, we
must input all components using the component dialog-box. And then, we
can click on the transferring button near the component dialog-box. A tree
view relating to the input will be displayed on the tree view dialog-box as
shown in Fig. 5.

r
~~..- ---_.-..-.....a:":-....--~ .....-_... ....,. . . 1-·. .
~~ .....~_--.J

r--
I

~t.. T_

. ·~t·_---­.. ,...............-- ..... .....­--~-- -.
. ~-----.==---

Fig. 5. Component Declaration and Tree View

Secondly, after loading the constraint declarations using the constraint
dialog-box, the tree view will automatically be updated by the system.
Eventually, if we do not have error message listed on the error dialog-box,
we can generate XSD by pressing the compiling button as shown in Fig. 6.

Fig. 6. Compiling XSDfrom Source Language
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Conclusion

The main contribution of the paper is to create an XML Tree Model and an
XSD-Builder specification language for XML Model. The XML Tree
Model is initiated as a conceptual schema with data semantics preserva­
tion. User can design an XSD from an XML Tree Model by using our
XSD-Builder. The data semantics can be confirmed by comparing with an
XML document according to the data requirements. The prototype of
XSD-Builder proves our algorithm is feasible and the proposed algorithm
is effective and practical.
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Introduction

There is no doubt that modular design has many advantages, including the
most important ones: reusability and cost-effectiveness. In an e-leaming
community parlance the modules are determined as Learning Objects
(LOs) [11]. An increasing amount of learning objects have been created
and published online, several standards has been established and multiple
repositories developed for them. For example Cisco Systems, Inc., "recog­
nizes a need to move from creating and delivering large inflexible training
courses, to database-driven objects that can be reused, searched, and modi­
fied independent of their delivery media" [6]. The learning object para­
digm of education resources authoring is promoted mainly to reduce the
cost of the content development and to increase its quality. A frequently
used metaphor of Learning Objects paradigm compares them to Lego Logs
or objects in Object-Oriented program design [25]. However a metaphor is
only an abstract idea, which should be turned to something more concrete
to be usable. The problem is that many papers on LOs end up solely in
metaphors. In our opinion Lego or 00 metaphors are gross oversimplifi­
catation of the problem as there is much easier to develop Lego set or de­
sign objects in 00 program than develop truly interoperable, context-free
learning content'.

The paper discusses in detail technical challenges of developing learn­
ing content in a modular way with XML-based technologies. In particular
various approaches to XML schema design are presented. Next, authoring,
storage, and management of structured documents as well as formatting
and publishing problems are described. The concluding section contains

I Some authors strongly neglect the LO concept claiming that it is only motivated
in cost-reduction obsessions and is not equally concerned with the pedagogical
soundness of the instructions generated which results in low quality con­
tent [19].
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a short description of Istyar-a small LCMS system based on XML and
Java developed at the Gdansk University.

The Concept of Reusable Learning Objects

There are several definitions what is a Learning Object. According to
IEEE Learning Technology Standards Committee, the La is: "any entity,
digital or non-digital, that can be used or referenced during technology­
supported learning" [16]. Obviously the above definition is next to useless
for any practical use due to its vast generality. Thus in several other defini­
tions the notion of Learning Object is limited only to "any digital entity
that can be used to support learning" [25] but even those definitions of
Las lack details necessary for any practical application.

To implement Las the definitions known to us are useless as they do
not define precisely their content and structure. For example the most
popular suite of e-leaming "standards" SCORM defines Las in a rather in­
formal fashion: "The SCORM Content Model is made up of Assets, Shar­
able Content Objects (SCOs, SCO is a collection of one or more Assets)
and Content Organization. Assets are an electronic representation of me­
dia, such as text, images, sound, assessment objects or any other piece of
data that can be rendered by a Web client and presented to a leamer"[2]. In
our opinion the above definition, which describes data resources not for­
mally but rather through "experiment" [renders by a Web client' ] can be
regarded only as a curiosity.

To sum up, although it is quite unclear what exactly a La is, there is no
doubt about the merits of a Learning Object. The key features of "perfect"
Las are: interoperability', adaptability', reusability', durability", and granu­
larity'. A unit of a learning object can be a computer application (pro­
gram), a course, a module, a lesson, a part of a lesson, or a binary object.
Generally, finer level of granularity promotes reusability by allowing ex­
ploitation in multiple contexts. Of course the greater number of (smaller)
objects the more efforts are required to search/discover and assemble Las

Thereare dozens of Webclients in use.
-' The ability of two or more systems or components to exchange information and

to use the information that has beenexchanged [16].
4 The ability ofLO to match individual and/or contextual needs.
5 Denotes the degree to which a software module or other work product can be

used in morethanone computing program or software system [16].
r, Denotes LO's resistance to IT changes.
7 Denotes the size and levelof complexity of a learning resource.
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into complete courses. With extremely high granularity the burden of as­
sembling the content from very small pieces can surpass profits from in­
formation reuse [19].

Although resource content is generally undefined in various e-leaming
"standards", there are specifications defining metadata descriptions, such
as LaM specification proposed by IEEE and incorporated by SCORM
suite of specifications [2] (see also [15] for interesting critical review of
Las standardization efforts). It is envisaged that properly cataloged Las
can be easily searched and combined into modules regardless of its data
format. However the quality of Las publicly available in such repositories
as ARIADNE (http://www.ariadne-eu.org/) clearly demonstrates that the
above approach may be not feasible in practice. As granularity of
ARIADNE content is rather low and metadata description very coarse, the
re-use possibilities are very limited. It seems like a paradox that it is much
easier to find and reuse educational content via general-purpose search en­
gine, like Google than searching dedicated educational repository [22].

Developing Reusable Resources with XML

In traditional paper-based publishing environment cooperation between
an author, an editor, and a graphic designer was required to achieve high
quality output. An author was responsible for content delivery, an editor
was taking care about structural consistency while a designer was prepar­
ing the presentation layout. The introduction of word-processors and DTP
programs did not change the above process very much. Authors usually
deliver content using some sort of office applications (like MS Word),
later the content is edited and finally typeset. The fundamental obstacle is
that at different stages of publishing process the parties involved usually
use different, proprietary and incompatible document formats. Typically
authors/editors use MS Words while the final layout is done in QuarkX­
Press, Adobe FrameMaker or similar. Any feedback is next to impossible
as requires costly conversions.

To break the deadlock all involved parties should use one common
source format, which separates the content of the document from its pres­
entation layout. Such an approach allows presentation layouts for various
requirements and/or different media to be generated automatically from the
information contained in the source document. Further, it allows the con­
tent to be reused for additional purposes, not necessarily related to the
original purpose of publishing or even foreseen when setting up the pub­
lishing system.
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The eXtensible Markup Language (XML) [3] is widely regarded as
a feasible approach for single-source publishing. Key features of the XML
approach are logically-oriented, schema-driven authoring and automatic
stylesheets-driven conversion to presentation formats. As the content of
document can be precisely and in detail defined (and subsequently verified
with appropriate software) its role is similar to the editor's job. To achieve
this goal the logical structure of document should be carefully defined. It is
the structure-based editing, not XML data format per seS which creates
added value of easy reuse.

On the other hand stylesheets-driven document production substitutes
graphic designer's job. Such documents can be easily processed to produce
various presentational effects. These effects are displayed to the user or
reader using new or previously existing technologies, including, but not
limited to, HTML and PDF. Figure 1 depicts data flow in XML-based
document management system.

Autors: schema
XML rep ository: stylesheet Publishing:

• versioning, • PDF, XHTML, ...XML editor consistency, re-use

Fig. 1. Data flow in XML-based document management system

Approaches to Schema Development

There are several languages for developing XML schemas. The most
popular ones are: Document Type Definition (DTD) [3], XML Schema
(XSD) [13], and Relax NG [9]. DTD is the oldest schema language, origi­
nated from SGML. It has several drawbacks as non-XML syntax, weak
datatyping of the content of leaf elements and attributes, or lack of any
documentation facility which we consider its the most important shortcom­
ing. As semantics of elements and attributes cannot be expressed in DTD it
requires distinct sets of documentation to be developed, which is cumber­
some. The advantage of DTD is its relative simplicity and availability of
many applications, which support this standard.

XML Schema's key features include: strong typing for elements and at­
tributes, enhanced integrity constraints (i.e. links between nodes within

8 XML schema may define flat structured, visually oriented, documents (for ex­
ample XHTML). Such documents do not offer almost any possibilities for re­
use and multi-output presentation.
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a document or between documents), namespaces support (essential for ex­
tensibility), XML syntax, object-oriented design (i.e. schemas can extend
or restrict a type) and documenting facility build-in. However one should
note that almost all merits mentioned above are not particularly essential
for document authoring and are rather targeted to such domains as data­
base integration (for example Web Services, EDI, etc.). Moreover, XSD is
complex, there are a few applications supporting it, and some of them im­
plement XSD standard only partially.

The last standard seems to be the best trade-off between functionality
and complexity. The Relax NO specification is the work of the OASIS Re­
lax NO Technical Committee. OASIS, the Organization for the Advance­
ment of Structured Information Standards, is an international, not-for­
profit consortium that designs and develops industry standard specifica­
tions for interoperability based on XML. Relax NO is supported by a fast
growing number of tools and applications. Finally, it is possible to convert
between different schema languages using such application as
1. Clark's trang [7].

While it is certainly possible to create a fully customized schema for
learning materials, the costs involved in creating and maintaining the
schema, along with associated stylesheets, make this approach cost inef­
fective. As XML-based solutions depend on open standards and are sup­
ported by a huge number of free applications the strategy employed was to
reuse what is available in the public. It have appeared that there are only
a few widely used XML schemas, namely: XHTML [23], DocBook [24],
and TEl [4]9 . There are some more, like Too-to-Matic used for authoring
content at IBM developers site, but these are much less popular".

Docbook [24] is not only a schema, but a complete publishing frame­
work, i.e. schemas plus stylesheets for conversion to presentation formats,
actively developed and maintained. It is de facto standard for documenting
many Open Source projects and as such it is widely known and used.
Docbook schemas are available in DTD, XSD and Relax NO syntax. The
drawbacks of Docbook are: I) it is an extensive schema containing almost
400 elements, 2) the document structure is relatively loose (to fit various
needs) and oriented towards technical documentation manuals and similar
documents.

9 Specialized, domain-oriented vocabularies like SVG [14] for vector graphics
and MathML [5] for math formulas describe terminal nodes of XML-tree and
thus its is easy-using XML namespaces-to embed them in other languages.

10 On the other hand initiatives like The Educational Modeling Language (EML)
are targeted to describe complex pedagogical models, not to define course re­
sources structures.
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The Text Encoding Initiative (TEl) Guidelines [4] are an international
and interdisciplinary standard that facilitates libraries, museums, and pub­
lishers represent a variety of literary and linguistic texts online. It is not as
popular as DocBook, used mainly in the academia. TEI schemas are avail­
able in DTD, XSD and Relax NO syntax.

All above mentioned schemas have appeared to be unsuitable for au­
thoring of e-learning content for various reasons. Docbook and TEl are too
complicated, while XHTML completely is unsuitable as a visually oriented
application ofXML.

To avoid developing yet another XML schema a technique of using dif­
ferent schemas at different stages of editorial process" may be considered.
In this model the hub may be DocBook or TEl schema. Using common,
widely used document format (Docbook/TEI) should enhance data inter­
operability and avoid locking in specific data format. The translation of
documents from authoring schema into the reference schema may be easily
performed with XSLT stylesheets.

Challenges of XML-based Authoring

The best way of authoring XML documents is with the help of dedicated
schema-driven editors (aka XML editors)" , which have the following fea­
tures: on-the-fly document validation, context-sensitive editing, tree view,
syntax-highlighting or/and markup-hiding. There are however at least two
problems with XML editors:

I. At present most authors are accustomed with "Office" like applications
which are simply unsuitable for authoring complex-structured XML do­
cuments;

2. There are only a few full-functional XML editors, most of them are
simple applications with limited functionality.

Many XML editors limit their support to syntax highlighting and cannot
validate the document content. Many applications lack support for mixed
content, which is a crucial feature for document authoring. There are no

\I Following Maler (cf. [17]) we will call the schemacommon to a group of users
withinan interest groupas referen ce schema while those used solelyfor editing
purposes as authoring schema

12 The otherway is to produce contentwith officeapplications (like MS Office or
OpenOffice) using stylesand then converted it to XML. It is however only fea­
sible for simple documents as styles have flat structure and there is no facility
to verifyauthoring consistency.
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applications supporting such advanced functions as: visual table editing,
easy authoring of mathematical formulas (MathML support), point-and­
click interface for inserting pictures. There are problems with spell check­
ers/thesauruses etc., particularly in non-English environment.

To enhance content reuse, the documents have to be managed in
a central database-such as CVS or Subversion repository--or accessed
by Webdav protocol. XML document can be easily assembled from sepa­
rated parts using either XML entities or newer Xlnclude standard. W3C
Xlnclude [18] standard defines a simple mechanism for creating use-by­
reference links within XML documents. Both , entire external documents or
parts of them can be included. Moreover, the Xlnclude fallback element
can be used to provide some form of fallback content in case that the in­
clusion cannot be resolved. It is however unrealistic to expect authors to
specify Xinclude references with Xpoiner [12] attributes. Some sort ofuser
interface enabling simple selection via "point and click" interface is
needed. Currently however none of the available XML authoring applica­
tions provide the Xlnclude support.

The authoring with access control, versioning, and consistency enforced
with schemas has clear advantages over the collaboration of users based on
standard word processors.

Formatting with XSLT

Traditionally a document is regarded as a self-contained unit of informa­
tion, intended solely for human interpretation. With XML it is no longer
true, and often some extensive processing is needed before formatting con­
tent. The problem is addressed with several W3C's recommendations,
namely XPath 13, XSLTI\ and XSL-FOls. There are numerous high-quality
implementations of XPath and XSLT languages both at a server as well as
a browser side (including MSIE and MozillalFirefox browsers). Moreover,
it is expected that support for XML-encoded information will become
ubiquitous and several standards will be added to next-generation web
browsers".

13 A language for addressing parts of an XML document tree.
14 A language for transforming XML documents into other XML documents,

HTML, or text.
15 Defines an XML vocabulary for specifying formatting semantics.
16 Like SVG for vector graphics, MathML for math formulas and (perhaps) XML­

FO for high quality graphical layout.
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XSLT is commonly regarded as a perfect solution for transforming
XML into HTML. However, production-quality paginated output from the
XML content is a much harder problem, which is addressed by the XSL­
FO (or shortly FO) W3C's specification. A FO document describes the de­
tails of the presentation, such as page size, margins, fonts, colors, etc. us­
ing XML syntax. To obtain a hard-copy output some FO-aware application
is needed. Today the most common application ofFO is to produce Adobe
PDF documents from the source XML files. However, there are only a few
FO implementations available, including Open Source fop processor from
Apache Project. Implementation of FO specification by fop is incomplete,
with substantial parts unsupported; for example there are some problems
with rendering tables, widows/orphans control or positioning of floating
elements such as figures. The typographical quality of PDF documents
produced with fop processor is rather poor.

Using DocBook schema as a hub format ready-available DocBook XSL
stylesheets (http://sourceforge.netlprojects/docbookl) can be used to trans­
late XML document to XHTML or FO [21]. Such an approach can greatly
reduce development costs and improve quality. As they are written in
a modular fashion they can be easily customized and localized. To publish
XHTML from XML documents an XSLT engine is needed. With just
a few customizations, the translation from XML to XHTML presents no
problems. For hard copy output two step process is used. First, the XSLT
engine produces formatting objects, which later must be processed with
a formatting object processor for PDF output.

Managing Content with Istyar

The framework of e-learning content publishing at Gdansk University is
based on traditional publishing workflow [20]. Potential projects are firstly
reviewed and only those accepted are published (with IBM Lotus LMS).
The content delivered by authors is converted and processed by profes­
sional editors and designers. As it is expected the authors will deliver their
content in "office" applications without strict requirements concerning its
format. It causes great amount of editorial costs. Thus, due to financial re­
strictions only limited number of projects can be published. Moreover, the
reuse of the content is difficult as author's documents and finally published
content are "incompatible".

Certainly, the infrastructure is designed for high-quality projects­
similar to traditional textbooks-but not for smaller ones, like tutorials, de-
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liverables, students projects, etc. These documents are very often built col­
laboratively, by various authors and have to be updated pretty frequently",

The common practice is to develop a content with the help of office ap­
plications and publish them in a native format or converted to HTML or
PDF. While simple, such an approach impedes interoperability: the content
is developed virtually for the personal usage of the limited number of us­
ers. Valuable resources are often not reused for nobody knows about their
existence or publication format does not allow any modifications.

To support authoring and publishing content within the scenario de­
scribed above Istyar (cf. http://www.istyar.org), a small LCMS based on
the ideas and technologies described in the previous sections was devel­
oped. The main design assumption is to use XML standards in order to
separate content form presentation, facilitate collaborative authoring, stor­
age, search/discovery and reuse of simple learning content.

Istyar was inspired by Toot-o-matic framework (ie. schema, stylesheets
and software for processing automation) developed at IBM for authoring
IT-related tutorials (cf. http://www-130.ibm.com/developerworks/). Toot­
o-matic is simple yet powerful and clearly demonstrates the advantages of
using open standards. The process of building learning content in Istyar
was completely redesigned. In particular, Toot-o-matic schema lacks im­
portant elements (like authors name and publishing date for example) and
formatting stylesheets are only suitable for publishing at IBM site. The
figure 2 shows the phases of transformation from schema oriented XML
documents to presentation formats such as HTMLs and PDFs.

The technology used to transform learning content is based on various
packages from Jakarta project, namely: ant for process automation, batik
for conversion of various graphics formats, fop for converting FO files to
PDF and Xalan/Xerces for transforming XML files via XSLT stylesheets.

The findings of Istyar project are twofold. The positive aspects relate to
the separation of the content and the presentation. The system can be ex­
tended to some new forms of presentation, for example Braille's docu­
ments, without changing any elements in the XML learning content base.
On the other hand, the project shows the limitations of some of the tools
used. The authoring/transformation of complex content-like tables and
math formulas-is difficult and cumbersome. This leads to the conclusion
that developing an "advanced" content such as assessment objects, graph­
ics or multimedia in a reusable way should be carefully evaluated.

17 Particularly, those concerned with IT are subjectto frequent updates due to new
version of software installed in computer labs,new hardware available etc.
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Fig. 2. Transformation process in Istyar project

Summary

The paper presents the concept of electronic archive of learning content
based on XML and related standards. It is argued that structured docu­
ments are the best format for storing/retrieving documents as they are not
tied to any presentation medium. They also enable efficient workflow and
retrieval of documents. XSLT stylesheets enables efficient formatting on
different presentation media. In our paper the outline of a complete XML­
based system for electronic documents publishing and storing is described
as well as the successes and challenges encountered in implementing it.
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lntrcductlorr

Current researches on the World Wide Web and the Grid, as well as Web
Services, have come to a consensus issue. That is, how to extract and rep­
resent semantics for the web information and the Grid recourses. As
known to us, the World Wide Web provides an infrastructure for informa­
tion exchange and interoperation and the Grid provides an infrastructure
for resource sharing and cooperation. The interoperability and collabora­
tion requires common understanding of information about resources and
the understanding requires canonical and well-formed semantic descrip­
tion. The semantic description is used both for human and machine to un­
derstand each other.

It is known to us, in the grid computing environment, there are many re­
sources, such as university or governmental departments, and courses or
software components as well, which we call nodes in the context of the
virtual organizations. A virtual organization can be seen as "a temporary
alliance of contracted individuals or companies linked together by infor­
mation and communication technologies, which assembles for the purpose
of a specific business task" (ICENI). These nodes are connected to each
other, exchanging information, sharing their resources, and collaborating
on certain tasks. Usually, for a given purpose or task, a collection of nodes
can be temporarily and dynamically organized together to form a virtual
organization, while each node in the virtual organization plays different
roles and performs different activities and these nodes are coordinate and
cooperate so that the different roles and activities are integrated to achieve
the assigned goal.

J The work is partially supported by the ChinaGrid project and the 973 project
(2004CB318204).
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Because these nodes in the grid are usually heterogeneous, autonomous,
have different structures, and possess different characteristics and ontolo­
gies, it is indispensable for the nodes to experience a painful process of
communications and mutual understanding before reaching a consensus
and forming an organization (virtual and dynamic). During this process,
commonalities and distinctions in information and organizational structure,
domain problems, community terminologies, and business strategies and
domain ontologies are analyzed, described, and represented.

Key Issues in Modeling for Virtual Organization

In the investigation of the concept "virtual organization", we find our­
selves facing three great difficulties in the description, structuring, and in­
tegration of the nodes to produce a virtual organization (Song 2003). The
first one is how to capture and understand each single node in terms of its
structure, functionality, resource distribution and assignment, etc. The sec­
ond one is how to build up a semantic description framework suitable for
the understanding, description, representation, and validation of the nodes
as well as their integration. The third one is how to coordinate and inte­
grate all the nodes (their structures, semantics, functionalities, processes,
etc.) in the organization and to produce a global virtual organization with
all the requirements met and all the features maintained.

Corresponding to the three difficulties, there are three aspects of issues
concerning a virtual organization: the enterprise issue, semantic issue, and
integration issue. The enterprise issue concerns the motivations or objec­
tives of a virtual organization. An enterprise model can support to describe
the characteristics of a virtual organization in terms of its objectives. The
enterprise model indicates how different components work together. This
part of the description framework attempts to state the strategic activities
among the organization.

The semantic issue mainly concerns the concepts to be defined. The
concepts and related ideas are defined in a way that all the partners in the
organization can understand and agree with them. This requires first of all
a semantic perception of all the terms and concepts used in the organiza­
tion, including actors, roles, processes, ontologies, etc.

The definition of these terms and their interrelations provide the domain
knowledge for the organization. The information sharing and exchange is
extremely important for the organization. Good semantic capturing and
representation for the concepts and components in the organization paves a
way toward a good integration.
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Regarding the integration issue, the properties of two nodes in a virtual
organization are compared with each other to determine a set of interde­
pendencies between them. The interdependencies can be logic ones if the
fulfillment of node A is a condition for the fulfillment of node B. The in­
terdependencies can be structural ones where each node plays a particular
role in the virtual organization and all these roles make up the virtual or­
ganization. The interdependencies can be semantic ones where one node
semantically implies other nodes.

Realcourse: an Application Case

University Course Online (in short, realcourse), composed of20 servers, is
a Course service supported by a collection of physical servers distributed
on CERNET all over China (Zhang and Li 2004). Besides the servers that
share the single URL (http://realcourse.grids.cn), there are more than 2000
hours of quality course services available. These services are from differ­
ent universities, uploaded to different servers with a permanent backup
copy created in a server other than the original one, and flow from one
server to another. If one server is down, its duty is automatically taken up
by some other server.

In this circumstance, each server provides a number of resources for a
course (usually all the resources required for a course are in one server).
However, with the fast growing capacity of resources and variation of
courses, it will be difficult and unreasonable for one server to contain all
the required resources for a "single" course.

We propose the metadata model to provide semantic description for re­
sources and courses. Other than the elements, similar to the Dublin Core
elements, the metadata model also provides pre-condition and post­
condition for resources so that it is possible to integrate a number of re­
sources to form a "virtual" course. The description for a course is more
complicated. For example, a course may consist of a lot of resources,
which include a few training materials such as video clips and sound clips,
a dozen of presentations (in PPT or PDF form), many research papers, ar­
ticles, standards specifications documents, and other textual materials,
some tools with the user manuals and reference books. Therefore we use
the enterprise model for the description of courses and requirements.

In order to describe and manage all these resources (physically distrib­
uted) and make them well organized and available on demand (on re­
quirements), we propose the method of "virtual organization" (in this cir­
cumstance, a virtual course) for the purpose. The proposed concept
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ittempts to contain semantic description for resources and enterprise
malysis for course search, matching, and integration.

')verview

[he paper is organized as follows. In the next section we discuss some ba­
.ic concepts for virtual organization and virtual course, where we focus on
he concept of resources. Then we propose a semantic description frame­
vork for description of physical and logical resources in section 3. The
iramework contains an ontology model, a metadata model and an enter­
.irise model. Using the enterprise modeling facility to support search and
-natch in the virtual course is a key issue addressed in this paper, in par­
.icular, for the users' requirements and goals. In section 4, we discuss how
'0 construct goals and other factors for object search and match. We pro­
'lose the design architecture for building up a virtual course in section 5
md finally in section 6 we conclude the paper by discussing our next re­
.earch work.

Basic Concepts

n this section, we attempt to informally define some basic concepts. Gen­
irally speaking, a "virtual organization" is a temporary grouping of physi­
.ally distributed resources, semantically linked together in a certain infor­
nation infrastructure, which serves the purpose of a specific task. The
main concept to be discussed is "resource".

We distinguish two kinds of resources, i.e., physical resources and logi­
.al resources. A physical resource is an object physically existing in a
:erver, for example, CPU time. A typical property of such physical re­
-ources is its status, i.e., whether it is connected or disconnected to the
-ntemet. Usually a physical resource has, as its attributes, a name, an iden-
.ifier, a visit address, a size, etc.

A logical resource usually represents a set of distributed physical re­
-ources. A logical resource has, as its attributes, a name, an address, a 10­
.ation, a type, and other metadata such as subject. A logical resource usu­
illy has relationships with other logic resources, for example, having the
.ame subject or being similar.

A virtual organization is a set of interrelated resources likely from dif­
erent servers. A virtual organization is usually involved in a number of
ogic structures. On the server side, each server provides a set of physical
esources forming a logical structure. For example, the virtual course "Pro-
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tege" takes a demo system from Stanford, a series of tutorials from Man­
chester, and so on.

The logic structure for the set of resources on the server is described by
the semantic modeling methodology, consisting of metadata model, ontol­
ogy model, and enterprise model.

Semantic Modeling for Virtual Organization

There are many resources available on the web but most of them are less
described and structured. Web resources such as electronic documents, im­
ages, movies, sounds, and their interrelations and links, all are quite com­
plicated. As the web information is explosively growing, this complexity
must be effectively managed. Semantic modeling is an effective means to
manage complexity in information construction.

Semantic models help us to understand the web resources by simplify­
ing some of details (Conallen 1999). Semantic modeling also helps us to
represent main features and main structures of the web resources and their
management and exchange. Modeling has two benefits in support of web
resource management. One is to understand and represent application do­
mains and map them to information systems. The other is to abstract the
existing web information for re-organization.

Physical Resources

As we previously described, each server provides a set of physical re­
sources and a virtual organization consists of resources from many servers.
For a given virtual organization, there are a collection of servers to support
the virtual organization to operate, which are denoted to be S = {SI, S2, ... ,

sm}. Each server contains a collection of resources, denoted to be R = {RI,
R2, ... , Rm}, where R, = {r., r2, ... , r.}, rj is a single resource and R, is the
set of resources in the server s.,

We define a resource to be a quadruple: rj = {id, name, type, ps}, where
id is the internal representation of the resource, name is the name of the
resource, type is the type of the resource, and ps is the physical structure
of the resource.

The type element indicates the type of a resource. The types contain
multimedia type, textual type, and executable file type. A multimedia type
can be mpg, rm, etc. A textual type can be doc, ppt, etc. The physical
structure, ps, is used to organize the resources in a server. For each re­
source, there is a path from the server root to the folder which directly con-
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•ains the resource. In this path, a non-leave node represents a folder (repre­
.ented by its name). The root node is the server (i.e. server name) and the
.eave node is the resource.

Maintaining these paths (forming a hierarchy for all the resources) aims
It acquiring the original and natural information of how the users organize
heir resources. This organization embodies the users' understanding of the
.tructure of the resources in the servers.

Semantic Model

[he semantic model provides a semantic description for a resource. The
.emantic description includes the attributes of the resource, the relation­
ihips of the resource with other resources, some special structure of the re­
-ource, and so on. As we know, the major purpose for a virtual organiza­
ion is to find a suitable set of interrelated resources to fulfill the
equirements for a given task. Therefore the semantic modeling should tar­
~et at resource description, resource integration, and requirement descrip­
ion. The semantic description for resources includes a metadata model and
m ontology model. The semantic description for requirements or the users
[ueries is an enterprise modeling. The constructs of these models are based
m the basic concepts defined in the basic semantic model.

The basic semantic model contains three constructs: object type, rela­
ionship type, and attribute type. An object of the Object type represents
my static or dynamic resource, or a grouping of the resources. It can be
.implyviewed as a logic resource. A relationship of the Relationship type
.epresents any connection between objects. An attribute of the Attribute
ype represents any descriptive characteristics for an object.

The ontology model is a special structure for a set of objects, where
mly a special relationship between the objects is maintained, for example,
:~eneralization (is-a). From the point of view of concepts, an ontology
nodel is a tree, where all the nodes are concepts. There is one special
;rode, called the root, which is the most generalization concept in the tree.
\. parent concept of a number of concepts is the generalization of their
.ihildren concepts.

The purpose of defining the ontology model is to provide a referencing
..onceptual framework for the virtual organization, which we use to reason
ibout, e.g., whether two resources (teacher A and lecturer B) belong to the
.ame concept. In the reality, we can obtain this kind of ontology from the
.tandards or conventions. For example, an ordinary library subject cate­
~ory (LSC) is this kind of ontology model for learning domain
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The metadata model is a set of standardized metadata descriptions for
an object. Each metadata represents an object attribute in the metadata
model. In the application domain, the metadata model contains these at­
tributes: object name (also representing its concept), subjects (associating
with its ontology model), keywords, physical structure (a logic mapping of
its resource physical structure), and pre-conditions and post-conditions. All
the attributes for physical resource description are naturally included in the
metadata model.

Among others, the pre-conditions and post-condition attributes of an ob­
ject are two sets of special attributes, which are used for finding suitable
objects as the context of this object. The statements of pre-conditions and
post-conditions are used in enterprise analysis. In this application, we pro­
pose the association graph, a directed graph, to describe the relations be­
tween objects. Due to the paper size, we will not discuss this in detail.

Enterprise Modeling and User Requirements

The process to form a virtual organization is a complex one. Other than
building up the structures for resources on the distributed servers using the
semantic model, it is crucial to capture and formulate the end users re­
quirements, as that is the ultimate goal of the virtual organization.

The user requirements come from two aspects: a set of general require­
ments that we collect from the end users and a set of specific queries. To
analyze the users' requirements the enterprise modeling and analysis is a
very effective method. An enterprise model contains as its constructs goal
type, process type, actor type, and concept type (Bubenko and Kirikova
98). The goal type indicates the "why" that the users want the objects or
course. The process type indicates that the "how" the users would con­
sider it can be performed. Some of the process type issues have already
been discussed above in the dynamic aspects. The actor type indicates the
"who" that will perform the processes. The concept type provides the
definitions of objects. Most of the concerns about the concepts are mainly
dealt with in the semantic modeling.

Enterprise Analysis for Search

Search for required objects is important in the virtual organization system.
Although many search methods have been proposed, little attention is paid
to a synthetic representation of information from the end users (or actors),
such as preferences. Furthermore, if we view the users' requirements as a



850 William Song and Xiaoming Li

set of goals, the process of search is that of goal matching. In the following
we explain the goal driven search for a virtual organization system.

Object search is not a blind search when we search for a certain object
for a course. Usually when proposing a virtual course, the users have al­
ready some expectations in mind. Some expectations are quite clear but
others may be vague. No matter how unclear, incomplete, and ambiguous
these expectations are, they are considered search goals. In addition, we
can collect the users' preferences and profiles for search. In the following
we discuss what the forms of goals driven search are, how preferences and
profiles are represented, and what search paths are used.

Search Structure

As discussed previously, the first important element in a search goal is
goal. This element is expressed explicitly by the user. The element can be
a statement or one word for the subject to search. Since we allow search
goals to be vague, so a goal statement can be in the form of one word or a
set of words, about subjects or topics. The second element assigned is car­
rier (for example, the server or the folder to the user's knowledge that
holds the object) of the objects. We allow "null" as default value for the
element. The third and fourth elements are users' preferences and pro­
files. The preferences and profiles are mainly used for tuning the goal
matching process.

Therefore, a search goal structure is: <[Goal-statement], [Carrier], [Pref­
erence], [Profile]> where a) goal-statement is a list of subjects or a state­
ment of search goal; b) carrier is the server of the object; c) preference is a
Iist of statements that the user specifies; and d) profile is a set of related in­
formation about the user.

For example, a university student wants to find some courses on Java.
He or she may be aware of its carrier being server A and the course is for
the beginners. Then the goal he or she will write is: <[Programming, Java],
[Server A], [beginner], [university student]>.

Another example is a search goal for a marketing department manager.
She hopes to know what the trend for electronic commerce on the market
is. This goal needs some analysis first before fitting in the search goal
structure. The goal needs to be decomposed into a number of sub-goals,
e.g. electronic commerce, products, market, economic situation, etc. Here
two goals are defined as follows: <[electronic commerce, products], [any],
[trend], [marketing department, manager]>, and <[marketing, electronic
commerce], [e-Business], [positive], [--]>.
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More important is a formal construction for goal descriptions because
goals will find their places when a set of exact descriptions for various
goals are well specified (Song 1997).

Search Goal Matching

The search goal match deals with the users' goal structure, e.g., what she or
he would like. The goal match process contains comparing the user's re­
quirements with the description items (metadata) of the objects stored and
maintained in the repository (remember that the Web is a huge repository
for the Grid resources). Once a goal match is found, either the matched ob­
ject is presented to the user, or a further match is expected if there are a
number of decomposed goals. Under this circumstance, we call search goal
match contains search paths.

Fig. 1. Goal match and search paths. A SDM schema is a semantic description ofa
physical server or logic structure of the requirements for a virtual course

Search paths mean that a collection of goal driven requirements, prefer­
ences and profiles, is associated to different aspects in the semantic model
schemas for an application domain, see Fig.l. In the figure, the cubic,
multi-layered box at the center is a semantic description of the virtual or­
ganization objects on an application domain. Each layer is a semantic de­
scription model (SDM) schema with a hierarchical description of objects
on e.g. a subject or a user preference. Here we show three layers, called re­
spectively SDM Schema-I, SDM Schema-2, and SDM Schema-3. The ob­
jects in different layer schemas are connected as e.g. neighbor relationship,
displayed by the curved arrowed lines. To the left of the figure, a flat box
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represents a search goal structure, where search goal statements, carriers,
the user preferences, and profiles are included in the numbered smaller
boxes. Search paths are these dotted arrow lines from the search goal box
to the SDM Schemas. This accomplishes the whole process of search goal
matching.

The search process is an integration process since different search ele­
ments in a search goal structure are directed toward different SDM sche­
mas first. After the goal matches, these search paths are synthesized to
form a meaningful search result. For example, consider this goal, <[mar­
keting, electronic commerce], [e-Business], [general], [manager]>. The
goal statement contains two sub-goals, marketing and electronic com­
merce. These sub-goals are analyzed in the SDM Schema-2 and then the
results will be further compared with the other results from the SDM sche­
mas, Schema-l and Schema-3.

Design Architecture for Virtual Organization

A virtual organization system concerns three kinds of places: servers, cli­
ents, and ontology suppliers, see Fig. 2. First, at the server side, all re­
sources are physically maintained. We need to use the semantic modeling
facilities to supply semantics to modify the resources and build semantic
properties to the resources and semantic relationships among the resources
as well. Hence we obtain a logic representation and semantic representa­
tion for the resource set. Since there are many such servers containing lots
of resources available, this semantic modeling process is indispensable to
automatic or semi-automatic discover what resources from which server
are semantically meeting our demands.

Second, at the client side, we analyze the real users' requirements and
transform the requirements into a formal representation. To establish a vir­
tual organization, the users provide their serious considerations and de­
mands. The proposed system also provides an interactive mechanism, so
that at run time, the users can still supply their queries based on the current
results from the virtual organization.

Third, the ontology knowledge and metadata knowledge are from the
application domain experts. For example, a librarian possesses much rich
knowledge on how a library subject category is structured and meant. So it
is more professional and authoritative to connect to these places for gain­
ing the ontology and metadata standards. Both the resource providers (the
{lodes in a grid) and the virtual organization users require these knowledge
repositories for their modeling processes.
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Based on the analysis of the user's requirements (objectives and de­
mands), a formal structure for search is generated and the user's personal
agent will broadcast the search information to the Web/Grid. The results
searched will be collected and sent to the client side for matching.

Finally we briefly discuss the architecture for the virtual course integra­
tion. The core of the architecture consists of a semantic dictionary that
maintains the properties (formal definitions) of the nodes in the virtual or­
ganization, a set of integration rules that put together the nodes, and a set
of functions that the virtual organization is going to perform (Song 2004).

Resource Repository
at Server

Semantic Modelling
require metodata and ontology

modelling knowledge
Logic Structure

Semantic Structure

searching Editor/Reasoner
soliciting

I
matching Ontology Structure

Metadata Structure

Integrator

Query Structure
require metadata and ontology

Enterprise Modelling modelling knowledge
User Requirements

and Queries

Fig. 2. Design architecture of virtual organization for Rea/course

This set of functions is a means to measure how the virtual organization
works as well as its performance. For each set of functions, the semantic
dictionary and the integration rules will dynamically produce a set of
nodes to form a virtual organization.

In addition, a language processor is designed for the XML documents,
RDF/S documents, and ontology structures. An inference engine will per­
form the reasoning tasks for comparison, match, and integration of nodes.
A node database is used to manage all the data about the nodes in the grid.
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Conclusion

"Virtual organization" has become an important issue in many application
areas, such as semantic grid computing, semantic web, e-Learning, e­
Government, and e-Business. It is a key step to best make use of the re­
sources distributed over the web and grid environment, i.e., to find the
most suitable resources, to best meet the users' requirements, to efficiently
integrate the resources to form the virtual organization on demand. The
first step toward the objective is to develop a resource based semantic de­
scription model.

In this paper, we used Realcourse as a virtual course, to realize some
important aspects of a virtual organization, including semantic extraction
and modeling from resources, user requirements description and modeling,
the requirements search and match.

Our next step is to formalize the semantic description model for virtual
organization components. Then based on the model, we will realize, on top
of Realcourse, a resource representation structure and a user query forma­
tion, and hence make the high-level goal search available over the web.
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Introduction

A number of approaches have been suggested to solve the chicken-and-egg
problem that the Semantic Web faces; one of the most prominent among
them being the automatic generation of formal data from text and other
sources through the use of various Information Extraction (IE) techniques.
In this paper, however, we will not take that approach, but instead follow
the suggestion to build applications that would produce formal, Semantic
Web (SW)-conformant data as a by-product of processes that users might
already be performing on a regular basis [6].

A typical user will often have a vast amount of data available on their
desktop', such as entries in an electronic address book, bibliographic
metadata in formats like BibTeX, or MP3 metadata. This data might either
have been entered manually by the users themselves, or collected exter­
nally (e.g. through sources like Bibster [5] or Gracenote's CDDB2). Such
data is already formal data, and can in principle be transformed into a SW
format like the Resource Description Framework (RDF). However, while
this transformation is theoretically a simple enough process, in the absence
of easy-to-use tools it is time consuming and tiresome for an ordinary user
to perform. This leads to the situation that there is usually little to no moti­
vation to actually produce and publish SW data. The data remains locked
within the user's computer.

At the same time, the recent phenomenon of weblogging (or "blogging")
[14] has made it possible for ordinary users to publish on the Web, and
thus become content producers instead of content consumers. A number of
blogging platforms such as Blogger' or Movable Type' allow users to pub-

I We use the term desktop as a metaphor for the entire working environment
within a computer.

2 CDDB: www.gracenote.com/music/
3 Blogger: www.blogger.com
4 Movable Type: www.sixapart.com/movabletype/
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lish almost any kind of data (mostly text and pictures). Blog authors man­
age their own content in their own blog, structure it through time in the
form of discrete blog entries and are able to categorise these entries. It is
alsopossible to comment on other people's entries or refer to them through
links (trackbacks', pingbacks-). Most blogs provide a so-called newsfeed,
which acts as a syndicated table of contents. These feeds are usually pub­
lished alongside the blog at a separate URL and can contain various kinds
of metadata for each entry (e.g. a title, short description, date, author, link,
etc.). Feeds are used by blog or news readers and aggregators to allow sub­
scription to and aggregation of different blogs. Various kinds of dialects
for newsfeeds are currently in use, the most prominent being the RSS fam­
ily of feed languages. Of these, versions 0.9x and 2.0 are implemented in
XML, while the 1.0 strand (RDF Site Summary (RSS 1.0) [1]) uses RDP.

Semantic Blogging

We believe that it will be possible to utilise the blogging phenomenon to
unlock the data on a user's desktop and make it easy to publish it on the
SW. The result would be what we call "semantic blogging" - blogs en­
riched with semantic, machine-understandable metadata. Whenever a user
publishes an entry that relates to or discusses some entity that has a formal
representation on his desktop, they could add an RDF version of this repre­
sentation to the blog entry. For example, an entry mentioning one or more
persons might be enriched with RDF versions of the respective address
book entries, and entries about papers or other documents would then con­
tain an RDF version of the corresponding BibTeX metadata. In this way,
semantic metadata can be made available with little or no overhead. We
can also assume that the user has a strong motivation for publishing a blog
to begin with, so that as a result of these factors, the problem of motivation
for creating SW data would disappear.

Semantic blogging has two main advantages: (i) the addition of seman­
tic metadata would make content published in a user's blog easier to find
and browse through, and (ii) this would help to solve the chicken-and-egg
problem ofthe SW.

Building a semantic blog in the way described above would require soft­
ware that integrates tightly with the user's desktop environment. In this pa-

.I Trackbacks: www.movabletype.org/trackbackl
6 Pingbacks: www.hixie.ch/specs/pingbacklpingbackl
7 The situation in the RSS world is a little complicated. Please refer to [10] for a

more in-depth explanation of the various versions and strands.
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per we describe the semiBlogsystem. semiBlog is similar to other software
like Marslidir in that it allows a user to write blog entries, structure them
through time, and add pictures to them - in short, to produce their own
blog. However, semiBlog goes beyond the capabilities of existing software
in that it allows the user to easily tap the data that exists on their computer,
transform it into SW-conformant data and add it to the blog, thus produc­
ing a semantic blog.

Outline of the Paper

The remainder of this paper is structured as follows. We will begin by pre­
senting some other recent approaches to semantic blogging. After this, we
will discuss a number of possibilities as to how and where semantic meta­
data can actually be represented in a blog. This discussion is followed by
an overview of the semiBlog prototype itself. We will describe a short ex­
ample session of the editor, present in detail the architecture of semiBlog,
and close with some thoughts concerning future work.

Other Approaches to Semantic Slogging

The concept of Semantic Blogging is not our invention; a number of recent
papers have investigated the topic from different angles. [7] discusses a
semantic blogging prototype built on top of the SW browser Haystack
[12]. They interpret blog entries mainly as annotations of other blog entries
and web resources in general, and devise a platform to realise this in terms
of the SW. We extend the scope of this interpretation and include the pos­
sibility of annotating resources that originally do not exist on the Web, but
only on a user's desktop. The paper also underlines the inherent semantic
structure ofblogs and their entries as such, and presents a way offormalis­
ing these semantics in a SW fashion. This point is also made (on a more
general level, encompassing various kinds of web based information ex­
change such as e-mail, bulletin boards, etc.) by [2] and [11]. [4] puts a
strong emphasis on the use of semantic technologies to enhance the possi­
bilities of blog consumption, by allowing viewing, navigation and query­
ing with respect to semantics. The paper describes a prototype for both
creation and browsing of semantic blogs, which was developed as part of
the SWAD-E project", While the prototype only deals with bibliographic

8 MarsEdit: http://ranchero.com/marsedit/
9 SWAD-E: www.w3.org/2001lsw/Europe/
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metadata as annotations to blog entries, the authors point out that the same
technologies can be used for any kind of metadata. [8] describes a platform
called Semblog, which uses the Friend of a Friend (FOAF) ontology [3] as
an integral part. FOAF descriptions of blog authors are linked to their
blogs. In this way, the blog as a whole is annotated with metadata about its
author. On a more fine-grained level individual blog entries are classified
by linking them to personalised ontology. To implement their platform, the
authors provide both a Perl CGI-based tool called RNA and a standalone
Windows-based tool called Glucose.

Where to Put the Semantics

When trying to answer the general question of how to actually add seman­
tic metadata to blogs and thus tum them into semantic blogs, two problems
have to be addressed: (i) the choice of format to express the semantics and
(ii) the physical location for placing the metadata. From a SW perspective,
the answer to the first problem is straightforward: since the fundamental
data model and language for the SW is RDF, semantic metadata for blogs
should use this format. However, we also generally believe that the graph
structure of RDF makes it an excellent choice for expressing semantic rela­
tions and metadata, as opposed to the tree structure of simpler formats like
XML. As to the second problem, there are two basic options, defined by
the two publication channels which blogs usually use: the HTML rendered
version and the syndicated feed. The HTML rendering is the main channel,
which can be viewed by readers in a web browser. The newsfeed usually
has the function of augmenting the HTML, and mostly acts as a summary
or table of contents. As we have already mentioned, these feeds contain
metadata about the blog and its entries and are implemented in either XML
orRDF.

The first option for placing the metadata would then be to bind it to the
HTML pages. Several approaches for achieving this have been discussed;
a good overview is given by Palmer [9]. However, Palmer also mentions
that many approaches seem to suffer from inherent disadvantages: embed­
ding the RDF might either lead to invalid HTML or require long and com­
plex DTDs. Also, the problem of conflicting fragment identifiers arises.
Another approach for binding to HTML is to link to external RDF re­
sources, by using the <link> tag (in the head of the document) or the
<a> tag (in the body of the document). However, the first possibility will
restrict the author to only have metadata relating to the whole HTML
document, while the second might lead to confusing hyperlinks in the
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browser rendering of the document. A number of other approaches are
mentioned, but they all require significant implementation efforts in the
form of specialised parsers, etc.

<rdf:RDF
<!-- ... metadata about the blog in general, etc. --»
<rss:item rdf:about=

Ihttp://www.example.org/blog#YARSMeeting">
<rss:title>YARS and Space Travel</rss:title>
<rss:link>http://www.example.org/blog#YARSMeeting
</rss:link>
<rss:description>

Today I had a meeting with Andreas. We went over his
paper and talked about possibilities of using his
YARS RDF store for a manned mission to Alpha Centauri

</rss:description>
<dc:date>200S-04-06</dc:date>
<dc:subject>

<foaf:Person rdf:ID=landreas">
<foaf:homepage

rdf:resource="http://sw.deri.org/-aharth/"/>
<foaf:surname>Harth</foaf:surname>
<foaf:firstName>Andreas</foaf:firstName>
<!-- ... more properties ... -->
<rdf:value>Andreas Harth</rdf:value>

</foaf:Person>
</dc:subject>
<dc:subject>

<bibtex:InProceedings>
<bibtex:title>Yet Another RDF Store: Perfect Index

Structures for Storing Semantic Web Data With
Contexts

</bibtex: title>
<bibtex:author rdf:resource="#andreas"/>
<!-- ... more properties ... -->
<rdf:value>YARS Paper</rdf:value>

</bibtex:InProceedings>
</dc:subject>

</rss:item>
<!-- ... more entries ... -->

</rdf:RDF>

Fig. 1. Example of an RSS 1.0 feed, enriched with additional metadata

Another option - and in fact the option chosen by all approaches to­
wards semantic blogging listed in the section on other approaches - is to
place the semantics into the news feed. Using this option, the most natural
choice of feed dialect is RSS 1.0. As one of the various RSS dialects, its
most obvious purpose is to act as a simple table of contents for the blog.
However, since it is based on RDF, it can easily be extended to accommo­
date arbitrary additional RDF metadata. As noted by [7] one problem of
embedding metadata in newsfeeds is that they often only contain the n
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most recent entries. The authors of this paper also note that the solution to
this problem can be archives of newsfeeds. Despite possible problems, we
chose to adopt this approach, mainly because it does not have any of the
inherent problems of binding to HTML and will be compatible with ordi­
nary RDF crawlers without any modification.

Figure 1 shows an example of an RSS 1.0 feed with additional metadata,
using the RDF/XML syntax". The e r s s : item> tag indicates an instance
of the item class and represents an individual blog entry; all enclosed
elements represent properties of this entry. Properties in the rss name­
space are defined in the core RSS 1.0 specification, while the dc name­
space is reserved for the Dublin Corell extension module's. The foaf and
bibtex namespaces are not part of the specification at all and represent
examples of arbitrary additional metadata added to the RSS feed.

Due to the nature of RDF there are various possibilities to associate ar­
bitrary metadata with a blog entry in RSS 1.0 , e.g. [4] defines a con­
tains property, and [8] adopt the foaf : topic property for the same
purpose. However, we chose to use the dc: subj ect property already
included in the Dublin Core module. While the only valid values currently
defined for this property are flat string literals, the specification also sug­
gests the possibility of using richer semantics, by allowing complex re­
sources instead of strings. We follow this suggestion, as illustrated in Fig.
1. In this example, the user has written a blog entry about a meeting he had
with his colleague Andreas, concerning a paper written by him. Since the
entry is therefore relating to Andreas and his paper (amongst other things),
complex metadata about these two entities has been added to the blog's
RSS feed. More specifically, it has been added as the entry's
dc: subj ect. A "dumbed down" representation of the resources is also
provided, using the rdf :value property.

semiBlog Application

The main focus in the creation of semiBlog was to make the authoring of a
semantic blog as easy as possible. In particular, we wanted to allow the
user to easily add semantic metadata to the blog about entities that already
exist on their desktop. This led to the early design decision to make
semiBlog a desktop-based application, rather than web-based. Access to

10 RDF/XML: www.w3.orgiTR/rdf-syntax-grammar/
II Dublin Core: http://dublincore.org
12 For details on RSS 1.0 and modules, see

http://web.resource.orglrss/l.O/modules/
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other desktop applications and their data (e.g. through their public APIs),
control of the clipboard, and techniques like drag-and-drop are difficult or
impossible to implement in a web-based environment. Another design de­
cision was to make the first prototype a native, platform-dependent appli­
cation - this was chosen for similar reasons (access to application APIs,
etc.), but also because it allowed for a much easier and quicker develop­
ment process. For these reasons, semiBlog is currently only available for
the Mac OS X operating system. Future versions of semiBlog could be
more platform independent, particularly the components comprising the
semiBlog Core block in Fig. 3. However, we believe that for an application
that wants to interface directly to existing desktop data, a certain degree of
platform dependence is always necessary.

Example Scenario

IsemiBlogl:;t
TO"

30/0 3/2 005 CtuSIf'r MUli ng
06104/2005 YARS0I1dSplee Trl '"
OS/04/ 200S Presentlno Stm181OQ '

Sub ( ntn.,

Tod.-; I hid • met'ti"9 wit _.

Harth Andreas
O£n IG ...."",. y

00

Fig. 2. Screenshot of the semiBlog editor

A screenshot of an example session in semiBlog is shown in Fig. 2. The
user has just had a meeting with his colleague Andreas, where they went
over an academic paper discussing one of Andreas' projects, named
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"YARS". He creates a new entry for this in his blog, adds some text and a
picture. Then he decides to annotate the entry with some semantic meta­
data. To do so, he simply selects the name of his colleague, drags the cor­
responding card from his address book and drops it onto the text field.

The entry (or rather a part of it) is now linked to a piece of data on the
user's desktop. In a similar fashion he drags and drops the URL of the
YARS project page from his web browser, as well as the BibTeX entry for
the paper from his bibliography tool. Once a piece of text has been anno­
tated, it is highlighted in the editor, so that each type of data is represented
by a different colour.

Architecture and Flow of Data

Figure 3 gives an abstract overview of the architecture and flow of data in
semiBlog. The left-hand side of the figure shows some examples of desk­
top data that a user might have. We show address book entries, biblio­
graphical metadata and web pages, but any other kind of data is conceiv­
able as well. semiBlog's architecture allows custom wrapper plug-ins for
each data source, which take the object information from the various desk­
top applications and transform it into RDF metadata form. Together with
the textual entry provided by the user, this metadata is then combined into
an intermediate XML representation. To generate the actual blog, the
XML is transformed into the various publication channels (currently a
non-semantic HTML rendering and the semantic RSS 1.0 feed, which
links to the HTML). The blog is now ready for publication on the web.

;E~em8i~~tio~~ r--------------------j
, I , I
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Fig. 3. semiBlog architecture andflow of data
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Wrappers

For each individual wrapper, access to the data can be handled in a differ­
ent way: if the data is tied to a specific application (e.g. the AddressBook
application for Mac OS X), then access via an application API might be
possible. Other, more generic data (e.g. BibTeX) will be handled by ap­
propriate parsers/translators. Wrappers are implemented as plug-ins to the
platform, which makes it easy to add new functionality and cover more
data sources as the need arises. Plug-ins are basically implementations of
an abstract AnnotationType class, which defines the basic API each
plug-in has to provide. Parts of this API are getter and setter methods for
the supported data types (objects in a drag-and-drop operation provide
their data in various types or data flavors); colours for highlighting in the
editor; a method annotationFromData to generate RDF; and a
method mainAnchorFromData to generate a hyperlink reference for
the HTML rendering ofthe blog.

Intermediate XML

semiBlog uses XML as an intermediate data format. Each entry is repre­
sented by an entry element, the textual content is contained in a text
element. This element allows mixed content of text and annotation
elements, which provides the possibility to add metadata to individual sub­
strings of an entry. We chose this inline annotation technique over external
annotation by reference, because it makes the XSLT transformations in the
next step easier to accomplish. Each annotation contains a mainAnchor
to be used in the HTML rendering of the blog (or in any other non­
semantic representation), the RDF metadata and the actual substring of
the entry to be annotated.

<1-- ... -->
<text>

Today I had a meeting with
<annotation>

<mainAnchor>http://sw.deri.org/-aharth</mainAnchor>
<metadata>

<foaf:Person>
<foaf:name>Andreas Harth</foaf:name>
<!-- ... other properties -->

</foaf:Person>
</metadata>
<content>Andreas</content>

</annotation>.
We went over his
<annotation>

<mainAnchor>
http://sw.deri.org/2004/06/yars/doc/summary

</mainAnchor>
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<metadata>
<bibtex:InProceedings>

<bibtex:title>
Yet Another RDF Store: ...

</bibtex:title>
<!-- ... other properties -->

</bibtex:InProceedings>
</metadata>
<content>paper</content>

</annotation>
and talked about possibilities of using his YARS RDF
store for a manned mission to Alpha Centauri ....

</text>
<!-- ... -->

Fig. 4. Intermediate XML

XSL T Transformation

Once the user's textual entry and the semantic metadata have been com­
bined into the intermediate XML format, we can use XSLT to transform it
into arbitrary publication channels. This is a rather straight-forward proc­
ess: there is one XSLT stylesheet per channel, and each one picks those
elements out of the XML, which are appropriate for the corresponding
publication channel. For example, the XML ~ HTML stylesheet will ig­
nore the metadata element and instead pick the content and
mainAnchor tags to produce a hyperlink for specific substrings of the
entry. The XML ~ RSS stylesheet will only look at the metadata ele­
ment and annotate the entry as a whole. Once this is done, the blog (now
consisting of various files) can be uploaded to a server.

Future Work

Although the full chain of steps involved in publishing a semantic blog ­
writing a textual entry, adding pictures, annotating the entry with semantic
metadata and transforming the internal data format into the actual compo­
nents of the blog - is implemented and can be performed within semiBlog,
the software is still very much a prototype and can be improved in many
areas. Since the main focus was on the interaction between semiBlog and
other desktop applications, we have so far neglected aspects such as layout
capabilities. As a result, the user is currently bound to a static layout
scheme for the blog. In future versions, we will have to address this and
perhaps allow the user to choose between different Cascading Style Sheets
(CSS) templates. Also, it is currently not possible to add metadata other
than that provided by the wrapper plug-ins. Users should have the option
to manually annotate entries with arbitrary metadata, if they wish to do so
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(however, since we were interested in easy drag-and-drop based annota­
tion, this was of no concern to us for the prototype). Also, by using an on­
tology like SIOC [2], more semantic metadata could be generated easily by
making use of the internal semantic structure of the blog.

Future versions of the editor will allow integration with generic Seman­
tic Desktop solutions like Gnowsis [13]. This would eliminate the need for
application specific data wrappers as they are currently used in semiBlog.

Conclusion

In this paper, we have shown that the recent phenomenon of blogging,
combined with a tool to easily generate SW data from existing formal
desktop data, can result in a form of semantic blogging. We discussed
various ways of representing semantic metadata in a blog and decided to
apply indirect annotation through RSS 1.0 feeds. We presented a prototype
of the semiBlog editor, which was created with the purpose of semantic
blogging in mind. We argued that such a semantic blog editor should inte­
grate tightly with a user's desktop environment, as this allows direct API
access to external applications and user interface idioms such as drag-and­
drop and makes integration of existing data into the blog as easy as possi­
ble. We believe that by providing such a tool, we will increase the motiva­
tion to add to and to help realise the vision ofthe Semantic Web.
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Introduction

A necessity of integration of both information systems and office software
existing in organizations has had a long history. The beginning of this kind
of solutions reaches back to the old generation of network protocols called
EDI (Electronic Data Interchange) and EDIFACT standard, which was ini­
tiated in 1988 and has dynamically evolved ever since (S. Michalski, M.
Suskiewicz, 1995). The mentioned protocol was usually used for convert­
ing documents into natural formats processed by applications. It caused
problems with binary files and, furthermore, the communication mecha­
nisms had to be modified each time new documents or applications were
added. When we compare EDI with the previously used communication
mechanisms, EDI was a great step forward as it was the first, big scale at­
tempt to define standards of data interchange between the applications in
business transactions (V. Leyland, 1995, p. 47).

As EDI and its based on the newer technologies successors' popularity
was growing, the integration of systems and applications (as a service and
software) has been quickly adapted by software vendors, consulting and
outsourcing companies. This gave birth to "value-added oriented net­
works" (VAN - Value-Added Network), also named VADS (Value-Added
Data Services) (V. Leyland, 1995, p. 213).

VAN network is defined as "an outside service provider, which allows
exchange of digital data - documents and transaction information - be­
tween the members of the merchant society" (B. Lheureux, F. Kenney,
2002). Today, thanks to the development of the open standards like XML
or TCP/IP, VAN networks allow widening a spectrum of offered services,
what results in a growing interest from business customers.
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WEB Services Networks and Technological Hybrids

When a concept of web services emerged, it caused a new trend in the ap­
plication development and information support of business processes. A
component model of system development was generalized within a local
range to a network where a service becomes the main component. Deliver­
ing functionality to a customer, as a combination of the services located on
the network, has also influenced modem approaches to B2BAI integration.
A number of solutions have emerged as an effect of these conditions. They
base on the dynamic approach with the use of service architectures and
web services (G. Samtani, D. Sadhwani, 2001). In practice it means that it
is possible to reconfigure an integrated solution as needed without redes­
igning a whole communication mechanism. This class' solutions are called
Web Services Networks (WSN) (B. Lheureux, 2002). Additionally WSN
allow creating systems that base directly on processes. A system in this
approach is a process supported by IT and the world of systems within an
organization consists of process applications, which handle particular
processes in an aggregated form in End-to-End perspective. An integration
of the business processes into larger structures, which are easier to manage
in a rational way, is called Business Process Fusion (BPF) (D. Flint, 2003).

Providers' solutions can be created within the area of integration on ba­
sis of the modem network technologies, like the mentioned above web ser­
vices, semantic webs, BPM, or Grid Computing. These solutions allow
BPF postulates realization or assure a process approach to the integration
where a dynamic configuration of the resources available on the network
has been considered. The flexible use of the services requires processing of
the meaning (interpretation) of their public interface by the machines, scal­
ability adjusted to the changing number of customers and mechanisms for
billing between a user and a service provider. Using network technologies
alone (within today architecture) does not give expected results. It is,
therefore, necessary to get a synergy by combining functionalities of the
described above technologies'. A model of architecture used by an ASP
vendor is presented in Fig. 1. It shows network technologies positioning
and their interdependences.

As shown on Fig. 1 an integration vendor is an organization that works
as a broker of data transfer between applications (in the traditional mean­
ing) and services, which are available in the network. Some of these ser­
vices may be located on the vendor's repositories. It causes that a proper
execution environment can assure access to a GRID solution (make a
GRID solution available) (which are scaled both in a range of inside and
outside resources of a provider, assuming there are subjects that share re-
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sources and have a compatible GRID solution) and allows sustaining a
controlled efficiency without a need of buying additional hardware.
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Fig. 1. A model of an ASP provider offering integration services with a use of
modem network technologies.

A key component of an integration solution is a BPM process engine,
which coordinates data flow between applications and web services, ac­
cording to the previously built scenarios. This approach allows avoiding
both information desynchronization in systems and services and activity
desynchronization. A well designed process should, therefore, distribute
entered data and effects of the activities into other systems, so there don't
appear contradictions between them. The key stage of a properly working
integration mechanism design is defining a process, which includes defin­
ing required system ends, service ends, and manual ends, based on the
dedicated CAPO (Computer Aided Process Design) module. The defined
processes can be exchanged between customers with use of XML, where
they are saved in a chosen standard. The process engine, which calls par­
ticular applications and services, actually refers to the defined interfaces
within them. A possibility of using them is conditioned with availability of
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the actual semantic (meaning) and functionality. A semantic and syntactic
wrap of web services is a big help in this situation. Despite they have self­
defined elements of the WSDL language, they don't represent any seman­
tics of particular methods, which could be interpreted by machines. This
interpretation is important due to a need of dynamic flow reconfiguration
when the services are not available or a growing usage costs. Additionally
it has to be noticed that a possibility of so called "orchestration" in the
BPM engine can use semantic descriptions for moving around the network.
An orchestration allows the engine making decisions about the flow due to
business events (some of the paths in a process may not be defined; a
process may make decisions about itself on basis of events).

Another aspect is scalability and billing of the services. Since services
are dedicated functionality providers, many customers may have access to
them. Therefore, assuring a proper reaction to the changing load is a must.
The classic approach allows using a simple calculation to define resources
that are necessary for servicing the software. New network technologies al­
low treating this problem in a different way. A GRID net together with
web services can be a technological hybrid, which main advantage is auto­
scalability of the service on basis of the inside and outside resources. The
usage of the services according to the functionality and load should be
cleared. Therefore, there is a need of using appropriate billing modules,
which allow realization of these requirements.

Other components of the vendor's architecture are distributed transac­
tions controllers. It is worth to remember that processing in WAN network,
is a huge challenge for transaction processing. Newly created network pro­
tocols, which can become standards for communication between services
(e.g. SOAP), base on "not warranted" protocols of a lower layer of
TCP/IP, like HTTP. It causes problems with a control of data delivery and
retransmission as it is not in case of "warranted" transport systems MOM.
MOM protocols' disadvantage is that they require "runtime" environment
installation on both ends of a transfer. So it excludes a possibility of a
standard thin client, which communicates with a service. However, if there
is a requirement of full atomicity, the only reliable solution is MOM.
There are, however, other conditions of WAN distributed processing de­
velopment. It should be flexible and independent of a platform and dedi­
cated (producer's) protocols. Considering that a wide area network usually
slows down data transfer and people may take part in process activities
(manual activities or people working with systems), it is very important to
build transaction monitors, which cooperate with BPM engines and fulfill
the mentioned requirements. This approach is called LLDT (Long Lasting
Distributed Transactions) in this work and is an extension of the BTP
specification (Business Transaction Protocol) provided by OASIS (A. Ce-
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ponkus, S. Dalal, T. Fletcher, P. Furniss, A. Green, B. Pope, 2002). Table
I shows main goals of building the technological hybrids and their limita­
tions. Use of LLTD will be discussed in the latter part of this article.

Table 1. Goals and limitations of technological hybrids in integration solutions of
ASP providers.

Hybrid name

Web services
supported by
semantics

Web services
based on Grid
Computing

Goals

- Quick identification of web
services functionality based
on a semantic model (using
the semantis to execute
services by interpretation of
service range semantics). A
properly created semantic
model eliminates problems
with the interpretation of an
offer that is realized by a
service
- Detection of syntactic
mistakes in queries to the
semantic web, wrapping a
web service.

- Assures auto-scalability of
web services (with respect to
the indicators' levels defined
in SLA)
- Assures flexible clearing
model to calculate usage of
particular application options
and for clearings with outside
vendors of resources, based
on billing functionality
included in web services

Main disadvantages and
limitations or dangers
- Wrong definition of seman­
tics in ontology
- The syntactic similarity
detection algorithm is not
effective

- The need of including
additional logic in services for
servicing billing functionality
(implementation ofbilling
classes according to the
pattern)

Web Services Supported by Semantics

Web services make an interface available for the environment. This inter­
face allows calling appropriate methods within a service, which provide
required, at the time, functionalities. The interfaces are usually described
with WSDL language and placed in UDDI registries, which allow archiv­
ing information about them. Additionally web services have to provide a
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possibility of automatic search of required functionalities and an access to
these functionalities with standard network protocols (SOAP is usually
used in web services). It's connected to some basic risks, which refer to
semantic identification that are offered outside the access mechanisms.
Despite WSDL language syntactic defines rules of using particular inter­
faces, an automat (machine or network protocol) is not able to identify
whether a provided functionality is the one it requires or not. These prob­
lems are addressed with a functionality offered by semantic webs. A se­
mantic web allows creating a model of semantic (meaning) dependences of
particular definitions and activities, which describe service performing
rules. A semantic model should be implemented in a web service on two
levels (layers):

• definitions semantic level (generic model)
• methods semantic level (detailed model)

Definitions Semantic Level

Definitions semantics in a model of web service hybrid supported by se­
mantics provides generic information about a range of functionalities of­
fered by a web service to a searching mechanism. In practice it mainly
concerns on providing a semantic model that copies white and yellow
pages ofUDDI registry (a similar function at a provider is played by a ser­
vices repository). This approach allows eliminating services that don't ful­
fill the chosen criteria, which are described in a semantic oriented query, at
the stage of subject range search. As an effect of starting a search engine,
the results, after an appropriate semantic connections analysis, are dis­
played. These results are referred to semantics on basis of ontology graphs.
This assures that methods semantic models, which are made accessible by
certain services as interfaces, are not searched through straight away. It
limits a number of operations required for starting chosen mechanisms.

Methods Semantic Level

A methods semantic is a second and final step in identifying an appropriate
mechanism (or mechanisms) , which should be called, in order to reach the
goal. A typical example of a problem, which would appear in case of using
"pure" web services technology, is a machine interpretation of, so called,
"call signature" - a method syntactic and its parameters. Supposing we
have a method: String( ) getClientsNames(String date), it would be easy
for a human to interpret its meaning (most probably this method returns a
table with clients names, which made transactions on a particular day). It is
misleading though, because an interpretation of this method 's performing
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rules can vary without defining additional parameters. Entering a descrip­
tion stating that the method has to get clients, which signed a contract on a
particular day, would be explicitly interpreted by a human but it could be
hard to interpret for a search machine. Implementing a semantic model
based on ontology can help search mechanism to automate a choice of an
appropriate method and interpretation of its parameters meanings. In effect
this method could be called with parameters, which values would be de­
fined on basis of mapping the semantic model on available information re­
sources (e.g. a defined field of a database record). A result of the method
(in a similar way) would be interpreted and transferred for further process­
mg.
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Fig. 2. A model of semantic supported web service architecture with use of syn­
tactic filters

Semantic webs have series of definitions and their relationships within
the range of ontological graphs. They are not, however, resistant to syntac­
tic mistakes (because of the function that has been assigned to them). It
needs to be noticed, therefore, that processing a syntax that has a (syntac­
tic) mistake can result in rejecting a string by the semantic web and the
search result (even though some other components are consistent) can be
inadequate or be not generated at all. The solution for this problem is use
of so called syntactic filter, which conducts syntactic analysis with a refer­
ence to appropriate dictionaries for definitions that are not mapped in the
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ontology. The filter will suggest changing inappropriate words (from onto­
logical point of view) with words that can be found in the semantic graph.
Semantic filter can be constructed on basis of windows methods of com­
paring strings. These methods allow estimating a probability that two
strings are intended to be the same (Q.X. Yang, S.S. Yuan, L. Zhao, L.
Chun, S. Peng, 2001). Fig. 2 presents a scheme of architecture of a whole
solution of a semantic supported web service with use of syntactic filter.

Grid Based Web Services

The main goal of providing web services supported by Grid Computing is
assuring a solution that is easily scalable. This solution, while realizes cus­
tomers' functionality needs, allows accepting increasing load, in a smooth
way, and at the same time sustaining or even decreasing usage costs. A
web service based on Grid Computing uses a virtual machine, which al­
lows seeing resources available for software as continuous. Main resources
used by a web service are hard disks, processor calculating time, and oper­
ating memory. These resources may be owned by a provider or be avail­
able through the network with the use of GRID module. Scaling within self
owned resources is fully predictable as a provider is conscious of the pur­
chase costs of these resources. A situation with an outside grid is different.
Availability of the resources may change over time and their costs may
evolve (Availability and costs of the resources may change over time). Use
of the outside resources depends on number of users (including processes
and applications) that use particular interfaces of the web services on the
provider's side. Customers of integration services provider, who decide to
use an integration mechanism and its supporting services, which are pro­
vided by a net, want to get a warranty that a service level won't be lower
than indicators defined by the limit values. The level of the mentioned in­
dicators should be, therefore, monitored and available for control. Main
indicators that can be constantly (continuously) controlled are efficiency
indicators. A so called SLA (Services Level Agreement) should usually be
prepared on the basis of the assumed levels. This agreement warranties a
client a safe use of services and puts a risk of lowering services' level on
providers side. A monitoring of the chosen indicators should be conducted
with the use of the dedicated network applications, which analyze proto­
cols' behavior during data transmission through the net. This allows both
abnormalities registration and simulation/numeric extrapolation of the sys­
tem's behavior in a short period of time. This approach allows reporting a
need for autoscaling to a GRID mechanism before levels of the indicators
go below the levels described in the SLA agreement what causes addi-
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tional costs to a provider. Architecture of web services based on Grid
Computing with use of SLM (Services Level Management) balancing is
shown on Fig. 3.

Searching for
resources that can be
usedby GRIDbasing
on appropriater criteria

(incl.costs) ~

rn

~ ~
:l'-o 0
rnL::
Q) o
0::

Intelligent agent
searching for

GRIDresources I....--.L.:.:.c....::..::.:::.=--I..

GRID

Usingthe
service

GRID
handling

Web Service~--~

Performance
,-----''---''fa~c''"''tors levelcontrol l--_-.J

Fig. 3. Architecture of a web service based on Grid Computing

In the presented approach a special task is assigned to a billing mecha­
nism. This mechanism allows clearing the service use; also in terms of
costs, which are the result of using outside resources. Billing that regards
customers accounts related to the started services can be a powerful tool in
cost analysis in terms of usage of inside and outside resources. Resources
and services billing configuration can be a base for a provider to create tar­
iffs suited to a customer.

In a web service supported by a GRID net we can distinguish two main
types of calculations:

• Billing of network functions (realized as a class billing)
• Billing of network efficiency and scalability parameters (GRID billing

as interconnect billing between a service provider and outside resources
vendors).

BillingofNetwork Functions (Class Billing)

These clearings (calculations) should be based on web service definition
and implementation. On a web service level mechanisms should be sewed
up, which can appropriately calculate use of particular functions, threads
or overall usage time. This way a client is given a detailed billing about
the network usage degree, with a list of called methods or load of data
structures. It allows a customer to decrease extra costs, which are created
in a form of lump sum payments for providers' services, where a risk is
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balanced by an excessive price. In the described case a client receives a
very detailed calculation.

Billingof Network Efficiency and Scalability Parameters (GRID
Billing)

The resources that are used mutually by providers should be calculated in
this case. These resources, which include processor capability, operational
memory, or hard disk space, can be excessive for some players and grid
machines can make use of this situation. This dependence is bi-directional.
All parties can dynamically manipulate the resources they share outside
depending on a load of own processes. This way a net of connections is
created and a split of usage costs has to be assured. This functionality is
provided by a GRID billing. Well-chosen resources should allow integra­
tion providers full scalability; this solution can also be cheaper than buying
own hardware.

Model of long lasting Distributed Transactions with Events
Management (llTO - long lasting Distributed Transactions)

As mentioned before distributed processing may require controlling of in­
terdependences between results of the operations realized in the network
on process's components. In many situations an important part is to deter­
mine a range of activities that have to be completed. Other way certain re­
pair steps can be taken, which require, however, that ACID assumptions
have to be loosen as a possibility of rolling back all activities is highly un­
certain. New approach (LLTD) should be based on intermediate states,
which assure stability of a whole system and at the same time are not, as a
requirement, equivalents of atomic states, i.e. completion confirmation ­
assumed state or complete rollback - primary state. Additionally it has to
be noticed that long lasting transactions dynamics should also be based on
an event model, which conditions, to a certain degree, operation progress
with outside impulses (where outside impulses condition, to a certain de­
gree, operation progress).

The presented above approach allows managing long lasting distributed
transactions by creating a certain number of states' sets on objects that are
used in a transaction, in a way that their combinations establish an integral
state. In effect, LLDT transactions are able to search for intermediate states
in case of failures of both processing and rolling back an operation. Lack
of information about an object's state, after an operation on it has started,
has to be treated, in all cases, as a critical error and to be logged into a
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manual solution of a problem. Ending a transaction with a critical error
may also happen ill a situation when the transaction cannot go into any of
the states that are recognized as stable, i.e. primary state, assumed state or
intermediate - coherent state. An LLTO process can be presented as a se­
quence of steps:

Transaction start -> Executing steps of a transaction -> If all steps were
successful, finishing and committing a transaction -> If some steps were
unsuccessful, starting a full transaction rollback -> If rolling back was suc­
cessful, finishing a transaction -> If rolling back was unsuccessful, further
trials are started in order to achieve a coherent state -> If a coherent state
was achieved, a transaction is ended -> A transaction tries to achieve com­
pact states until there are none left on the list -> If a compact state was not
achieved, a transaction ends with a critical error.

A probability of a successful transaction ending depends on a number of
defined intermediate states and a probability of achieving them. A range of
possible definitions of intermediate states is called "Coherence Area". A
coherence area is a field that can be used by an organization to set restric­
tions for its transactions executed in a wide area network environment. A
model of a transaction, which oscillates around particular compact states,
together with trials of achieving compact states is named in this article "a
model of transaction convergence". Its main characteristic is tending to a
steady state in a number of iterations. A steady state is, in LLTO monitor
(physical implementation) interpretation, compactness.

It is worth noticing that despite using a convergence model when using
a BPM system as a process management engine there is a potential prob­
ability of modification of a whole steps sequence by an incoming business
event (a reaction takes place during processing a transaction only, not after
a transaction is ended). In this situation a return to previous steps can take
place, which can result in both a successful ending of operations that have
not been processed and unsuccessful ending of operations that have al­
ready been completed. A transaction event model adjust them to an envi­
ronment better but makes management harder. A result of an event may be
a transaction knocked out of a coherent state, which could be achieved
without the event on one hand, and on the other hand a transaction that
achieved a coherent state, which couldn't be achieved without the event. In
order to make event handling possible within a transaction, an event han­
dling has to be defined with use of separate listening threads, which enable
appropriate reaction for outside impulses. In conclusion, LLOT transac­
tions have to be multithreaded. Incoming events can cause making steps
forward and back within a transaction. After a transaction is ended a listen­
ing thread is eliminated by the monitor, what eliminates further influence
ofbusiness events.
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The presented above discussion treats about interdependences between
the modem network technologies and model of long lasting transactions,
which can be components of integration solutions within a VAN network
generation called WSN. It's been shown that integration solutions require
making use of an effect of synergy of particular technologies as these
technologies alone are not able to fulfill the goals in this area.
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lntroductlcn'

In WoW project our purpose is to create a complex search interface with
the following features: search in the deep web content of contracted part­
ners' databases, processing Hungarian natural language (NL) questions
and transforming them to SQL queries for database access, image search
supported by a visual thesaurus that describes in a structural form the vis­
ual content of images (also in Hungarian). This paper primarily focuses on
a particular problem of question processing task: the entity recognition.
Before going into details we give a short overview of the project's aims.

The Deep Web

The deep web (DW) is content that resides in searchable and online acces­
sible databases, whose results can only be discovered by a direct query- .
Without the directed query, the database does not publish the result. Result
pages are posted as dynamic web pages as answer to direct queries. Incor­
porating DW access in the internet search engines is a very important is­
sue. Studies about the internet [2] show among other facts that (1) the size
of DW is about 400 times larger than that of the surface web that is acces­
sible to traditional keyword-based search engines; (2) the size of DW is
growing much faster than the surface web; (3) DW is the category where
new information appears the fastest on the web; (4) DW sites tend to be
narrower and deeper than conventional surface web sites; (5) DW sites

1 This research was supported by NKFP 001912002.
2 www.brightplanet.com
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typically reside topic specific databases, therefore the quality of the infor­
mation stored on these sites are usually more adequate in the given topic
than the one accessible through conventional pages.

Our Solution to OW Based Search

One of the bottlenecks of traditional search engines is that they keep key­
word-based catalogued information about web pages; therefore they re­
trieve only the keywords from users' queries and display pages with
matched ones. This matching method neglects important information gran­
ules of a natural language query, such as the focus ofthe query, the seman­
tic information and linguistic connections between various terms, etc. Tra­
ditional searchers retrieve the same pages for "When does the president of
the United States visit Russia" and "Why does the president ofRussia visit
the United States", though the requested information is quite different.

There has been a lot of work in recent years on both natural language
processing and web-based queries. A non-exhaustive list of projects: Prac­
tice [16][16], START [11][13][8], NL for Cindi [20], Masque/SQL [1],
Chat-80 [22] or Team [7] provide solutions for English, Spanish NLQ
[18], Sylvia-NLQ [9] for Spanish, Phoenix [3] for Swedish, Edite [19],
LIL/SQL [6], laVal!! [5] for Portuguese, NChiql [15] for Chinese and
KID [4][14] for Korean languages. Although several ideas and techniques
has been adapted from these systems to WoW, none of them can be ap­
plied directly to our purpose, both because of the peculiarity of DW search
and that of the language.

In order to alleviate the shortcomings of keyword based search, in our
DWS we enable the user to formulate his/her information need by NL
question. Processing of arbitrary NL question is generally an extremely
complicated problem for all languages, and Hungarian is not an exception.
In fact, due to the agglutinative nature of the language even dictionary
based search algorithms have to be equipped with intelligent functionality
because, e.g.,

I. The stem of words can change;
2. Additional suffixes can modify the form of previous suffixes.

In this paper we deal with the natural language module of our DWS
(depicted in Figure 1) with a special focus on the particular important issue
of entity recognition. First, a brief description is given about the NL mod­
ule, then the entity recognition problem is treated in details.

Here we remark that, though, NL processing is always language­
dependent but the non-language specific part of the operation, e.g. the



Named Entity Recognition in a Hungarian NL BasedQA System 881

structure of our system can directly be adapted for question processing in
other languages.

Formal Sentence

Structu re of NCltural Language Processor
Based Deep Web Search Engine
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Fig. 1. Structure of our DWSenabling NL querying

Description of NLModule

We apply several restrictions on input questions of the system, which are
originated from different reasons. First, OWS attempts to answer user que­
ries on the basis of the content of a collection of topic-specific OW sites.
The information stored at OW sites are typically factual ones, therefore we
do not allow questions focusing on casuality ("Why did the Allies win
WW21"), intension ("Would you like a cup of coffee "), subjective ("How
am I ") or other type of non-factual information. Second, there are gram­
matical limitations on input question in order to make NL question proc­
essing feasible: the system accepts only simple (only one tensed verb is al­
lowed), well-formulated and -spelled interrogative sentences starting with
a question word from a given list.

A basic tool that helps the operation of the module is the HunMorph
morphological parser (MP) [to].
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Definition of Entity

The knowledge base of the NL module contains various dictionaries stor­
ing the lexical information of special tokens (proper names, interrogatives,
lists of some significant words, dates, URLs etc.). These tokens are called
together entities. Entities can be single or multi-word expressions. Entities
are of two basic types:

I. Dictionary based: the entity has a fixed form that is stored in the dic­
tionary (e.g. proper names, interrogatives, special words). Such entities
are inserted to the dictionary on the basis of the content of partner DW
sites. At insertion context information can also be linked to entities.

2. Pattern based: only the possible patterns of the entity is given (e.g. URL,
date, e-mail address). A candidate text is matched against the pattern
when checking identity. A pattern consists of a set of simple rules,
which is given for each pattern manually.

Operation of NL Module

NL module consists of two submodules: the tokenizer and the bracketing
module. The input question is first passed to the tokenizer. Its first task is
to identify tokens (syntactically relevant units) of the sentence. Tokens are
one-word or multi-word expressions whose internal structures are irrele­
vant for the syntactic parsing of the sentence. Multi-word tokens are enti­
ties, such as personal names, institution, proprietary and company names,
titles, addresses, etc. As Hungarian is a highly agglutinative language
where major semantic/syntactic relations are signalled by a series of
"stackable" suffixes, the identification of entities is a more complex task
than simple pattern recognition and requires the support of a morphologi­
cal parser [to] (described later). MP assigns part of speech labels to tokens
and provides their morphological analysis. This information is the basis of
the subsequent bracketing phase. One of the characteristics of the morpho­
logical system of the Hungarian language is that many morphologically
complex word forms are ambiguous in terms of their morphological struc­
ture. Such ambiguous tokens are disambiguated in parsed alternatives.

The bracketing module groups related tokens in brackets. The module
has several submodules for recognizing: (1) adverbs and participles; (2)
adjective groups; (3) conjunctions (logical operators); (4) genitive and; (5)
postposition structures. Submodules use the morphological annotation of
tokens: stem, part of speech, suffixes (entities are labelled by their type as
"part of speech"). The operation of bracketing is not detailed in this paper,
for further details see [21] .
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The Entity Recognizer

The entire algorithm of tokenizer relies on entity recognition. The entity
recognizer (ER) has two main tasks:

• Searching: determining the entities in the sentence;
• Annotating: specifying the morphological characters of the entity.

The searching and annotating tasks are usually connected and cannot be
performed separately.

In what follows we describe the algorithm of ER for fixed form diction­
ary based entities. The recognition of the pattern based entities is per­
formed by Smart Tag Detector (STD), and is not detailed here.

Because an entity can consist of several words, theoretically all segment
of an input question is a possible candidate. The number of segments in a
sentence of size n is n(n+1)/2. The average size of an input sentence is 7­
10 words, while the size of the dictionary containing entities can be of or­

der 106
. Therefore it is much more efficient to search on the basis of sen­

tence segments than on the basis of dictionary entries. The search of an
expression in the dictionary can be optimized by organizing dictionary en­
tries into hash table. Segments of a sentence are checked against the dic­
tionary entries by decreasing size.

Another problem of entity recognition is that an entity can be a part of
another one (see e.g. The New York Times is a newspaper). While in [22],
the Blitz NL processor selects a unique entity among the recognized ones
based on confidence values, we intend to recognize all entities of a sen­
tence, and generate different parsed sentence alternatives. Consequently,
regardless from the success of a search each subsegment is checked again
for shorter entities.

The order of segment checks are the following:

1. We start with the entire sentence: [l, ...,n].
2. Each subsegment of the sentence is examined by decreasing size:

[l ,...j], wherej = n-l, ...,1.
3. Segments starting with the second word are examined: [2,...j], where

j = n,...,2.
4. Systematically all segments are examined first ordered by the index of

the first word and then by the length of the segment: [i,...j], where
j = n,...,i, i = 3,...,n.

Remark J. It is obvious that not all the n(n + 1)/2 segments are valid en­
tity candidate. Considering that the first word of the sentence must be an
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interrogative, one may start from segment [2,... , n] and thus reducing the
number of segments to n(n - 1)12.

In what follows we describe the entity recognition of a particular seg­
ment of the input question, called candidate. In Hungarian, the stem of a
word can be modified when adding certain suffixes to it. In most cases
only the last two letters of the word stem may change (tliz ~ tiizet' ; a/om
~ dlmot' ). Also, the previous suffix can be changed when an additional
suffix is put at the end of a word (this case only happens when the entity
itself is of inflected form that is further declined in the sentence: Vissza a
jOv6be ~ Vissza a jov6ber5 ). In this case only the last letter may change.
These considerations are reflected in the searching phase of ER.

A significant part of the entities are not Hungarian expression, and
hence MP is not able to parse them. Nevertheless, when processing such
an entity, the ER has to annotate them with morphological characters. We
assume that for each entity a substitution word is given that is a morpho­
logically parsable word having the same inflection as the last word of the
entity. It is often the last word of the entity (if it is a nominative Hungarian
word), or is generated algorithmically when inserting the entity entry into
the dictionary. The substitution word plays role in the determination of the
entity's suffixes.

•-<~-->-N~~
~ ~

YES YES

Stemched<

YES

Fig. 2. Flowchart of the algorithm of entity recognizer

1 fire [NOM] -t fire [ACC]
• dream [NOM] -t dream [ACC]
s Back to the future [NOM] -t [ACC]
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We will use the following denotation:

• last(x) denotes the last word of an expression x.
• length(x) is the size of the word x in characters.
• trunc(x,i) the word x truncated by i characters from the end.
• 1char(x) the last character of x.

Further we use abbreviation C (candidate), S (substitution word) and E
(entity). The flowchart of the algorithm is depicted on Figure 2.

1. If last(E) is variable in form (i.e. can be inflected), nominative, Hungar­
ian word (i.e. recognized by MP)

1.1 searching
l.1.a If length(last(E»~3 then it is checked whether trunc(E,2) is a

prefix of C.
] .l.b If length(last(E))<3 then it is checked whether E is a prefix of C.

1.2 stem check: If ] .l.a is successful, that is trunc(E,2) is a prefix of C,
then it should be examined whether the stem of last(C) and last(E)
are identical. The reason of this is that after truncation there may be
several words that match the prefix of last(E). This step can be
skipped when Ll.b is valid.

1.3 annotation: If the stems in 1.2 are identical then C is the entity E that
is annotated with morphological characters of last(C). If both E and
C have some non-terminal morpheme, that is discarded at annotation
(see also Example 4).

2. If last(E) does not meet the condition of (1), i.e. it is either not recog­
nized by MP, or invariable in form (i.e. cannot be inflected), or can be
inflected but not nominative word.

2.1 searching
2.La If 1char(last(E» = a or = e then the prefix matching is performed

with trunc(E,u
2.1.b If 1char(last(E» f. a or =Fe then the prefix matching is performed

with E.
2.2 determination of substitution word

2.2.a If 2.].a is successful and lchar(last(E» =a then S =labda; and
when lchar(last(E» = e then S = fecske.

2.2.b If 2.1.b is successful then we take the provided S of the E.
2.3 annotation

2.3.a The last word of the C has the following form:
[trunc(last(E, l»{ a.e }rest), where rest is the remaining charac­
ters (if any) at the end of last(c). The following strings are cre­
ated and passed to MP: [trunk(last(S,I»{a,a}rest)([trunk
(last(S,I»{e,e}rest)) if 1char(E) = a (lchar(E) = e), resp. Only
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one of the strings is a valid word, and hence will be recognized
by the MP. The annotation of C will be the morphological char­
acters of the valid words.

2.3.b The last word of the C has the following form: [Erest]. The fol­
lowing string is created and passed to MP: [Srest]. The annota­
tion of C will be the morphological characters of the com­
pounded word [Srest].

Remark 2. One can observe that the first case of the algorithm is more
complicated at searching, because the matching is more complex when
word of variable form are concerned. In contrast, the second case of the al­
gorithm is more complicated at annotating because the suffixes of the en­
tity can be determined only by a proper substitution word.

Remark 3. We apply a semi-heuristic algorithm when assigning the sub­
stitution word S to each entity of case 2.2.b. S is selected from a table
based on the last consonant and the vowels in the last of word of the entity.
It is not perfect but assigns good words in the majority of case (over 98%).

Remark 4. At 2.3 if length(rest) = 0 then one can omit calling MP, be­
cause it means that there are no suffixes on the entity, so it can be consid­
ered a nominative noun.

Examples

Here we present some example to illustrate the algorithm of ER. The ques­
tions are taken from the sample inputs used for testing NL module.

Fig. 3. Illustration ofER's algorithm on examples 1-3
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Example 1. See also Figure 3.

Milyen kolt6k vannak Arany Jdnostol JozsefAttildig?6

E =JozsefAttila, last(E) is recognized by MP as

Attila[noun-prs] + [NOM]

therefore l) is the actual case. The matching is performed with search
form "Jozsef Atti", and is successful when matched against segment C =
Jozsef Attilaig (because the right choice of C is trivial in these examples,
we will not specify it explicitly in the next). The result of MP for last(C) is

Attila[noun-prs] + [TERM]

It means that the entity E is found in C and it is annotated as [TERM].

Example 2. See also Figure 3.

Ki rendezte a: Anyddat ist?'

E =Anyddat is. This is the case 2 (b), because the part of speech of is
conjunction that cannot be inflected. Let S be kes', hence kest is passed to
MP. The result is b~s [noun] + [ACC] so the recognized entity is:
Anyddat is entity+[ACC].

Example 3. See also Figure 3.

Mennyit kelljizetnem az Interju a vdmpirralert?'
E = Interju a vdmpirral . This is also case 2, because last(E) is an in­

flected word: vampi r [noun] + [INSTR] . Let S be asztal», and so asz­
talert is passed to MP that returns: asztal [noun] + [CAUS/FIN] . The
final result of ER will be Interju a vdmpirral entity +[CAUSIFIN].

Example 4. and 5. Refer to the Figure 4 for the explanation of the algo­
rithm on below two sentences.

Ki rendezie Az en kis mosoddmat?II

Hoi jdtsszdk a: Aiddt?"

6 What poets are between Janos Arany and Attila J6zsef? (e.g. concerning alpha­
betical order)
7 Who directed And Your Mother Too?
8 knife
9 How much I should pay for the Interview with the Vampire?
10 table
II Who directed My beautiful launderette?
12 Where Aida is played?
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~c =Aid at J (C =En kls mosodamat
E =Aida E =En kis mosodam

I Input

1 1
(morph(Aida) =noun+[NOM] ) [morph(mOsodam) =noun+[POSS]+(NOMI )

rnorphtrnosodarn) =noun+[POSS]+(ACC]

I
oJ, W

(S(Aida) =iabda (trunc(E.-2) =En kis mosod ) (S(mOsodam) =kararn

,

(S =labd + at ) (morph(mosodamat) =noun+(POSS]+IACC] ) (S =karam + at

\

(morph(labdal ) =noun+[ACC] ) (morph(karamal) =! )

J, Result

(morph(C) =enl ity+[ACC} J (morph(C) =entity + IACC] )

Fig. 4. Illustration ofER's algorithm on examples 4-5

Evaluation

Our algorithm is not a (supervised) learning method that is trained to rec­
ognize unknown entities in free text. Its purpose is to recognize known en­
tities from a collected data base in free text even if they are in inflected
form. These entities are stored in a local data base and are extracted from
databases of our contracted content providers. The method was tested on a
small test set of entities (248) and sentences (75) of various kind. The rec­
ognition rate was 100%, however, we expect that on larger corpora this
success rate will decrease a few (1-2) percent.

Algorithm of the Tokenizer

The algorithm of the tokenizer is straightforward based on ER. It processes
each segment of the question in the order specified above. If there are no
entities starting with a given word W of the question, then a token is cre­
ated from W itself and annotated with the respective output of MP. When­
ever a single word is not recognized by MP, it is treated as a nominative
noun.
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Conclusions

In this paper we presented some results of the "In the web of words"
(WoW) project that aimed to create a complex search interface that incor­
porates deep web search, Hungarian natural language question processing,
image search support by visual thesaurus. The paper was focused on the
processing of Hungarian questions and with special focus on the entity
recognizer algorithm. Its goal is to recognized known entities in all possi­
ble inflected form. By means of a morphological parser we also determine
morphological characteristics of recognized entities. The success rate of
our algorithm was 100% on a small but diverse test set, and we expect that
this rate falls only with a few percent on larger corpora.
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Introduction

Data environments are becoming more and more complex as the amount of
information a company manages continues to grow. Information delivery
web portals have emerged as the preferred way to bring together informa­
tion resources. Using information delivery web portal, your organization's
employees, customers, suppliers, business partners, and other interested
parties can have a customized, integrated, personalized, and secure view of
all information with which they need to interact. But one big challenge re­
mains for organization: how to teach employees or customers to use and
understand complex database environment without involving experts and
IT resources which are costly and time consuming. One of the solutions
use natural language database interfaces.

From the early 80's and 90's there was many efforts involved in the re­
search of natural language use for information extraction from data base
management systems (DBMS). NLDBIS have received particular attention
within the natural language processing community (see [2] for reviews of
the field), and they constitute one of the first areas of natural language
technology that have given rise to commercial applications. Some suc­
cesses have been achieved and some commercial applications emerged but
the NLP techniques have not become a popular approach for DBMS inter­
faces. As mentioned by researchers in [2,3, 7, 8,22,33] this is due to:

Graphical and menu driven interfaces achieved the level of sophistica­
tion that many data analyst can do analysis without deep knowledge of
some data queering language (e.g. SQL), on the other side NLP techniques
has not been able to deliver interfaces of adequate sophistication.

Most research and achieved results reports on the possibility to generate
only one data queering script (in most cases this was one SQL sentence)
generated from one natural language sentence. They do not support com­
plex dialog, which is the most usual case in real life when we want interac-
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tively to build adequate request. We think that resent advances is building
personal assistants in such fields like an adaptive information research
from internet [5] or personalized learning knowledge maps [24] will renew
researches interest in (NLDBIS) field.

Our approach in this paper was the use of dialog instead of one sentence
and on the other hand we do not look at NLP techniques as the one exclu­
sive solution to query databases, instead we look at it as supplementary
technique and as a part of multi-modal interfaces. To tackle mentioned
problems we propose our system JminingDialog, which is constituent part
of our open source information delivery web portal JMining. Figure 1
shows main blocks in our system. White block represents our research
concerning information delivery portal and has been reported in [15] and
[16]. For NLP modules we propose an architecture that is based on mobile
intelligent agents. The use of mobile agents in architecture is reasoned by
the approach, which argues that knowledge consists largely of a personal,
stored locally data files. Mobile agents can travel to various hosts where
local knowledge is stored and gather necessary information that meets user
request. The paradigm of agents is a very promising approach to overcome
some of the problems connected with heterogeneity on the side of the data
sources as well as on the side of the users. As agents should operate
autonomously and can be loosely coupled, they are well suited for the in­
tegration of distributed heterogeneous data sources. This becomes espe­
cially beneficial, if agents can learn to extract information from an infor­
mation source automatically (see for example [10] and [25]). On the side
of the users, the paradigm of personal information agents offers a way to
encapsulate the interests, the knowledge as well as the preferences of indi­
vidual users. Personal agents can take the role of mediators between users
and information sources, as well as between users among each other (see
also [10]). Furthermore we present an agent architecture consisting of a set
of asynchronously operating agents. This architecture enables us to per­
form sophisticated data and interaction analysis, without loosing the prop­
erty of short respond times essential for interactive work in real-time.
Based on the paradigm of mobile agents, we present a model for express­
ing knowledge that has been acquired continuously by individuals and
groups of users and for using this as a means for semantic identification of
various elements to build necessary web applications.
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Local knowledge Distributed knowledge
management management infrastructu re
infrastructure

Mobile agents
management

Data analyst - Personal assis tant ,~

Dialog
management

I
NLU

IInformation delivery Portals

Fig. 1. JminingDialog main modules

In our architectural implementation we used severalwell established be­
tween academic and industry institutions toolboxes. For natural language
understanding we used IBM NLU toolbox [11], [12] as an example of an
agent, which represents some kind of black box, i.e. we give input for an
agent and get the answer without knowing algorithm and other implemen­
tation methods. As supplement to the NLU agent based on IBM NLU tool­
box we build second type of NLU agents that are based completely on
open source projects: general natural language architecture GATE [6] and
JOONE neural networks toolbox [14]. Both technologies combined im­
plements hybridneural networkNLU agents.

General Architecture

The architecture supportscoordinated distribution of natural language dia­
log management and understanding agents and their integration with in­
formation delivery web portal components. Figure 2 shows basic compo­
nents of this architecture. Below follows description of those components
and their interconnection.
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Fig. 2. General architecture of information delivery portal natural language inter­
face

Personal assistant - it is an agent that hides all infrastructures behind
information delivery portal and it's NLP components and uses multi-modal
interface to communicate with the user. At presents architectural imple­
mentation it is possible to use HTML input forms with active hyperlinks
and in addition forms with standard natural language dialog interface. At
its present implementation personal assistant is far away from passing Tur­
ing test but we see it evolution in the future as becoming more intelligent
and with ability to communicate with the user in more like human-expert
way. Currently the most research in personal assistants has been done to
help users search and gather information from unstructured data sources
[5], [24] i.e. Internet, papers collections etc.

Dialog management - represents two sets of agents: state space dialog
management agents and form based dialog management agents. The state
space dialogue strategy is a mapping from a set of states (which summa­
rize the entire dialogue) to a set of actions (such as identification of tables
and database queries). The state space is defined by the collection of all
variables that characterize the state of the dialogue system at a certain
point in time. To avoid combinatorial explosion the designer of the system
must consider how on the one hand to limit number of variables and the
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number of values assigned to variables and on the other hand how to use
enough variables so that' to cover particular domain with various dialog
flow possible paths. The set ofactions describes what the system can do,
i.e. the set of functions the system can invoke at any time (e.g. playa cer­
tain prompt, query a database, hang up, etc.). The strategy is a mapping
between the state space and the action set. For any possible state the strat­
egy prescribes what is the next action to perform. As a result of the action
and its interaction with the external environment (e.g. user, database, etc.)
the system gets some new observations (e.g. database entities, attributes,
etc.). The new observations are registered and modify the state of the sys­
tem. This process continues until a final state is reached (e.g. the state with
legitimate SQL,XML script) [20]. The frame-based systems use templates,
i.e., collections of information as a basis for dialogue management. The
purpose of the dialogue is to fill necessary information slots, i.e., to find
values for the required variables and then perform a query or similar opera­
tion on the basis of the frame. We use frame based approach when we
identify entities and the system ask the user to fill entities attributes. The
dialog manager communicates with two other modules from the system:
natural language understanding agents to get semantic representation of
user utterance (e.g. identify entities, attributes, relationships between enti­
ties i.e. to cover all elements from entities relationships diagram) and with
metadata module where databases metadata and the information delivery
portal knowledge base are stored.

Natural language understanding (NLU) agents - Agent receives text
input entered by user and produces the set of possible actions (identified
entities) with weights that represents the probability of correct (by means
of user understanding) entity identification. We identify two types of
agents by their entities identification possibilities: one type of agents uses
only current text input without using dialog history another one uses all in­
formation of current dialog state i.e. it uses all history of current dialog. In
our current implementation first type of agents is IBM NLU toolbox and
the second one is hybrid neural network NLU agent.

Information delivery portal - is the Internet/Intranet based system for
queering corporate databases, analysing retrieved data and presenting re­
sults to the user in graphical and textual templates. Information delivery
web portal can be used without NLP techniques but in this paper we con­
centrate on natural language user interface modalities and their integration
with IDP. In our system NLU components are able to map user utterance
to semantic concepts that represents three types of scripts: SQL script for
queering relational databases, simple script for manipulating with gener­
ated by lOP HTML and XML documents. There are many commercially
successful information delivery web portal products that are available in
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the market. Architecture of IDP implemented by our previous project
JMining [15], [16] and many IDP providers implement similar three tier
architecture. We have no intention to describe this architecture in details
and for details about used in this paper IDP JMining we refer to [16], Mi­
crosoft [23], Information builders [13], etc for details of some commercial
implementations.

Information storage - is a black board for storing various information
units that are used later by other system modules. It is used as the commu­
nication media between agents. In our implementation we used a hashmap
object type container to store all objects by various agents.

Natural language processing agents - implements various elements
from natural language processing area: named entities recognition, co­
reference resolution, tokenisation, sentence splitting, gazetteer lookup, etc.

Learning agents - ensures that the system learns from data presented
for learning as well as from dialogs with users.

Evaluators - are used for the particular type of agents. This means that
different evaluators evaluate different aspects of agents from different
viewpoints. For example, an evaluator may use the dialogue history to de­
termine which dialogue strategy should be used (i.e. which kind of dia­
logue agent should be selected), while another evaluator may establish
which agents is more suited to bring the answer for the user. Like in [26]
our evaluators give scores for agents using a scale between [0,1].

Dialog Supporting Agents

The agent architecture approach to dialogue management makes it possible
to use different dialogue control models, such as state-machines and forms
inside the same system. The combination of different control models is
useful when sub-dialogues are implemented in different ways. For exam­
ple, most database retrieval tasks can be modelled efficiently by using
forms, while more open-ended dialogues, such as entities identification in
corporate databases may be implemented more efficiently using state­
machines.

Below we describe state variables and variables values in our dialog
management system for data retrieval, analysis and presentations tasks.
Because the system is user centric orientated the values of some state
space variables are nor fixed as in [21] but has some range of flexibility.



Mobile Agents Architecture in Data Presentation Domain 897

Table 1. The state space variables

agenda System after the greeting of the user presents agenda. Each item
of the agenda is associated with some number.

objects 0- no object under current dialog state, 1- database name, 2- user
name, 3- user password, 4- system, etc.

objcon 1 - if the object under current dialog management has been es­
tablished ,O -if not.

appobject 0- if no atomic application objects , I-SQL, 2-HTML, 3-XML, 4­
visualization template . This variable is redundant but we find that
it helps control dialog flow.

confidence like in [21] represents the confidence that the dialog management
system has after obtaining a value for an attribute. The values 0,
l, and 2 represent the lowest, middle and highest confidence val­
ues. The values 3 and 4 are set when system receives "yes" or
"no" after a confirmation question.

value track Tracks whether the system has obtained a value for the attribute
(no=O,yes=1).

num times Tracks the number of times that the dialog manager has asked the
user about the attribute.

Both types of dialog management agents can use all presented variables.
Agents that uses state space representation method uses variable to trigger
next action and move to the next state. Strategies for moving can be estab­
lished from learning data. We established 94 dialogs and used reinforce­
ment learning (RL) [21] algorithm to learn strategies for actions triggering.

Next we present simple dialog between human and our system example
end shortly discuss how the system responds.

Table 2. Human-Machine multi-modal dialog example

Dialog
C: Hello. I am an expert in the
following areas (the content of
the metadata is provided in the
form of hyperlinks). What you
want to do now?
H: Assessment type.
C: 8 items associated with As­
sessment type. Can you chose
from the list.(the list is presented
in separate HTML frame).
H: Clients with the assessment
type Operational Risk .

Description of actions
Personal assistant brings all answers by all
agents participated at the established ses­
sion. Returned page contains direct answer
from dialog manager (it can be retrieved
data or request for some information from
the user).
System identifies the answer with the big­
gest confident variable value and shows ta­
ble content in separate frame. In addition
system provides the list of hyperlinks of
other possible actions.
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Table 2. (cont.)

NLU agents return semantic objects:
HTML page, action "colour", value - "red".
Representation agent changes the colour of
HTMLpage.
NLU agents return semantic objects: action
- "save atomic application".Representation
agent sends the message to information de­
livery portal to save atomic application.

C: What do you want do next.
H: Save it.

C: Request from tables "Involved NLU agents returns semantic objects: ta-
Party", "Assessment". Filtering bles, columns, filtering values.
on table "Assessment" column Representation agent builds question for the
"Assessment Type" = "Opera- system and tries to ask confirmation.
tional Risk Assessment"? Say After the confirmation the system retrieves
"yes" to confirm you request. request results to the separate frame.
H: yes.
C: What do you want do next.
H: Change the colour to the red.

JMiningDialog Architecture

In this section we present more details on our dialog management that we
implemented on the general architecture described above. Figure 3 shows
basic structure of the system.

In the rest of this section we will concentrate mainly on natural language
understanding layer. As mentioned above we implemented two types of
agents. The first set of agents utilizes technologies proposed by IBM cor­
poration: Aglets - a framework for building mobile (and stationary but we
used only mobile concept) agents and IBM NLU toolbox for natural lan­
~uage applications. The system works as follows. The master aglet sends
mobile agents to remote hosts where mobile agents gather information
stored locally in IBM NLU toolbox internal storage. Each agent then re­
turns to master agent and store returned results. Results comprises of the
list of action and level of confidence for each action. Each IBM toolbox is
presented as a black box where you put you request and get the answer.
Putting in the special IBM NLU toolbox sentences with associated actions
does the learning process. The methods of IBM NLU statistical processing
are not known.

Mobile Agents Role

Mobile agents are computational software processes capable of roaming
wide area networks (WANs) such as the WWW, interacting with foreign
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hosts, gathering information on behalf of its owner and coming 'back
home' having performed the duties set by its user. Mobile agents may co­
operate or communicate by one agent making the location of some of its
internal objects and methods known to other agents. By doing this, an
agent exchanges data or information with other agents without necessarily
giving all its information away [1]. The idea is that there are significant
benefits to be accrued, in certain applications, by putting away static
agents in favour of their mobile counterparts. These benefits are largely
non-functional, i.e. we could do without mobile agents, and only have
static ones but the costs of such a move are high. For example, in our case
consider the scenario when mobile agent is requested to find some knowl­
edge structures related to the words arrangement and accounts from sev­
eral users computers. A static single-agent program would need to request
for all. files residingon the remote knowledge sharing. host, which may to­
tal to several gigabytes. Each of these actions involves sifting through
plenty of extraneous information which could/would clog up the network.

And consider the alternative. JMiningDialog NLU module encapsulates,
user sentences to the entire program within an agent which consumes may
be only several kilobytes which roams the other hosts included in the
knowledge sharing network, arrive safely and queries these hosts locally,
and returns ultimately to the home computer. This alternative obviates the
high communications costs of shifting, possibly, gigabytes of information
to user local computer.

We have used aglets mobile agents framework in our implementation.
They are Java objects that can move from one host on the network to an­
other and have all features mentioned above. More on this techniques can
be found in [18].

As the second type ofNLU agents we used stationary hybrid neural net­
works NLU agents that we build on JOONE neural network toolbox [14]
and GATE general natural language processing toolbox. Gate has been
used as NLP pre-processor and the results converted into binary string
have been presented to the neural network. More on this techniques can be
found in [17].



100 Algirdas Laukaitis and Olegas Vasilecas

User I
L.,

~
oc'" kllOWle<lge I'lOSI

''''1r«19 I gerts

, IMn IlMIC Local agents container

IJ
Global NLU resource

Personalassistant coordinator

IIBM NLU module
Global semantic

I
mapping

Dialog manager . .
ocol knowledgehost N

Agents coordinator

I
, Vmonmg InforlMllion Local agents container

resentolion layer
Evaluators

JMining atomic
IBMNLUmoduleapllicationsgenerator

~

~
.!!

~JMining atomic
ocolknowledgehost N+1

li
apllications container Metadata storage z

I GATE and NN
interaction agent

~ I Local GATE

~Leaming agents I NNsemantic maping

. .
oclll

I GATE andNN
interaction agent

I LocalGATE

I NN semantic maping

- ---- - -

Fig. 3. NLP modules

:onclusions and Future Work

We presented agent based natural language dialog and understanding ar­
.hitecture for data querying from database management systems and pre­

senting it to the user. We presented reasons why it is important to have in
:he future, solutions based on mobile agent approach even if now our data
unount can be solved by stationary agents approach. Our experience
howed that even if we have limited amount of data for teaching process,

:he right strategies can be found. We believe that integration between
.igents that extract information from Internet and others unstructured in-
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formation sources and information delivery software brings optimal solu­
tion for companies data analysts.

Our research shows that distributed knowledge architecture is more
flexible and adaptable for such tasks then centralised solutions.
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Introduction

The retrieval capabilities of the visual information retrieval system
Mavigator have been designed for a naive user, typically a computer non­
professional. In contrast to retrieval engines on raw text (such as Google),
Mavigator addresses structured data (e.g. XML repositories). For such data
a query language is proper, however naive users cannot deal with
sophisticated retrieval methods and metaphors, especially using keyboard­
oriented languages a la SQL and script languages for formatting retrieval
output. There are two options: some generic output format (e.g. a table),
which is usually too restrictive for the users, or some attractive visual form
(e.g. a function chart), which in tum must be specialized to a particular
application and retrieval kind. Some tradeoff between these extremes is
necessary.

The Active Extensions module, which is a part of the Mavigator proto­
type [1], allows extending its existing functionalities by professional pro­
grammers. In contrast to Visage [2], which uses a dedicated script lan­
guage, Active Extensions are based on a fully-fledged programming
language (C#). Such a solution does not restrict the form of output, execu­
tion speed or algorithmic complexity of output formatting functions.

A disadvantage of our solution is that end users asking for a new output
format need cooperation with a professional programmer. We believe that
this solution is inevitable if we do not want to sacrifice the expressive
power of the visual interface. In majority of visual retrieval tasks such a
mode of making changes to end user interfaces is acceptable regarding the
time, cost and convenience.

The paper is organized as follows. In next section we discuss related
work. Then we give detailed description of our proposal concerning new
functionalities. After this, Mavigator's information retrieval capabilities
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are presented. Next section concerns implementation and architecture of a
working prototype and the last one concludes.

Related Work

The related solutions could be analysed from two points of views: methods
of modifying application's functionalities and the way of information re­
trieval. There are not so many applications, which could be assigned to the
both mentioned groups. Hence we present them in two separate subsec­
tions.

Methods of Modifying Application's Functionalities

DRIVE [3] is an example of a user interface to a database development
environment. The system dynamically interprets a conceptual object­
oriented data language with active constructs. Specification of the interface
is made in a textual language called NOODL. The framework includes the
following main classes: user, data, interface, and visualisation. Due to
separation of data and interfaces, each data item could have associated
multiple interface components. Each user could have own set of user­
specific views and access privileges. Visual programming facilities help in
creating queries, constraints, and other retrieval options. Although DRIVE
has been designed as an easy-to-use graphical development system, it is
disputable if every user kind (especially a naive one) will be ready to ac­
ceptit.

Teallach [4] employs the idea of a Model-Based User Interface Devel­
opment Environment (MB-UIDE). It particularly supports specification of
Domain, Task and Presentation Models. A domain model is extracted from
a database scheme. Then, using a graphical editor, the user builds an inter­
face by linking together appropriate items from presentation and task mod­
els. Teallach does not introduce built-in information retrieval capabilities,
thus all retrieval methods should be designed by the user. From one point
of view it is an advantage because the user has full freedom in employing
various retrieval metaphors. On the other hand, it could be a disadvantage,
because there is no common and coherent basis of information retrieval
methods.

Visage [2] is an example of another approach. A user interface itself
contains some navigational methods for retrieval. Moreover, each data
visualization component, called frame, could be modified by attaching a
special script. Similarly to Mavigator, scripts are written by programmers.
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However, in contrast to our approach, Visage utilizes a scripting language
similar to Basic. Unfortunately the interpretation overhead limits the data­
set size that can be manipulated with no speed constraint. That is one of
the reasons for using in Mavigator a fully-fledged programming language.

Visual Tools for Information Retrieval

Roughly speaking, visual metaphors for information retrieval can be sub­
divided into two groups: based on a graphical query language and based on
browsing. Some systems combine features from both groups. An example
is Pesto [5] having possibilities to browse through objects from a database.
Unlike Mavigator, browsing is performed from one object to a next one.
Besides browsing, Pesto supports quite powerful query capabilities. It util­
izes a query-in-place feature, which enables the user to access nested ob­
jects, e.g. courses of particular students, but still in the one-by-one mode.
Another advantage concerns complex queries with the use of existential
and universal quantification, however, not very usable for less professional
users.

An essential issue behind such interfaces is how the user uses and ac­
cumulates information during querying. In particular, the user may see all
the attributes even those, which are not required for the current task. Oth­
erwise, the user can hide non-interesting attributes, but this requires from
him/her some extra action. Therefore, from the user point of view, there is
some tradeoff between actions preparing the information for querying and
actions of further querying. To accomplish complex queries the system
should support combinations of both types of actions.

Typical visual querying systems are Kaleidoscape [6], based on its lan­
guage Kaleidoquery, and VOODOO [7]. Both are declared to be visual
counterparts of ODMG OQL thus graphical queries are translated to their
textual counterparts and then processed by an already implemented query
engine.

An example of a browsing system is GOOVI [8]. A strong point of the
system is the ability to work with heterogeneous data sources. Another in­
teresting browser is presented in [9], which is dedicated to Criminal Intel­
ligence Analysis. It is based on an object graph and provides facilities to
make various analyses. Some of them are: retrieving all objects connected
directly/indirectly to specified objects (i.e. e. all people, who are connected
to a suspected man), finding similar objects, etc. Querying capabilities in­
clude filtering based on attributes and filter patterns. The latter arrow filter­
ing links in a valid path by their name, associated type, direction or combi-
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nation of these methods. The browsing style is similar to our extensional
navigation.

Active Extensions

When we started to develop methods of extending existing functionalities
two different approaches come to our minds:

• Utilizing some kind of a graphical metaphor like in [3] or [4]. Both of
them are tradeoffs between the power and easy-to-use. They are claimed
to be easy enough for the target user. In our opinion, however, for our
target user they are still too complex. Moreover, the metaphors seriously
restrict the field ofuser retrieval activities.

• Using a programming language. Depending on a language kind, limita­
tions can be reduced partly or at all. We have assumed that a Maviga­
tor's user is not a programmer and will not be able to use such exten­
sions. Hence the support from a professional programmer is required.

Mavigator already employs some information retrieval metaphors (see
next section), which are powerful and yet easy-to-use, so we have decided
to provide a way to add new functionalities operating only on a query re­
sult. The approach does not complicate the entire application 's architec­
ture, but guarantees sufficient flexibility.

Mavigator is our second prototype. The first one, called Structural
Knowledge Graph Navigator (SKGN), has been designed and imple­
mented (in Java) for the European project ICONS, thus we have gathered
some practical experience of its use by computer non-professionals [10],
[II], [1]. The current prototype uses Microsoft C# as a language for active
extensions. A programmer is aware of the Mavigator meta-data environ­
ment, which allows him/her to write a source code of the required func­
tionality in C#. Writing an Active Extension source code is possible
through a Mavigator's special editor. Once programmer compiles the code,
a particular Active Extension is ready to use (without stopping Mavigator).
Then the end user is supported with one click button causing execution of
the written code. The code processes a query result or objects recorded in a
user basket. The functionality of such programs is unlimited. Next three
sub-sections present its particular applications.
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Simple Active Extensions

A simplest type of Active Extensions may perform some calculations. In
Mavigator we have implemented popular aggregate functions, such as the
minimal attribute's value, maximum attribute's value and average attrib­
ute's value. All are very easy for use. The user has to select a particular
type of calculation and then to select a particular attribute in a query result.
Then the result of the calculation is shown to the user.

Active Projections
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Fig. 1. Active projections

Another application of the Active Extensions module is an active pro­
jection (Fig l) which allows the user to visualize a set of objects. The x, y
coordinates of icons representing objects are determined by values of ob-
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iects' attributes. The current implementation uses two axes (20), which al­
low visualizing dependencies of two attributes. Fig. 1 shows objects of the
class Product and theirs dependencies between unit's price and units in
stock.

An active projection makes it possible to perform some data mining in­
vestigations, in particular, to identify some groups of objects, For instance
it is easy to see in Fig. 1 two groups, where one includes cheap products
with a higher stock and the second one (right-bottom comer) more expen­
sive products with a smaller stock. One can also observe that there are
more cheap products than expensive ones.

Besides the visual analysis of objects dependencies it is also possible to
utilize projections in more active fashion. Object taken from a basket can
be dropped on projection's surface, which cause right (based on attributes
values) placement. It is also possible to perform reverse action: drag an ob­
ject from the surface onto the basket (which cause recording object in a
basket).

Objects Exporters

Objects exporters allow cooperating with other software systems. Having a
query result, it is possible to send it to other programs, such as Excel,
Crystal Reports, etc. That approach makes it possible a subsequent
processing of Mavigator's results of queryinglbrowsing. The current
prototype exports to XML files, which could be post-processed by a
number of modem software tools.

Information Retrieval Capabilities

Mavigator is made up of three metaphors utilized for information retrieval:
intensional navigation, extensional navigation and persistent baskets. The
subdivision of graphical querying to "intensional" and "extensional" can
be found in [12]. We have adopted these terms for the paradigm based on
navigation in a graph. The user can combine these metaphors in an
arbitrary way to accomplish a specific task.

Intensional and extensional navigation are. based on navigation in a
graph according to semantic associations among objects. Because a
schema graph (usually dozens of nodes) is much smaller than a corre­
sponding object graph (possibly millions of nodes), we anticipate that in­
tensional navigation will be used as a basic retrieval method, while exten­
sional navigation will be auxiliary and used primarily to refine the results.
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Next subsections contain short description of the methods (for detailed one
see [l]).

Intensional Navigation
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Fig. 2. Intensional navigation window

Intensional navigation utilizes a database schema graph. Fig 2 shows a
window containing a database schema graph of the Northwind sample
(shipped with the MS SQL Server). A graph consists of the following
primitives:

• Vertices, which represent classes or collections of objects. With each of
them we associate two numbers: the number of objects that are marked
by the user (see further) and the number of all objects in the class,

• Edges, which represent semantic associations among objects (in the
UML terms),

• Labels with names of association roles. They are understood as pointers
from objects to objects (like in the ODMG standard, C++ binding) .
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Fig. 3. Explanation of marking objects using intensional navigation

The user can navigate through vertices via edges. Objects that are rele­
vant for the user (candidates to the search result) can be marked, i.e. added
to the group of marked objects. There are a number of actions, which cause
objects to be marked:

• Filtering through a predicate based on objects' attributes. The action
causes marking those objects for which the corresponding predicate is
true.

• Manual selection. Using values of special attributes from objects (identi­
fying objects by comprehensive phrases) it is possible to mark particular
objects manually. It is especially useful when the number of objects is
not too large and there are no common properties among them.

• Navigation (Fig 3) from marked objects of one class, through a selected
association role, to objects of another class. An object from a target
class is marked if there is an association link to the object from a
marked object in the source class. Fig 3 explains the idea. Let's assume
that the Firm set of marked objects has four marked objects: F1, ... ,F4.
Than, navigating from Firm via employs causes marking eight objects:
£1, ...,£8. This activity is similar to using path expressions in query lan­
guages. A new set of marked objects (the result of navigation) replaces
an existing one. It is also possible to perform a union or intersection of
new marked objects with the old ones.

• Basket activities - see section about baskets.
• Active extensions. In principle, this capability is introduced to process

marked objects rather than to mark objects. However, because all the in­
formation on marked objects is accessible from an Active Extension
source code, the capability can also be used to mark objects.

Intensional navigation and its features allow the user to receive (in many
steps but in a simple way) the same effects as through complex, nested
queries. Integrating these methods with extensional navigation, manual se-
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lection and other options supports the user even with the power not avail­
able in typical query languages.

An open issue concerns functionalities that are available in typical query
languages, such as queries involving joins and aggregate functions. There
are no technical problems to introduce them to Mavigator (except some ex­
tra implementation effort) but we want to avoid situation when excess op­
tions will cause our interface to be too complex for the users. We hope that
during evaluation we will find answers on such questions.

Extensional Navigation

Extensional navigation takes place inside extensions of classes. Graph's
vertices represent objects, and graph's edges represent links. When the
user double clicks on a vertex, an appropriate neighborhood (objects and
links) is downloaded from the database, which means "growing" of the
graph.

Extensional navigation is useful when there are no common rules (or
they are hard to define) among required objects. In such a situation the
user can start navigation from any related object, and then follow the links.
It is possible to use basket for storing temporary objects or to use them as
starting points for the navigation.

Baskets

Baskets are persistent storages of search results. They store two kinds of
entities: unique object identifiers (OIDs) and sub-baskets. The hierarchy of
baskets is especially useful for information categorization and keeping
order. Each basket has its name that is typed in by the user during its
creation. The user is also not aware of OIDs, because special objects labels
are used. During both kinds of navigation, it is possible to drag an object
(or a set of marked objects) and to drop them onto a basket. The main
basket (holding all the OIDs and sub-baskets) is assigned to a particular
user. At the end of a user session, all baskets are stored in the database.

Basket activities include: creating a new basket, removing selected
items (sub-baskets or objects), performing operations on two baskets (sum
of baskets, intersection of baskets, and set-theoretic difference of baskets;
the operation result can be stored in one of the participating baskets or in a
new one). There are also two more advanced operations:
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• Drag an object and drop it onto an extensional navigation frame. As the
result, the neighborhood (other objects and links) of a dropped object
will be downloaded from the database.

• Drag a basket and drop it onto class's visualization in the intensional
navigation window. As the result, a new set of marked object can be
created. Only objects of that class are considered.

Software Architecture and Implementation

The Mavigator prototype is implemented as a Windows Form Application
in the C# language. Its architecture (Fig 4) consists of the following ele­
ments:

Dala

source

Fig. 4. Architecture of the Mavigator prototype

• Core GUI - contains implementation of the core user interface elements
like intensional navigation window, basket window, etc.,

• Business logic - includes implementation of the Mavigator retrieval
metaphors and some additional routines,

• Active Extensions GUI - GUI elements being a part of Active Exten­
sions like an Active Projections window,

• Active Extensions - elements compiled from a source code written by
an Active Extensions programmer. The arrow, which comes from the
business logic block, symbolizes query results processed by AE,

• A database wrapper - ensures communication, via the defined Ab­
stractDatabase2 interface, with any data source. We note that all internal
data processing (including Active Extensions) works on an abstract data
model (independent of implementation), which ensures that an entire
application can work in the same manner aside of the current (possibly,
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heterogeneous) data sources. Moreover, an entire application works with
virtual schemas. They allow to redefine (using the SBQL query lan­
guage [[13]]) a physically database scheme. This option can be useful
for security, hiding some parts of data, changing data names, and so on.

• Data sources. Currently we are working with an ODRA prototype data­
base, however after implementing a dedicated wrapper it is possible to
work with any kind of data source, including object/relational databases,
XML/RDF files and repositories, ODBC, lDBC, etc.

The Mavigator prototype utilizes active extensions written in Microsoft
C#. The functionality requires compiling and running a source code (which
implements a particular extension) during execution (runtime) of the
Mavigator. Our first idea was to define some programming interface im­
plemented by a particular C# class created by the programmer. However,
finally we have found that such a solution would be too heavy with respect
to the goal. The programmer developing a particular Active Extension has
to create only one method (in a special class): public, static, with two pa­
rameters: an instance of a data wrapper and a collection containing Ollfs
of the objects being processed. Of course, inside the method could be any
valid C# code including calling other modules, creating objects, etc. After
successful compilation, the system adds this method to the list of created
extensions. When the user wishes to run a particular Active Extension, the
system runs an associated method, passing an instance of the data wrapper
and a collection of objects' aIDs as parameters.

Conclusions and Future Work

We have presented Mavigator, which offers new qualities in extending
existing application's functionalities. The Active Extensions, which use a
fully-fledged programming language, make it possible to create any kind
of additions to the Mavigator's core functions. The designed architecture is
flexible and allows the users to work with any kind of a data source. The
utilized data retrieval metaphors are easy to understand for casual (naive)
users.

We plan to conduct a formal usability test on a group of users. We have
some, generally positive, informal input coming from the users of the
ICONS prototype. We also plan investigations concerning new visual
functionalities and metaphors, which will make our tool more powerful
and easy-to-use.
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Introduction

Governmental and regional efforts in Sweden regarding information in
small enterprises (SEs) were, the years before 2000, mainly focused on in­
creasing the use of information technology. The project "IT @ small en­
terprises" was financed by the Swedish Business Development Agency
(NUTEK 1999). The objectives of the project were to get a general view of
activities promoting the use of IT in SEs, and to suggest measures that will
favour that progress. From a report of 120 projects of IT efforts and re­
gional development, a large number of the projects just emphasize the in­
crease in IT use (IT-kommissionens rapport 1/98). There was little discus­
sion in these projects on how the SE would benefit from increased IT and
there was little attention paid to the role of IT in the SEs.

In advance of a procurement of IT a SE would benefit from investigat­
ing its entire information environment. The solution to information prob­
lems within the enterprise is not necessarily new IT. The solution might in­
stead be to reorganize work routines, to build a culture in order to promote
information and knowledge exchange with an individual perspective, see
for example Olsson Neve (2003), to organize information in such a way
that information sharing among all personnel is made possible, or to edu­
cate and encourage staff to use IT-systems already in use.

To choose what factors to take into consideration for reaching effective
use of information, this paper relies on evidence from research of Mar­
chand, Kettinger and Rollins (2000). The concept Information Orientation
(10), measures a company's capability to effectively manage and use in­
formation. 10 is made up of three components: IT practices, management
of information and information behaviour. All three components must be
strong and working together if superior business performance is to be
achieved. Marchand et al. (ibid) showed in an international study con­
ducted during a period of two and a half years the positive relation be-
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tween 10 and superior business performance, They claim that "10 indeed
predicts business performance. From a practical perspective, therefore, 10
represents a measure of how effectively a company manages and uses in­
formation" (ibid, p. 70).

The iriformation ecology model, developed by Davenport (1997), in­
cludes the components of 10. Information ecology emphasizes the use of
an organization's entire iriformation environment from a holistic view. The
following six components are to be examined when using an information
ecology perspective on the information environment:

• Information strategy is answering questions like "What do we want to
do with the information within this organization?"

• Information culture and behavior deals with the values and beliefs about
information, how to behave on information sharing, and the information
culture.

• Information processes surveys how information work gets done: the
work processes and in what actions information is used.

• Information politics deals with the pitfalls that can interfere with infor­
mation sharing. This factor involves the power information provides, the
governance responsibilities for its management and use, and the politics
for information sharing.

• Information staff is people who interpret, categorize, filter and integrate
information,

• Information architecture constitutes the IT-systems already in place.

The information environment also affects and is affected by the organ­
izational environment and the external environment ofthe marketplace.

The interplay between these three environments needs to be taken into
consideration. The concept external environment is easy to interpret as
other researchers also use this denotation of the world outside the enter­
prise. The concept environment together with information and organiza­
tional might be confusing. In these two cases the concept environment
does not imply the outside. Our interpretation is that Davenport uses the
concept environment as a synonym for system in these two combinations
(Davenport, 1997).The three environments and the six components of the
information environment are shown in Figure I (see next page).The latest
report on SEs from NUTEK is a report concerning regional differences in
the use of IT in Swedish SEs (NUTEK, 2004). That report concludes that
efficient IT structure is not sufficient to achieve regional development
(ibid.). This conclusion differs from earlier development efforts where in­
creased access to IT was the dominant issue. Furthermore, this conclusion
interplays with the argumentation that a SE would benefit from investigat-
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ing its entire information environment in advance of a procurement of IT.
The purpose of the research presented in this paper was to create a tool to
investigate information management in SEs from a holistic perspective.
The holistic perspective of the tool is derived from applying the holistic
perspective of the information ecology model. The contribution of this re­
search is to adapt the information ecology model in purpose of making it
applicable to SEs.

Fig. 1. The information ecology model (Davenport, 1997, p. 34)

To name the tool, the acronym TIMS is made up of Tool for investigat­
ing Infonnation Management within Small enterprises.

TIMS is made up of three parts:

1. Questions to capture how the investigated SE manages information,
2. Guidelines how to analyze the gathered description of information man­

agement within the SE.
3. Demands on the performance of the investigation as such. Examples of

demands are number of interview occasions and involvement expecta­
tions on the participating SE.

The tool is meant to be used by consultants giving advice to SEs or in a
development and research project aiming at supporting SEs in their man­
agement and use of information, A person using the tool is referred to as
an investigator. TIMS is further explained in section "Constructing TIMS".
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Findings on IT-Systems and Organizational Characteristics of
SEs

Research concerning IT practices in SEs is relatively widespread. There is
no research in the area of SEs that addresses all three components of 10
(Helmersson, 2005).

SEs use, commonly, IT for operational support and transaction process­
ing (Andersson 1999). Almost all SEs in Sweden (96% of the enterprises
have 10 - 49 employees), use some sort of IT equipment (NUTEK 2004) .
In the development of new products and services the use of IT as a strate­
gic tool has a considerably lower rating: 36% for all branches investigated;
30% for the manufacturing industry; and only 9% for the building indus­
try. Levy et al. (1998) found SEs where IT was being used strategically,
hut these SEs were rare. The use of IT was rather characterized with that
"there is no recognition of the role of information in supporting the
achievement of business strategy" (ibid, p. 5) for more than half of the SEs
in their sample.

To explore the role of IT-systems an analytical model , the Focus­
Dominance model , is suggested by Levy et al. (200 I). They say that SEs
investments and use ofIT-systems are influenced by the SEs strategic con­
text, defined as a function of two dimensions: 1) the strategic focus for IT
investments, cost reduction or value adding, and 2) the market positioning
of the SE where the enterprise either relies on few customers or strives at a
market position with many customers. (Levy et al. 200 I)

The results from studies examining what factors lead to successful IT­
system implementation are not fully consistent. The similarities and differ­
ences in those results will be exemplified with findings from Thong
(2000), Hussin, King and Cragg (2002) and Burgess (2002). The SEs hav­
ing highly effective external experts, adequate IT-system investment, high
users' IT-system knowledge, high user involvement, and high CEO sup­
port get successful IT-systems according to Thong (2000). Hussin et al.
(2002) point out that aligning IT strategy to business strategy will
strengthen the performance of the enterprise. IT alignment, in tum, is posi­
tively related to the SEs level of IT maturity and the level of the CEOs
software knowledge. The CEOs personal involvement in IT planning, per­
sonal IT usage, and different forms of external expertise, has little influ­
ence on IT alignment (ibid).

Burgess (2002, p. 5) summarizes barriers to successful implementation
of IT within SEs with the following list:

• The cost of IT
• Lack of time to devote to the implementation and maintenance of IT
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• A lack of IT knowledge combined with difficulty in finding useful, im-
partial advise

• Lack ofuse of external consultants and vendors
• Short-range management perspectives
• A lack of understanding the benefits that IT can provide, and how to

measure those benefits
• A lack of formal planning or control procedures

Research, clearly fitting the two other components; information man­
agement and information behaviour, is rare. Tools for quality assessment
have been formed to suite SEs. These tools cover the component informa­
tion management but are poor on IT practice (Craig, 2002).

The need for research where all three components of 10; IT practices,
information management, and information behaviour, are considered is
motivated of this brief review.

Method and Outline of the Paper

TIMS has been created with the purpose to improve information handling
within SEs. This goes along with design science which has the purpose to
create things that serve human purposes - i.e. constructing an artifact
(March & Smith, 1995; Jarvinen, 2000). Research activities in design sci­
ence consist of two main activities: to construct the artifact and to evaluate
the artifact. This paper mainly concerns the construction phase.

This construction phase includes: a) the interpretation and adjustment of
the information ecology model when constructing the interview questions,
b) using the tool in a pilot study, c) constructing guidelines for analysis,
and d) performing demands for information management investigation.
The process is described in greater detail in section "Constructing TIMS"
together with examples of questions and considerations. TIMS has been
used in four different SEs within the manufacturing industry when investi­
gating their routines and use of information. This usage gave an opportu­
nity to a preliminary evaluation of the tool. The evaluation criteria for the
tool as a whole are presented in section "Using the tool". The evaluation of
the interview questions is presented as well.

Theoretical Basis

In this section the characteristics of SEs used in the paper are presented.
Also the perspectives on information systems and information manage-
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ment that have influenced the design of the guidelines on how to analyze
the gathered description of information management in the SE are shown.

Characteristics of SEs

There is a great heterogeneity among SEs. Not only due to the number of
employees, ranging from self-employed persons to companies of up to 500
employees, but also differences between different sectors such as; manu­
facturing, trade and services, or "craft" companies. In spite of this, Julien
(1998) suggests six characteristics to define the concept of small business:

I. Small size (number of employees, turnover)
2. Management centralization. Management is almost always concentrated

in the person of the owner-manager.
3. Low level of specialization, from the point of view of management, em-

ployees and equipment
4. An intuitive informal strategy
5. An uncomplicated or unorganized internal information system
6. A simple external information system

These characteristics has been used as guide when constructing the
TIMS-tool and especially the interview questions.

In this work SEs with 10 to 49 employees was used. Amongst the enter­
prises in this research the core business is not in the sector of information
management or information technology. Further, there is a low grade of
specialization and the enterprise lack expertise on information manage­
ment or information technology. TIMS is generic within the limits men­
tioned above.

Perspectives Used for Analyzing Information Management

In this paper the concept IT-system is used if an information system in­
cludes IT. Thus an information system is a more general concept which not
necessarily embraces IT. An information system certainly manages infor­
mation. The notion "information management" includes not only the de­
sign of the information system of an enterprise but also how effectively IT,
if any, is used and to what degree humans in the enterprise share infonna­
lion with each other. To analyse and summarize information management
within an investigated SE, the investigator is instructed to focus on central
parts among the findings on information management. The analysis of the
information management in the SE should pay attention to the interplay
between formal and informal information (Andersen, 1994) and to external
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versus internal information (Kreps, 1990). The enterprises capability of in­
novation opposed to stability should be mapped (Kreps, 1990). Walsham
(1993) arguments that research on information systems should deal with
context and processes. The context may include the organizational units or
the organization as a whole and various social structures. Human affairs
are in constant state of change. The process of transformation and change
has to be taken into consideration.

The analysis part of TIMS is primarily focusing on a) how the context,
in a number of different forms, influences the IT-system(s) within a SE,
and b) how the use of an IT-system, for example work routines, influences
the context. The investigator should focus on for what actions information
and IT-systems are used (Goldkuhl, 1996; Checkland & Holwell, 1998).

Constructing TIMS

In this section, the process of constructing the TIMS-tool, including form­
ing the interview questions (QIMS), guidelines for analysis (GAIMS), and
procedure for investigating information management (PIMS) will be ac­
counted for.

Creating the Questions for Investigating Information
Management in Small enterprises, QIMS

The major parts of the information ecology model should be applicable to
SEs except for the component Information Staff. The SEs at hand does not
have special staff to manage information. The tasks that the information
staff manages within larger enterprises should be managed by the owner or
some other central administrator within a SE. Since the factor Information
Staff was excluded the model used here consists of the following compo­
nents:

Information environment
• Information Strategy
• Information Politics
• Information Behaviour and

Culture
• Information Processes
• Information Architecture

Organizational environment
• Business Situation
• Technology Investment
• Physical Arrangement

External environment
• Business Markets
• Technology Markets
• Information Market



922 Carina Helmersson and Theresia Olsson Neve

Davenport (1997) described these different components in text together
with examples from his scattered empirical findings from 48 different
large enterprises. He also suggested measuring to what degree enterprises
work in an ecological way. Davenport presented a number of statements
for the reader to use for this purpose. The statements are meant to be
judged, on a scale from agree to disagree, by respondents from an enter­
prise. Agreement to the different statements means that the enterprise
works in an ecological way.

Initially, in our study, we used 60 statements. Each statement was
judged if it was applicable to a SE or not. If so, a number of questions
were formulated to explore the issue at hand. This gave a number of pre­
liminary questions that were applied in a pilot study. The experience from
the pilot study resulted in reconstruction of some of the questions. The fi­
nal outcome resulted in 32 questions. These interview questions should be
used by the investigator that uses the TIMS-tool. To exemplify, an inter­
view question from the component Information Behavior and Culture in
the Information Environment is shown:

1. What does the enterprise do to encourage employees to share informa­
tion and knowledge among each other?

Using the Guidelines of how to Analyze Information
Management in Small enterprises, GAIMS

The experience from the pilot study called for a systematic way to analyse
the answers of the questions. This led to the creation of guidelines for
analysis (GAIMS). To be able to analyze and summarize information man­
agement in an investigated SE, central issues of each of the components in
the information ecology model were chosen. For each issue, the guidelines
consist of instructions on how to analyze and illustrate the issue using se­
lected perspectives on information management. Here is an example from
our study concerning the factor Technology Investment in the Organiza­
tional Environment component. The following issues were chosen:

I. The visions and needs of change of technology in the nearby future
2. Planning for introduction of new technology

In order to use GAIMS, i.e. to analyze and illustrate these issues, the in­
vestigator should bear in mind the reasoning from theoretical perspectives
central to this research. For issue 1 this concerns:

• Stability versus innovation
• How the context influences the IT-system
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• What actions are supported of the information use

In our study when developing GAIMS, the guide to issue I was formu­
lated in the following way:

P The investigator should note if the owner/manager considers the need for
change of information technology to emanate from a wish to achieve a higherde­
gree of stabilityor a wish to make the enterprise more innovative. What drives a
possible request for change? The change could be initiated from personnel, the
possibilities of technology or demands fromcustomers or suppliers.

The following perspective should be applied to issue 2:

• How the IT-system influences the context
The guide to issue 2 was formulated:

P The investigator should note if the owner/manager is aware of, and has
taken measures to manage the impact new technology causes. The impact could
consist of increased knowledge for the personnel, change of working tasks and
other routines.

Creating the Procedure for Investigating Information
Management in Small Enterprises, PIMS

a) The procedure for the investigation was designed mainly according to
experiences from the pilot study. The procedure for investigating infor­
mation management in small enterprises consists of written:demands,
such as allocating time and discussing the results of the investigation,
for the participating small enterprise, and

b) instructions to the investigator on the procedure of how to carryout the
investigation.

It is important that the investigator is aware of the fact that the investi­
gation is a qualitative study. The investigator should be able to reflect on
the findings obtained when visiting the enterprise and when interviewing
the employees. The interview of a person in a leading position in the en­
terprise, often the owner, should take part on two different occasions. On
the first occasion questions from the external and the internal environ­
ments are to be asked. After about a week the investigator continues with
the questions from the information environment. This gives the investiga­
tor an opportunity to meet the enterprise on at least two occasions and also
time to reflect on answers given in the first interview.

To get a second opinion on information management in the enterprise an
additional interview with another employee, else than the owner/manager,
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.hould be made. The questions in this interview mainly covers the issues in
·he information environment and concern what type of information he/she
.ises and produce in his/her work and if the information is easy to find and
ippropriate for the task.

Enterprises that agree to participate in the investigation have to accept to
cad and discuss the description of information management in the enter­

.irise with the investigator.

·Jsing the Tool

, ~valuating an artifact means answering the question: "How well does it
vork?" (March & Smith 1995). The tool, TIMS, can't be judged on any
ibsolute and objective criteria. It is also impossible to say that the tool is
'cady and not possible to improve further. The construction phase can go
10 as long as the tool is used. The preliminary evaluation in this research
ilso encouraged some further improvements. Construction and evaluation
ean be viewed as an iterative process' .

TIMS is to be considered as useful if it illustrates the problems and the
abilities the SE possesses within the area of information management. To
be able to judge if this criteria was fulfilled the tool was used in four dif­
fcrent SEs within the manufacturing industry. In this paper it is only possi­
ble to give some examples from the result ofthe four investigations.

A separate evaluation of QIMS was carried through after the interviews
were completed. The investigator, in this case the authors, carried through
the evaluation after listening to and reading the literal written texts from
the interviews from all four investigations . The desirable criteria for each
question were that:

• The interviewer should feel that the question was appropriate and possi­
ble for the respondent to answer

• The interviewer should be able to explain the intention with the question
if the respondent wished complementary explanation of the meaning of
the question

• The answer of the question should not repeat answers of earlier asked
questions

• The range of the question should be suitable, not a simple answer and
not an answer that covered a life history.

I See: www.eki.mdh.se/personal/chnOl/IMSE/ for presentation of the tool
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This evaluationrevealed some possibilities of improvementof the ques­
tions.

Conclusions

The conclusionof the research reported in this paper is that it was possible
to use the holistic approachof the informationecology model as a basis for
the tool. SEs showed to have both problems and abilities within IT prac­
tices, management of information, and information behaviour. By using
the tool it was possible to distinguishproblems for and abilities in each SE
in the area of information handling. Typical examples of problems found
are:

• The goal of the enterprise is vague and the enterprise lacks a plan to
reach the goal.

• The enterprise uses different IT-systems. They are not compatible. This
leads to redundantdata and information that is hard to grasp.

• The IT-systems in use are not compatible. The business executive
doesn't use the IT-systems in the enterprise. This gives duplication of
work.

• The businessexecutivepossesses a lot of information him/herself.
• External information is not collected systematically, but often informal

and ownedby the owner/manager.
Exampleof abilities shown is:

• Informal information is often successfully used, for example in un­
plannedmeetings in the SE and in planned recurrentmeetings.

When a SE gets aware of its problems and abilities in the area of infor­
mation management this gives the SE a foundation to improve problematic
areas. This in turn will enhance informationmanagementand increase per­
formance.
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Introduction

During recent years great attention has been paid to outsourcing as well as
to the reverse, insourcing (Dibbern et al., 2004). There has been a strong
focus on how the management of software applications and information
and communication technology (lCT), expressed as ICT management ver­
sus ICT governance, should be carried out (Grembergen, 2004). The main­
tenance and operation of software applications and ICT use a lot of the re­
sources spent on ICT in organizations today (Bearingpoint, 2004), and
managers are asked to increase the business benefits of these investments
(Weill & Ross, 2004). That is, they are asked to improve the usage ofICT
and to develop new business critical solutions supported by ICT. It also
means that investments in leT and software applications need to be shown
to be worthwhile. Basically there are two considerations to take into ac­
count with ICT usage: cost reduction and improving business value. How
the governance and management of ICT and software applications are or­
ganized is important. This means that the improvement of the control of
maintenance and operation may be of interest to executives of organiza­
tions. It can be stated that usage is dependent on how it is organized. So, if
an increase of ICT governance is the same as having well-organized ICT
resources, could this be seen as the first step in organizations striving for
external provision of ICT? This question is dealt with to some degree in
this paper. However, the aim is to describe how and why the decision­
making in an organization that has an ideology of decentralization, makes
the decision to centralize its operation of software applications and ICT.

The rest of the paper is organized as follows: the second section de­
scribes ICT governance and ICT management and the differences between
these concepts; Section 3 describes a retrospective study of the Municipal-
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ty that acts as empirical evidence of the findings that are outlined in Sec­
.ion 4 which discusses how and why the decision was made in the Munici­
.iality and why the outcome of the decision turned out as it did. The final,
.ection summarises the paper and give some conclusions that can be drawn
rom the study.

30vernance and Management of leT

\ccording to Weill & Ross (2004), effective ICT governance is important
n order to be able to handle ICT management in an effective way. They

daim that, by implementing effective governance, top-performing organi­
-ations following the same strategy generate 20 per cent higher profit than
Irms with poor governance. They also state that top-performing organiza­
ions with effective governance have a return on investment of ICT 40 per

cent higher than that of their competitors. If this is the case, why do not all
irganizations implement effective governance? To answer that question
me has to define governance. It could, to a great extent, be defined as "au­
hority" as defined by Simon (1997) or "politics and power" as defined by

"ettigrew (1973) or strictly as "decision-rights". So the question is what
.hese "decision-rights" are about. Weill & Ross (2004) describe ICT gov­
.mance as decision-rights regarding ICT Management. They (2004, p. 8)

-Iefine ICT governance as "specifying the decision rights and accountabil­
.ty framework to encourage desirable behaviour in the use of leT". This
ndicates that ICT governance, to a great extent, is about how resources are
rrganized, and in that way it is related to decision-making about sourcing
.iptions. However, they claim that ICT governance is not about making
.pecific ICT decisions; instead they state that making specific ICT deci­
lions is about ICT management. According to Weill & Ross there are three
[uestions that need to be answered to determine whether the implemented
~overnance is effective. These are: What decisions must be taken to ensure
iffective use and management of ICT? Who should make these decisions,
md how will the decisions be made and monitored? However, in this au­
hor's view these questions further blur the concepts of management and
~overnance. Governance could be compared with strategy. However, Weill
'?c Ross's (2004) claim is contradictory since they say that it differs be­
.ween organizations with the same strategy. It then must be asked what
hey mean by strategy in relation to governance. The distinction they make

oetween governance and management indicates that governance could be
een as a strategy to execute management. But, what is the relation be­
ween governance and strategy? According to Weill & Ross there are five
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distinctive areas, expressed as major ICT decisions, which are managed in
the governance work: ICT principles, ICT architecture, ICT infrastructure
strategies, business applications needs and ICT investments. The question
now is: What is left for ICT management?

However, from the discussion above it can be concluded that govern­
ance determines who should make the decisions while management is the
process of making and implementing them. The description of ICT gov­
ernance by Weill & Ross emphasises that there are two sides of govern­
ance: a behavioural side and a normative side. This paper argues that the
behavioural side of governance is closely related to strategy while the
normative side is more closely related to management. At least two possi­
ble explanations can be found for why organizations do not implement ef­
fective ICT governance: first, Weill & Ross (2004) conclude that difficul­
ties in explaining ICT governance is the most serious barrier to effective
implementation; second it could be that there is effective governance but it
is not labelled as such or that the activities of managers are not as govern­
ance.

Weill & Ross describe ICT governance as a function of two things: the
tight link between ICT and business processes, and the attempt by the or­
ganization's stakeholders to get more value from ICT investments. Ac­
cording to Weill & Ross, organizations get more value from ICT by clari­
fying their strategy and the role of ICT in fulfilling their strategy. They
also do it by increasing the measurement and management of ICT spend­
ing. And, according to Weill & Ross, implementing effective ICT govern­
ance is the way to do that.

How then is implementing of ICT governance related to decision­
making and management? According to Simon (1960) decision-making
and management are almost the same. However, there are many views of
what constitutes management. According to Easterby-Smith et al. (2002)
there are two different uses of the word that describe management either as
an activity or as a group of people. The latter description represents the
people called managers and implies that management is something that is
done in hierarchical levels. Relating this to governance, it could be claimed
that governance is something that is done at the highest level in organiza­
tions. Simon (1960) claims that all organizations could be seen as a three­
layered cake. The bottom layer consists of the basic work processes; the
middle consists of decision-makers making programmed decisions aimed
at governing the day-to-day operations in the bottom layer; in the top layer,
non-programmed decisions are made aimed at designing and redesigning
the entire organization and support it with its basic goals and objectives
and monitor and control the performance of the organization. According to
Simon (1960), organizations are systems of behaviour designed as a joint
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function of human characteristics and the nature of the work environment,
expressed in a hierarchical structure of departments and sub-departments.
In a specific organization, the issue is about the optimal size of its depart­
ments. Simon puts this as a question of centralisation or decentralization.
Another question is about the relations between the departments and man­
agement authority. This indicates that governance is about non­
programmed decisions made with a high degree of formal authority. It also
suggests that implementing effective ICT governance is about centralized
decision-making authority in organizations.

Easterby-Smith et al. (2002) and Simon (1960) put forward the idea of
management as an activity. They argue that this view has evolved into a
perspective that sees management as something that everyone does and
must be skilled in. Using this description makes it harder to distinguish be­
tween governance and management. It therefore is not that clear that cen­
tralisation is the best way of implementing effective governance or that
governance is the same as formal authority. Andersen (1986) describes
management and decision-making as almost the same. He claims that deci­
sion-making is an essential part of management. The major decision­
making activities can, according to Andersen (1986), and Easterby-Smith
ct al. (2002) referring to Taylor and Fayol, be grouped into the following
lour activities: planning for future activities; organising and deciding how
'0 link the organization with its environment; coordinating activities that
lim at improving the effectiveness of the organization; and controlling the
.ise of resources in the organization.

Earl (1989) describes ICT management as consisting of three distinct
ictivities: The first, planning, is the one that receives most attention in or­
~anizations which means that the question about what applications we
teed is answered. The second activity is organization in which questions
ibout how an organization should structure its resources are answered. The
hird is labelled control which means that the organization tries to have
.ontrol over its resources. A typical question here is: What is the costs of
.mr ICT? According to Earl, the three activities are interdependent, but de­
oendent on and affected by the overall management practice of the organi­
-ation. In the description by Earl (1989) the activity control was reported
IS the area activity which receive least attention from ICT managers in his
1982/83 study. According to Earl this indicated that the control was
.nough at that time. However, general managers gave a higher priority to
he control activity. This paper argues that this low attention to control
neans not that, as Earl claims that, ICT is under good control. Instead it
.ould be explained by the productivity paradox (Brynjolfsson, 1993). The
'act that it has been stated as extremely difficult to evaluate ICT and ICT
.osts has meant that the control activity has been avoided. And even if the



Improving ICT Governance by Reorganizing Operation ofICT 931

manager tries to emphasise having control over ICT costs, the develop­
ment and evolution of ICT has more or less made it impossible. The con­
clusion thus far is that governance to a great extent is about controlling
what happens in organizations and especially about how they use ICT and
software applications in the best way. The decision-making processes case,
when a Municipality decides which sourcing option to use for its operation
of software applications and ICT, illustrates this.

The Municipality Case

This section reports on a retrospective study of a decision-making process
done in a Swedish Municipality, which in 2002 started an investigation
about how it should organize its ICT operation. The study of this process
consists of 11 tape-recorded semi-structured interviews. The material un­
der investigation includes documented materials in the form of meeting
protocols and reports on investigations made by the participants in the de­
cision-making process. It also includes a consultancy report by an external
consultant.

The history of the Municipality can, to a great extent, be described by its
ideology, which is to strive for decentralization. The Municipality's ad­
ministrative unit consists of eleven different committees, six of which are
organized into one group, the Municipal executive committee. The other
five are self organized committees which are supposed to be supervised by
the Municipal executive committee. However, as the ideology of the Mu­
nicipality focuses on decentralization, these committees have the authority
to make decisions. The basic ideology of both the political unit and the
administrative unit is to decentralize as much as possible. The effects of
this ideology are very clearly shown in how the Municipality has organ­
ized its ICT operation. Each of the committees has developed its own or­
ganization of ICT. However, the municipal executive committee has over­
all responsibility for the Municipality's general ICT infrastructure. To
illustrate the effect of this decentralization and the evolvement of software
applications and ICT in the Municipality, it can be mentioned that it uses a
great diversity of software and ICT. For example, there are 9 different of­
fice products, II different database systems, 16 different operative sys­
tems, 5 different e-mail software and 66 different software applications
that are identified as critical for the Municipality. In addition to the 66
software applications there are an unidentified number of software applica­
tions used. This could to a great extent describe the reason for the sourcing
decision-making process. As described by the CEO in the municipal ex-
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ccutive committee "the wilderness ofthe Municipality's software applica­
tions and ICT has to be controlled". This could probably be seen as the
starting point of the decision-making process and the project "ICT and te­
lephony coordination ".

The Sourcing Decision-Making Process

The process started in March 2002, when a standing committee, consisting
of the five municipal commissioners and the CEO of the municipal execu­
tive committee, gave the municipal executive committee the task of inves­
tigating the common ICT infrastructure in the Municipality. The reason for
why this investigation should be done was the expansion of ICT used in
the Municipality. The direction was to review the Municipality's general
ICT infrastructure. The investigation was to define the municipal executive
committee's responsibilities of development, operation and maintenance
and to describe the need for competence development and how this could
be arranged. The municipal executive committee engaged a consultant to
make the investigation. The consultant interviewed employees on different
committees including some with responsibilities for the different commit­
tees' ICT. The consultant stated that the organization of ICT was distin­
guished to a great extent by decentralization, and that there should be a
long-term plan for how ICT should be developed.

The consultancy report revealed a need to increase strategic manage­
ment in the Municipality. The controlling role of the municipal executive
committee also needed to be improved. The report outlined 15 reflections
that, further on, were expressed as 12 recommendations. These were sum­
marised by the CEO of the municipal executive committee and discussed
at the standing committee. The standing committee suggested that the mu­
nicipal executive board make a decision about giving the municipal execu­
tive committee seven work tasks. One of them was to investigate the pos­
sibilities of coordinate operation of the Municipality's entire ICT in a
planned new data centre. Another was to establish the position of a new
CIO at the municipal executive committee, who should have the authority
for the entire Municipality. In December 2002, the municipal executive
board gave the commission to the municipal executive committee to inves­
tigate, in cooperation with involved committees, the possibility of coordi­
nating the operation of software applications to the planned data centre.

The next step in this decision-making process and the one that probably
had most impact on the decisions outcome, was the employment of the
new CIO who began to work on this matter in 2003 and immediately or­
ganized the decision-making process as a project with five sub-projects:
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communication, premises, telephony, system technical platforms and cus­
tomer service. The representatives involved in the project were organized
into five groups; 1) a steering group, 2) a reference group consisting of
employees with responsibility for software applications, 3) a reference
group with representatives from the union, 4) a group of sub-project lead­
ers and 5) a project leader group. The main work was done by the sub­
project leader group and the project leader group. However, the steering
group had the overall decision-making authority, and was the last instance
of decision-making among the administrative units.

In October 2004 the CIO reported to the municipal executive board, on
the results of the project. He stated that it was necessary to position the
Municipality for its future development. He then described the decision as
choosing between two different options which were to "continue with the
lCT infrastructure that historically has been built up at the different com­
mittees with a very low grade ofcoordination" or "to coordinate the lCT
function and telephony for better usage of existing resources making the
Municipality prepared to meet future challenges and possibilities to in­
creased effectiveness ",

The material provided as basic data for the decision-making was a re­
port from the project work a register of investments necessary for 2005 to
2007 and a compilation of costs for the operation of ICT after the reor­
ganization. The municipal executive board decided on the latter option
aimed at restructuring and coordinating. Though this decision demanded
investments that go beyond the decided budget it needed to be discussed
and decided on in the municipal council. This was done in November
2004, and the decision was to coordinate the operation of ICT in the
planned new data centre. The municipal council accepted this decision
unanimously.

Discussion

The structure of the software applications and ICT in the Municipality is
overgrown and unwieldy. To some extent, it could be claimed that it is
well controlled, though each committee controls its own resources. How­
ever, from an overall perspective, there are weak controls. The municipal
executive committee that is supposed to have the overall control and who
also should coordinate the ICT has a hard time doing so. That ICT re­
sources not are well controlled was shown in the statement by the munici­
pality's CIO that nobody could say how many different systems there
were. He stated that there were somewhere between 300 to 400 different
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software applications used in the Municipality. The structure of operation
follows the decentralization ideology. It can be claimed that ICT manage­
ment is well done at the different committees. But, it certainly would be
claimed that the ICT governance is weak if governance is seen as the cen­
tralisation of control. The main reason for the investigation of the coordi­
nation of operations was that it was found that the ICT governance needed
to be improved. This could be seen as a divergence from the common ide­
ology of the Municipality.

Making Decisions that Diverge from the Municipalities Ideology

According to Brunsson (1985), decisions that diverge from the main ideol­
ogy of an organization are especially hard to make. When it comes to po­
litical organizations such as the Municipality the basic idea is that they
would have different ideologies. Brunsson claims that, quite often, differ­
ent ideologies exist between the political unit and the administrative unit.
This is not the case in the Municipality. This means that so long as deci­
sions are proposed and taken that do not disturb the ideology the more
likely it is that they will be accepted. But, if something is proposed that
disturbs the ideology, harmony is also disturbed. Brunsson describes this
kind of decision as the hardest to get motivation for and therefore the hard­
est to get commitment to. This is clearly shown in the consultancy report
that states that "there is a very strong scepticism letting someone outside
the committee manage operation and maintenance of software applica­
tions and servers". The expressed motive for this scepticism is that an ex­
ternal partner could not be sufficiently knowledgeable. What the respon­
dents expressed to the consultant is that the development and
implementation must be carried out by internal employees of the commit­
tees. This shows first, that other committees in the Municipality are seen as
outsiders and second, that the respondents mix up operation, maintenance
and development. It is possible to claim that though the question from the
beginning was to investigate if operation of ICT could be coordinated
among the different committees, the confusion about operation and main­
tenance makes the decision-making hard to manage.

It can clearly be stated that had the proposal that the Municipality
should coordinate all operations in one data centre after the initial investi­
gation, there would have been great resistance. Brunsson (1985) claims
that, if decisions should result in organizational action, high commitment
is needed from those that are affected of the decision is needed. To receive
high commitment there are four rationalities in the decision-making proc­
ess that are important: risks, uncertainty, motivation and expectations.
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How did then the Municipality and its decision-makers manage this? Here,
Simon's (1960) decision-making model could be useful. It describes deci­
sion-making as rational and consisting of the following three steps: intelli­
gence, design and choice. In the first step the environment is searched by
the decision-makers in order to be acquainted with what goes on in it. This
was decided mainly by the CIO of the Municipality who then discussed
how other Municipalities had implemented the coordination and centrali­
zation of their ICT operations. This can be described as part of irrational
decision-making (Brunsson, 1985) though the presented alternatives were
in line with what the decision-maker, in this case the CIO, wanted the de­
cision to be. The second step aims at inventing, developing and analyzing
possible courses of action (Simon, 1960) which means that, after identify­
ing the problem in the first step possible solutions for the problem are
identified. This second step then answers the question about what alterna­
tives there were for solving the problem. In the Municipality's decision­
making process this step can be related to Brunsson's description of irra­
tional decision-making, though it was presented with alternatives that were
not relevant, aiming at increasing commitment among stakeholders. At the
beginning of the decision-making process, it was quite clear that some­
thing has to be done. The alternative to just continue was unrealistic but
the final decision was presented as choosing between two alternatives, do
nothing or coordinate. In the last step, the selection of a particular action
was made. Here, the decision authority of the CIO was used; there were
some questions raised about other alternatives but they were never investi­
gated. The description of this decision-making process can to a great ex­
tent be described by the statement Simon (1960) made, when he said that
the last step is often decided first. He claims that it is common that the se­
lected action in the last step is made in advance and that directs what hap­
pens in the first two.

Why the Decision-Making Process Started

The reason for why the decision-making process aimed at restructuring the
operation of software applications started in the Municipality can be de­
scribed in two ways. First, the Municipality need to increase the control
over its ICT costs. The cost for the management of ICT has probably in­
creased considerably. The reason for using the word "probably" is that the
Municipality does not know how much its ICT operation costs. Each of the
committees has, according to the CEO, at each of the units a good grasp of
its own costs. But, when it comes to the overall control of costs the control
is weak. Cost control is emphasised as one area that must improve. Weak
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cost control is also given as one reason why not outsourcing is a possible
alternative at this stage. However, the attempt at coordinating and increas­
ing control is described as aiming to give the possibility of having an ex­
ternal partner to compete with the internal data centre. Second, security is
raised as an important factor for starting the process. In the current struc­
ture the operation of a lot of critical software applications is dependent on
only one person. This is described as an effect of the decentralization and
the only way to solve it is to centralize the operation. The other security
concern is that some of the committees do not have suitable premises for
their servers. Both cost and security reasons could be described as a wish
to increase control and could therefore be seen as an attempt to increase
governance of the operation of software applications and ICT in the Mu­
nicipality.

To increase control can therefore be seen as the reason for the initial di­
rective from the standing committee in March 2002 which was to investi­
gate the Municipality's general ICT infrastructure. It is not clear how the
directive to the consultant was formulated. However, from his report, is it
obvious that he investigated more than was stated in the original directive.
Although he was not asked to investigate the different committees ICT in­
frastructure he did and he also gave some advice that a total investigation
should be carried out aiming at centralising all operation to a central data
centre. Nor it is clear whom the consultant interviewed. This author's in­
terviews gave the understanding that it was mostly the employees at the
municipal executive committee that were interviewed. In that way the in­
vestigation seems to be a little unjust. This was also indicated in my inter­
views where representatives in the decision-making process claimed that
the outcome of the process was already decided on before it started. They
also say that they were not involved in the first investigation made by the
consultant despite the fact that the investigation involved their work to a
great extent. However, the consultant's report has one very interesting
point that reflects the results of the entire decision-making process in an
interesting way. He states that the development of broadband connections
in the Municipality put forward the question of a coordinated operation of
the entire collection of the Municipality's servers. This indicates that an
understanding of the history of an organization is important to the under­
standing of why decisions are made. This is something that Pettigrew
(1973) emphasises. This goes back to the start of the investigation and the
question of power and politics in the decision-making process. In my study
it has become clear that there are a group of five persons that, on a more or
regular basis, meets every week. This group consists of CIOs from differ­
ent committees and the CEO of the Municipality. They have no formal de­
cision authority but they do have the possibility of discuss and propose
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what should be done to a great extent. This can be compared with Petti­
grew's statement that organizational decision-making should generally be
understood as a political process that balances various power vectors.

It could be argued that one reason for the Municipality to start the sourc­
ing decision was that it had decentralized too far. As Simon described it,
decentralization is not something on which the organization has to decide.
Instead, is it a question of how far the decentralization should go. In the
Municipality, the decentralization of ICT resources had gone too far at
least from the entire organization's perspective. It had evolved and built up
a structure in each department which means that the operation and mainte­
nance work of its software applications have increased in complexity.

Conclusions

The decision-making model presented by Simon (1960) and the presenta­
tion by Brunsson (1985) regarding irrational decision-making describe
very well how the decision-making process was carried out in the Munici­
pality. It can be described as an irrational decision-making process aiming
at organizational action. The decision that was taken in the Municipality
differs considerably from its ideology. To make such a decision the deci­
sion-makers must have high commitment from those who are affected by
it. The decision-making process in the Municipality was successfully man­
aged and finalised the first step of the decision.

It is claimed that the Municipality has strong management of its ICT at
the separate committees. However, the governance of ICT-related re­
sources is weak and seen as the main reason why the Municipality needs to
centralize its operation of software applications and ICT. It can be con­
cluded that strong ICT governance is needed to manage software applica­
tions and ICT successful. Centralisation of operations is one way to in­
crease control and thereby improve governance.

This paper concludes that organizations that have decentralized their
operation of software applications and ICT are weak in their ICT govern­
ance. It argues that strong governance is needed to first evaluate and make
a judgement about whether outsourcing is a reasonable option for an or­
ganization. It suggests that improving ICT governance involves increasing
control over ICT-related resources. This increased control was seen as
necessary for the Municipality in order to have efficient and effective ICT
management. Therefore, improving ICT governance can be seen as the
first step in considering outsourcing.



938 Bjorn Johansson

References

Andersen R (1986) Management, Information Systems and Computers: An Intro­
duction. Macmillan Education Ltd. London

BearingPoint (2004) IT-Benchmark 2003/2004 . White paper from BearingPoint,
Inc. www.bearingpoint.com

Brunsson N (1985) The Irrational Organization: Irrationality as a Basis for Organ­
izational Action and Change. John Wiley & Sons Ltd. Chichester

Brynjolfsson E (1993) The Productivity Paradox of Information Technology: Re­
view and Assessment. Research paper from MIT Sloan School of Manage­
ment. http://ccs.mit.edu/papers/CCSWP l30/CCSWP l30 .html

Dibbern J, Goles T, Hirschheim R, Jayatilaka B (2004) Information Systems Out­
sourcing: A Survey and Analysis of the Literature. The DATA BASE for Ad­
vances in Information Systems, vol 35, no 4, pp 6-102

Earl MJ (1989) Management Strategies for Information Technology. Prentice Hall
Europe Harlow England

Easterby-Smith M, Thorpe R, Lowe A (2002) Management Research: An Intro­
duction 2ed. SAGE Publications Ltd. London

Grembergen WV (2004) Strategies for Information Technology Governance . Idea
Group Publishing Hershey Pa London

Pettigrew AM (1973) The Politics of OrganizationaIDecision-making. Tavistock
Publications Ltd. London

Simon HA (1997) Administrative Behavior: A Study of Decision-Making Proc­
esses in Administrative Organization 4ed. The Free Press New York

Simon HA (1960) The New Science of Management Decision. Harper & Row,
Publishers Inc. New York

Weill P, Roos JW (2004) IT Governance: How Top Performers Manage IT Deci­
sion Rights for Superior Results . Harvard Business School Press Boston Mas­
sachusetts



Beliefs and Attitudes Associated with ERP
Adoption Behaviours: A Grounded Theory Study
from IT Manager and End-user Perspectives

Santipat Arunthari and Helen Hasan

School of Economics and Information Systems, University ofWollon­
gong, Australia. (sa83, hasan)@uow.edu.au

Introduction

Davenport (1998, p.121) defines an Enterprise Resource Planning (ERP)
system as an enterprise system that promises seamless integration of all in­
formation flowing through a company, including financial and accounting
information, human resource information, supply chain information, cus­
tomer information. ERP systems came on the scene in the early 1990s as a
response to the proliferation of standalone business applications to service
these separate information needs in most large organisations. Enterprise
wide projects, such as data warehousing, requiring integrated approaches
to organisational operations and information management were inhibited
through a proliferation of incompatible off-the-shelf packages, in-house
developments and aging legacy systems.

While ERP systems had become commonplace by the late 1990s with
considerable impact, both positive and negative, on organisations they are
only recently becoming objects of interest to IS researchers. They are con­
sidered to be a high complex technology. Installing it requires large in­
vestments of money, time, and expertise, and involves coordination re­
quirements across multi-adopters at different organisational levels. Based
on this concern, ERP system adoption needs special consideration. How­
ever, a review of the literature reveals that there is a lack of research on the
adoption of ERP systems and selection of ERP system vendors. Although
the concept of complete integration has been pursued for more than two
decades (Klaus, 2000), published research on the topic of ERP has only re­
cently emerged and mainly focuses on issues related to the implementation
phase of the ERP lifecycle (Esteves & Pastor, 2001; AI-Mashari, 2002).

There is limited knowledge on ERP system adoption and users' attitudes
towards ERP systems that have been conducted in developing Asian coun­
tries. Only a few studies attempted to explain the relationship between user
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beliefs, attitude, and behavioral intention to adopt and use an ERP system.
Furthermore, most of them have been conducted in developed countries
(Abdinnour-Helm et al, 2002; Amoako-Gyampah & Salam, 2004). It is
apparent that an ERP system created for and working in developed West­
ern countries may not be a perfect fit in organisations in different coun­
tries. Problems that companies in developed countries face may not be pre­
sented in the context of developing countries (in this case, Thailand),
which may in tum have unique issues of their own. It is also arguable that
there may not be difference between organisations in Thailand and those in
other places, but also a distinction between Thai-owned and multinational
companies (MNCs) operating in Thailand.

This paper presents the findings of a study, which aimed to examine the
attitudes of IT managers and end-users towards ERP systems. We believed
that attitude and behavioural intention towards ERP system adoption are
correlated. Positive (negative) attitude can increase (decrease) the intention
to adopt an ERP system. Although in most cases the use of an ERP system
is mandatory, variations exist in the intentions ofusers (Amoako-Gyampah
& Salam, 2004). Thus, it is important to examine behavioral intention to
adopt a new technology and to change their responsibilities, which leads to
implementation success and effective usage. The findings will help ERP
system project leaders to recognise the importance of attitudes towards
ERP systems, and lead to better planning. This paper begins with an over­
view of the relevant literature to provide a theoretical background for the
study. Thereafter, the research methodology is described, followed by the
findings from the study. The paper concludes with a discussion of the prac­
tical implications of the findings and identifies areas for possible future re­
search.

The Theoretical Framework

Attitude in simplest terms may be defined as a predisposition that deter­
mines how a person behave or does not behave in a particular way. How­
ever, this definition may be insufficient to understand how attitude could
be related to behaviour in this type of study. In the 1970s in the field of so­
cial psychology, Ajzen and Fishbein (1975, 1980) developed the Theory of
Reasoned Action (TRA) in an attempt to provide a model to understand
how a person's attitude impacts their behaviour (Severin & Tankard,
2001). The TRA model has been adapted for use in many fields. For ex­
ample, using TRA as a theoretical basis, Davis (1986, 1989) developed the
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Technology Acceptance Model (TAM), which is widely used by informa­
tion system (IS) researchers.

The TRA operates on the assumption that human beings are rational
animals who are able to systematically process and use the information
available to them. People consider the implications of their actions or out­
comes before they decide to engage or not engage in a given behaviour
(Ajzen & Fishbein, 1980, p.5). According to TRA, there are two main
components that explain intention. They include the attitude towards per­
forming the behaviour and the perceived social pressure, or the subjective
norms. In this study, the focus is on the former.

Attitude is regarded as the primary predictor of intention, and is per­
ceived as "a latent or underlying variable that is assumed to guide or influ­
ence behaviour" (Fishbein & Ajzen, 1975, p.8). Attitude is determined by
a set of behavioural beliefs about the outcome of behaviour. It refers to the
person's evaluation or judgement that the potential outcome will be 'posi­
tive or negative' or 'good or bad' and the probability or likelihood that per­
forming a given behaviour will result in a given outcome. Figure 1 shows
the flowchart of TRA with an emphasis on attitude, and illustrates the
transmission ofbelief into behaviour.

Behavioural Attitude Intention Behaviour
Beliefs f---+ ~ -+,,,,,,,,

.------------. ,------------1 ,
: Normative : : Subjective :,'
: Beliefs ~--~ Norm :
I I I I1 J

Fig. 1. A Flowchart of the Theory of Reasoned Action (TRA)

Fishbein and Ajzen (1975, p.8) further point out the importance of atti­
tude: "Knowledge of a person's attitude, therefore, permits prediction of
one or more specific behaviours". In other words, a positive attitude would
lead to the performance of positive behaviours and a negative attitude to
the performance of negative behaviours (Fishbein & Ajzen, ibid, p.9). Ac­
cordingly, in an ERP case, if an employee perceives that positive benefits
are due to implementing an ERP system, he or she will be motivated and
intend to be co-operative, which leads to the success of ERP system im­
plementation.
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Methodology

In order not to preclude any issues that may not be initially considered by
the researchers and to canvas as many diverse views on the topic as possi­
ble, findings of this study were allowed to emerge from raw data, collected
through interviews, and there was no attempt to test hypotheses or forced
the data into a fixed framework. Thus, grounded theory was deemed the
most appropriate methodology for the study. This allowed categories and a
theory of facts to emerge from collected data. To be specific, it allowed the
IT managers and end users to freely explain what their perceptions or atti­
tudes were from their own perspective.

Thirty-two companies were selected and included in the study as fol­
lows: 1) eight Thai-owned companies that implemented an ERP system, 2)
eight Thai-owned companies that did not implement an ERP system, 3)
eight MNCs that implemented an ERP system, and 4) eight MNCs that did
not implement an ERP system. The MNCs were randomly selected from
lists supplied from foreign Chambers of Commerce in Thailand. At the
same time, the Thai-owned companies, which have the largest turnover of
all companies in Thailand, were drawn from the database of the Revenue
Department of Thailand. All IT managers were contacted by telephone, in
order to determine their willingness to participate. In each case, at least
one IT manager and one end-user participated in the interviews. Each IT
manager was allowed to decide which end-users would be subsequently in­
terviewed. In those companies not implementing ERP systems, the chosen
end-users at least had heard about ERP systems known about the concept.
The interviews were conducted at each company, taking place at either the
participant's office or the conference room and during normal working
days.

All the qualitative data collected from the interviews were analysed by
using a grounded theory method. As defined by Glaser (1992, p.l6),
grounded theory is "a general methodology of analysis linked with data
collection that uses a systematically applied set of methods to generate an
inductive theory about a substantive area". Thus, a grounded theory
method provides a practical guide to managing and analysing data system­
atically. Undertaking the constant comparative method of analysis and
coding procedures in grounded theory, the quantity of data was reduced,
the empirical nature of the data was transcended, and as a result a con­
densed, abstract view scope of the data was obtained (Glaser, 1978, p.55).
The results of this reduction were a set of categories whose properties and
attributes reflect the content of the data. Those relating to the topic of this
paper are now presented.
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Findings

Attitudes

Many IT managers and end-users in both Thai-owned and multinational
companies expressed their positive and negative attitudes. As Fishbein and
Ajzen (1975, p.13l) argue, "attitudes are usually measured by assessing a
person's belief'. We thus identified a number of beliefs that influences
these attitudes. The positive attitude consisted of 7 beliefs while the nega­
tive attitude included 3 beliefs, as shown in Table 1.

Table 1. Attitudes and Beliefs

Positive attitude

Negative attitude

BeliefJ: Inventory accuracy and visibility
Belief2: Cost saving
Belief3: Personnel reduction
Belief4: Improved internal integration between
Systems
Belief5: Enhanced visibility of data and greater
accessibility to data
Belief6: New or improved business processes
Belief 7: Increased responsiveness
BeliefJ: Suspicion
Belief2: Resistance to change
Belief3: Difficulty

We found there to be no obvious distinction between the Thai-owned
and multinational companies. However, as anticipated, companies that did
not have an ERP system in place had more negative attitudes and expecta­
tions than the ERP-adopting companies. The attitudes and associated be­
liefs are presented as follows.

The positive attitude

Belief 1: Inventory accuracy and visibility
ERP evolved from MRP (Materials Requirements Planning) and subse­
quently MRPII, which were initially designed for manufacturing opera­
tions. Therefore, the capability of inventory management throughout the
supply chain is recognised by interviewees. An ERP system could increase
accuracy in tracking and managing repair and new inventories as well as
raw materials. At the same time, it could plan and schedule inventory flow
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throughout the entire procurement process, which in tum leads to reducing
excess inventories and costs to manage them.

Belief 2: Cost saving
An ERP system could save costs in many business areas. Many interview­
ees agreed that their companies could reduce purchasing costs by improv­
ing procurement activities. Furthermore, an ERP system could hold down
administrative burdens and lower paperwork.

Belief 3: Personnel reduction
Business process reengineering, which often accompanies an ERP system
implementation, could improve processes and eliminate some non value­
adding activities, thereby reducing the risk of human error. As many busi­
ness functions could be automated in this process -covering a significant
amount of clerical work at the same time, companies adopting an ERP sys­
tem could reduce staff costs.

Belief 4: Improved internal integration between systems
As most companies are organised and operated in a decentralised manner,
different departments, business units or even branches of companies de­
ploy different computer systems and software that sometimes operate un­
der different platforms, with separate users' interfaces, databases and
maintenance requirements. These different systems do not easily commu­
nicate with one another, and data is stored and processed separately. There
is a necessity for interfaces among systems to transfer data across system
boundaries. An ERP system could replace these disparate aging systems,
centralising them into one comprehensive multi-module software system
that integrates all (or many) fundamental business activities across depart­
ments or even across regions, and serves the entire company.

Belief 5: Enhanced visibility of data and greater accessibility to data
With one common database, users at all levels could have convenient ac­
cess to truly accurate, real-time and consolidated information. With a real­
time integration environment, information is updated and exchanged im­
mediately and continuously. Once data are entered into an ERP system
from one department, all other departments can view it. With an integrated
ERP system, all (or many) disconnected functional areas can electronically
communicate among themselves. Employees can share the same informa­
tion horizonontally and even vertically. Because of this, according to most
employees concerned with data entry in both Thai-owned and multina­
tional companies, data entry time, duplicate information and redundant
jobs can reduced.
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Belief 6: New or improved business processes
The architecture of an ERP system introduces new ways of thinking (e.g.,
about how employees do work, and how they think about work), and in
most cases forces a company to switch from a functional (or departmental)
to a process-driven model. Nearly all interviewees saw the opportunity to
review, and alter their business processes and organisational structure,
which are based on recognised theories or best business practices.

Belief 7: Increased responsiveness
In the interviewees' views, an ERP system could help to improve their
company's ability to respond to customer inquiries by delivering just the
information that customers want about their manufactured goods. Their
companies could coordinate plant assets and resources to deliver goods to
customers more quickly.

The negative attitude

Belief 1: Suspicion
During interviewing, some questions as well as doubts were raised by sev­
eral ERP end-users, and even IT managers: 'How long does it take to im­
plement ERP?', 'How can we know for sure that it is worth investing?',
and 'How can we implement and use ERP to maximise a return on invest­
ment?'. An IT manager of a non-ERP-adopting Thai-owned company ar­
gued that since end-users would not see the benefits of an ERP system in a
short-time period, it is not easy to convince them of the value of investing
an ERP system. Another IT manager of an ERP adopting MNC agreed by
saying that it was difficult to measure ROI (the Return on Investment) of
an ERP system implementation, and therefore it was impossible to see the
value of an ERP system as soon as it was installed. In addition, nearly all
ERP end-users interviewed were worried that an ERP implementation pro­
ject might create extra workload, and that there were difficulties waiting
ahead.

Belief 2: Resistance to change
Most interviewees were keen to stress that massive changes in existing
processes and organisational structure would inevitably occur, which
might have an adverse impact on their jobs. There was no evidence that
employees were afraid of losing their jobs, since in Thailand employees
are normally guaranteed job security. However, most ERP end-users did
not want to see any change in their job description, and feared unwanted
job assignments. They did not want to have to learn new skills, and accept
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new responsibilities. Furthermore, they did not want to experience a loss of
certainty.

Belief 3: Difficulty
Apart from the high cost of software itself and implementation, a majority
of IT managers were more concerned with the complexity of implementa­
tion and difficulty of configuration, modification and maintenance. An IT
manager of a non-ERP-adopting Thai-owned company believed that, ERP
system implementation was not simply about buying cutting-edge technol­
ogy. Another IT manager of another non-ERP-adopting Thai-owned com­
pany commented that an ERP system was difficult to install and configure
by his staff and himself. Approximately 40% of the IT managers inter­
viewed were also afraid for any number of reasons that there was not a
good functional fit for their organization. However, there is no concrete
evidence on technical matters from ERP end-users, partly because they
could not evaluate an ERP system technically. They had no idea how an
ERP system worked, and how application modules were integrated. Some
of them saw the demonstrations, but still could not make a judgement.
However, from the ERP end-users' view, an ERP system was not easy to
learn and use.

H is reasonable to conclude that these above beliefs that we have found
can be categories into two groups: shared and individual. Shared beliefs
occurred when most employees perceived relative advantage of an ERP
system for their company. In other word, employees believed that an ERP
system would benefit their companies. They could be motivated and intend
to be co-operative. These beliefs had an influence on a positive attitude
towards ERP systems. Consequently, this attitude can increase the inten­
tion of ERP system adoption, and lead to the success of ERP system im­
plementation.

Individual beliefs were formed when employees were suspicious and
concerned that ERP system adoption would cause them a problem. Organ­
isational change surrounding ERP system implementation and difficulty of
ERP system configuration and use are consistent with the innovative char­
acteristics of Rogers. These beliefs or perceived characteristics of an ERP
system had an influence on negative attitudes, and could cause ERP sys­
tem implementation failure.

Based on the above discussion, we refined the existing TRA model to
shows the impact of both shared and individual beliefs and intention on
ERP system adoption and usage. It should be noted again that subjective
nonn was not the focus of our study. Figure 2 shows the transmission of
shared and individual beliefs into the adoption and use of an ERP system.
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Relative Shared Positive

Advantages ----. Beliefs -----+ Attitudes

Suspicion Adoption
Intention

Resistance to Individual Negative
Change --i Beliefs f---+ Attitudes

ilDifficulty

Fig. 2. A Model ofAttitudes towards ERP Systems

The Different Attitudes towards ERP Systems in Thai-Owned
and Multinational Companies

Organisational culture can influence attitudes towards ERP system adop­
tion. Whereas in Thai-owned companies this is local and homogeneous, in
global MNCs the culture of the local branch may be quite different from
that of the company origin. In most cases, the adoption and use of IT ap­
plications of MNCs (especially a large package application like an ERP
system) is mandatory. Decisions on new IT adoption are normally made at
the corporate headquarters which in the case of most MNCs in the US or
European countries. The consequential changes cannot be resisted by local
managers and employees. However, the findings revealed that employees
of MNCs seemed to have a greater degree of organisational commitment
and a strong confidence in their organisation's decision. They appreciate
the overall benefits that could be gained to their organization, and so they
seem to have positive attitudes towards their ERP system.

On the other hand, Thai-owned companies seemed to have more prob­
lems of user resistance to change than MNCs. Most Thai-owned compa­
nies allowed their employees to be involved in an ERP project, and em­
ployees could express their likes or dislikes in regard to the
implementation. In some Thai-owned companies, employees even had
some influence on ERP system adoption and vendor selection. Although
they did not completely reject a new system, they still wanted it to be cus­
tomised to be familiar with the ways they were accustomed to working.
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vlany IS authors (e.g., Laudon & Laudon, 2004) argue that user participa­
ion and involvement in implementation activities can overcome user resis­

:ance. However, the findings revealed that employees in Thai-owned com­
ianies felt that they had an option and chose to avoid using their ERP
.ystem where possible. Bring a new system into their company required
hem to learn new skills, and accepted new responsibilities. They seemed

.iessimistic, and had negative attitudes towards their ERP system.

fhe Difference of Attitudes towards ERP Systems between IT
:Vlanagers and End Users

T managers and end-users reacted differently to the changes brought upon
.hem by the ERP systems. IT managers seemed to have a more positive at­
.itude towards change, and were more willing to adopt an ERP system.
[hey seemed to understand more the value of adopting the system as they
«new how an ERP system works and could foresee the promised benefits
hat their companies would gain from an ERP system. On the other hand,
.nd-users, who are at a relatively low level in the organisation, felt that
hey had no choice. In most cases, they were not given any opportunity to

'earn the usefulness of an ERP system before the decision was made to
idopt it, but they must accept the ERP system, as their managers wanted
hem to do so. They were then required to adjust themselves to new ways
if doing their jobs with little help or understanding from management.
rhus , end-users seemed to be more reluctant to accept change.

;) iscussion, Conclusion and Future Research

i'rom the findings of this study in locally-owned and multinational compa­
lies in Thailand, the research model shown in Figure 2 is proposed to rep­
resent the breadth of attitudes influencing the behavioural intention to
adopt an ERP system. The interviewees indicated positive and negative at­
titudes towards ERP systems, and identified a set of beliefs were identified
as significant. Our general interpretation of the findings leading to the
model were that shared beliefs of an ERP system were associated with a
more positive attitude towards adopting an ERP system, while individual
beliefs were associated with a more negative attitude. This shared belief
and hence more positive attitude seemed to be more prevalent in MNCs
than in Thai-owned companies and also more likely to exist among IT staff
than general employees .
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These findings seem to point to aspects of organisational and profes­
sional culture were likely to influence attitudes towards ERP system adop­
tion. From the findings, employees of the MNCs seemed to have positive
attitudes towards an ERP system, while employees of Thai-owned compa­
nies seemed pessimistic, and had negative attitudes towards an ERP sys­
tem. This may indicate that their organisational culture is such that manag­
ers in MNCs place greater value on a shared vision and expected some
effort into building and maintaining this. The importance of this effort may
not be appreciated in locally-owned companies, and there may be an as­
sumption that it automatically exists without the need to foster it. On the
other hand, IT managers in both groups of companies seemed to have a
more positive attitude towards the change brought on by the ERP system
implementation than end-users who felt that they had no choice, and must
accept an ERP system as their managers wanted them to do so. This could
be explained in two ways: firstly, that they naturally have an shared pro­
fessional culture and set of beliefs or secondly, that their greater knowl­
edge of IT makes them more comfortable with the demands of a package
such as an ERP system.

To deal with negative attitudes associated with difficulty, the findings
suggest that management should provide information and training to their
users. Users should not only be trained individually to understand how an
ERP system works, but also to appreciate how their work co-ordinates
with that of other to create a shared set of beliefs. Intense resistance to
change should be reduced, and suspicion should be dispelled if users could
have a clear idea of how an ERP system would have a collective impact on
their work. It is also important that management takes an active part in
managing change and will be part of the process of creating a shared vi­
sion. Their role is critical, and their contribution can make an ERP system
implementation project successful through convincing users of the value of
their ERP system. Management should share information with them, help
them to build an understanding, and to recognise the potential benefits of
their ERP system together.

Some limitations or the study are inherent in that it was inductive in na­
ture, and the findings allowed the generation of a number of theories that
emerges from the experiences of participants in the substantive area of re­
search, but are not necessarily generalisable. We suggest that future re­
search could seek to test the research model of attitudes towards EPR sys­
tems, using either quantitative or qualitative data or both. In addition, a
similar study could be conducted in other countries.
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Introduction

To deploy new information systems is an expensive and complex task, and
does seldom result in successful usage where the system adds strategic
value to the firm (e.g. Sharma et al. 2003). It has been argued that innova­
tion diffusion is a knowledge integration problem (Newell et al. 2000).
Knowledge about business processes, deployment processes, information
systems and technology are needed in a large-scale deployment of a corpo­
rate IS. These deployments can therefore to a large extent be argued to be a
knowledge management (KM) problem. An effective deployment requires
that knowledge about the system is effectively transferred to the target or­
ganization (Ko et al. 2005).

This paper reports an empirical study of a corporate IS deployment pro­
ject in a global industrial firm. An example of corporate IS would be en­
terprise systems like SAP, or as in this case an enterprise document man­
agement system (EDMS). Deployment in this context means the activities
that are needed to bring the system to the users. It includes e.g. the set up
of a maintenance organization, training, and deployment project coordina­
tion. The research aims to further explore knowledge transfer in deploy­
ment contexts. Existing research has not addressed to any significant de­
gree how the deployment organization and the deployment process impact
the transfer of IS product knowledge and deployment process knowledge.

The purpose of this article is to study the deployment of large-scale sys­
tems in terms of how methods and the deployment organization can be
managed to improve knowledge transfer throughout the deployment. The
following research question was formulated: how do the deployment or­
ganization and the process used impact the knowledge transfer in a de­
ployment program?

The reminder of the paper is organized as follows; the subsequent sec­
tion presents theories related to knowledge management, IT adoption and
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.nnovation diffusion. Section three presents the research approach. Section
our presents the case. Section five presents the major findings. The find­
:ngs are further discussed in section six, which also includes concluding
'ernarks.

Theoretlcal Framework

Ihe introduction of new information systems in organizations is a common
'csearch topic where much research exists. IS deployment relates to the ar­
las of IT adoption and technology diffusion because a successful deploy­
.nent requires that the system is in the end used by the organization. The
ihenomenon has been researched from many perspectives e.g. information
.ystems, psychology and sociology (Venkatesh et al. 2003). Major factors
hat have been identified to support technology use are management sup-

.iort (e.g. Sharma et al. 2003), training, beliefs and expectations on tech­

.iology (Venkatesh et al. 2003) . These factors have in common a focus on
' he end-user and their use of the IT artefact. IT adoption studies have not
'0 the same degree studied the management of complex deployment pro­
' ~rams and how knowledge about the new system and the deployment
.irocesses is transferred in these programs.

Knowledge - There have been several attempts made to define knowl­
xlge, Nonaka & Takeuchi (1995) defines knowledge as "justified true be­
.ief". Knowledge is a complex concept and various dimensions have been
ised to discuss knowledge in the literature. The explicit! tacit dichotomy

'ias been commonly used in the KM literature (e.g. Nonaka et al. 1995).
; ~xp licit knowledge is codified knowledge which is easy to communicate.
Iacit knowledge is more difficult to codify and therefore harder to trans­
er, An additional epistemology presented in the literature is that of know­
ng which includes an activity or action dimension. Knowing is argued to

:le a type of knowledge, which includes action (Cook et al. 1999).
Knowledge transfer - In a deployment project context knowledge about

he system and deployment processes are important to transfer in order to
"educe project time and cost. IS product knowledge is important because it
s required by the organization to use the system accordingly. IS deploy­

'nent knowledge is important because large deployments generate many
.ubprojects and best practices for how to manage the local deployment
.irojects is important from an efficiency perspective. Knowledge transfer is
'acilitated by a shared language and a common system of meaning (Boland
' ~t al. 1995). Ko et al. (2005) studied what factors that support knowledge
'ransfer in an ERP implementation context. They studied knowledge trans-
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fer among consultants and clients in an ERP implementation context and
they found that communication factors such as communication encoding!
decoding and source credibility played a significant role in supporting
knowledge transfer. They also found that knowledge factors such as ab­
sorptive capacity, shared understanding and arduous relationship supported
knowledge transfer. Regarding motivational factors they found only sup­
port for intrinsic motivation. Extrinsic motivation was found to play only a
marginal role. In this paper knowledge transfer is defined as " ... the com­
munication of knowledge from a source so that it is learned and applied by
a recipient" Ko et a1. (2005).

Deployment process - The deployment process is a key factor in a de­
ployment project. I make a distinction between a process and a method,
and in this paper I define process as a " ... a specific ordering of work ac­
tivities across time and place, with a beginning, and end, and clearly iden­
tiifed inputs and outputs: a structure for action." (Davenport 1993). The re­
lationship between a process and method is that the method give guidance
to the process. Earlier research has pointed out that methods can function
as a platform for communication and knowledge sharing (Hirschheim et a1.
1996, Rossi et a1. 2000). Other presented reasons for using methods
throughout a project-based organization are that methods are assumed to
facilitate change and transfer of staff from project to project without re­
training. The use of methods is believed to facilitate reuse of knowledge
and experiences (Nandhakumar et a1. 1999). However, KM related re­
search indicate that a method's ability to function as a platform for best
practice transfer should be limited. Research suggest that what is learned
in a project environment is often tacit, intangible and context dependent
(Bresenen et al. 2003). Best practices have also been argued to be "sticky"
(Szulanski 1996), thus they are not easily moved to other parts of the or­
ganization. However common methods define the language used for dif­
ferent activities and support the development of shared mental models.
Language and mental models play an important role in knowledge creation
and sharing (Ko et a1. 2005).

Deployment organization - Another important factor in IS deployments
is how the deployment is organized. Organizational structures have been
found to playa key role in knowledge transfer processes. Recent research
on knowledge transfer and organizational structures suggest that knowl­
edge transfer is impeded by centralization, that formal hierarchical struc­
tures have a negative impact on intra-firm knowledge transfer (Tsai 2002).
A possible explanation is that centralization does not facilitate and encour­
age social interaction which is important to knowledge transfer. Knowl­
edge transferring is a complex social process that demands collaborative
efforts and informal lateral relations have therefore showed a significant
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positive effect on inter-unit knowledge transfer. Social interactions in the
knowledge transfer process create trust and foster cooperation according to
Tsai (2002). Hansen (2002) has similarly found that lateral network rela­
tions supports inter-unit knowledge sharing in multiunit firms. Knowledge
networks have been suggested to be important when disseminating tacit
knowledge. Knowledge networks and networking support knowledge crea­
tion and innovation as they enable cross-fertilization of tacit knowledge
between groups (Seufert et al. 1999).

Using the existing theories that cover knowledge transfer the following
research model is presented (figure 1).

Deployment
process

Deployment
organization

Receiving
unit +- Knowledge

transfer

Fig. 1. Research framework

Research Methodology

A case study approach was used and the data collection methods were ob­
servations, semi-structured interviews and project documentation (minutes
of meeting, final reports, method documentation). The observational study
was in the form of participant observation; the observation data was then
complemented with data from the semi-structured interviews. The role I
played as observer was complete-member researcher (Adler et al. 1994). I
studied the deployment activities during two periods of time. The first
study took place in 2000, and that study was followed up by a smaller
study in 2003.

The first study (in 2000) involved observations, interviews and project
documentation. Two local deployment projects were observed. The first
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unit was a patent support organization of about 20 employees, which
worked with filing patents covering the European market. The second unit
worked with expatriates and their contracts. The unit employed 30 people
at the headquarters. In addition to the observations a number of semi­
structured interviews were also made with people working at other units.
In total eight people were interviewed in 2000. The interviews spanned
from I hour to 1,5 hours.

In the second study (in 2003) interviews and documents were used as
data collection methods . The interviews involved two key people who had
been working with DocSystem since the start, the product manager and the
application strategist. These were the only two people left from the group
that had worked with the system since it was launched in 1999. The inter­
views focused on how the central deployment unit had perceived the
knowledge build up regarding the new system during the last 3 years and
how knowledge about the system were disseminated to the rest of the
company. The interviews were unstructured and were about 2 hours in
length.

The interviews were tape recorded and transcribed into protocols. Using
the research model (figure 1) the data was coded with respect to two gen­
eral categories: (I) deployment process and (2) deployment organization.
A second analysis was done with the aim to study the knowledge transfer
characteristics of the deployment process and the deployment organization.
The observational data were analysed in a similar way as the interview
data. The categories became the backbone of the analysis and of the pre­
sented findings in section five.

Case Presentation

The studied case was a deployment program with the goal to rollout a
document management system to approximately 80,000 users within
TeleGroup worldwide (in 1999). TeleGroup is a today a global telecom
equipment producer with almost 50.000 employees (in 2004) in 120 coun­
tries. Currently, deployment activities have stopped due to significant re­
ductions of the IT budget, layoffs, and outsourcing. The company has
moved from 120 000 employees (in 1999 when the study started) to under
50.000 employees (in 2004) thus there has been a dramatic change since
1999 when the study started . When most of the observations and inter­
views were done (in 2000) the deployment was ongoing on a large scale,
and had reached a point where approximately 40 local deployment projects
around the world were simultaneously conducted.
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The DocSystem initiative started in mid 1998. Corporate IT, the group's
central IS/IT unit, had identified a major problem with the current hetero­
geneous system landscape for document management within the group
which resulted in high costs for administration and maintenance. Due to
the amount of systems and their incompatibility it was also hard to find
and share information. To improve the situation Corporate IT decided to
deploy one common system for document management within the whole
group. The goals for the new system were of a technical character and for­
mulated from a CorporateIT perspective.

The deployment was organized in several local deployment projects. All
tocal deployment projects were coordinated and/or followed up by the
DocSystem centre. Whether to deploy the system or not was a local deci­
sion of the local units. Thus the IS/IT department of the group could not
force anyone to start using the system.

The stakeholders that were involved in the project during the first study
were: Users - The users were of all types of employees from executive
managers to assistants. Deployment managers - A central role in the
DocSystem initiative was the deployment managers, which had the re­
sponsibility for deploying the system in the local units. Coach - The
Coach was a role that was introduced some time after the deployment
started. It was found out that a complementary role was needed to the de­
ployment manager. In the projects where the deployment manager had lim­
ited skills in document management and the system a coach was hired.
Coaches were offered as a service provided by the Doc System centre until
200 1. Product manager- The product manager's responsibility was ini­
tially to set up the infrastructure and to build the support plus the mainte­
nance functions for the system. Corporate IT - The Corporate IT depart­
ment was the unit within TeleGroup headquarters that had the
responsibility for all major IS/IT investments and related strategies that
were of strategic importance for the group as a whole. DocSystem Centre ­
At the DocSystem centre some of the central functions such as support,
application development, and application strategies, deployment support
were grouped. Resources that worked in the DocSystem centre was sig­
nificantly reduced after 2001, from about 20 people to about 6 at the end of
2002. Coordination manager - The coordination manager's most impor­
tant role was to facilitate the communication between the deployment pro­
jects and the DocSystem centre, and between deployment projects.
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The DocSystem Deployment

Deployment Process

To facilitate the deployment of the system and to help deployment manag­
ers to structure their work a deployment method was developed by the
DocSystem centre. The method was mainly a reuse from the deployment
of SAP and MS Exchange within TeleGroup, and it was based on the
company's general project management method. The method was intro­
duced to deployment managers via courses. The first version of the method
was ambitious and described all activities to be performed and planned by
the deployment manager. The method emphasized activities such as busi­
ness process mapping, communication planning, change management
planning, and the creation of business cases for local deployment projects.
The method contained also links to examples and templates for the differ­
ent documents that should be produced, such as project specification, stra­
tegic fit analysis, migration plan, and so forth. The knowledge exploitation
approach used to develop the method had some negative effects. The de­
ployment managers did not think that the method helped them in their job ,
since it had weak relation to how things actually worked. Or as one de­
ployment manager said: "There is no connection between the process and
the real world, how things really work. It is also too complex with too
many documents that should be developed." Systems like SAP or MS Ex­
change have different characteristics and other aspects of the deployment
are therefore focused in these deployment processes.

Related to the mentioned issue above it is interesting to comment on
how the method was initially developed. One person was given the as­
signment to create the method. That person contacted people which had
experience from other large scale deployments (i.e. SAP and MS Ex­
change), with the purpose to re-use existing methods as much as possible.
Unfortunately the new method was not verified with the earlier pilot pro­
jects or others that had some pre experiences with the deployment of the
DocSystem. Thus the method development became essentially a document
production activity. Three years later in the follow up study it was also ex­
pressed that the failure of the method could be described to the fact that it
lacked a connection to the context of this particular deployment. Even if
the method was changed based on some feed back from practice the
changes only resulted in a reduction of activities and documents to be pro­
duced.
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Deployment Organization

There were several organizational units in the deployment organization
that supported knowledge transfer. These units were the DocSystem cen­
tre, the coaches and the coordination manager.

The DocSystem centre: The DocSystem centre had an important role to
play, a) they had most of the knowledge of how the system worked (func­
tionality) b) they knew what deployment projects were going on within the
organization c) they had the major contacts to other knowledge resources,
such as the vendor itself d) they had a coordination role regarding re­
sources and support to deployment projects e) they received all requests
for changes in the system, and they also received information on deploy­
ment problems. A major problem to the DocSystem center in the begin­
ning of the project was that it became overwhelmed with urgent technical
problems in the system itself due to an unstable system. After 2001 the
DocSystem centre ceased to exist due to budget cuts and a reduction in de­
ployment activities.

The Coach: The coach had good knowledge about the system and the
company's document management rules. He or she worked also in some
occasions as trainer holding courses in DocSystem. These persons spent
one or more days per week with the deployment projects to assist solving
technical or process related issues. The coach worked normally with sev­
eral deployment projects at a time and thus gained insights about other
projects' issues and solutions. The coaches were perceived as a very good
way to transfer knowledge about the system to the local units. The de­
ployment managers had a positive view of the coaches as they could assist
with in-depth knowledge about the system and inform on similar issues in
other projects. The coaches were enthusiastic about the system and its po­
tential, which encouraged the projects to continue implementations despite
many deployment issues.

The coordination manager: At the DocSystem centre there was one per­
son whose role was to coordinate the ongoing projects (the coordination
manager). This person organized meetings for the deployment managers
across the organization, known as coordination meetings. During these
two-hour meetings that were scheduled once every two months the project
managers and coaches had the possibility to meet and to exchange ideas
and issues. These meetings provided an opportunity for deployment man­
agers to know each other informally so they could easily talk to each other
about issues when needed. The coordination manager had thus an over­
view regarding the activities related to the DocSystem deployment and
was as such a strategic resource to the DocSystem centre. Having this posi-
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tion the coordination manager also functioned as a mediator of DocSystem
knowledge.

Discussions and Conclusions

The goals provided by corporate IT that should explain why the system
was deployed related more to an infrastructure deployment with the pur­
pose to cut cost for document management rather than that the system
should support business processes. Comparing corporate IT's goals with
what was emphasized in the method, that DocSystem should not just be a
new IT system, but a new way of working indicates a clear mismatch be­
tween corporate IT's goals and the method's design. The inconsistent mes­
sage created uncertainty as to why the system was deployed. As stressed in
the KM literature, the corporate strategy is the most important context for
KM (Zack 1999). A better link to the corporate strategy and its environ­
ment could have made it easier for the project to develop a shared under­
standing for what and how the system should be used. From a knowledge
transfer perspective a shared understanding is an important enabling factor
(Ko et al. 2005). A shared vision could have been formulated, which in
turn could have supported the alignment of methods and networking ac­
tivities within the deployment.

The study showed that methods in large deployment projects has limited
role in knowledge transferring if it has not been designed with the purpose
to support practice and the knowledge processes. The method in this study
was not designed to support the deployment of this particular system.
These findings regarding the use of the method correspond well with the
critical IS method literature (e.g. Fitzgerald 1997, Truex et al. 2000)

If a common deployment method is developed it must be designed for
the specific project. The case showed that it is ineffective to only reuse
methods from similar application deployments. Each application affects
the business processes differently and thus the method must take these
special characteristics of the application into account. The problems with
the method further strengthens earlier research that point at the context de­
pendency of knowledge and the difficulty of transferring best-practice
(Szulanski 1996).

The inability to create and implement a common method that supported
the deployment projects created a situation where no common processes
were followed. Much time in the deployment projects were spent on
method related issues. Every project had to create their method and the
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common method provided by the deployment program was of limited help
in this regard.

The organizational structure worked better from a knowledge transfer
perspective as it supported knowledge networking. The coaches helped to
combine knowledge from different sources. The coach worked as a form
of knowledge broker (Davenport et aI. 1998). The coach can be character­
ized as a human networking strategy (Swan et aI. 1999). The network
structure worked as a flexible way to disseminate knowledge and to sup­
port problem solving in the local projects. It was able to disseminate tacit
knowledge which is important in learning processes (Nonaka et aI. 1995).
The network structure that facilitated networking was represented by:
coaches, DocSystem centre and the coordination manager.

The DocSystem Center could have played an even more central role in
knowledge transfer. It became however overwhelmed with technical is­
sues. The problems the DocSystem centre encountered with an immature
system in the beginning made it too focused on solving technical issues in­
stead of planning and supporting the deployment. A separation of the tech­
nical development activities and the deployment activities could have re­
duced this issue. The DocSystem centre would probably have been more
successful if it was not directly responsible for development and mainte­
nance of the system. If the systems management was some other unit's re­
sponsibility it could instead focus on supporting the deployment with
knowledge management instead of using all resources internally to fix
technical problems.

The support structures for knowledge networking could have been even
further explored and strengthened. DocSystem centre coordinated projects
and gathered deployment managers regularly to discuss project and system
issues. Increased networking between communities could maybe not only
have strengthened knowledge transfer further on an operational level but
also solved some issues of strategic nature. Many of the problems origi­
nated from poor management on the strategic level. If representatives from
CorpIT were part of the deployment organization better strategies for the
system could probably have been jointly developed as knowledge from the
two communities could have been more efficiently exchanged. Now, as the
CorpIT did not take an active role in the deployment important knowledge
were missing and thus could not be transferred. Instead that knowledge
gap was filled by new knowledge created by actors when needed, which
had some unwanted consequences. Unfortunately the limited understand­
ing for knowledge transfer and the importance of knowledge in this project
reduced the efficiency of the deployment.

This research studied deployment activities and how the deployment or­
ganization and the deployment process supported the dissemination of
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knowledge regarding DocSystem and deployment processes. From a de­
ployment organization perspective the study showed that knowledge net­
working play an important role in knowledge transferring when deploying
a corporate IS. Knowledge networking enables communication and knowl­
edge diffusion regarding the system and solutions to issues. Knowledge
networking played a more important role in knowledge transferring than
methods in this case and this is an important lesson for future large-scale
deployment of corporate IS. Deployment coaches, coordination centers,
and coordination managers showed in this case to be a successful approach
to support large-scale deployment from a knowledge transfer perspective.
Methods on the contrary played a limited role in this case mainly due to its
poor design. Based on this research I suggest that methods in the future
should focus more on how to enable knowledge creation and diffusion, e.g.
how a networking structure (like the one in this case) is set up and focus
less on specifying how traditional activities like gap analysis, business case
development are performed in sequence.

Limitations of this research relates to the limited secondary study which
only included two interviews (mainly due to access issues). One should
also have in mind that the studied company went through some really tur­
bulent times during this study. Generalizbility of the findings may there­
fore be limited but they give an indication for how large-scale deployment
projects of corporate IS can be improved with KM.

I suggest that future research should further focus on how deployment
methods can be designed to incorporate guidelines on how knowledge
creation and dissemination is enabled via networking.
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Introduction

Information and Communication technologies (lCT) have radically altered
the way enterprises operate in today's turbulent environment. They not
only contribute in part to this environment through increased information
availability to customers but also provide a means of ameliorating the un­
certainty associated with a fast-clock speed operational environment by fa­
cilitating the integration of suppliers and partners across the enterprise .
There are two aspects that need to be considered when an IT system is im­
plemented across an enterprise : the ability of the system to meet current
and future enterprise needs, and the ability of the enterprise to adapt to and
leverage the capabilities of the implemented IT system. Both aspects have
to be addressed synergistically to realize the benefits of the investment at
the enterprise level.

It has been widely documented that large-scale IT projects fail for rea­
sons unrelated to the technical feasibility of the system or due to the reli­
ability of its implementation (ST 1995, MK 1994). Additionally, it has
been noted that good technology implementation, coupled with change
management techniques , can substantially increase the probability of suc­
cess (BL 1993). Markus and Benjamin (MB 1997) advance the Magic Bul­
let Theory ofIT and Organization Change, in which enterprise change is
seen as an expected outcome of the implementation of a powerful technol­
ogy, only to highlight the fundamentally flawed nature of this theory; con­
sequently, they identify alternative roles for IT change agents. Bryn­
jolfsson and Hitt (BH 2000) argue that a significant component of the
value of an IT system arises from the ability to enable complementary or­
ganizational investments, such as business processes and work practices.
Our paper provides further case-based validation for that argument.
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CIMdata (CIM 2003) defines Product Lifecyc1e Management (PLM),
from the perspective of a provider of PDM technology, as "a strategic
business approach that applies a consistent set of business solutions in
support of the use of product definition information across an extended en­
terprise from concept to end of life - integrating people, process, business
systems, and information". The conceptual mapping of the evolution of
PLM to the levels of enterprise transformation is shown in Figure 1. The
figure follows the Venkataraman framework (VM 1994) for the enterprise
reconfiguration that happens when IT systems are adopted. The historical
roots of PLM can be traced to computer-aided design (CAD) data man­
agement, which enables an enterprise to gain cost savings through the use
of a centralized data vault. The impact of CAD-related data management
was felt only within the design process. The PDM technology that fol­
lowed had the potential to enable better design data flow across the enter­
prise. Its potential impact encompasses both evolutionary change involving
work flow improvements during the design phase and revolutionary
change through integration of design and manufacturing processes. PLM
as it is currently defined requires revolutionary change to enable the seam­
less flow of product data across the entire lifecyc1e from design, all the
way through product retirement.
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Fig. 1. PDM in the context of enterprise transformation

Unlike other industries in which product data flows only up to the dis­
tribution stage, aerospace requires product data to be managed through a
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system's lifecyc1e, until its retirement. There are three motivating factors
for PLM in aerospace:

• Products have long lifecycles (up to 90+ years) and sustainment is often
carried out not by the original manufacturer but other organizations spe­
cializing in sustainment activities.

• Customer and/or government agency visibility throughout the product
lifecycle is often required.

• Potential cost savings in process and tool standardization, and seamless
integration between IT systems.

There has been significant research into DM and its associated tech­
nologies. Abramovici and Sieg (AS 2001), and Hameri and Nihitila (HN
1998) both provide an overview of the evolution of PDMIPLM. However,
there has been little research highlighting the current state of PDMlPLM
within the aerospace industry. The question of what impediments, if any,
were faced by specific companies in implementing the system and how
they were overcome in accomplishing ultimately successful implementa­
tion has remained an open question. This paper attempts to bridge that gap,
providing insight into both the current state of DM within the US aero­
space industry, and the expected trajectory of change based on the survey
findings. The case-based narratives of IT-enabled change provide insight
into the cultural and organizational challenges that lie ahead.

Research Design

The key research questions were identified through a one-day workshop at
MIT, involving LAI consortium members. The workshop participants were
selected to represent both prime contractors and suppliers of PDM tech­
nologies and services. In addition, the participants had PDM implementa­
tion initiatives at various stages of progress and maturity. This was done to
get an accurate picture of the challenges faced at various phases of PDM
implementation. During the workshop, a focused and representative list of
the most pressing questions faced by the industry framed the research
agenda. The questions included:

• What are the high-level requirements for PDM and how are they im­
plemented?

• What are the success factors in implementing PDM at various stages of
the implementation process?
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Given the questions and relevant literature, the research lent itself to an
exploratory and descriptive methodology. It was decided that a two-phase
approach should be taken. Phase one would consist of a structured inter­
view process to gather initial data. Case studies would comprise phase two,
an opportunity to further explore specific questions identified in phase one.

Phase One

Overall, nine company sites representing six different companies were vis­
ited. Sites were chosen based on having current or recent PDM­
implementation activities. A broad range of company types was desired in
order to represent the aerospace industry so prime contractors, suppliers
and federally funded research and development centers (FFRDC) were
present in the sample. Structured interviews were administered at each lo­
cation at both the site and program level. More than 50 questions were
asked each interviewee, covering a broad range of topics related to their
PDM system's capabilities, implementation approaches and experiences
with the technology and user communities. The questions were developed
from the workshop proceedings, reviewed by the team, and piloted at two
sites prior to data collection. Interviewees at the site level were exclusively
directors and senior managers in the engineering or IT organization. Inter­
viewees at the program level were predominantly program managers and
chief engineers.

Phase Two

Based on the findings from the initial interview data, two new questions
were posed for exploration using the case studies. These were:

1. What was the initial tool selection process?
2. How are the technology and organization evolving over time?

Two companies were chosen for the case studies, based on their dispa­
rate experiences and company type. The two companies highlighted very
different patterns of progress in terms of both the initial selection decision
processes and the subsequent evolution of the implementation processes,
as well as in terms of degrees of eventual implementation success
achieved. The results reported here highlight interim findings.
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Phase One Survey Findings

For each site, at least one interview was at the site level and up to three at
the program level. Some of the results highlight patterns of POM imple­
mentation within the companies surveyed. Several interesting patterns also
emerged regarding the approach taken to major POM implementation ef­
forts and how the outcome seemed to be shaped by both the context and
various challenges faced during the implementation process.

The data presented in Figure 2 and Figure 3 were collected from the
twenty programs interviewed. These two figures capture the four main ap­
proaches employed to product data management: only POM, POM and
some additional method, configuration management (Clvl), or without any
formal configuration management. Figure 2 illustrates the state of product
data management prior to the implementation of a new POM system. The
use of POM in the surveyed programs covered less than thirty percent of
the total data managed beyond the creation of the Manufacturing Bill of
Materials. This highlights the disconnect that existed between the engi­
neering and manufacturing phases of system development.
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Fig. 2. Pre-Transformation State of Data Management

Figure 3 illustrates the expected state of product data management after
the implementation of a new POM system. A key finding from the survey
is the increased use of POM in managing engineering design data. The
flow of data to the manufacturing and support phases through the use of
POM still remains largely unexploited. Even in the case of new POM im-
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plementation efforts, the scope of data management in terms of encom­
passing other functions beyond engineering seems to be seriously limited.
Therefore, future PDM implementation initiatives should focus more atten­
tion to the ability of transferring data to other downstream enterprise func­
tions. Figure 3 indicates a potential shift over the next few years to data
management covering more of the downstream enterprise functions includ­
ing manufacturing and sustainment.

One of the implementation-related questions posed at the site level cov­
ered the approaches used to training the site personnel and how success
was perceived. Although six out of eight responses answered "yes" and
one answered "functional" when asked whether the interviewees consid­
ered their training to have been successful, the "yes" response was always
accompanied by a "sort of' or a candid "no." A clear pattern emerging
from the interviews indicated that more effort needs to be spent in com­
municating the significance to the user community of what they are about
to experience. As described by a director of design engineering, "Where
rtraining] has been a success, it was because the people understood the im­
pact. This isn't just a PDM - it's their new job. In other instances, some
heard but didn't listen." Others commented as well, saying that making the
transition more 'real' to the user community would have lessened the resis­
tance.
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From the interviews, there were several themes like those above de­
scribing typical implementation processes that tend to be very challenging
to execute. The challenges cited raised some questions about how the
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software selected for implementation was chosen in the first place. They
further raised other questions, such as whether certain changes were forced
upon the organization or whether these changes were the results of soft­
ware system being implemented. These and related early questions led to
the case studies.

Phase Two Case Study Findings

The two companies selected for the case studies were based on their differ­
ent approaches to PDM, the different sectors within which they operated,
and the changes enabled by PDM. Company Aero is a business unit of an
aerospace company that has been in the weapon platforms business dating
back to the 1960s. Company Space is a research and development estab­
lishment, specializing in spacecraft, space systems and mission operations,
dating back to the early 1940s.

Successful Enterprise Transformation Case Study

Aero's history of mergers, acquisitions and an arguably unstable stream of
government contracts had placed it in the threatened position of being shut
down. For political reasons, shutting down was not an option for the cor­
poration, hence Aero as a business unit was challenged to reduce its oper­
ating costs by 20%. Facing a 'burning platform', Aero 's leadership sup­
plemented its organization with an experienced team from a sister business
unit. The management of Aero 's bill of material (BOM) was identified by
the experienced outsiders as the focal point of concern. Process change en­
abled through PDM technology was prescribed as the solution Aero
needed.

The team understood that the transition would not simply be a new IT
system. Led within the engineering organization, the processes were fun­
damentally re-evaluated and redesigned; interfaces across functional disci­
plines and external stakeholders were identified and addressed; users were
required to use the new system, they avoided any training and found loop­
holes to continue using the legacy system. Perhaps most important, the
leadership at the "burning platform" site was given the budgetary support
and authoritative backing to make drastic changes.

After a series of three incremental implementation efforts, Aero had
transformed the way it did business. It went from a loss center to the top­
performing center within its line of business across the parent company. Its
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major customer now has complete visibility into Aero's processes and has
instituted having such a capability as a requirement in its other contracts.
Aero is able to share digital data across the company as well as with its
supplier network and customers. Most important, it now can track its cost
and schedule drivers as a reconcilable, fully managed BOM drives the
company's product lifecycle. Aero is currently transferring its knowledge
and expertise to a remote design center to enable a similar transformation.

Aero continues to make improvements in its processes and capabilities.
It also continues to change its existing culture as it strives to make further
progress with its PDM-implementation related efforts. These implementa­
tion efforts have nevertheless fundamentally changed Aero for the better
and enabled it to be prepared to address the challenges ahead.

Struggling Enterprise Transformation Case Study

Space's culture has remained fairly static over its history. It quickly estab­
lished its place in the industry as a strong research and development center,
producing small quantities of specialized products. Space is mostly com­
prised of master's- and PhD-level employees who are largely self-driven
and motivated. However, it has a diluted management culture, perhaps re­
sulting from its distributed leadership structure. Its business needs also dif­
fer sufficiently from others in the aerospace industry, such that having a
robust DM capability has not been seen as a high priority.

Space's initial PDM efforts were driven by the need to replace the retir­
ing director of its DM group, framing its 'burning platform ' . The decision
was made to automate configuration management of drawings. The as­
signment continued to reside in the IT organization, with little attention
paid to it by upper management. The initial implementation consisted of
the IT team selecting a PDM solution that could not only manage drawings
but also automate many additional processes. It launched the solution
without involving any of the users or entertaining their input. Given
Space's culture, the users essentially boycotted the system.

Over a period of six years, Space's PDM efforts struggled due to man­
agement changes, reorganizations , and an undefined internal IT mandate.
Five years ago, Space declared that IT was not a core competency, its
IT/PDM management stabilized, and a new, defined PDM effort emerged.
Since then, it has successfully piloted its new system, involved the partici­
pation of the affected programs within the company, and begun rolling out
the new IT/PDM capability. As Space's environment has become more
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competitive as well as more collaborative, its PDM capabilities have
helped the company to meet these emerging.

Space continues to struggle, however, with its culture. It is a long way
from obtaining the gains made by Aero, mainly due to the lack of value
placed on the capability by upper management. Space's transformation ef­
forts as an enterprise will continue to be restrained/inhibited as long as the
culture is given free reign over its programs' IT choices and management
does not provide stronger budgetary and authoritative support for the ef­
fort.

Conclusions

The enterprises studied here still have a way to go before product data can
be used successfully across the entire lifecyc1e. PDM/PLM systems can
provide strategic capabilities to the enterprise in terms of enabling faster
responses to customer needs, and providing product knowledge capture
within the enterprise. Successful leveraging of these capabilities arises
from understanding the need for product data management, assessing the
current internal enterprise capabilities and those provided by vendors,
managing the process change that results from implementing the system,
and keeping the implementation current. There are technical, organiza­
tional and cultural challenges that arise from implementing a new IT sys­
tem; PDM systems provide an excellent illustrative example of these chal­
lenges.

Our survey data reflects the increased adoption of product data man­
agement within the aerospace industry, and highlights the expected change
trajectory over the next five years. A snapshot from nominal data regard­
ing training experience helps to illustrate one of the typical but highly
critical decision points. This and others such as the composition of the
PDM development and implementation team have the potential to cripple
an otherwise well-planned implementation strategy. The two cases pre­
sented represent different contexts and progressions in enterprise IT adop­
tion. The main findings from the cases were:

• One size does not fit all: The two cases presented used contrasting IT
implementation approaches. Their strategies were a function of resource
availability, management commitment and system understanding. The
approach adopted must reflect limitations imposed by the organization,
technology and culture.
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• Authority to transform the enterprise: The team given responsibility for
designing and implementing the system must be given authority and the
requisite budget to drive change.

• Gaining user commitment: Not communicating the criticality of transi­
tioning to the new system is a common stumbling block in gaining user
commitment. This requires user involvement in the process redesign as
well as training of end users in the process changes and in using the tool
itself.

• Managing process evolution: A successful execution requires manage­
ment of process changes before, during and after system implementa­
tion.
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Introduction

Unstructured data, most of it in the form of text files, typically accounts for
85% of an organization's knowledge stores, but it's not always easy to
find, access, analyze or use (Robb 2004). That is why it is important to use
solutions based on text and data mining. This solution is known as duo
mining. This leads to improve management based on knowledge owned in
organization. The results are interesting. Data mining provides to lead with
structuralized data, usually powered from data warehouses. Text mining,
sometimes called web mining, looks for patterns in unstructured data ­
memos, document and www. Integrating text-based information with
structured data enriches predictive modeling capabilities and provides new
stores of insightful and valuable information for driving business and re­
search initiatives forward.

Methods for Integration Data- and Text-Mining

Progress in digital data acquisition and storage technology has resulted in
the growth of huge databases (Hand et al. 2001). Data mining has become
useful over past decade in business to gain more information, to have a
better understanding of running a business, and to find a new ways and
ideas to extrapolate a business to other markets (Bargain et al. 2(02). Data
mining involves extraction , transformation and presentation of data in use­
ful form. Creating a mining model can be compared to manufacturing
process - from data by the algorithm towards the mining model (Paul et
aI.2oo2). Integrate methods of text analysis with methods for data analysis
may take more profits to organizations. Data and text mining is the ele­
ment of business Intelligence system, which contains software for support­
ing decisions. Business Intelligence means using data assets to make better
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business decisions. It is about access, analysis, and uncovering new oppor­
tunities (Almeida et al. 1999). The source to powered Business Intelli­
gence systems is metadata. Several factors have triggered the need for
metadata in businesses today. These include the following:

• Current systems are inflexible and nonintegrated.
• Existing data warehouses and data marts need to grow.
• Business users needs are not being fulfilled.
• Companies need to reduce the impact of employee turnover.
• Businesses need to increase user confidence in data (Marco 2000).

A major difficulty with the dataset usually used in the data mining
model is its relational structure (Grant 2(03). The problem has been solved
by leading with dimensional structures. The data mining model describes
where the source of data is that is used to train the model is stored. This
source can be an OLAP cube in which the model is called MOLAP (Mul­
tidimensional OLAP). The second type is called ROLAP (Relational
OLAP). A third option which attempts to take the best of each is called
HOLAP (Hybrid OLAP). Data Mining model algorithms include classifi­
cation, clustering, descriptive and predictive models (Bain et a1.2001). The
heart of data mining systems is the data warehouse. OLAP allows users to
view information from many angles, drill down to atomic data, or roll up
into aggregations to see trends and historical information. It is the final and
arguably most important piece of the data warehouse architecture (Moeller
2(01). A data warehouse is subject-oriented, integrated, nonvolatile, and
time-variant collection of data in support of management's decision (In­
mon 2002). Subject areas are major grouping of physical items, concepts,
events, people, and places of interest to the enterprise (Imhoff 2(03).The
data warehouse contains fact and dimension tables. Facts represents a
business measure, while the dimension tables contain the textual descrip­
tors of the business (Kimball and Ross 2002). The results of requirements
analysis and source system audit serve as inputs to the design of the ware­
house schema. The schema details all fact and dimension tables and fields,
as well as data sources for each warehouse field (Humphries et al. 2(01).
Ihe design of the data warehouse includes star and snowflake schemas
(Scalzo 2003). Functions in text analysis are to select features for further
processing. Text mining is needed to process text into a form that data
mining procedures can use (Weiss 2004). This usually contains language
identification, feature extraction, clustering and categorization. The lan­
guage identification tool can automatically discover the language in which
a document is written. Feature extraction recognizes significant vocabulary
items in text. Clustering is a process which divides a collection of docu-
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ments into groups. Categorization tools assign documents to preexisting
categories, sometimes called "topics" or "themes" (Tkach 1998). A docu­
ment warehousing is a technology which leads with text documents. It is
characterized by following attributes: there is no single document structure
or document type, documents are drawn form multiple sources, essential
features of documents are automatically extracted and explicitly stored in
the document warehouse, which are designed to integrated semantically re­
lated documents (Sullivan 2001).

Data preparation is one of the most important step in the model devel­
opment process. From the simplest analysis to the most complex model,
the quality of the data going in is key of success ofthe project (Rud 2001).

DEA (Data Envelopment Analysis) is the mathematical programming
approach developed to evaluate the relative efficiency of a set of units that
have multiple performance measures - inputs and outputs. DEA is particu­
larly useful when the relationships among the multiple performance meas­
ures are unknown (Wang 2003).

Research Method

There are three main aspects of the text- and data- mining integration.
First aspect concerns source of data. The data warehouse is the best source
used for integration data from various OLTP systems and for using to
transform into business information easily understood by tools and deci­
sion workers. This leads to create a source for data mining application.
Document warehouse can be used as the source for text mining tools. Sec­
ond aspect is to find a logical model, which integrates both technologies
and provides useful information for decision workers. Vendors, such as
SAS Institute, provides solutions to build data mining models in its enter­
prise miner, and text mining models in text miner. There is no simple so­
lution to join both applications. Third aspect is how to build the presenta­
tion layer, which can visualize data taken from both sources.

The data warehouse build for using in banking organizations should
cover all aspects of its organizational structure. In it's operating with data
mining model particularly static activity should be included. The next step
should begin process of determining sources for document warehouse.
These sources are often documents, applications and any notes from cli­
ents. The most important thing is that the warehouse must properly process
the documents. The least efficient warehouse contains errors in its data.
Research leads by The Data Warehousing Institute has argued that bad
quality of data in USA wasted about 600 milliards dollars per year. The
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proposal is to implement methods to prevent data errors in warehouses in
this first layer of data- and text- mining integration.

Data
Warehouse

Aggregate
along

hierarchies

Document
Warehouse

Preprocess
documents

Text
analysis

Fig. 1. Steps in document warehouse construction compared to data warehousing

As showed in figure above, the last step in building data and document
warehouses is compiling metadata. In banking applications metadata used
with both warehouses are similar. It is important that metadata types used
in document warehouse should be similar to data warehouse. This can im­
prove process of modeling integration tools for supporting both technolo­
gies. Using common description for metadata can provide a model which
can be split by external application.

The next step is to build a solution for supporting both data- and text
mining technology. The main task is to find a pattern in data or text and
then use it to provide to upper layers of this proposal. This model should
support reporting based on both technologies. In authors' opinion, the best
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way is to use external application. It can safe from losing coherence in data
and document warehouses. This model has been tested based on SAS 9.1.3
software. For data mining technology was used SAS Enterprise Miner, text
mining was supported by SAS Text Miner. Both technologies were split
based on Sun Java architecture, supported by SAS application. In this solu­
tion there has been added indexing table, which split indexing tables from
text and data mining and a search engine has been developed.

Structured
Data

Data
Warehouse

Unstructured
Data

(documents)

Document
Warehouse

Fig. 2. Integration of data- and text-mining technologies on upper layer

The last step is to provide visualization layer for this technologies. The
technology used in this model was Java Swing, based on Sun Microsys­
terns applications. End user can request for any data from any criteria.

Results

The result is that there is a multiplier effect going on. By using data mining
and text mining together, enterprises have been able to improve its func­
tioning to around 20 percent, with the range being from 5 to 50 percent
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(Creese 2004). The effect is particularly visible while loan analysis. The
documents from customer can be used as a pattern for text mining tools,
while his credit account can be analyzed by using data mining technology.
For example a customer cannot pay rate because of a random accident. He
could write a document with explaining this situation. By using only data
mining tools it will not be as simple to discover the problem in payment.
By using both technologies the system can compare these two patterns and
discover why the client cannot pay this payment. It can take small amount
of time to do this, while using only one technology can lead to necessary
analyze both documents by the person.

Conclusion

The present paper has identified aspects in modeling text- and data mining
technologies in tandem. Nowadays duo mining technologies are not widely
used in organization. There is no literature and experience for using this
technology in organizations of all kinds. In authors' opinion, this will be
increasing. This requires a new approach to develop text and data mining
tools. The banking organization is the best practice for using the solutions
proposed by author. The application for this solution has been developed
and tested in SAS 9.1.3 system.
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Introduction

Organizations experience problems when incorporating external data into
data warehouses (DWs), e.g. (Adelman, 1998; Damato, 1999; Devlin,
1997; Kimball, 1996; Oglesby, 1999) and therefore, they are not able to
fully exploit the potential thereof (Strand & Wangler, 2004). In alignment,
the need for developing a support that may assist organizations in better
exploiting the potential of the incorporated external data has been empha­
sized by DW consultants (Strand and Wangler, 2004), as well as banking
organizations (Strand et al., 2004b).

However, for being able to develop such support, one must have a thor­
ough understanding of the reasons for why organizations fail in fully ex­
ploiting their external data investments, i.e. one must understand the prob­
lems they experience.

Therefore, to create a foundation for a future development of some kind
of support, the work reported on here aimed at identifying, describing,
categorizing, and verifying common problems. We focus on problems re­
lated to syndicate data, which is the most common subcategory of external
data being incorporated into DWs (Strand & Wangler, 2004; Strand et al.,
2004b).

The work was conducted in two steps: 1) the identification, description,
and categorization of syndicate data incorporation problems accounted for
in the literature, and 2) a verification, via an interview study, that the prob­
lems are industry-independent. Verifying that the problems are broadly
experienced was deemed important, since the support has a general pur­
pose and should not be directed towards a particular industry.

The result of the work provides a categorization of 22 industry­
independent problems. The problems are, for example, difficulties in se-
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lecting the most appropriate data supplier, missing metadata, laws that re­
strict how they may use the data, and missing data identifiers.

Background

The literature lacks for any definition of syndicate data. Kimball (1996)
provides the first instance of the concept, but does not define it. He only
accounts for it as data acquired from syndicate data suppliers (SDSs), i.e.
organizations specialized in collecting, compiling, and selling data to other
organizations. Therefore, in order to define syndicate data, we suggest the
following definition: Syndicate data is business data (and its associated
metadata), purchased from an organization specialized in collecting, com­
piling, and selling data, and targeted towards the strategic and/or the tactic
decision making processes of the incorporating organization. The defini­
tion is based upon the work of Devlin (1997), Kelly (1996), and Kimball
(1996), indicating that the data is organizationally external (Devlin, 1997),
there is always a monetary cost associated with external data incorporated
from specialized suppliers (Kelly, 1996) and syndicate data is primarily
applied at strategic and tactical levels of organizations (Kimball, 1996).

External data (and thereby syndicate data) incorporation is a process
comprising the following four activities; 1) identification, 2) acquisition, 3)
integration, and 4) usage (Strand & Wangler, 2004). Hence-fourth, this
process will be referred to as the external data incorporation process
(EDIP). The activities are not unique for external or syndicate data, since
they appear in general data warehouse development processes (e.g.
Damato, 1999; Hammer, 1997; Hessinger, 1997) and thus may be consid­
ered as generic. Still, the process of incorporating external data in general
and syndicate data in particular differs from the process of integrating in­
ternal data in that the data is acquired from outside the organization and
thereby crosses organizational boundaries, which may cause other types of
problems than those experienced with internal data (Strand & Wangler,
2004).

Research Approach

The research approach of this work was divided into two steps. Firstly, an
inclusive literature review was undertaken, aimed at identifying, describ­
ing, and categorizing problems accounted for in the literature. Secondly,
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the literature review was complemented with an interview study, which
aimed at verifying which problems that are industry-independent.

The implementation of the literature review was guided by the struc­
tured approach according to Webster & Watson (2002). Initially, leading
journals, conference proceedings, and books were examined, covering
DWs, business intelligence systems, executive information systems, envi­
ronmental scanning, decision support systems, and knowledge manage­
ment systems. The literature review thus became inclusive, in accordance
with the advice of Webster & Watson (2002, pp. xv-xvi) who suggest that
a literature review should "not be confined to one research methodology,
One set ofjournals, or one geographical region".

Although relevant literature was also derived from forward and back­
ward citations of the identified articles, few articles were obtained. To il­
lustrate, a search of the following strings in the library database INSPEC
resulted in: 19 papers for "external data AND data warehouse", 11 papers
for "external data source", and 0 papers for "syndicate data". The search
scope was therefore extended to also include DW-resource web pages (e.g.
www.dmreview.com and www.dw-institute.com). Although One might
question the quality of such resources, they were included, since the litera­
ture review aimed at identifying as many problems as possible.

Once the search for the relevant literature was completed, the material
obtained was reviewed from a concept-eentric angle (Webster & Watson,
2002), which in our case were the problems. For each problem, we ana­
lyzed phrases or words from the literature that contributed with details.
The initial analysis resulted in 38 different problems. However, focusing
On syndicate data caused a concept problem, since some authors use the
term external data, while indicating that the data is bought from SDSs or
are not referring to any type of source at all. Consequently, we had to de­
termine whether a problem was relevant or not, from a syndicate data per­
spective. This relevance check excluded 14 of the initial 38 problems. For
example, Zhu (1999) and Zhu et al. (2000) address the problem of dy­
namic data sources. After a thorough analysis, it became evident that they
referred to web pages. Since the Internet is another type of source/supplier
of external data unconnected to syndicate data, this particular problem was
excluded. The remaining 24 problems were consequently described and
categorized according to the activities of the EDIP, which were the units of
analysis.

The interview study initially identified large companies via purposeful
sampling (Patton, 2002), in which different types of industries were a key
consideration, in order to verify that the problems are broadly experienced.
The decision to contact large organizations was informed by the fact that
DW solutions and syndicate data are expensive and that large organiza-
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tions were assumed to have sufficient resources for investing in these. The
appropriateness of this sampling decision is supported by the results of
Hwang et al. (2004). Their study shows that larger sized banks are keener
on adopting DW technology than smaller sized ones.

In the initial contacts, it was also verified that the companies, as well as
the respondents, had been working on syndicate data incorporation for a
number of years, since a more extensive experience should increase the
probability that they had been exposed to a richer flora of problems. In ad­
dition, the experience was also deemed necessary for the respondents to be
able to understand and explicitly express the problems, their causes and
impacts, and possible solutions.

The final sample resulted in 5 respondents (Rl-R5), comprising: Rl
employed by a newspaper with 950 employees and a turnover of €173M;
R2 who works for a car manufacturer with 28.000 employees (turnover
N/A); R3 employed by a grocery retailer with 40.000 employees and a
turnover of €7800M; R4 who works for a petroleum refiner with 4000 em­
ployees and a turnover of €3600M; and R5 employed by a medical com­
pany with 60.000 employees and a turnover of€2100M.

As the sampling progressed, the interview questions were developed.
Each categorized problem in Table I had a corresponding question, which
aimed to identify if the company had experienced it. In addition, follow-up
questions regarding the problems' causes and impacts, and their solutions
were also specified. Hence, the five interviews were semi-structured (Wil­
liamson, 2002) and conducted over the telephone, since the respondents
were unable to spare more than the actual time for the interview. The in­
terviews lasted for approximately one hour during which notes were taken.
Following the completion of each interview, these notes were checked for
spelling and sometimes restructured, e.g. if the respondent had further in
the interview complemented an answer. The notes of each interview were
returned to the respective respondents for approval and to enable them to
make corrections, additions or removals.

Analysis and Results

The problems resulting from the literature review are provided in Table 1.
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Table 1. The problems categorization resulting from the literature review

Identification problems
1.1 Identifying new entrants - Organizations find in difficult to identify new en­
trants, since established SDSs rigorously promote their data and services. Identify­
ing new entrants is important, as they may be cheaper or able to offer different
data (Strand ct al, 2004b).
1.2 Overlapping suppliers' capabilities - Selecting the most appropriate supplier
for data acquisition is problematic. Often several data suppliers provide the same
data, but in different formats or via different services or products (Strand et al,
2004b).
1.3 Overlapping data or products/services - Organizations experience difficulties
identifying the most appropriate syndicate data, even from a specific supplier,
since a supplier may deliver different standardized data sets that overlap (Strand et
al, 2004b; Zhu & Buchman, 2002).

Acquisition problems
2.1 Employing under-dimensioned distribution channels - Suppliers employ vari­
ous data distribution techniques, such as CD-ROMs or email attachments which
may cause problems when delivering larger data sets, since these techniques are
not able to accommodate the distribution of large data sets (Oglesby, 1999; Strand
et al., 2004a).
2.2 Acquiring incomplete data sets - Organizations that acquire incomplete data
sets from the SOSs usually end up with problems. For example, if an address up­
date is incomplete, the organization might send out information to out-dated ad­
dresses which results in costly postal returns (Strand et al., 2004a).
2.3 Varying data source stability - The stability of the syndicate data sources may
vary, thereby causing acquisition and integration problems for the user organiza­
tions (Strand et al., 2003; Zhu & Buchmann, 2002).
2.4 Purchasing expensive syndicate data - Many organizations consider syndicate
data expensive and consequently, some hesitate in undertaking such initiatives
(Oglesby, 1999; Strand et al., 2004a; Strand et al, 2004b; Stedman, 1998).

Integration problems
3.1 Demanding to design & maintain transformation processes - It is demanding
to transform and integrate syndicate data into DWs, since the transformation proc­
esses are both time-consuming and costly to design and maintain, due to less con­
trol of the data (Adelman, 1998).
3.2 Diverging data representations and structures - Syndicate data does usually
not follow the standards of the acquiring organization (Adelman, 1998). The dif­
ferences between the internal and syndicate data structures are the most common
problems of such initiatives (Kimball, 1996; Strand et al., 2004a).
3.3 Assuring data consistency - Organizations experience problems assuring that
all the components and storages related to the OW are updated when new syndi­
cate data is integrated. Problems arise when decisions are based on inconsistent
data (Strand et al, 2004b).
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Table 1. (cont.)

3.4 Missing data identifiers - If unique data identifiers are not provided by the
'SDSs, resource-demanding work is required , when organizations try (if possible)
to integrate the syndicate data with the internal data accurately (Adelman, 1998;
Strand et al., 20Ma).
3.5 Diverging time-stamps - Organizations recognize integration problems that
are related to diverging time-stamps of the data, i.e. the data may be time-stamped
from an integration perspective rather than the real time perspective, which or­
ganizations need in order to map the syndicate data to the internal data (Damato,
1999; Strand et al., 2004a).
3.6 Conflicting data from multiple sources - Integrating data from several SDSs
may lead to problems with conflicting data. This may, in tum, cause problems
when organizations integrate the different syndicate data sets with the internal data
(Damato, 1999).
3.7 Hiding data quality issues in commercial ETL-tools - Commercial ETL
(Extraction, Transformation, and Load)-tools conceal data quality issues in a
black-box manner when the syndicate data is automatically integrated with the
internal data any errors in the data caused by poorly designed ETL-processes are
hidden from the users (Strand et al., 2004a).

Usage problems
4.1 Misunderstanding the meaning of syndicate data - The meaning of the syndi­
cate data acquired by organizations may be difficult to understand and causes
problems, when interpreted incorrectly (Damato, 1999; Strand & Wangler, 2004 ;
Strand et ai, 20Mb).
4.2 Missing metadata - Syndicate data is sometimes stored without any related
metadata that explains the relationships with other internal or syndicate data
(Adelman, 1998; Damato, 1999).
4.3 Lacking routines for data quality assurance - Syndicate data is not as carefully
examined, reviewed or filtered as regular internal data sources, and may therefore
be of poorer quality (Strand et al., 2004a; Zhu & Buchmann, 2002) .
4.4 Making decisions on out-dated data - Data acquired from SDSs may be out of
date, resulting in decisions based on inaccurate data (Bischoff, 1997; Strand et al.,
2004a) .
4.5 Using data that is biased - Syndicate data may be biased , e.g. some informa­
tion is excluded or incorrect (Strand et al., 2004a; Zhu & Buchmann, 2002). Fur­
thermore, the syndicate data can be biased due to supplier problems, false assump­
tions made by the organization, or different political and cultural contexts (Zhu et
al.,2000).
4.6 Trusting the data - The origin of the data contributes to its perceived reliability
(Zhu & Buchmann, 2002). If the source of the data is external its trustworthiness
may be questionable, perhaps resulting in data that is not used and thus wasting
resources (Strand & Wangler, 2004 ; Strand et ai, 2004b) .
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Table 1. (cont.)

4.7 Contradicting data from multiple sources - Using data from several SDSs can
result in conflicting data, as suppliers may deliver different data values for the
same corresponding internal record. Ultimately, organizations must choose which
data they trust the most, and base their decisions on that data (Damato, 1999).
4.8 Ignoring syndicate data for DW purposes - If syndicate data is present in a
company, but not integrated into the data warehouse, it may not be taken into con­
sideration when decisions are made (Damato, 1999; Kimball, 1996; Strand &
Wangler, 2004).
4.9 Restricting laws and regulations - Laws restrict how companies are allowed to
use the syndicate data. It is therefore important that organizations understand these
laws and ensure that their data use is legal (Strand et ai, 2004b).
4.10 Conflicting ethics views - Syndicate data use may conflict with the users' or
organizations' ethical views and influence how the data is adopted in the work­
routines (Strand et al, 2004b).

The analysis of the material from the interview study aimed at verifying
if the problems in Table I are industry-independent. The following prob­
lems were experienced by a majority of the respondents and were therefore
considered industry-independent and included in the verified categoriza­
tion without further motivation: 1.1 Identifying new entrants; 1.3 Overlap­
ping data or products/services; 2.4 Purchasing expensive syndicate data;
3.1 Demanding to design & maintain transformation processes; 3.2 Di­
verging data representations and structures; 3.3 Assuring data consis­
tency; 3.7 Hiding data quality issues in commercial ETL-tools; 4.1 Misun­
derstanding the meaning of the data; 4.2 Missing metadata; 4.3 Lacking
routines for data quality assurance; 4.4 Making decisions on out-dated
data; and 4.9 Restricting laws and regulations.

In the following, the remaining problems from Table I will be analyzed
with respect to whether they should be considered industry-independent or
not.

Problem 1.2 - Overlapping suppliers' capabilities
Three respondents (R2, R3, and R5) commented in terms of experiencing
this problem or that it might become a problem. In fact only R2 had ex­
perienced it, since R3 and R5 were acquiring data from a SDS in a monop­
oly situation. Still, R3 and R5 acknowledged that it might become a prob­
lem, if their SDSs lost their monopoly. R2 claimed that some of their
suppliers could not maintain a certain level of data quality and therefore
they had changed supplier. The problem remained in the categorization
due to its occurrence in the literature and among the respondents.
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Problem 2.1 - Employing under-dimensioned distribution channels
This problem was excluded since none of the respondents had experienced
it. However, they did state that it was an inconvenience to acquire data via
c-mails or CD-ROMs, rather than an actual problem. In addition, they
claimed that such distribution techniques were only complements to other
technologies e.g. FTP.

Problem 2.2 - Acquiring incomplete data sets.
This problem was only experience by R3, indicating that aggregation lev­
els were sometimes missing, but such deficiencies were worked around
with the query tools. The problem remained in the categorization, since it
was indicated in the literature and by R3, and the fact that should an or­
ganization's query tool not enable a work around, the problem would oc­
cur. Furthermore, since syndicate data is expensive, it should be complete.

Problem 2.3 - Varying data source stability
fhis problem was divided into two separate problems, of which one re­
mained an acquisition problem, accounted for in this paragraph and the
other became an integration problem (Problem 3.8 - Varying source con­
tent). Rl and R2 had experienced problems with varying data source sta­
bility and R5 avoided it by not acquiring anything from their suppliers
without a notification that the expected data set was uploaded and the sup­
plier's source was operational. Rl and R2 indicated that the source of the
problem was the program-to-program connections from which they auto­
matically download the data from the SDS. R5 exemplified that they had
selected their suppliers based upon the service they offered, with respect to
e.g. source notifications. The problem remained in the categorization due
to its multiple occurrences in literature and among practitioners.

Problem 3.4 - Missing data identifiers
The problem of incomplete data mappings was encountered by two re­
spondents (R2 and R5). R2 explained that this problem originates from
missing data identifiers in the syndicate data. R5 also claimed missing data
identifiers as a key problem when mapping the syndicate data to the inter­
nal data. R2 and R5 indicated that they solved their problems by simply
contacting their SDS and acquiring complementary data or new data sets.
The problem remained in the categorization due to its multiple occurrences
in literature and among practitioners.

Problem 3.5 - Diverging time-stamps
Respondents R2 and R5 had experienced problems with diverging time­
stamps. According to R2, this problem rarely occurs, but when it arises, it
causes major disturbance. The reason for the divergences was due to un­
synchronized dates, since R2' s organization and its SDS have different pe-
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riodical classifications. The supplier bases its time classification of the data
on 13 periods a year, whereas R2 bases the data on weeks and months. To
solve this problem, R2 manually transforms the timestamps of the syndi­
cate data to the organization's own system. Respondent 5 claimed that
since they acquire the data on a monthly basis, all the data has the same
timestamp. As a consequence, they may not drill-down and conduct analy­
ses on week levels. The problem remained due to its multiple occurrences
in literature and among practitioners.

Problem 3.6 - Conflicting data from multiple sources
The problem of conflicting data was only acknowledged by R2, who indi­
cated that data packages from different SDSs sometimes overlap, causing
integration problems. R2's solution was to manually examine the data and
decide which source to use. RI also indicated that this could have been a
problem, but they had established contracts with their SDS, assuring com­
pletely separate data sets. Although the problem was only expressed by
R2, it remained in the categorization, since it is also discussed by Damato
(1999) who states that integrating data from several SDSs is a major prob­
lem, due to the diversities of the data formats or structures.

Problem 3.8 - Varying source content
As indicated previously, this problem was added as a result of the inter­
views. R2 indicated that sometimes the SDSs failed to notify them when
they changed the structure or format of the data. Since the ETL-processes
are designed to manage data in specific formats and predefined structures,
problems arise. Although only expressed by one respondent and not previ­
ously identified in literature, the problem was added to the categorization,
since it was deemed interesting enough for further elaboration in the forth­
coming study with the SDSs (accounted for in the next section).

Problem 4.5 - Using data that is biased
The problem with biased syndicate data was only indicated by R3 and did
not seem to be an actual problem. Instead, R3 explained that it was proba­
bly due to misunderstandings between them and their suppliers. Since the
problem was only vaguely mentioned by one respondent, it was excluded
from the categorization.

Problem 4.6 - Trusting the data
R2 and R4 expressed problems with trusting the data. Occasionally key
measures were miscalculated (or misinterpreted), making the users hesitate
to apply the data. However, both respondents strongly emphasized that
trust is very much related to data quality. R2 also indicated that trust is
something that must be built, both with respect to the collaboration with a
particular SOS and internally in trying to make the user trust the data. This
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is also supported by Devlin (1997) stating that all external data must un­
dergo an acceptance process before it may be fully exploited. In addition,
also Strand et al. (2004b) and Zhu & Buchmann (2002) acknowledge the
lack of trust as a possible problem, but they also point out that it is most
likely to become a problem if the source/supplier of the data is unknown or
not established in the market. The problem remained in the categorization
due to its multiple occurrences in literature and among practitioners.

Problem 4.7- Contradicting data from multiple sources
This problem was experienced by R2 and R5. R5 indicated that they ex­
perienced this problem when address data from several suppliers diverged.
The problem was solved by assessing which of the SDSs was considered
the most trustworthy. R2 claimed that it all comes down to whether you
trust a supplier or not. R2 also indicated that they are increasingly working
with the selection of the suppliers as a solution to the problem. The prob­
lem remained due to its multiple occurrences in literature and among prac­
titioners.

Problem 4.8 - Ignoring syndicate data for DW purposes
This problem was only experienced by R5, who explained that they have
contractual limitations with the suppliers, which disallows them to apply
the data for whatever purpose they want. R5 also indicated that it is frus­
trating having the data and being able to see powerful analysis opportuni­
ties and not being allowed to explore them. As both literature and R5 em­
phasize the problem, it remained in the categorization.

Problem 4.10 - The usage of the data may conflict with various ethical
aspects
None of the respondents had experienced this problem, or acknowledged
that it could become a problem. In addition, since the problem is only
vaguely expressed in Strand et al. (2004b), it was excluded from the cate­
gorization.

In summary, Table 2 provides the updated categorization of industry­
independent problems.
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Table 2. The updated categorization of industry-independent problems (the prob­
lems are renumbered to maintain sequential numbering)

Problems Categorization
Id.1 Identifying new entrants
Id.2 Overlapping suppliers' capabilities
Id.3 Overlapping data or products/services
Ac.l Acquiring incomplete data sets
Ac.2 Varying data source stability
Ac.3 The syndicate data is expensive
In. I Demanding to design & maintain transformation processes
In.2 Diverging data representations and structures
In.3 Assuring data consistency
In.4 Missing data identifiers
In.5 Diverging time-stamps
In.6 Conflicting data from multiple sources
In.7 Hiding data quality issues in commercial ETL-tools
In.8 Varying source content
Us. I Misunderstanding the meaning of the syndicate data
Us.2 Missing metadata
Us.3 Lacking routines for data quality assurance
Us.4 Making decisions on out-dated data
Us.5 Trusting the data
Us.6 Contradicting data from multiple sources
Us.7 Ignoring syndicate data for OW purposes
Us.8 Restricting laws and regulations

Conclusions and Future Work

Oldnr.
1.1
1.2
1.3
2.2
2.3
2.4
3.1
3.2
3.3
3.4
3.5
3.6
3.7

New
4.1
4.2
4.3
4.4
4.6
4.7
4.8
4.9

The results show that an participating organizations had experienced prob­
lems when incorporating syndicate data into DWs. In addition, the respon­
dents gave very few concrete examples on how these problems may be
avoided or solved. Often, solutions were manual and time-consuming
work-arounds or focused on adapting to the suppliers' standards. The ab­
sence of concrete solutions further stresses the need for developing a sup­
port that may assist organizations. In developing such a support, the up­
dated categorization constitutes a firm foundation, since it indicates
common problems that must be avoided or solved. In addition, to the best
of our knowledge, this is the first time the problems related to syndicate
data incorporation have been compiled and categorized.

Furthermore, the participating organizations represented different indus­
tries and had been applying incorporation initiatives for several years. Still,
only one new problem was identified during the interviews. Therefore, we
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argue that the updated categorization covers most of the syndicate data in­
corporation problems that organizations experience.

Finally, the results ofthis work further emphasize that the syndicate data
suppliers are an important stakeholder group, as an important collaborator
for the user organizations, but also as the root to some of the problems. We
will therefore undertake a study with these suppliers, aimed at characteriz­
ing the industry and contrasting the problems to the opinions and experi­
ences of the suppliers. The results of such a study would balance the de­
scription of syndicate data incorporation problems from multiple,
empirical perspectives.
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Introduction

Software engineering (SE) is a discipline with an enormous and complex
body of knowledge (BoK). Bourque et al. (1999) note: "Articulating a
body of knowledge is an essential step toward developing a profession be­
cause it represents a broad consensus regarding the contents of the disci­
pline" (p. 35). But what exactly is a BoK in SE?

For example, IEEE (2004) is a recent attempt to define a BoK in SE,
called "SWEBOK". In its foreword the following characterisation is given:

"In this Guide, the IEEE Computer Society establishes for the first time a
baseline for the body of knowledge for the field of software engineering, [...]. It
should be noted that the Guide does not purport to define the body of knowledge
but rather to serve as a compendium and guide to the body of knowledge that has
been developing and evolving over the past four decades. Furthermore, this body
of knowledge is not static. The Guide must, necessarily , develop and evolve as
software engineering matures. It nevertheless constitutes a valuable element of the
software engineering infrastructure." (p. vii)

Two major objectives of the SWEBOK project have been to "character­
ize the contents of the software engineering discipline" and to "promote a
consistent view of software engineering worldwide" (Bourque et al. 1999,
p. 36). The result is a voluminous document that provides topical access to
an enormous body of literature. In Bourque et al. (1999) the authors, who
represent the SWEBOK editorial team, give the following rationale for
their selection of material:

"From the outset, the question arose as to the depth of treatment the Guide
should provide. After substantial discussion, we adopted a concept of generally
accepted knowledge, [...]. The generally accepted knowledge applies to most pro­
jects most of the time, and widespread consensus validates its value and effective­
ness." (p. 37)
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If a BoK in SE is based on "widespread consensus", then the following
question arises: How can any BoK in SE address controversial issues in
the discipline?

Our paper provides a discussion of this question. To illustrate our posi­
tion, we look at the recent dispute between supporters of plan-driven and
agile software development methods in this paper. We will now argue for
the practical importance of this discussion.

A number of competing plan-driven and agile methods exist, and usu­
ally their definitions are clearly given in textbooks , etc. The inclusion of
this sort of knowledge in a BoK is obviously no challenge. The challenge
is, however, to include knowledge necessary to choose the most suitable
method in a given situation. Currently, as Boehm and Turner (2004) point
out, proponents of plan-driven and agile approaches make conflicting
claims of superiority in favour of their preferred methods. We agree with
Glass (2004) that the failure of researchers to address the issue of method
selection conclusively has led to much disappointment among practitio­
ners, contributing to the gap between theory and practice in SE.

This creates a dilemma for the editors of any BoK in SE, as they have
two basic options. Firstly, they can choose to include material, only, where
a widespread consensus exists. Secondly, they can include material, too,
for which no widespread consensus exists.

The first option has the disadvantage that the BoK would not cover
some issues of immense interest for practitioners, and that would make it
less useful. As an advantage it would provide clear, unambiguous guidance
on the issues covered.

The second option has the disadvantage that the BoK would not only
contain knowledge, but also beliefs, opinions, etc., eventually making the
very term "body of knowledge" appear as a misnomer. As an advantage it
could cover a broader range of issues relevant to practitioners.

We start our discussion in the second section with a look at the nature of
belief and knowledge in SE from a philosophical point of view. In the third
section we focus on scientific enquiry as a way for the acquisition of
knowledge. In the fourth section we address human perception and obser­
vation as essential prerequisites for scientific enquiry. In the fifth section
we introduce two general research paradigms that are used in SE and point
to implications for any BoK in the discipline. In the sixth section we look
closer at the recent method war between supporters of plan-driven and ag­
ile methods in SE.
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Belief and Knowledge

The controversy about agile methods is a clear example of disagreement
among experts in SE. It is important to realise that expert opinion repre­
sents belief, but not necessarily knowledge.

Indeed philosophers have tried for the last two millennia to define the
difference between knowledge and belief, but there is no universal consen­
sus (Jashapara 2004). Ladyman (2002) points out that knowledge is often
characterised as justified true belief. This pragmatic characterisation indi­
cates that human knowledge usually satisfies three conditions:

• It is justified, i.e., it results from sound enquiry
• It is true, i.e., it describes some aspects of reality
• It is belief, i.e., it describes an actionable mental state

Here knowledge is characterised as belief with additional, desirable
properties. A claim to knowledge implies that, in addition to a belief, these
properties are demonstrably present.

If a person holds a belief, that does not imply that another person hold­
ing a conflicting belief is wrong, because beliefs are not necessarily true.
However, a claim that a specific belief qualifies as knowledge implies that
the belief is true, and it means that a person holding a conflicting belief is
wrong. While the expression of a belief does not say anything about the
quality of beliefs held by others, the expression of knowledge represents a
judgement of beliefs held by others as right or wrong. In that sense the ex­
pression of a belief as a mere belief may be less controversial than the ex­
pression of that belief as if it were knowledge.

The terms "sound enquiry" and "aspects of reality" are obviously in
need of elaboration. Graziano and Raulin (2004) point out that historically
there have been many mechanisms of belief justification in human socie­
ties, for example:

• tradition: beliefs that are inherent in a culture
• intuition: beliefs that mainly result from emotions
• authority: beliefs that are based on trust in the discoverer

These mechanisms have a long history as justifications for beliefs, and
thereby as sources of knowledge. Unfortunately they have suffered from a
high failure rate due to their inherent subjectivity and arbitrariness. Glass
(2003) presents many examples offallacies in SE resulting from this.

As a consequence another way of belief justification has been devel­
oped: scientific enquiry.
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Scientific Enquiry

Scientific enquiry is a means to establish the justification and truth of be­
liefs within a framework of specified procedures that are based on objec­
tivity and logic (Ladyman 2002). That framework defines what sound en­
quiry means and what the observable aspects of reality are. These common
standards shared within the community ensure that knowledge can hardly
be controversia1.

Graziano and Raulin (2004, p. 37) characterise scientific enquiry: "In­
deed, the entire scientific research enterprise can be seen as the develop­
ment of a framework within which scientists can carry out inductive and
deductive reasoning under the most precise conditions. [...] the essence of
science is its process of thinking, a process that entails systematic induc­
tive-deductive logic. Science, more than any other way of gaining knowl­
edge, bases its inductive reasoning on carefully observed facts."

There are at least four problems that can make an inductive argument
dubious. To illustrate this we assume that a SE method M has been used on
11 projects by its creator C. Of these, lO were successfully completed, 1
was cancelled by the sponsors due to a reorganisation. A possible induc­
tive inference might be: "Projects where M is used are successful". How­
ever, there are problems with this argument:

• Many experts would probably regard 10 observations as insufficient for
a convincing inductive argument. However, there is no generally ac­
cepted standard regarding the required number of observations for con­
vincing inductive arguments.

• It is likely to assume that the inventor of M was involved in all projects,
e.g., in a management role. Therefore, an alternative, equally plausible
inductive inference is: "Projects where C has a management role are
usually successfu1."

• An inductive argument is possible only, if there are no contradicting ob­
servations. The cancelled project was an application of M, therefore an
inductive argument requires to assess its success. Assessment of success
for a cancelled project seems to be a dubious idea.

• An inductive argument uses past observations to justify beliefs about the
future. Any inductive argument rests on the auxiliary assumption that
regularities in the past will continue to exist in the future. But this as­
sumption is particularly questionable in SE, because it is an area with a
high rate of technological change.
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From these examples we conclude that it can be difficult to make com­
pelling inductive arguments for methods in SE. The same can be said of
general theories in SE.

Typical problems with deductive reasoning in SE can be illustrated with
the following example. Assumed there are two general "best practices" PI
and P2 in software development. Then it is tempting to create a SE method
M comprising PI and P2. The typical deductive argument in SE can be ex­
pressed as follows: "PI and P2 are 'best practices' individually. M com­
bines PI and P2, therefore M is a superior method."

For example, Beck (2000) and Jacobson et al. (1999) use this argument
as rationale for their SE methods. This sort of thinking is problematic, for
the following reasons:

• PI and P2 may be successful individually, but there is no logical rule to
infer that their combination is successful. If each practice works in isola­
tion, it may well be that their combination results in a superior method,
but it may equally well be that the result is an inferior method.

• PI and P2 may be part ofM, but there is no logical rule to infer that they
cause the performance of M. When M is used to carry out a real soft­
ware project, then other factors, e.g., strong and effective leadership,
etc., may be much more important.

• The notion of "best practice" is one of the most obscure and question­
able ideas in SE (Harrison 2004). Therefore, PI and P2 are obscure and
questionable premises, and naturally this applies to any conclusion
drawn from them.

A slightly different sort of thinking is used by Beck (2000), p. xv, who
gives the following rationale for his SE method called "XP": "To some
folks, XP seems like just good common sense. So why the 'extreme' in the
name? XP takes commonsense principles and practices to extreme levels."
This may seem to be a valid logical argument: If something is common­
sense, then taking it to an extreme level should result in extreme common­
sense.

The deductive fallacy here is the omission of a central premise in the ar­
gument: It is implicitly assumed that scaling up does not reach a point be­
yond which inefficiencies set in. This assumption is questionable for a
complex artefact like a software development method.

The preceding discussion has shown that there are many fundamental
problems with scientific enquiry in SE. Additional problems arise from the
reliance of scientific enquiry on human perception and observation.
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Perception and Observation

Scientific enquiry is based on observations, that are the result of human
perception. As Bernstein et al. (1997) note, human perception is not totally
objective:

"Perception is the process through which sensations are interpreted, using
knowledge and understanding of the world, so that they become meaningful ex­
periences. Thus perception is not a passive process of simply absorbing and de­
coding incoming sensations. [...] Instead, our brains take sensations and create a
coherent world, often by filling in missing information and using past experience
to give meaning to what we see, hear, or touch." (p. 126)

Therefore, observations are not fully objective, too.
Three fundamental problems with observations in empirical SE can be

illustrated with a simple example of a software project P where a devel­
opment method M is used. To evaluate M it is straightforward to ask the
following questions:

1. Was M properly applied in P?
2. Was P successful?
3. Was M causative of the outcome?

To answer the first question, one would have to assess the complete his­
tory of P, and the assessor would need to have a thorough understanding of
M. It is obvious that any such assessment would be difficult. It would also
be subjective because it would depend on the knowledge, skill, bias and
preferences of the assessor.

To answer the second question, a definition of success would be re­
quired. However, there is no single, straightforward definition of software
project success. Wateridge (1998) looks at different stakeholders in IS/IT
projects and points out that many different criteria for project success are
used in SE. The adoption of a specific set of criteria is arbitrary to some
degree, and as a result the second question can only be answered with
some subjectivity.

An answer to the third question relates to one of the most difficult areas
in the philosophy of science: causation. Basically causation can never be
conclusively proved, and it is a subject of ongoing philosophical debate
(Ladyman 2002). Naturally this creates potential for disagreement, particu­
larly in the light of a statement by Pfleeger (2005, p. 68), who claims:
"Sometimes researchers arc eager to show a positive result, even when
they're trying hard to design an objective study. This situation is particu­
larly true for doctoral candidates and for creators of a new technology,
who prefer a positive rather than negative result." Wishful thinking, per-
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sonal aims, economic interests, and ideological affiliation can occasionally
compromise observations in SE.

Graziano and Raulin (2004) highlight another factor that can undermine
the validity of observations, namely "the phenomenon of participants be­
having differently than they might normally because they know that they
are being observed" (pp. 136). Their remark illustrates that scientific ob­
servation is never entirely passive, instead, in order to make observations,
researchers must interact with the subjects under observation in some way.
Referring to the famous "Hawthorne studies", Babbie (2001) illustrates the
tremendous confounding influence these observer effects can have on sci­
entific enquiry.

We conclude that knowledge gained through scientific enquiry in SE is
subjective to some degree, because totally objective and valid data cannot
be obtained. To that extent discovery and validation of knowledge remain
a unique, personal experience of the individual.

Research Paradigms

In the philosophy of science several general research paradigms have been
identified. Two of the most widespread are logical positivism and social
constructivism (Klee 1997).

Logical positivism rests on the assumption that knowledge can be iso­
latcd from the social context in which it emanates. According to this view
objective knowledge can be gained through the rigorous use of the scien­
tific method.

Social constructivism, on the other hand, rests on the assumption that
the experience of the world by human beings is their personal construction
in relation to their social context. Social constructivists usually deny the
existence of completely objective knowledge and believe that human
knowledge is intrinsically personal, resulting from subjective interpreta­
tions of unique interactions with the environment.

We now refer to Jacobson et al. (1999) on plan-driven software devel­
opment and Cockburn (2002) on agile software development to show that
the positions of logical positivism and social constructivism are both pre­
sent in SE.

In their book Jacobson et al. (1999) voice the belief that a single "best
process" for software development can be found: "We need such a process
[...]. Any old process will not do; we need one that will be the best process
the industry is capable of putting together at this point in its history" (p.
xviii). Clearly this reflects a logical positivist attitude to knowledge gen-
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eration in SE: A best process can be found. This suggests that the SE
community should try hard to find it, and it should be included in the SE
BoK under the label "The Best Software Development Process". Alterna­
tive software development processes should only be mentioned for their
historical role, and their use should be discouraged .

Cockburn (2002) voices a quite different attitude towards software de­
velopment processes: "A methodology is the conventions that your group
agrees to. The conventions your group agrees to is a social construction. It
is also a construction that you can and should revisit from time to time" (p.
115). This remark reveals a social constructivist position. Later Cockburn
(2002) gives this advice to users of methodologies: "Beware the method­
ology author. Your experiences with a methodology may have a lot to do
with how well your personal habits align with those of the methodology
author" (p. 148). This ouvcrt social constructivist attitude to knowledge
generation in SE implies: A best process cannot be found. Different proc­
esses are more or less useful dependent on personal, social, cultural and a
diversity of other factors. Due to differing personal opinions within the SE
community, any such BoK would be contentious to a degree. It would be a
body of beliefs and knowledge, rather than a pure BoK. Such a body of be­
liefs and knowledge should include all relevant software development
processes together with information regarding their applicability. To some
extent this body of beliefs and knowledge would be diverse, complex, in­
complete, ambiguous and inconsistent.

It is not difficult to imagine that such a body of beliefs and knowledge,
whether it is explicitly documented or implicitly held in the community,
can result in controversy, for example, the infamous SE method wars.

Method Wars

The area of software development methods is characterised by diversity,
change and disagreement. Anecdotal evidence of success as well as failure
can be found for any method, while scientific evidence for their effective­
ness or efficiency is almost non-existent, and there exists little reliable
guidance on choosing an appropriate method in a given situation (Avison
and Fitzgerald 2003).

Glass (2001) rightly notes that the "method wars" between advocates of
agile and plan-driven methods are largely based on conflicting beliefs. He
points out that many principles of plan-driven methods are simply beliefs.
He also notes that the "Manifesto for Agile Software Development" (Agile
Alliance 2001) is mainly a collection of beliefs.
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These two sets of beliefs are clearly different, but currently there is no
compelling evidence in favour of one over the other (Baskerville et al.
2003; Boehm and Turner 2004).

Unfortunately many people in SE present their beliefs as if they were
knowledge. For example, the Manifesto for Agile Software Development
starts with the claim, "Weare uncovering better ways of developing soft­
ware by doing it and helping others do it. [...]", and under the label "Prin­
ciples behind the Agile Manifesto" it contains the following statements:

• "The most efficient and effective method of conveying information to
and within a development team is face-to-face conversation."

• "The best architectures, requirements, and designs emerge from self­
organizing teams."

We regard these claims as very contentious. To us they do not sound
like humble expressions of belief, but bold claims to knowledge. At least
the presentation in the Manifesto appears ambiguous and provocative.

It should be noted that the Manifesto does not refer to any clear evi­
dence to justify the claims expressed in it, and we are not aware of the ex­
istence of convincing evidence to support these claims.

We share the opinion of Boehm and Turner (2004) that unjustified
claims to knowledge in the debate about plan-driven and agile methods are
sources of perplexity that have led to confusion and acrimony in the SE
community. Given the ambiguous and provocative style of the Manifesto it
does not come as a surprise that it is a source of controversy in the SE
community.

In our opinion there is a clear lesson to be learned from the debate about
plan-driven and agile methods: The members of the community should
more clearly distinguish between beliefs and knowledge. Inappropriate
claims to knowledge, ambiguous statements and provocative language are
certainly effective rhetorical techniques for method marketing, but they are
not necessarily signs of serious and respectful discourse.

At present the discussion of plan-driven and agile methods is one of the
most relevant and most controversial issues in SE, with profound implica­
tions for professional practice (Boehm and Turner 2004).

That clearly illustrates the dilemma that editors of any BoK in this dis­
cipline face: the trade-offs between scope and reliability of the included
material. If they choose to include material, only, for which there is a
widespread consensus, then the resulting BoK may be reliable, but there is
a danger that its scope is reduced considerably, potentially resulting in an
incomplete representation of highly relevant issues. If, on the other hand,
they include material, too, for which there is no widespread consensus,
then the resulting BoK may have a broader scope, but there is a danger that
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its contents is arbitrary to a degree, making it vulnerable to political ma­
nipulation and criticism.

In the SWEBOK (IEEE 2004), for example, selection between plan­
driven and agile methods is barely covered. Indeed the keyword "agile" is
only found four times in the entire document. Obviously the editors avoid
a highly controversial issue that way, but the result is a BoK that does not
provide guidance on an important contemporary issue.

Conclusion

SE is a discipline with an enormous and complex BoK. Most of that
knowledge has been arrived at through careful research following respect­
able scientific standards. In parallel to that knowledge, an influential body
of beliefs operates, often justified by tradition, intuition or authority.

There exist no clear, universal criteria to distinguish knowledge from
belief in a completely objective way, but the pragmatic definition of
knowledge as justified true belief provides some useful criteria. These cri­
teria suggest to distinguish knowledge from belief in discourse very care­
fully. If a belief is expressed as knowledge, this implies a judgement of the
quality of beliefs held by others. To that extent claims to knowledge are
potentially more controversial than clear expressions of belief.

Tradition, intuition or authority as mechanisms of beliefjustification are
highly subjective and fallible. To avoid these problems scientific enquiry
offers an alternative way of knowledge generation based on objectivity and
logic. However, a closer examination reveals problems.

Apart from some particular problems with induction and deduction in
SE, the reliance of any scientific enquiry on potentially fallible and subjec­
tive human perception and observation makes it vulnerable to subjectivity
and manipulation to some extent.

Causation is one of the most critical areas in the philosophy of science.
Basically causation can never be conclusively proved or disproved in any
scientific field. This leaves much room for speculation, and in SE there is a
rich culture of anecdotal success stories making claims that the use of a
specific method led to the success of a particular project. Claims of that
sort cannot be confirmed or ruled out within the framework of scientific
enquiry, but they should be regarded with a certain amount of scepticism,
because of their dubious nature.

SE is a human activity, and observation of subjects is part of almost all
empirical research in the field. Observer effects on the subjects under
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study can have confounding influence on observations and constitute a
possible source of distortion.

Our analysis in this paper suggests that scientific enquiry in SE suffers
from some fundamental problems that make it subjective and fallible to a
degree. Therefore, research in SE sometimes does not result in general,
clear, absolute statements. Inevitably the result is a BoK that is not com­
pletely objective, but includes some contentious issues on which there is
disagreement among experts. In these cases software engineers will have
to base their decisions on tradition, intuition, authority, etc., rather than
compelling scientific evidence.

While the traditional account of objective science is still widely in use,
many contributors to the philosophy of science question the possibility of
total objectivity in general. Instead they suggest that scientific knowledge
is often influenced by social and political processes and not only the pure
result of objective scientific evidence. This diversity is reflected in the po­
sitions of logical positivism and social constructivism, that are widespread
in SE. These research paradigms are based on conflicting assumptions
about the nature of knowledge, enquiry and reality. Different research
paradigms imply very different bodies of knowledge in SE. Therefore, it is
important to be aware of their assumptions and implications.

In our opinion there is a clear lesson to be learned from the debate about
plan-driven and agile methods: The members of the community need to
distinguish more clearly between beliefs and knowledge. We regard the
Manifesto for Agile Software Development as a collection of beliefs that
are presented as if these beliefs were knowledge. Given this ambiguity it
does not come as a surprise that the Manifesto has become a source of con­
troversy in the SE community.

Our investigation in this paper has revealed some reasons to suggest that
a certain level of disagreement in SE is inevitable, and these reasons are
there to stay in the future. Most of these reasons are inherent in any form
of scientific enquiry, and they should not be mistaken as indicators of spe­
cific immaturity of SE as a discipline.

The editors of any BoK in SE face a dilemma: the trade-offs between
scope and reliability of the included material. Our investigation shows that
decisions regarding these trade-offs are arbitrary to some degree, and a
balanced decision is necessary to arrive at a useful BoK with sufficient
scope and reliability to bridge the gap between theory and practice suc­
cessfully. However, any BoK in SE will be imperfect in some way, and we
regard it as desirable to promote a culture of critical thinking in the field to
prepare software engineers to deal with these shortcomings effectively.
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Introduction

For many organizations, their abilities to create, share, exchange, integrate,
and use knowledge have major impacts on their performance (Nonaka and
Takeuchi 1995; von Krogh et al. 2000); and organizations are increasingly
dependent on different types of intra- and inter-organizational collabora­
tions (Malone 2004). This paper focuses on intra-organizational collabora­
tion between different self-contained work groups. A self-contained work
group has specific goals and the primary resources it needs to perform its
tasks, but since it is part of an organization it also needs to have different
types of intra- and inter-organizational relationships. Information systems
(IS), which can be manual, digital, or a combination, can play different
roles in the transfer of information between individuals and groups. Since
information transferred between collaborating self-contained work groups
must be interpreted, it can be fruitful to explore the collaboration process
from a knowledge and knowledge integration perspective. An increased
understanding of this area can enhance explaining and designing of such
processes. The overall research questions are: how knowledge integration
between self-contained work groups is perforrned, and if there are inaccu­
racies in the process, how can we explain why the integration is less than
successful.

The context selected for the study is a public medical service, more spe­
cifically, a microbiology laboratory and four of its customers. To provide
good medical treatment, specialists and occupational groups must develop
knowledge internally, but they must also exchange information and
knowledge with other groups. When a patient sees a physician, for exam­
ple, knowledge are compiled about the patient's problems and possible
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treatment. Clinical laboratories are one type of service units that physicians
might use as further external information and knowledge sources. Physi­
cians and nurses may be seen as customers who request analyses from the
laboratories who consequently receive laboratory reports . For this to work,
customers and laboratory personnel must have deep knowledge about the
analyses and what information should be transferred. This brief presenta­
tion of the case context illustrates why it is a good context for studying
knowledge integration between self-contained work groups.

Next we present our key concepts related to knowledge and knowledge
perspectives . This is followed by a presentation of our analytical knowl­
edge integration model, which has been used to guide the empirical study
and in the analysis. Thereafter three sections with presentations of the re­
search approach, the case and the case analysis. The analysis is organised
according to three sub-questions followed by our main research questions.
The three sub-questions are: I) how is knowledge integrated between labo­
ratory and customers, 2) how is the integrated knowledge created, and 3)
how is the integrated knowledge used. The final section presents conclu­
sions and suggests further research .

Knowledge and Knowledge Perspective

Knowledge may be seen both from an individual level and a group level.
Tsoukas and Vlademirou (2001) define individual knowledge as " .. .the
individual ability to draw distinctions within a collective domain of action,
based on appreciation of context or theory, or both" (p. 979); knowledge
becomes organisational when " .. .as well as drawing distinctions in the
course of their work by taking into account the contextuallity of their ac­
tions, individuals draw and act upon a corpus of generalizations in the
form ofgeneric rules produced by the organization" (p. 979). The defini­
tions illustrate how we may say that different work groups have knowledge
as a result of established ways of working. The definitions highlight con­
textualization and that knowledge, even if it is seen as an individual capa­
bility, is created and used in a social environment. To these two critical
concepts, contextualization and socialization, we add a third concept:
process thinking. There are two dominating perspectives within the
knowledge management field: l) knowledge as an object which can be
codified, stored, and distributed, and 2) knowledge as a knowing process
(Blackler 1995; Hayes and Walsham 2003). The latter perspective empha­
sizes social relationships as knowledge development structures and
mechanisms. Knowledge is situated in people's heads, but as a result of
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social interactions also in a group of people (community) who share a
common interest. Hayes and Walsham's (2003) concept for this perspec­
tive is the relational perspective, with which they also bring out knowl­
edge as a context dependent process. Knowing represents a process of ac­
quiring knowledge, which is situated and relational. Spender (2003) argues
that an organization is an instrument for integrating knowledge and activi­
ties, and should not be seen as a stock of knowledge.

There are different concepts which are used to describe how knowledge
flows between individuals and between groups (i.e. Bechky 2003). Follow­
ing Grant (1996), we use the concept integration. The essence of integra­
tion is well illustrated by a quotation: "If Grant and Spender wish to write
a joint paper together, efficiency is maximized not by Grant learning eve­
rything that Spender knows (and vice versa), but by establishing a mode of
interaction such that Grant's knowledge of economics is integrated with
Spender's knowledge of philosophy, psychology and technology, while
minimizing the time spent transferring knowledge between them." (Grant
1996, p. 114).

An Analytical Knowledge Integration Model

One knowledge theory that is founded on a relational perspective is Com­
munities of Practice (COP), which is a social theory about situated learn­
ing (Lave and Wenger 1991). A COP is a group of connected people who
share engagement, have a common meaning of what they are doing and
how they are doing it (Wenger 1998). Learning in a COP, is a continuous
process, as a movement from peripheral participation to full membership
in a group. This learning process is often messy and partly "invisible". Par­
ticipation, identity, experience and practice are important factors in the
theory. When you participate in a group of people, you create your identity
and get more and more experienced. Practice is all the social activities in
which we participate. When we do things, we use language, tools, explicit
and implicit rules, roles, and tacit knowledge. The creation of meaning is
an important component in practice, which takes place through two proc­
esses: participation and reification (ibid.). Participation refers to the situa­
tions when we are active in social situations; we talk, think and have both
positive and negative feelings. Reification refers to methods for creating
shortcuts in our communication; examples of reifications are laws, proce­
dures, categorizations, or tools.
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Collective Knowledge

We focus on knowledge integration processes between self-contained
work groups. Hence, we focus on what happens between the recognition of
needing knowledge and the point when that need is satisfied. Holsapple
and Joshi's (2003) model for knowledge processes (knowledge manage­
ment episodes) captures this process. An episode is a collection of differ­
ent activities and these involve a number of knowledge resources. Knowl­
edge management episodes can result in learning, i.e. change in the
organization's knowledge resources, and projection, i.e. knowledge em­
bedded in products or services.

The knowledge resources are purpose (the organization's goals, and ob­
jectives), strategy (plans for achieving the purpose), culture (values, prin­
ciples, norms, and unwritten rules), infrastructure (roles and relationships
between the roles), artifacts (i.e. videotapes, books, memory notes, manu­
als, and products), and participants' knowledge.

Within an episode, several activities may take place. When a need for
knowledge is identified, internal or external knowledge may be used and
therefore, one activity is to select knowledge from previously developed
knowledge resources and another is to acquire knowledge from external
sources. Both types of knowledge may be used immediately or be stored
for later knowledge management episodes. A using activity is divided into
two sub-activities: generating and externalizing. Generating refers to an
internal process where the knowledge used is evaluated and synthesized to
new knowledge. Externalizing takes place when knowledge becomes
available outside the own organization (or unit) and includes projection in
products or physical activities. From the using activity new knowledge is
internalized in the organization and includes value estimating the new
knowledge, and decisions about which of the existing knowledge resources
that shall be influenced. Accordingly, it should be determined within this
activity whether the new knowledge shall disseminate within the group, if
it shall be formalized in routine descriptions, etc.

An Analytical Model of Knowledge Integration between Groups

Since we shall describe and explain knowledge integration between self­
contained work groups, we need to take a closer look at how knowledge is
acquired. The theory of COP includes means for knowledge integration be­
tween groups: boundary objects' and brokers. A boundary object, e.g. an

J The boundary objectconcept originates from Star& Griesemer (1989)
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IS, is a reification that can be viewed from different group perspectives.
Brokers refer to human beings having a kind of multi-membership and
having working roles comprising integration of knowledge between
groups.

Figure 1 depicts our model of knowledge integration between self­
contained work groups (incl. COPs). It is a combination and integration of
the two main theories presented above. In the combined model, which is
thoroughly discussed in Wismen (2004), the external sources as well as in­
ternal knowledge resources may be captured in different COPs (here ex­
emplified with two overlapping COPs). There may exist common COPs
between internal and external work groups, which can function as knowl­
edge integration mechanisms (COP with dotted boundary line). As com­
plements, or instead of a common COP, boundary objects and/or brokers
may handle the knowledge integration.

Generating

Externalizing

Boundary objects
and Brokers

o
o
p

F
e
e
d
b
a
c
k

Fig. 1. An analytical model of knowledge integration between and within work
groups and COPs (modified from Holsapple and Joshi 2003, p. 105)
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Background and Method for the Case Study

The empirical data was collected in the Swedish health care sector and we
focused on knowledge integration between a microbiology laboratory and
four of its customers. The communication between laboratories and cus­
tomers has traditionally been made using paper-based orders (referrals)
and paper-based answers (laboratory reports). Information transfer in the
Swedish medical service is now changing rapidly, and the ordering­
reporting process is to be digitalized in 2005. This study, which is one part
of a large longitudinal study focusing on changing working practices and
routines as a result of computerisation, examines the use of the current pa­
per-based ordering-reporting IS. (The first author has extensive microbiol­
ogy education and microbiology laboratory work experience.)

The microbiology laboratory is a county comprehensive specialty that
diagnoses diseases caused by bacteria, viruses, fungi, parasites, and immu­
nological reactions. Two of the customers are primary care centers and the
other two are hospital wards. In the laboratory, two observations and two
interviews (laboratory instructor and laboratory physician) were carried
out. The observations consisted of participating in laboratory technicians'
ongoing analysis work. The customer interviews were done with two to
five individuals (physicians, nurses, local laboratory technicians and assis­
tant nurse) from each centre. All materials from the observations and the
interviews were written down and analysed using our research questions
and model. Internal knowledge resources and external knowledge sources
were identified, and the different integration activities were studied to
identify common COPs, boundary objects and brokers.

Case Analysis

How is Knowledge Integrated between Laboratory and
Customers?

The customer makes an analysis order (referral), taking a specimen and
sending the referral together with the specimen to the laboratory. The labo­
ratory technicians choose the analysis method, analyse the specimen and
make a laboratory report to the customer. The customer receives the labo­
ratory report and makes an interpretation of its information.

In the analysis model this referral, specimen and laboratory report are
externalized knowledge in the using activity. This externalizing is done
against the laboratory's respective the customers' external targets. The re-
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fcrrals consist of a number of predefined text fields where the customer
shall write, for example, patient identity and name, clinical data, diagnosis
and expected laboratory findings. Furthermore, there are small checkboxes
that customers may tick for analysis or telling the laboratory which type of
specimen they have taken. The laboratory tries to elicit all the necessary
information through the predefined fields and checkboxes, but the study
showed many examples where the customers gave insufficient or wrong
information. For example, if the referral did not include information about
how deep an ulcer is, some important bacteria may be overlooked.

The specimens that are sent to the laboratory can be all types of body
fluids or secretions. To perform an analysis, the laboratory must get
specimens that were taken correctly, but our study showed several exam­
ples where the specimens were taken incorrectly or were unsuitable. When
the analysis is finalized, the laboratory sends the laboratory report to the
customer. This answer may consist of preprinted text that tells the cus­
tomer what the analysis has showed, or numbers (measurements) together
with a short interpretation guideline. If the preprinted alternatives do not
cover the result of an analysis, laboratory personnel may write an adjusted
answer or explanation.

How is the Integrated Knowledge Created?

The creation of integrated knowledge in the model is represented by the
acquiring, selecting, and generating activities. Both acquiring and select­
ing may be done through COPs, which can be internal, external or shared
between laboratory and customers. External knowledge may also be ac­
quired by means of boundary objects and/or brokers .

Different internal COPs are identified. Both the customers and the labo­
ratory expressed, for example, a clear picture of how less experienced em­
ployees were learning from the more experienced. Some also stressed the
learning between different occupational groups, e.g. nurses and locallabo­
ratory technicians who learn from physicians, but the closeness of the oc­
cupational groups varied which affected the learning extent. It was difficult
to identify COPs that were shared between customers and the laboratory.
This indicates that the major knowledge integration is done through
boundary objects or brokers.

Three main boundary objects were identified. Referrals may be seen as
a boundary object since they are a kind of communication document be­
tween the customers and the laboratory. Some fields on the referral are
easy for the customer to interpret, e.g. where to specify concrete facts
about the patient, while others are more demanding, e.g. fields which shall
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contain clinical data, diagnosis and expected laboratory findings. The rules
say that all ordering shall be done by a physician, but they often leave the
active writing of the referral to nurses or other personnel. In one of the
units some referrals were written by the local laboratory technicians, and
they had no access to the patient record system, which means that they
could not provide the referral with all the relevant information.

Another type of boundary object is the laboratory reports that are sent
back to the customers. Physicians shall interpret the reports, but in all the
studied units, nurses make the first interpretation and give signals to physi­
cians if there are some acute actions that must be taken. The laboratory is
creating the reports with physicians' medical knowledge and responsibility
in mind and when nurses handle the reports they must obtain this knowl­
edge, but in some cases, the nurses have difficulties with the interpretation.

The third type of boundary object is instructions for specimen taking
and specimen handling. These instructions are, since summer 2001, pub­
lished on the county council 's intranet and are constantly updated. Only
two of the customers interviewed (employees at the same unit) say that
they use the intranet for this purpose. The other respondents use an old
version of the instructions, which is published in book form and has not
been updated since 1994.

Individuals that work as brokers can be seen both at the laboratory and
at the customers units. In the laboratory, the physicians and a laboratory
technician who is employed as instructor have these roles since their work
tasks comprise informing customers and answering their queries. The in­
structor is known by the customers ' local laboratory technicians, but not
by other occupational groups. The laboratory physicians are more widely
known, but several of the customers say that they hardly ever spoke to
them. The most mentioned name is instead one of the secretaries at the
laboratory, because she is the first person they speak to when they call the
laboratory. She often is able to answer customer queries.

On the customers' side, some individuals with more knowledge about
microbiological analyses than others are identified. Their extra knowledge
comes from special education, special interest or special work tasks. These
customer brokers spread their knowledge in their work groups, but they are
not known as resources by the laboratory.

Besides acquiring external knowledge sources, internal knowledge re­
sources are selected. The knowledge that resides in the individuals, inter­
nal group or organization affects the integration process since people have
established certain ways of working. The internal knowledge resources ­
purpose, strategy, culture, infrastructure, participants ' knowledge, and ar­
tefacts - may all be disseminated within COP. In most cases the resources
are the first input in knowledge episodes, and they are often unconscious.
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The four customer units and the laboratory belong to the same county
council and have several knowledge resources in common. In this council
overall purpose, strategies, infrastructure and artefacts are defined, but lo­
cal adaptations seem to be more important for the daily work. Local adap­
tations could be identified in formal documents like vision documents,
goal descriptions, work descriptions and job definitions. However, the
most important adaptations seem to be the informal and unwritten rules
that guide the work activities. Participants' knowledge may also to a cer­
tain extent be predefined and formalised. Positions in health care require
specially trained personnel, but the study shows that individual interests
and experiences vary. In the knowledge process the individual knowledge
resources seem to be more important than formal education, position or job
description.

How is the Integrated Knowledge Used?

The use of integrated knowledge includes generating new knowledge and
the externalizing activity. An additional activity, internalizing, is crucial.
In this activity the new knowledge becomes available for coming knowl­
edge processes. The COP-theory emphasizes internalizing, especially how
tacit knowledge is shared between people in a group. Internalization con­
cerns participants' knowledge, but also other knowledge resources.

The total knowledge process implies that every situation where knowl­
edge is used is a new knowledge management episode: taking a specimen,
ordering an analysis, interpreting a referral, analysing the specimen, creat­
ing the laboratory report and interpreting the report. Previous knowledge
resources are selected for the new situation, if it is necessary external
sources are added, and new knowledge is created. Even if no external
knowledge is added, successive learning takes place in the COP, due to the
individuals' increased experiences, and that will influence the next knowl­
edge episode.

Problems in the Knowledge Integration

The first part of our research question - how is knowledge integration be­
tween self-contained work groups performed - was addressed above. We
identified some problems that may occur in the process. For example, re­
ferrals can be provided with insufficient or inadequate information and
specimens may be wrongly taken, which may result in non-relevant analy-
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ses. Nurses may have problems interpreting laboratory reports, which can
result in uncertainty about the importance of the laboratory finding.

Using the analysis model, some explanations for the problems can be
identified and remedies suggested. If the external targets shall be known
by the knowledge senders, there must exist some knowledge integration
mediators. There are internal COPs in the different units, but it was diffi­
cult to find COP that cross the boundary between the laboratory and cus­
tomers. Another possibility is boundary objects, which were identified as
referrals, laboratory reports and instructions for specimen taking and
specimen handling. Because of the inaccurate or missing information in
the referrals, we can suggest that they are not always adequate as boundary
objects. This may depend on the design of the referrals or ignorance of the
person who ordered it. The same reasoning can be applied to the laboratory
reports. Instructions are available on the intranet about how to take a
specimen and how to order an analysis. However, there was a clear ten­
dency to use an old version of these instructions which means that the
laboratory has difficulties to disseminate any changes and news.

The third knowledge mediators are brokers. Even if brokers are identi­
fied, their brokering role is not complete. Brokers have a sort of double
membership, because they belong to different COP at the same time
(Wenger 1998). The brokers identified in this study belong to one setting;
therefore their full potential is not utilized. Since they are not known by
the different COPs, their knowledge integration capacity is limited.

The analysis of this knowledge integration also shows some potential
problems in the internalizing activity. There is no consistent routine at the
laboratory, which implies that customers do not get feedback if informa­
tion at referral is insufficient or inadequate. If the customers do not know,
and if they do not actively check the laboratory report against the informa­
tion they send to the laboratory, they probably will internalise the knowl­
edge that the whole process was successful, even if it was not. If the
specimens are obviously wrong, the laboratory can contact the customer,
but if the laboratory personnel are not able to see the errors, for instance, if
a specimen that must be kept in the refrigerator has been stored at room
temperature, the laboratory reports may contain information that is not
relevant for the patient. In the same way, personnel in the laboratory do not
normally get any feedback from the customers after receiving their labora­
tory reports. Consequently the laboratory personnel do not know how the
customers interpret the given information and whether the report is rele­
vant or if it could have been done better.

Other important factors in this integration process are the internal
knowledge resources in the shape of organization purpose, strategies, etc..
Because of the local adoptions there are large differences between the cus-
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tomers. If the laboratory gives information to customers, they will interpret
it through their previous knowledge resources. This means that there may
be difficulties for the laboratory to treat all customers in the same way.
This also means that the IS, as a boundary object, must be able to handle
all different customers in a way that is appropriate for both the laboratory
and the customers. The study suggests that this is questionable.

Conclusion and Further Research

El Sawy et al. (2001) identify three modes of shared knowledge creation
(in this study knowledge integration): informing, coordinating and collabo­
rating. Our analytical model and the empirical study, focusing on the less
well-researched collaborating mode (view), have enhanced our understand­
ing of knowledge integration between self-contained work groups. Based
on the study, we draw some conclusions and identify a number of interest­
ing issues to explore further.

One conclusion is that if knowledge integration between groups shall be
successful, knowledge intermediaries as shared COP, boundary objects or
brokers must be functioning well. Interesting questions related to the rela­
tionships between intermediaries can be generated. For example, can we
design computerized IS which handle knowledge integration without
changing other boundary objects, brokers and shared COP?

Another conclusion is the importance of feedback. When knowledge is
integrated the receiving group internalizes new knowledge in its internal
knowledge resources. If feedback is missing, wrong knowledge may be in­
ternalized, and successively strengthened. This conclusion leads to the re­
search question: How can we design computerized IS to get good feed­
back?

The third conclusion is that the internal knowledge resources, like or­
ganizational purpose, strategy, culture and infrastructure, are important in
the internal integration process, but the variations and local adjustments af­
fect the knowledge integration between the self-contained work groups.
The study shows that IS are mutually dependent on other knowledge re­
sources. This leads to the research question: how is a computerized IS,
having a built in standardization, affecting and being affected by varying
internal resources? Boudreau and Robey (2005) showed in their study of
an ERP system that users first avoided the new system and tried to keep
their old working routines, and then found ways to work around what they
thought were limitations in the system. Will the laboratory customers re­
spond in the same way?
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Introduction

Commentators on contemporary themes of strategic management and finn
competitiveness stress that a finn's competitive advantage flows from its
unique knowledge and how it manages knowledge, and for many firms
their ability to create, share, exchange, and use knowledge have a major
impact on their competitiveness (Nonaka & Teece 2001). In software de­
velopment, knowledge management (KM) plays an increasingly important
role. It has been argued that the KM-field is an important source for creat­
ing new perspectives on the software development process (Iivari 2000).
Several Software Process Improvement (SPI) approaches stress the impor­
tance of managing knowledge and experiences as a way for improving
software processes (Ahem et al. 2001). Another SPI-trend is the use of
ideas from process management like in the Capability Maturity Model
(CMM). Unfortunately, little research on the effects of the use of process
management ideas in SPI exists. Given the influx of process management
ideas to SPI, the impact of these ideas should be addressed.

This paper presents and discusses an SPI project in a high-technology
company. The case illustrates how two common KM approaches­
networking and codification-were used in the SPI project. It also illus­
trates how process management ideas were to be implemented in the SPI
project and the advantages and disadvantages of these process manage­
ment ideas. The purpose of this paper is twofold. First, to present and dis­
cuss an SPI initiative that used two completely different approaches
through its different stages and went through some problematic times.
Second, based on the case, theories, frameworks, and concepts, discuss a
critical SPI-issue: how to strike a balance between exploitation and explo­
ration in software development and SPI and how the use ofambidextrous
organizationalforms can provide a means for striking this balance.
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The next section presents KM, process management, and SPI. It is fol­
lowed by a presentation of the firm studied (called GAMMA) and its busi­
ness context. GAMMA is a software company within a large telecommu­
nication equipment company (ALPHA). The fourth section focuses on the
SPI-initiative at GAMMA. It presents the rise, death, and resurrection of
the initiative. The fifth section discusses what we can learn from
GAMMA's SPI-initiative. The section raises one issue neglected in the
SPI-literature--exploitation versus exploration-and discusses an organ­
izational form for striking a balance between exploitation and exploration.
The final section presents conclusion and discusses future research.

KM, Process Management, and SPI

The core business process chosen for this study is software development in
a high-technology company-a telecommunication equipment company.
In GAMMA, software development is a new product development (NPD)
process. There are several reasons for choosing NPD and software devel­
opment as study object. First, NPD is a business process that is highly
knowledge-intensive and one of the key business processes for creating
new organizational knowledge. Second, software development is in most
cases done through projects. To learn from previous projects and to share
knowledge between projects are critical.

The products developed and marketed by ALPHA consist mainly of
software. Of the average product cost, 70% is related to software costs and
30% to hardware costs. High costs related to software development and a
limited success ratio in software development projects make the case for
KM within software processes even stronger. In software development, as
well as in other core business processes, KM plays a critical role in the
generation and implementation of innovations, and thus provides both an
interesting area for KM-research and an excellent leverage point for pro­
ject improvements (El Sawy et a1. 2001). Although this study focuses on
SPI, its results and learning are likely to be applicable to other core busi­
ness processes and projects where KM is a critical capability.

SPI is an approach to systematic and continuous improvement of a
software producing organisation's ability to produce and deliver quality
software within time and budget constraints. SPI emphasises incremental
and cumulative improvements and addresses all aspects of the software
process; i.e. the practices of the software professionals, planning and pro­
duction procedures, documentation, organisation, and management (Hum­
phrey 1995; Paulk et a1. 1993). The CMM principles have been extended
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to other areas, like software acquisition and product management. These
have been integrated in CMM Integrated (Ahem et al. 200 I). The SPI
"movement" has been heavily influenced by ideas, models, measures, etc.
from the process management field and especially of ideas for process
management improvement. Unfortunately, the use of these ideas, models,
measures, etc. in SPI have not been scrutinized.

GAMMA and its Business Context

GAMMA is a company within a large telecommunication equipment com­
pany (ALPHA). GAMMA designs and develops software for management
systems for mobile phone systems and telephony and data communication
switches. GAMMA, in part, establishes product requirements for the soft­
ware it designs and develops. This can be based on agreements with cus­
tomers as well as based on ideas for new products and services. GAMMA
is located at several places in Sweden. It is organized in business centers
and each business center consists of several business units. A business unit
is working with one to three products and has about 20-30 employees.

Within GAMMA, as well as within other ALPHA-companies, there is
an understanding of how critical it is to improve software development ca­
pabilities. ALPHA has to increasingly be able to deliver new products and
services satisfying the markets (current customer sets as well as new cus­
tomer sets); and this at an increased pace. As for many other companies,
speed (Fine 1998)-primarily measured as time-to-market-and knowl­
edge are the keys to success for ALPHA. Increasingly, GAMMA's prod­
ucts and services have shorter life span and are more complex.

The Rise, Death and Resurrection of an SPllnitiative

A couple of years ago GAMMA decided that it should start an SPI project.
The goal was to design, develop, and implement a knowledge management
system (KMS) to better and in a more formalized way capture software
experiences for redeployment and software process improvement. Hence,
the project has also a process management improvement perspective. This
section presents GAMMA's SPI initiative; the different approaches used
and the turns the project took. The primary sources for the case were inter­
views with members of the SPI-project, software project leaders, and soft­
ware project members. Secondary sources were also used.
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The Rise and Death of GAMMA's Experience Base

GAMMA decided that it should, based on the Experience Factory (Basili
1993, 1994, Basili et al. 1992), design and implement a computer-based
knowledge repository aiming at the collective knowledge of GAMMA's
software engineers (a computer-based knowledge repository is one type of
KMS).

The Experience Factory is an experientialleaming SPI approach (Basili
et al. 1992). It deals with the reuse of software development knowledge
and experience (Figure 1). The Experience Factory can either be a logical
and/or physical organisation, but it should be separated from the project
organisation (Basili et al. 1992). The Experience Base (a knowledge re­
pository) is a critical component of the Experience Factory. The idea with
the Experience Factory is to take the products from the software projects,
like plans and data (e.g. error measures) gathered during development and
to transform these into reusable units. The units are stored in the Experi­
ence Base. From a KM perspective the Experience Factory is primarily
based on a knowledge codification strategy and focuses on explicit knowl­
edge.

Project Organization

~
T -~

Execution model

+ 1--

Produced
data

Packaged
experience

Experience Factory

Analysis

+
Synthesis

Fig. 1. The experience factory model (adapted from Basili et aI., 1992b)

The Experience Factory"... deals with the reuse of all kinds of software
engineering knowledge and experience. It can package resource models
and baselines, change and defect baselines and models, product tracking
models and baselines, process definitions and models, method and tech­
nique models and evaluations, products and products parts, quality models
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and various lessons learned. These packages can take a variety of forms,
e.g. equations defining the relationship between variables, ... , histograms
or pie charts of raw or analyzed data, ... , or graphs defining ranges of
"normal" .... They can be in the form of specific lessons learned, associ­
ated with project types, phases, activities, e.g., reading by stepwise ab­
straction is most effective for finding interface faults, or in the form of
risks or recommendations ... They can be in the form of models or algo­
rithms specifying the processes, methods, or techniques" (Basili 1994).
(For more information on the Experience Factory see:
http://sel.gsfc.nasa.gov/website/exp-factory.htm) The Experience Base is a
critical component of the Experience Factory. The goal is that an Experi­
ence Base should contain an organization's software engineering experi­
ence of value and software engineering core competence. GAMMA's Ex­
perience Factory project should develop an Experience Base which should
be possible to use to collect, analyze, generalize, formalize, and packet ex­
periences from GAMMA's software development projects. (Henceforth,
GAMMA's knowledge management project is called KNown and the
GAMMA Experience Base is called EXPBASE.) Hence, the project
started with a traditional codification strategy to knowledge management
(Hansen et al. 1999).

KNOWn spent more than 1,000 person-hours designing EXPBASE.
The project estimated that EXPBASE would be quite large and complex. It
should contain information on productivity, measurements of software cor­
rectness and fault, lead-time data, etc. After the initial design, EXPBASE
was presented to its intended users. Based on the reactions of the intended
users it was decided that the project should be halted. The intended users
expressed that EXPBASE would not solve the problems encountered in
GAMMA's software processes and that it would not be a good means to
improve software processes.

In parallel with the design and development of EXPBASE, the project
decided to increase its understanding of how experiences were really ex­
changed within and between GAMMA's software projects. The KNOWIT­
manager was supervising a student-thesis focusing on GAMMA's software
development. The student tracked and described how knowledge was ex­
changed and distributed within and between projects. The student also
tracked and described what types of knowledge different software project
members really needed and used. Software project leaders and members
were followed over a number of working days. In parallel with the thesis­
study, members of KNOWn conducted a number of interviews with soft­
ware project leaders and members. The interviews were focusing on how
knowledge was sought and exchanged within and between projects. The
results from the two studies showed how experiences were exchanged



1024 Sven Carlsson andMikael Schonstrom

within projects and between projects. The studies showed major discrep­
ancies between how people were seeking knowledge and exchanging ex­
periences and what EXPBASE would require people to do to seek knowl­
edge and exchange experiences. Although GAMMA had invested more
than 1,000 person-hours in designing EXPBASE, it decided, based on the
two studies, to stop the development of EXPBASE.

The two studies suggested that KNOWIT and the EXPBASE was miss­
ing two important dimensions found in the studies. First, the lack of physi­
cal spaces for knowledge exchanges. As noted in the literature, in many
cases it is not enough to have virtual spaces for knowledge exchanges; spa­
tial design can be as crucial in improving knowledge exchanges (Brown &
Duguid 2000). Second, EXPBASE did not seem to be a good way for han­
dling spontaneous and ad hoc needs for knowledge. For example, the two
studies found that during meetings knowledge needs were strongly related
to how different issues emerged. EXPBASE would in these cases not be a
suitable support.

The studies also showed that spontaneous and informal knowledge ex­
changes were frequently used for knowledge exchange. The exchange in
these situations was directed towards specific problems that had to be
solved "right away". Spontaneous and informal knowledge exchanges
were of two types. The first type was networking where a reference was
made to a source of knowledge (e.g., a project, person, or a document).
The second type involved actual exchange of substantive knowledge and
experiences. EXPBASE could have been useful in these situations, but it
was assessed that it was unlikely that it should be used. It was likely that
the intended users would find EXPBASE too cumbersome to use com­
pared to face-to-face exchange-the latter was also pointed out as the pre­
ferred exchange mode for spontaneous and informal knowledge ex­
changes.

Resurrection of the SPI Initiative

Although EXPBASE was stopped, KNOWIT thought KNOWIT's primary
goal-to improve knowledge management within and between software
projects-was still a goal to pursue. Based on the EXPBASE failure and
the two studies, the knowledge management initiative was redirected.
KNOWIT decided that a less technology-based and more behavioral ap­
proach was needed. It was decided that an Experience Engine should be
designed and that the primary "engine" for knowledge exchange should be
humans. Hence, the Experience Engine can be characterized as a personal-
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ization or networking strategy to KM (Hansen et al. 2002). Henceforth, the
GAMMA Experience Engine is called EXPENG.

To design EXPENG, a study was carried out by KNOWIT. It studied
over 100 knowledge exchange occasions. The study indicated that to im­
prove knowledge exchange, informal knowledge exchange processes have
to be supported and strengthen by formal roles. At the core of EXPENG
are two centrally created formal roles: experience broker and experience
communicator.

A primary goal of the experience broker is to be a human "yellow
pages". The role is focusing lateral relations (Galbraith 1973). The experi­
ence broker must have broad and "holistic" knowledge and also have a
well-developed network. The experience broker can be characterized as a
human networking strategy (Swan et al. 1999). The experience broker
should spend most of his time wandering around in the organization; mov­
ing between different teams, meetings, and joining ad hoc meetings. The
experience broker should also spend time hanging around, for example, in
coffee rooms, copying rooms, etc.

The experience communicator transfers knowledge and experiences and
must be able to present and communicate the experiences in such a way
that it helps a software developer solving a specific problem. The idea is
that an experience communicator should transfer knowledge that will help
a software developer solve a problem in such a way that the software de­
veloper increases his knowledge and will be able to deploy this knowledge
in further projects.

KNown characterizes EXPENG as "knowledge management by wan­
dering and hanging around". EXPENG illustrates well how to implement a
knowledge management systems without using leT. EXPENG is currently
being implemented throughout GAMMA-time will tell if the case is a
success or not.

KNown is aware of some drawbacks and potential problems of
EXPENG. For example, when a person with considerable knowledge
leaves the organization, a lot of knowledge also leaves unless the person's
knowledge has been documented or structurally implemented in processes
and activities. One way KNOWIT addresses the problems is through the
development of a culture where it is natural to share knowledge and ex­
periences, for example, by encouraging software developers to establish
contacts outside their natural group. Another way is to invite an experience
communicator in the start-up of a new software project.

Another problem is related to how knowledge is redeployed in
EXPENG. The main means to redeploy knowledge in EXPENG, is to re­
deploy experts. This approach obviously has its limitations: you can only
time-slice the experience brokers and experience communicators so thin.
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An obvious step would be to find ways knowledge could be acquired and
exchanged independently from the experience brokers and experience
communicators.

Learning from the GAMMA Case

GAMMA's SPI initiative went through some troubled times, which meant
some major changes in the approaches used. It can be argued that the de­
velopment of EXPBASE was another KM-project forgetting the people, or
that the project started with a "silver bullet" or a "if we build it, they will
come" assumption. We think the case illustrates more than this. Hansen et
al. (2004) after reviewing 322 contributions to the SPI literature suggest
that researcher should use theoretical analysis of SPI descriptions using
theories from related disciplines. Using the case and theories and concepts
from related disciplines this section discusses one critical issue which to a
large extent is neglected in the software development and SPI literature:
exploitation and exploration in software development and SPI.

Software Development and SPI: a Focus on Exploitation and/or
Exploration

An issue in the innovation, organizational learning, and strategic manage­
ment literature is how to strike a good balance between exploitation and
exploration. March in discussing organizational learning points out that a
"... central concern ofstudies ofadaptive processes is the relation between
the exploration ofnew possibilities and the exploitation ofold certainties."
(March 1991). Broadly, exploration "...includes things captured by terms
such as search, variation, risk taking, experimentation, play, flexibility,
discovery, innovation" and exploitation "...includes such things as refine­
ment, choice, production, efficiency, selection, implementation, execution."
(March 1991). An organization must engage itself in both exploration and
exploitation to survive in the long run. An organization has scarce re­
sources; exploration and exploitation compete for these scarce resources.
An organization's members make more or less conscious choices between
exploration and exploitation. Said March, "...maintaining an appropriate
balance between exploration and exploitation is a primary factor in system
survival and prosperity". In discussing the pros and cons of exploration
and exploitation, March points out that "...adaptive processes characteris­
tically improve exploitation more rapidly than exploration. These advan­
tages for exploitation cumulate. Each increase in competence at an activity
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increases the likelihood of rewards for engaging in that activity, thereby
further increasing the competence and the likelihood." (March 1991). Still,
for an organization, it is critical to sustain a reasonable level of explora­
tion. According to organizational learning theories, the tendencies to in­
crease exploitation and reduce exploration are likely to become effective in
the short run but potentially self-destructive in the long run (March 1991).

If we take March's words on the relationship between exploration and
exploitation seriously, the tendency to use KM or SPI for exploitation, ce­
teris paribus, can be a disadvantage to an organization in the long run. It
consumes resources that should have been used for exploration. The ap­
proach taken in EXPBASE was primarily for strengthening exploitation.
Through EXPBASE it would be possible to map and "streamline" the
software processes. According to Benner & Tushman (2003) this will pri­
marily lead to incremental innovations and a lower level of architectural
innovations. The innovations will be primarily for the current customer
base.

EXPENG can be viewed as a different KM and SPI approach. It can be
characterized as an anchoring and adjustment approach. Anchoring and ad­
justment means that the formal ways to KM and SPI tend to be the result
of minor adjustments of the current ways to KM and SPI (the anchor
points). A major problem of this approach is that it might lead to a "usabil­
ity trap": the design and implementation of KM and SPI roles, processes,
and activities being useable and used but not very useful. Designing
EXPENG was based on studies of how knowledge management in soft­
ware development was done-the anchor point. Through the two roles,
minor adjustments were made. There were no serious discussion in
KNOWIT related to the exploration/exploitation problem. It might be that
EXPENG is successful in the short run, but that it in the long run makes
exploration difficult.

Using the organizational learning literature, we suggest that from an or­
ganizational point of view KM and SPI as exploitation might in the long
run for GAMMA and similar software development organizations lead to
some unwanted consequences. Under what condition this might be the case
will be discussed next.

Software Development and SPI in Different Environments

In implementing and evaluating knowledge management and SPI initia­
tives, the external environment of the firm has to be considered. In general
the SPI literature lacks this external view. It has an internal process focus.
As said above, GAMMA's environment can be characterized as being am-



1028 Sven Carlsson and Mikael Schonstrom

biguous, having occurrence of frequent and unpredictable events with non­
incremental technological changes; these events have clear and critical im­
plications for the future of GAMMA. It should also be noted that some of
GAMMA's product/service areas are quite stable with primarily incre­
mental technological changes. Hence, GAMMA is working in turbulent or
high-velocity environments as well as in more stable environments.

Using the literature on strategic management (Eisenhardt & Santos
2001) and dynamic capabilities (Teece et al. 1997, Eisenhardt & Martin
2000), we can evaluate KNOWIT's KM and SPI approaches in relation to
GAMMA's environments. The literature suggests that in turbulent and
high-velocity environments knowledge-management processes have to be
rather simple and flexible to be effective and efficient. Knowledge man­
agement should be characterized as rather simple experiential routines; re­
lying on newly created knowledge specific to situations. On the other hand
in stable environments the processes can be rather stable and detailed and
relying extensively on existing knowledge. There are primarily linear exe­
cution of processes with feedback. This leads to "frequent" and nearby
variation (anchor and adjust) to perfect the processes.

Using the literature we can conclude that GAMMA's environment as
well as the exploration/exploitation issue require an organizational form
different from what is stressed in the SPI-literature as well as different
from the organizational forms GAMMA tried to implement.

Organizational Forms for SPI Supporting Exploitation and
Exploration in Different Environments

Using the productivity and innovation literature we can highlight the in­
consistency between SPI initiatives focused on productivity improvements
and cost reductions and those SPI initiatives focused on innovation and
flexibility. The organizational forms suggested in the literature for ena­
bling and enhancing exploitation or exploration are quite different. As dis­
cussed above the process working well in stable environments are quite
different from the ones working well in turbulent and high-velocity envi­
ronments. In situation like this, the literature suggests that both tight and
loose couplings are needed. Ambidextrous or dual organizational forms are
architectures that build in these coupling simultaneously (Sutcliffe et al.
2000).

The literature gives support for formulating the hypothesis that good SPI
is depending on finding a balanced ambidextrous form for software devel­
opment and SPI. For software projects that can be characterized as exploi­
tation projects (stable environments) increasing process management,
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through traditional SPI activities like CMM and Experience Factory can
increase performance and speed up organizational responsiveness. For
software projects that can be characterized as exploration (turbulent envi­
ronments and technological ferment) increasing process management can
lead to a decrease in performance and responsiveness.

Conclusion and Further Research

The paper has presented and discussed an SPI initiative in a high­
technology company. The project used two common approaches to KM,
codification and networking, but with special twists. Using the case and
the literature, we discussed one critical issue not treated well in the SPI lit­
erature. We suggested that the software development and SPI field could
be informed by literature from other fields. Using the literature we sug­
gested that a key issue in SPI is to find a striking balance between initia­
tives supporting exploitation and exploration. We suggested also that am­
bidextrous or dual organizational forms are worth exploring for striking a
balance between exploration and exploitation.
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Background

The articulation of the knowledge management (KM) concept has occurred
in the context of a radical shift away from goods and services to an infor­
mation-based economy (Porter and Millar, 1985; Drucker, 1993; Boisot,
1995; 1998). The organisational response to this shift has been a move to­
wards global enterprises with very flat structures that, in principle, enable
enterprises to react rapidly to changes in their operating environments
(Drucker, 1988; Scott Morton, 1991; Galliers and Baets, 1998). Organisa­
tions that operate in the information economy require an ability to gener­
ate, access and utilise the volumes of information that are now readily
available without the constraint of media, geography or time (Boisot,
1995). A critical factor is the speed at which they are able to productively
process such information.

This emerging economic reality, coupled with social and industrial re­
structuring, have instigated the current corporate interest in KM. There is a
widespread realisation that a more rigorous approach to the exploitation of
knowledge as an organisational resource is required. Thus KM assumes a
pragmatic orientation that reflects organisational realities. In this context,
the overlay of knowledge and technology assumes that KM is a construct
that stores, manipulates and disseminates knowledge that is codified and
commodified (Whitley, 2000). Furthermore, it implies that organisations
are rational and that codified knowledge represents a rational explanation
of events. These are necessary assumptions that enable the management of
knowledge to be directed to the productive function of the organisation
(Day, 2001). It is this need to appropriate knowledge for production that is
the fundamental rationale of corporate knowledge management.
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Further, the shift from information to knowledge is an acknowledgment
of the significant role of the human actor in the process of transforming in­
formation into organisational outcomes (Quinn et al. 1996; Lesser 2000). It
is these outcomes that address the organisation's ability to adapt to the
changing environment over time. It also means that organisations must op­
erate effectively as well as efficiently.

There are however contradictions in this position. On the one hand or­
ganisations need to maintain a high degree of flexibility to ensure its ca­
pacity to adapt. In this context flexibility refers to efficiency often
achieved by reducing staff as the largest single cost factor in any organisa­
tion (Hammer and Champy, 1993; Sveiby, 1997).

On the other hand, long-term effectiveness relates to the organisation's
ability to anticipate the market and deliver appropriate products or ser­
vices. It relies on innovation that depends on the organisation's creative
capability as well as its knowledge and understanding of the market (van
de Van et al. 1989; Dougherty, 1996). Innovation is knowledge intensive,
relying on staff experience, their understanding of the history and culture
of the organisation and published information (Cohen and Levinthal, 1990;
Bums and Stalker, 1961). One important aspect of innovation is process
improvement; the ability of the organisation to improve its means of pro­
duction. Thus innovation addresses both the organisation's internal func­
tioning as well as its external engagement (Takeuchi and Nonaka, 1986)
and its long-term viability.

Innovation implies that individuals, and the organisation itself, are en­
gaged in a continuous learning process (Brown and Duguid, 1991; Senge,
1990). For learning to be effective, actors need to draw on their experience
of performing their work in order to reflect on that activity (Kim, 1993).
Innovation implies actors take responsibility, and have the authority, to to
implement what they have learnt. Such work organisation is consistent
with the concept ofpost-Fordist work (Amin, 1994).

The dilemma is to find the dynamic balance between the demands for
innovation and the requirement for operational efficiency. Thus the overt
goal of KM is organisational outcomes that meet external demands, while
the underlying goal is organisational transformation to meet the need for
internal changes. As John Seely Brown states (1991; pI54), "the most im­
portant invention that will come out of the corporate research lab in the fu­
ture will be the corporation itself'. KM is at the core of this process of
corporate re-invention.

The granularity of KM extends the complexity of KM beyond the di­
chotomies of internal/external innovation and the effectiveness/efficiency
of operations. The KM focus on innovation reveals the need to understand
work practices and the personal, social and organisational dimensions that
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are necessary to support that work. KM is therefore concerned with con­
structing inscriptions (Latour, 1986) that reflect the work task.

Utilising information and communications technologies (lCT) for these
inscriptions provides the basis for sharing this knowledge, constructing a
memory of past instances of the work task and exploiting this memory to
learn and innovate. Sharing also reveals the important interactions that
serve to define the authority and responsibility and the organising princi­
ples that allow diverse and disparate individuals, groups and organisational
units to be melded into an effective organisation.

Published case studies (eg Schultz, 1999) and my own research, show
that KM can only be understood when it is grounded in the workplace and
complexity is the focus of study. This is a strong argument to adopt an ac­
tion research approach to study KM phenomena. In this paper I present a
model of collaborative research that adapts the action research approach to
the contingencies of KM. The following section is an overview of action
research to identify areas that need to be adapted for KM research. The
next section presents the collaborative research model followed by an il­
lustrative case study. The paper concludes with some reflective remarks
regarding the collaborative research approach in practice.

The Action Research Paradigm

Action research emerged in the 1940's from the work of Kurt Lewin on
group dynamics and general theory of how social change occurs (Lewin,
1947). His concern was with the study of general laws and diagnosis of
specific situations, with particular concern about measuring outcomes and
controlling contextual variables, particularly given ill-structured data. His
focus on the relationship between perception and action allowed the re­
searcher to be visible and to have an explicit impact on the situation. His
work was adapted into the socio-technical systems approach in the UK es­
pecially in the work of Mumford (Mumford and Weir, 1987) and Check­
land (1981). The Scandinavian adaption was framed by interventions to
democratise the workplace (Baskerville and Wood-Harper, 1998).

Action research as understood in Information Systems research is a form
of qualitative research in which a researcher intervenes in a problematic
situation. The resolution of the problem is based on that interventionwith­
out challenging the dominant managerial ideology. Action research is
therefore problem solving rather than transfonnative. Other approaches to
action research focus on developing effective professional practice, such as
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educational practice, and Argyris and Schon's "action science" (1978),
where the researcher is investigator, subject and consumer,

The organisation, as a complex social system cannot be simplified for
the purpose of study. Intervention is premised on an interpretivist view­
point that the subject of the study is socially constructed (Berger and
Luckmann, 1966). The researcher and her co-participants, are engaged in
the development of a shared understanding of the problem so as to con­
struct the cognitive framework to will inform action; their "Weltan­
schauung" (Checkland, 1981). This is cyclical as action needs to be based
on understanding while understanding arises from action.

In action research the goals of both the researcher and client must over­
lap in order for each to learn from the situation. In this sense, action re­
search involves a commitment to learning and theory building and this dis­
tinguishes it from consultancy practice and its predefined solutions.

Action research can be generalised as a cyclic process of diagnosis, ac­
tion planning, action taking, evaluation and learning. McKay and Marshall
(2001) however propose that there are in fact two concurrent process cy­
cles - a problem-solving cycle and a research interest cycle. The implica­
tions of this more reflective analysis addresses the quality of both research
and problem outcomes.

From a KM perspective action research needs to be adapted in a number
of significant ways. The first issue is the choice of the intervention setting.
In the problem solving cycle, a KM initiative has the potential to change
not only products or services, but also the means of their production. This
implies that the changes go beyond the existing managerial ideology. Thus
setting that already acknowledge knowledge work, including learning and
reflection, reduce the need for radical organisational transformation.

A second issue is the subject of the intervention. KM is usually applied
to intractable, systemic problems that do not lend themselves to usual or­
ganisational responses. The complexity and broad agenda of KM require
distance from the subject and reflection. This requires a negotiation proc­
ess that defines what facet of KM the intervention will address while main­
taining the integrity of the KM enterprise.

A third issue is the nature of the intervention itself. In terms of McKay
and Marshall's dual loops, the intervention also needs to have a clear re­
search focus. But aligning research and organisational goals is potentially
problematic. This is compounded by the complexity of KM initiatives as it
can overwhelm a rigorous research practice. The complexity of KM also
means that organisational goals are difficult to define at the outset of the
intervention and are more likely to be contingent on the intervention itself.
Further, the scope of KM brings into question the time frame of the inter­
vention. Typically, organisational problem solving has a shorter time scale
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than the research cycle. But both are shorter than the organisational trans­
formation implicit in KM.

Collaborative Research: Extending the Action Research
Approach

From a KM perspective, the issues identified above need to be addressed
in a way that is consistent with the general principles and structures of ac­
tion research since this approach maps well with the character of KM. The
proposed adaptation of action research is based on a KM research program
conducted over the past 10 years as shown in Table 1. The research pro­
gram is based on the application of KM to tasks that are unambiguously
knowledge work, conducted in collegial environments where professionals
are expected to perform most of the productive work themselves.

An important prerequisite for each research project was that the Head of
unit who hosted the intervention recognised an intractable problem that
was not amenable to be solved through existing approaches and had a
commitment to exploring innovative uses of ICT. This led to close col­
laboration between the academic researchers and clients who were also
usually researchers or professionals.

The creation of a collaborative space allows all participants, clients and
academic researchers, to assume the role of action researchers. The subject
of the research was negotiated between the collaborators, drawing on both
the operational problems and theoretical frameworks contributed by the
academics. However, the outcomes of this collaborative research was lim­
ited to a proof-of-concept and/or a framework or model to demonstrate the
utility of a particular theoretical construct to a specific work situation.
These outcomes provide the participants in the collaborative space with
tangible artefacts that can be reinterpreted back to their primary constitu­
ency. For the academic researcher, the collaboration results in refinements
to theory development within the academy. Since the collaborative out­
comes are grounded in a concrete situation, they ensure that the evolving
theory remains relevant. For the client, the outcomes can also be trans­
formed into specific projects and/or strategies that have specific, but broad,
relevance to the host organisation (Kock et al. 2002). A model of such col­
laborative research is shown in Figure I below.

From an action research perspective, the research model presented in
Figure I suggests that there are in fact three process cycles that are not
concurrent but do have temporal dependencies. The research interest cycle
is addressed by the potential of the collaborative research to support theory
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development. The operational problem-solving cycle arises when projects
and/or strategy that emerge from the collaboration are implemented. Re­
flecting on the model, it is apparent that neither theory refinement nor or­
ganisational initiatives are a necessary outcome of collaboration. Thus the
willingness of the organisation to adopt any project or strategy limits the
utility of collaborative research but this limitation is often imposed by ex­
ternal factors or internal political considerations. Importantly, it is not the
problem solving cycle that directly impacts the research cycle but the out­
comes of the research conducted in the collaborative space. Similarly,
problem solving is also only directly influenced by the outcomes of col­
laborative research rather than the direct influence of academic research.

Table1. Issues and applications of task based KM (Burstein and Linger, 2003)

Application
Task

Issues Investi-
Reference

Area gated
Bilingual dictionary

Social and
Lexicography

construction from
cultural aspects

Austin et al.,
anthropological field

ofdata
1994

notes

Modelling molecular Exploring McPhee et
Biology and cellular biology boundaries of al., 1994

ofHIV known facts

Simulation model- Testing compet-

Immunology ling of the immune ing paradigms to Linger et al.,
response to HIV explain observed 1994
infection data

Discontinuity in Linger et al.,
Epidemiology Survey design knowledge and 1998

data

Creating proc- Clayton and
Banking Creation of strategy esses for organ- Linger, 1998

izationallearning

Managing large
data holding and Linger and

Meteorology Weather forecasting resolving contra- Burstein,
dictions in a 2001
distributed e
nvironment

Strategic and tactical Learning and

Defence HQ operations of knowledge work Linger and

army, navy and air in a dynamic Warne, 2001

force environment
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The importance of the collaborative space derives from the various per­
spectives of the collaboration as shown in Figure 1. From inside the col­
laborative space, the academic researcher views collaborative research as
an opportunity for theory testing, while the industry participant is engaged
in reflective practice. The external view of collaborative research is a form
of 'skunk works' for the organisation and applied research for the acad­
emy. All these perspectives are valuable to the stakeholders as the collabo­
ration provides an important forum for learning by the participants. For the
organisation the collaboration provides a relatively low-cost exploration of
relevant issues and a forum for productive engagement with academics,
and in particular, an opportunity to be exposed to current academic theory.
For those actors who actually participate in collaborative research, it is an
opportunity for learning, including an exploration of their theory in use
(Argyris and Schon, 1978). These aspects of collaboration contribute to the
human and intellectual capital of the organisation. For the academy, the
collaboration provides the means to apply theory to practice, to gain
knowledge of current practices, identify issues within an industry sector
and establish links with industry partners. These aspects of collaboration
go some way towards ensuring that both research and teaching within the
academy remain relevant to, and broadens the academy's engagement
with, industry and the wider society.

~fIeCtive practicel Ill1cory Testing:>

Practical experience

1_________

Theoretical illSighl

Enterprise

Projects /Strategy

, , ~

\ Collaborative (.:
) Research -,

~ ,
/

Academe

Theory refinement

Proof of
Concept

Frameworks!
models

Fig. 1. The collaboration research model
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A further justification for the creation of the collaborative space arises
from the nature of the issues that are considered. In most cases, a KM ini­
tiative is of such magnitude that it is not feasible to consider its implemen­
tation in the context of a research program. The collaboration is an oppor­
tunity to identify and explore pertinent aspect of such KM initiatives
without any commitment to those initiatives. The collaborative space pro­
vides the necessary resources, space, time and people to reflect and learn
without overt operational constraints. It provides an opportunity to be crea­
tive and innovative.

Collaborative research shares some characteristics with participatory ac­
tion research in that some members of the organisation are active research­
ers rather than subjects (Whyte, 1991). This establishes a two-way rela­
tionship between the academic researchers and the organisation. However
participatory action research is motivated by an emancipatory interest and
seeks to establish change and/or learning as a self-maintaining process
(Argyris and Schon, 1991). Collaborative research on the other hand is
much more oriented to sensemaking both from an organisational and a
theoretical perspective (Weick, 1995).

The collaborative research model is essentially a process of reinterpret­
ing a theoretical framework in a specific situation that is itself defined by
the reinterpretation of organisational practice. This mutuality defines the
research agenda within the collaborative space and requires an innovative
interpretation of theory to match the creative articulation of practice. It is
this process, coupled with the negotiations that define the collaborative
space, that has the potential to make an independent contribution to theory
and practice. The research in the collaborative space often surfaced issues
that not only refined theory but take it into new territory to meet the com­
plexity and variety that emerged when practice was deconstructed.

Collaborative Research in Action: an Illustrative Case
Study

The Australian Bureau of Meteorology (BoM) has used IT, particularly in
numerical weather modelling and data visualisation. This approach is
comptutationally intensive and relies on large volumes of data. Advances
in the scientific understanding of atmospheric dynamics and improved al­
gorithms have resulted in models that are able to produce more accurate
long-term weather prediction. The limitation of these forecasts is that they
are more suited to a macro scale, continental or hemispheric forecasts,
rather than the meso or regional scale where the influence of local topol-
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ogy and micro factors influence the local weather. These localised fore­
casts represent the major workload of the BoM forecasting effort.

Within the collaborative space, KM was proposed so as to allow mete­
orologists to focus on their professional work while reducing the adminis­
trative components of their workload. Our initial involvement was based
on student projects that provided a forum for Bureau staff and researcher
to come together to explore their mutual interests: BoM could learn about
KM and how it might support the forecast process; the academics assessed
BoM as a venue for our intervention and forecasting as a KM task.

The student projects were carefully and subtly guided by both sides. The
result was a number of very successful proof-of-concept applications that
were implemented as operational tools for forecasters. The development of
these tools provided the Bureau with an opportunity to ascertain whether
the KM principles embedded in the proof-of-concept could be translated
into production systems.

These efforts, as well as external political, legal and operational factors
combined to focus BoM management on the need to improve the forecast
process resulting in a proposal for a "Forecast Streamlining and Enhance­
ment Program (FSEP)" as a major Bureau initiative (Bell, 2003, Kelly et
al. 2004). In this context, we formulated a four-year research project, in
partnership with the BoM that was jointly funded by the Australian Re­
search Council and BoM.

FSEP aims to completely redevelop all aspects of the forecasting sup­
port systems (excluding the numerical modelling). This is a massive under­
taking requiring governmental authority and additional resource allocation
over many years. Our collaborative research project is designed to provide
input into FSEP regarding the nature of forecasting work, information and
technology architectures, intelligent ICT tools to support and computerise
the procedural and administrative aspect of forecasting.

The academics used the collaboration to explore the procedural aspects
of our theoretical framework of KM. During this project we became aware
that the nature of the forecasting task had not been explored. This led us to
embark on an inter-disciplinary research project with philosophy to inves­
tigate the social epistemology of knowledge use. This in tum encouraged
us to reopen our investigations into the nature of knowledge work.

Concluding Remarks

The collaborative research model represents an extension of action re­
search that accommodates the specific character of knowledge manage-
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ment. It establishes a defined space where practitioners and researchers can
engage productively to jointly explore aspects of knowledge management
through an innovative application of a theoretical framework applied to a
creative conceptualisation of work practices. The model provides the par­
ticipants with an opportunity to conduct research without the constraints of
operational imperatives or theoretical restrictions but the results contribute
to both the theory and practice of knowledge management. Importantly
such collaborative research provides the means to study knowledge man­
agement without the need for simplification thus maintaining the focus on
complexity as its intrinsic characteristic.

But perhaps the most significant aspect of the collaborative research
model is that it identifies how industry and the academy can engage pro­
ductively for mutual benefit while maintaining their integrity.
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Introduction

One of the major quality criteria of a software system is how well it fulfils
the customers' and users' needs and expectations. This criterion makes
both requirements engineering (RE) and software testing into crucial tasks
within software engineering. RE since it concerns the identification and
specification of these needs and expectations, and software testing since it
ensures that the software system really fulfills these requirements.

Generally speaking, software testing is about ensuring that the software
system fulfils the requirements posed on it (Sommerville 1996). This is
made by comparing the actual behaviour of the software, with the speci­
fied behaviour as described by the requirements (Leung and Wong 1997).
There are usually different levels of software testing (Abran et a1. 2004,
Sommerville 1996). In this paper, we focus on system testing, which is
concerned with the behaviour of the system as a whole, and ensures that
the requirements of the system have been met.

Even though this relationship between RE and testing is strong (Gram­
ham 2002; Leung and Wong 1997; Lausen and Vinter 2001), it is often
missing in practice (Graham 2002). We are about to start up a research
project focused on supporting the integration of these two activities within
software engineering. We have performed a pre-study to this project in
form of a minor interview study, where testers' requirements on the RE
practices and its results are explored'. In order to provide a context to these
requirements, the study also included questions about how system testing
is conducted at each company as well as major challenges. This paper pre-

I The result focused on the testers requirements on RE is presented in Dahlstedt, A
(2005) Guidelines regarding the requirements engineering practices in order to
facilitate system testing. The l lth International Workshop on Requirements
Engineering: Foundations for Software Quality, 13-14 June, Porto, Portugal.
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sents a discussion on the major challenges within system testing experi­
enced by the respondents within this interview study.

The paper continues with a section on our way of working regarding the
interview study, followed by the third section where the results from the
inter-view study are presented. The paper ends with some concluding re­
marks.

Way of Working

The aim of the interview study was to get some initial insights into system
testing, its relationship to RE and challenges related to this. We therefore
chose to concentrate our interviews on persons involved and experienced
in system testing. Due to the explorative nature ofthis study, we also chose
open-ended interviews in order to get an overview of the testing practices
and its relation to and needs regarding the requirements work in a number
of organizations.

The interview study presented here includes six interviews. They are all
involved in and experienced in testing. Four interviewees as testing man­
agers, one as a knowledgeable project leader with much involvement in
testing, and one as an educator, mentor, and process engineer related to
testing. Three of the interviewees are consultants, and have answered the
questions from a generic perspective as well as discuss common problems
due to their broad experience in varying projects. The other three respon­
dents work with testing in a particular organisation. One of them have been
involved in large projects which includes many testers and last over sev­
eral years. The other two have been involved in smaller projects. We can
therefore conclude that despite this small sample, there is a good spread in
knowledge and experiences within the group. The interviewees are pre­
sented in more detail in Appendix A.

The interviews lasted between one and one and a half hour. Extensive
notes were taken during the interviews, and they were also recorded. The
analysis of the interviews is performed mainly through a qualitative con­
tent analysis (Patton 2002). It was concentrated on finding themes regard­
ing challenges within system testing, in particular how it is related to RE.
This was made by reading through the notes and carefully listen to the
tapes, while documenting all statements related to current practices or
challenges within system testing and its relationship to RE. These notes
were compared in order to identified themes or patterns regarding these
advises or requirements. The study is hence performed based on a herme­
neutic approach.
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Challenges within System Testing

We have identified six areas of challenges experienced by the interview­
ees. These areas are described within this section.

Quality of the Requirements

The fact that the quality of the requirements influences the effectiveness
and efficiency of software testing is no news. However, several of our in­
terviewees discuss problems related to this issue and also emphasises the
importance of the requirements' quality. This hence indicates that this is­
sue is still a problem in industry. This section includes a discussion on how
low quality of the requirements influences system testing according to our
interviewees.

Incomplete and ambiguous requirements are considered as a problem
to software testers.

"The mostdifficult thingwithout competition is that requirements or the speci­
fications that we start working with are not equivalent with the whole system.
There are in other words gaps and room for interpretation, and we are trying to
understand andguessing what is expected to happen." (N)

This is also explicitly stated by Interviewee F, who also mentions the
problem with gaps and room for interpretation amongst the requirements.
Interviewee E indirectly agrees, when arguing about the importance of in­
volving testers within requirements analysis in order discover problems
such as gaps among the requirements or conflicting requirements at an
early stage. The consequence of these problems is that the testers are
forced to guess or estimate the correct behaviour of the software, which
unfortunately is a more insecure way of ensuring that the system behaves
according to the plan. Mistakes regarding the interpretation of the require­
ments may result in costly and unnecessary rework of the test specifica­
tions and test cases.

Interviewee A discusses this further by emphasising that the expected
outcome of a certain takes must be easily and clearly identifiable within
the requirements. This should be fundamental criterion when formulating
your requirements, but in A's experience it is a common shortage during
the requirements work. Sometimes testers have to explore whether a de­
tected error is due to a software defect or to a test case defect, i.e. if the

2 Shows which interviewee that made the statement
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identified problem is really an unwanted behaviour of the software or if it
is an erroneous test case due to a misinterpretation of the requirements.

The interviews also indicate that it is not only criteria such as require­
ments completeness and unambiguity that influences testing, but also how
the requirements are structured and presented. A well-structured re­
quirements specification, with clear headings and where the requirements
are intelligently grouped increases the understandability , according to In­
terviewee C. Interviewee B state that a clear view of the requirements hier­
archy is a valuable support when designing test cases, since it allow you to
explore the motive of the actual requirement (in high level requirements)
and more details about the it (within the lower level requirements). Inter­
viewee D structures their requirement specification in scenarios in order to
increase the requirements understandability and support tests design. These
ways of working are about placing the requirements into a context in order
to facilitate interpreting them the correct way.

Changing Requirements

Changing requirements obviously influences system testing, and is also
mentioned as a common problem by Interviewee A, B, C, and E. E.g.

"We also have had a significant problem where the requirements set have
changed very much and very late . This has caused problems ." (B)

"The most important property of a requirements specification, in order for me
as a tested to do my job, is that it is stable. The worst thing you can have is con­
stant requirements changes ." (C)

Changes to the requirements may cause test cases to be rewritten or up­
dated, as well as re-execution of test cases if changes affect test cases al­
ready executed. Both these are resulting in the situation that the resources
are spent on redoing work already made.

Of course, the interviewees are well aware that requirements may be
changed for a good reason. However, it is important to be aware of the ef­
fect that the requirements changes has on test design and execution already
made within testing. In addition, interviewee A and E emphasise that ex­
ploring the impact of a proposed change and based on that deciding
whether to implement a change or not is only one part of the problem. In
case of approving the change, you must also have routines to ensure that
all affected documentation and other related information is updated. Fur­
thermore, the changes must be communicated to all the other affected de­
velopers.
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Requirements changes must hence be managed in a controlled way,
where a good overview of your test information (as well as all other infor­
mation developed during software engineering) and good communication
routines are necessary to cope with changing requirements (see also the
two furrowing sections).

Managing Test Related Information

Another problem area is related to maintaining the testing related in­
formation. Examples of such information are test cases and their relation
to the requirements, which test cases that have been executed, the results
of those, which test cases that should be re-executed when an new release
have been made from the programmers, etc. Managing this information is
about keeping control of your testing situation and also easily communi­
cating relevant information to project members. An issue that is especially
important when the requirements are changing (see the previous section).

Our interviewees mention several examples of projects were lack of
management routines have caused severe problems, resulting in project de­
lays and costly rework. For example: not basing your test case design on
the right version of the requirements specification, communicating changes
to the requirements to the testers, and keeping control of trouble reports so
you know which test cases to re-execute when the new version arrives.

Even though few of our interviewees use tools (besides word proces­
sors), most of them have at least some procedures regarding how to man­
age testing related information. Interviewee A, B, C and D stores informa­
tion in some way about which requirements a certain test case is aimed to
ensure. Interviewee Wand E also state that the requirements preferably
should be autonomous i.e. that one requirements only covered one func­
tion/action. This enables the testers to pinpoint exactly where potential er­
rors belong, which facilitate fixing the defect and reexecuting the neces­
sary test cases. Interviewee B uses the links between the high level
requirements and the more detail requirements to fully understand how to
test the high level requirements. Interviewee E emphasise the need to pri­
oritise both the requirements and the test cases to support downsizing of
the test suite if, or rather when, the project are running out of time.

Interviewee C states that regression testing is one of the most difficult
parts of testing. To be able to choose the right test cases to be re-executed,
in order to quickly verify that changes have not influenced those parts of
the software already tested. Interviewee A have the same problem and
would like to have the ability to identify related tests e.g. in case of regres­
sion test, via the requirements.
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"Well, which requirements are related? Here you wish to have the possibility to
pose that question to a requirements tool, e.g. -Well, suppose that this requirement
have been incorrectly implemented, which other requirements are dependent on
this requirement or influence by this requirement?"

Furthermore, test cases can (or at least should) not be done in an ad hoc
order. Due to dependencies between test cases, there may be some tests
that can not be executed before another one has passed. Especially Inter­
viewee B has experienced this problem.

". .. in order to verify this requirements, this and this and this must have been
verified. In addition, we shall use data from the verification of this and this and
this requirement. This posed rather high demands on how test cases were written
on this level. [... ] Trying to sort this nest of dependencies out, it took time."

Even though most other interviewees acknowledge the impact of re­
quirements interdependencies on testing, the projects in interviewee B's
company are much larger which makes the issue more severe.

Finally, Interviewee B emphasises a related problem which is require­
ments coverage. How to decide whether a test case really covers a certain
requirements well enough?

Co-operation and Co-ordination

Co-ordinating your development team(s), and facilitate co-operation
between teams and members is important during the whole software en­
gineering process. Testing is no exception, and we have already mentioned
some issues regarding this in relation to managing requirements change in
the above section. Our interviews also mention some other problems re­
lated to this issue when asked to describe their major challenges.

In one of Interviewee B's project, it is not the same people who write
the test cases and who execute them due to the huge amount of require­
ments within that project. However, there are large drawbacks with this
way of working since it is difficult to get an overview and control of the
testing activity. Especially knowing that all requirements have been tested
and that all test cases really ensures that the system as a whole works ac­
cording to plan. "This is a huge problem". This way of working, which
probably is rather usual in large projects as in B's company, most likely
requires more careful co-ordination between developers.

Another situation which requires good co-operation is emphasised by
Interviewee E. In E's company many errors found during system testing, is
of such a characteristic that the developers constructing the software did
110t have the possibility to find those in their limited testing environment.
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In order to identify and describe the actual problem, the testers sometimes
need to invite the responsible developer to the testing environment to show
what is happening during test execution. This requires a good cooperation
and working climate between testers and developers, which is sometimes
missing.

Non-functional Aspects

A testing dilemma, according to Interviewee A, is that performance usu­
ally cannot be measured until rather late during testing. The functionality
of the software must be more or less at place before you can run the per­
formance tests, since those usually is about conducting these function
many times and very fast during a period of time. At the same time, errors
related to performance tend to include major changes as they are corrected.
So, you would like to do performance testing rather early, but it is usually
not possible. This issue is related to design for testability, i.e. that some
kind of support functions could be installed in order to facilitate rudimen­
tary performance testing.

Interviewee E views this as a more general problem since it is common
that non-functional requirements are not considered at all.

Furthermore, Interviewee D and E, finds the test environment prob­
lematic some times. Interviewee D uses simulators when conducting their
system tests. This requires that the right versions of these simulators are
used every time, and that they are actually working together. Setting up the
test environment could sometimes be rather tricky. Interviewee E empha­
sises the importance to start this set up in time. When the first release is
made from the developers to the testers, the test environment must be up
and running. Many testers have made the mistake of starting the environ­
mental set up to late and wasted valuable testing time due to this.

Enough Time for Testing

According to Interviewee E, one of the major troubles for software testing
is its place as the final phase in the development life cycle. When earlier
phases are getting a little late, the cumulative delay may be severe for test­
ing. There are usually not much time left to conduct testing as well as the
testers would like. Even though time is an issue in many phases in the de­
velopment process, our interviewees emphasises their frustration. The time
available for testing gets too short and you got to downsize your testing
ambitions. Therefore, prioritisation of test cases is important. Which func­
tions to we have to test now and which ones can we do later? Which ones
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are most important and which ones should we exclude first? This problem
is also experienced by Interviewee D and F.

Concluding Remarks and Future Work

This paper includes a discussion on challenges regarding system testing,
identified during a minor interview study including six interviewees. The
challenges are grouped into six problem areas, which are a) quality of the
requirements, b) changing requirements, c) managing testing information,
d) co-operation and co-ordination, e) non-functional aspects and t) enough
time for testing.

Due to the minor sample within this study, we cannot draw any firm
conclusions. However, there are some indications. Firstly, the require­
ments engineering practices do influence system testing, and poor re­
quirements quality poses challenges in system testing. Secondly, there are
not many challenges that are related to the actual execution of tests. Most
challenges are related to planning, test design, and social issues. This may
be influenced on the focus on the interview study, which are on the rela­
tionship between RE and testing.

Furthermore, the problems are fairly generally described and a more
thorough investigation of these problems needs to be made. The first study
within our requirements-testing project is to further explore the testers
needs on RE and its results. This includes more closely investigating prob­
lems regarding the relations between RE and testing, mainly related to the
first three problem areas, the quality of the requirements, changing re­
quirements and managing testing information. The plan is to continue the
project with evaluate RE tools based on the requirements identified within
the first study.
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Appendix A: Presentation of the Interviewees

This appendix presents an overview of the four interviewees involved in
the interview study on testing and its requirements on the RE process.

Interviewee A: Works at a consultancy company, with over 300 em­
ployees where about 45 of them are working with testing related issues.
The interviewee has over 10 years of experience within testing and is
nowadays involved in educations within testing, evaluation and develop­
ment of testing procedures, and has a mentor role for those working with
testing within the projects. The respondent has been involved in very vary­
ing projects, from one man projects to large projects involving several
thousands developers.

Interviewee B: Works at the software engineering department within a
defence related company. The company has over 400 employees, of which
100 are at the software engineering department and about ten of them are
working with testing. The interviewee works as a testing manager, but is
also involved in writing test cases for the projects. The interviewee has
mainly been involved in two projects. One project where a pure software
part was developed, which include 30 - 60 persons and have lingered for
5-6 years. The other is a considerably larger project which includes both
hardware and software (no specific numbers could be mentioned).

Interviewee C: Works at another defence related company, which de­
velops communication solutions. This department is focused on radar solu­
tions, and involves 80 persons. The interviewee works as a testing man­
ager, and is both working with test planning as well as writing and execut­
ing test cases. The current project includes about 10 persons, where 3 of
them are involved in testing.

Interviewee D: Works at the same company as interviewee C but at an­
other department, which develops the user interface and the functionality
which the radar operator is about to use. The department involves about 70
employees. The interviewee works as a testing manager at his/hers de­
partment, and as for interviewee 3 this includes planning the testing as well
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as writing and executing test cases. A project typically involves about 20­
25 persons, where 2-5 persons are involved in the testing part.

Interviewee E: Works at the same consultancy company as interviewee
A. The interviewee have been involved in testing issues for over 20 years,
and the working tasks include project management, quality issues such as
auditing, test management, and education related to testing. The inter­
viewee has worked in many different types of projects, from large rigorous
ones to smaller more flexible.

Interviewee F: Works at the same consultancy company as interviewee
A and E. The interviewee has been a software developer for over 40 years
and worked with testing related issues for over 15 year. The interviewee
works as a testing manager and tester, and has mainly been involved in
smaller project with both system testing and acceptance testing.
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