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Synonyms

Query, nearest neighbor; Scan, sequential

Definition

The iDistance is an indexing and query processing tech-
nique for k nearest neighbor (kNN) queries on point data
in multi-dimensional metric spaces. The kNN query is one
of the hardest problems on multi-dimensional data. It has
been shown analytically and experimentally that any algo-
rithm using hierarchical index structure based on either
space- or data-partitioning is less efficient than the naive
method of sequentially checking every data record (called
the sequential scan) in high-dimensional spaces [4]. Some
data distributions including the uniform distribution are
particularly hard cases [1]. The iDistance is designed to
process kNN queries in high-dimensional spaces efficient-
ly and it is especially good for skewed data distributions,
which usually occur in real-life data sets. For uniform data,
the iDistance beats the sequential scan up to 30 dimensions

as reported in [3]. Building the iDistance index has two
steps. First, a number of reference points in the data space
are chosen. There are various ways of choosing reference
points. Using cluster centers as reference points is the most
efficient way. Second, the distance between a data point
and its closest reference point is calculated. This distance
plus a scaling value is called the point’s iDistance. By this
means, points in a multi-dimensional space are mapped to
one-dimensional values, and then a B+-tree can be adopted
to index the points using the iDistance as the key. A kNN
search is mapped to a number of one-dimensional range
searches, which can be processed efficiently on a B+-tree.
The iDistance technique can be viewed as a way of acceler-
ating the sequential scan. Instead of scanning records from
the beginning to the end of the data file, the iDistance starts
the scan from spots where the nearest neighbors can be
obtained early with a very high probability.

Historical Background

The iDistance was first proposed by Cui Yu, Beng Chin
Ooi, Kian-Lee Tan and H. V. Jagadish in 2001 [5]. Later,
together with Rui Zhang, they improved the technique and
performed a more comprehensive study on it in 2005 [3].

Scientific Fundamentals

Figure 1 shows an example of how the iDistance works.
The black dots are data points and the gray dots are refer-
ence points. The number of reference points is a tunable
parameter, denoted by Nr. The recommended value for Nr

is between 60 and 80. In this example, Nr = 3. At first, 3
cluster centers of the data points, O1, O2, O3 are identified
using a clustering algorithm, and these cluster centers are
chosen as reference points. Each data point p is assigned
to its closest reference point and hence all the data points
are divided into 3 partitions P1, P2 and P3. Let di be the
distance between Oi and the farthest data point to Oi in
Pi. Then the range of Pi is a sphere centered at Oi with
the radius di. Some data points may be contained in the
ranges of multiple partitions, such as M in the figure. Such
a point only belongs to the partition whose reference point
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iDistance Techniques, Figure 1 KNN search of the iDistance

is closest to it. The closest reference point to M is O3, so
M belongs to P3. Now the iDistance of a point p can be
defined. Let Pi be the partition p belongs to. Then the iDis-
tance of p

iDist(p) = dist(p, Oi)+ i · c ,

where dist(p1,p2) returns the distance between two points
p1 and p2; i is the partition number and c is a constant
used to stretch the data ranges. All points in partition Pi

are mapped to the range [i·c, (i + 1)·c). c is set sufficiently
large to avoid the overlap between the iDistance ranges of
different partitions. Typically, it should be larger than the
length of the diagonal in the hyper-rectangular data space.
Given the definition of the iDistance, building the index
is simple. The data points are stored in the leaf nodes of
a B+-tree using their iDistances as keys. Each partition cor-
responds to a continuous range of entries in the leaf nodes
as shown in Fig. 1. Insertions and deletions are performed
the same way as in a usual B+-tree. The kNN search algo-
rithm based on the iDistance index is described in the next
paragraph.
Like the strategy of many other kNN search algorithms,
the iDistance kNN search algorithm begins by searching
a small “sphere”, and incrementally enlarges the search
sphere until the kNN are found. See the query point Q in
Fig. 1. Let r denote the search radius. The search starts
by a sphere region centered at Q with a initial radius r0.
Then r is iteratively increased by a small amount �r until
the kNN are found. At every iteration, the enlarged por-
tion of the search sphere corresponds to an iDistance range
(or two) for any intersected partition. All the points with
their iDistances in the range(s) are retrieved in this iter-
ation. During the whole process of enlarging the query

sphere, the k nearest points to Q retrieved so far are main-
tained as candidates. Let pkth be the kth nearest candidate
point to Q. The algorithm terminates when dist(pkth, Q)≤r,
which is the termination condition. At this moment, the k
candidates are the actual kNN. For the example query Q
in Fig. 1, its initial search sphere intersects partition P1.
In an intersected partition, there is a region that corre-
sponds to the same iDistance range as the search sphere.
This region is called the mapped region (of the query
sphere), which is in the shape of an annulus around the
reference point (the shaded region in P1). All the points
in the mapped region are retrieved. Note that all these
points are stored continuously in the leaf nodes of the
index, so the retrieval is a range query on the B+-tree.
As the current r is not greater than pkth, it is increased
by �r and the search is continued. Figure 2 shows the
enlarged search sphere and its mapped regions. Now the
search sphere intersects P2, too. The mapped region is
a larger annulus in P1 (the shaded region in P1) and an
annulus in P2 (the shaded region in P2). The enlarged por-
tion of the annulus in P1 consists of two smaller annulus
regions, one expanding towards the center of P1 (arrow A)
and the other expanding outwards P1 (arrow B). Each of
the smaller annulus corresponds to a continuous range of
points stored in the leaf nodes of the index and they adjoin
the range retrieved last time. Therefore, the algorithm per-
forms a backward range search (arrow A’) and a forward
range search (arrow B’) to retrieve the new data points,
starting from the boundaries of the last range retrieval.
For P2, the mapped region is just an annulus expanding
towards the center of P2 (arrow C) because Q lies out-
side of P2. This corresponds to a range search backwards
(arrow C’) on the index. All the newly retrieved points are
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iDistance Techniques, Figure 2 KNN search of the iDistance (continued)

compared with the maintained k candidates and always the
k nearest ones to Q are maintained. After this, r continues
to be increased iteratively until the termination condition
is satisfied.
In the algorithm, r0 and �r are two other tunable param-
eters. r0 can be set close to an estimation of the final
search radius so that less iterations are needed to reach
the final search radius, or r0 can be simply set as 0. �r
is a small value so that not much unnecessary data points
are retrieved. It can be set as 1% of an estimation of the
final search radius. An implementation of the iDistance in
C by Rui Zhang is available at http://www.csse.unimelb.
edu.au/~rui/code.htm.

Key Applications
The iDistance technique is mainly designed for processing
kNN queries in high-dimensional spaces. Typical appli-
cations are similarity search on multimedia data and data
mining. Multimedia data such as images or videos are usu-
ally represented by features extracted from them includ-
ing color, shape, texture, etc [2]. The number of features
is large. Therefore, retrieving similar objects translates
to kNN queries in high-dimensional spaces. In data min-
ing or data warehouse, data records have large number
of attributes. Finding similar objects also requires kNN
search in high-dimensional spaces. In general, similarity
search on any objects that can be represented by multi-
dimensional vectors can take advantage of this technique.

Future Directions
The mapping function of the iDistance index relies on
a fixed set of reference points. If the data distribution

changes much, the kNN search performance may deteri-
orate. Then the iDistance index has to be rebuilt in order to
keep the high performance. One open problem is the pos-
sibility to find a dynamic mapping function that can adapt
to the change of data distributions automatically, so that
the high performance is always kept without rebuilding the
index.

Cross References

� Distance Metrics
� Indexing, High Dimensional
� Indexing of Moving Objects, Bx-Tree
� Nearest Neighbor Query
� Nearest Neighbors Problem
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Synonyms

Data compression; Lossless image compression; Lossy
image compression

Definition

Image compression is the process of encoding digital
image information using fewer bits than an unencoded rep-
resentation would use through use of specific encoding
schemes.

Historical Background

Uncompressed image data is large in file size. To
store or transmit the uncompressed image requires con-
siderable storage capacity and transmission bandwidth.
For example, for a uncompressed color picture file of
6,000 × 4,800 pixel (good for a mere 10 × 8 in. print at
600 dpi), number of bytes required to store it is 85 MB.
Despite rapid progress in mass-storage density, processor
speeds, and digital communication system performance,
demand for image storage capacity and image transmis-
sion bandwidth constantly outstrip the technical progress.
Image compression is therefore essential for image storage
and transmission in most cases. In geographic information
systems (GIS), images are generally very large. A simple
uncompressed world map (3 × 2.5 ft. in size, for example)
will require more than 1 GB storage space. To retrieve the
simple world map remotely over Internet with an Internet
transmission speed of 1 Mbps, it would take more than 2 h.
GIS images are generally much larger than a simple world
map. Therefore, how to compress and store GIS images (as
well as fast access/retrieval) is a hot research topic.

Scientific Fundamentals

Principle of Image Compression

Images can be compressed, because images have some
degree of redundancy. For example, one of the common
characteristics of most images is that the neighboring pix-
els are correlated and, therefore, the information is redun-
dant among the neighboring pixels. In still images, there
are two type of redundancy: spatial redundancy and spec-
tral redundancy.
Spatial redundancy refers to the correlation between neigh-
boring pixels. This is the redundancy due to patterning, or
self–similarity within an image. Spectral redundancy is the
redundancy occurring on the correlation between different
color planes or spectral bands. The objective of general
image compression is to reduce redundancy of the image
data in order to be able to store or transmit data in an effi-
cient form.
There are two classes of image compression methods to
reduce the redundancy: lossless image compression and
lossy image compression. In lossless compression, the
reconstructed image from the compression is identical to
the original image. However, lossless compression can
only achieve a modest amount of compression because the
the redundant information is retained. Lossy image com-
pression can achieve a high compression rate but an image
reconstructed following lossy compression is degraded rel-
ative to the original, because the redundant information is
completely discarded.

Lossless Image Compression

Lossless image compression uses a class of data compres-
sion algorithms that allows the exact original data to be
reconstructed from the compressed data. Lossless com-
pression is used when it is important that the original and
the decompressed data be identical, or when no assumption
can be made on whether a certain deviation is uncritical.
Some image file formats, notably PNG (Portable network
graphics), use only lossless compression, while others like
TIFF (Tagged image file format) and MNG (Multiple-
image Network Graphics) may use either lossless or lossy
methods.
Most lossless compression programs use two different
kinds of algorithms: one that generates a statistical mod-
el for the input data, and another that maps the input
data to bit strings. The two type of lossless compression
algorithmsare statistical modeling algorithms (for text or
text-like binary data) and encoding algorithms to produce
bit sequences. Statistical modeling algorithms include the
Burrows–Wheeler transform (block sorting preprocessing
that makes compression more efficient), LZ77 (used by
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Image Compression, Figure 1 Compression and decompression flow in a popular lossy image compression. DCF (Discrete Cosine Transform)

DEFLATE) and LZW. Encoding algorithms include Huff-
man coding (also used by DEFLATE) and arithmetic cod-
ing.
Lossless data compression algorithms cannot guarantee
compression of all input data sets. In other words, for any
lossless data compression algorithm there will be an input
data set that does not get smaller when processed by the
algorithm.
Here are some popular lossless image compression for-
mat: adaptive binary optimization (ABO), GIF (Graphics
Interchange Format, after lossy reduction of color depth),
PNG, JPEG-LS (can be lossless/near-lossless), JPEG 2000
(includes lossless compression method), and TIFF (using
Lempel-Ziv-Welch lossless compression).

Lossy Image Compression

A lossy compression method is one where compressing
data and then decompressing it retrieves data that may well
be different from the original, but is “close enough” to be
useful in some way.
There are basically four lossy image compression meth-
ods:
• Transform coding: transform coding uses a transforma-

tion that exploits peculiar characteristics of the signal,
increasing the performance of a scheme such as Huff-
man or arithmetic coding.

• Wavelet compression: wavelet compression is based
on wavelet functions. It also adopts transform coding.
The basic idea of this coding scheme is to process
data at different scales of resolution. Wavelet compres-
sion has a very good scalability for macrostructure and
microstructure as the compression is achieved using
two versions of the picture as a different scaling of the

same prototype function called the mother wavelet or
wavelet basis.

• Vector quantization: this method is better known as
the dictionary method. A dictionary is a collection of
a small number of statistically relevant patterns. Every
image is encoded by dividing it into blocks and assign-
ing to each block the index of the closest codeword in
the dictionary.

• Fractal compression: the basic idea of fractal com-
pression is “self-vector-quantization,” where an image
block is encoded by applying a simple transformation to
one of the blocks previously encoded. Algorithms based
on fractals have very good performance and high com-
pression ratios (32:1 is not unusual), but their use can
be limited by the extensive computation required.

Some popular lossy image compression formats are:
compression via fractal compression, JPEG, JPEG2000,
JPEG’s successor format that uses wavelets, wavelet com-
pression, Cartesian perceptual compression, DjVu, and
ICER (Incremental cost-effectiveness ratio).
Figure 1 is an example of compression and decompression
flow in a popular lossy image compression (JPEG).
The advantage of lossy methods over lossless methods is
that in some cases a lossy method can produce a much
smaller compressed file than any known lossless method,
while still meeting the requirements of the application.
Lossy methods are most often used for compressing
images. Lossily compressed still images are often com-
pressed to a tenth of their original size.
When a user acquires a lossily compressed file, (for exam-
ple, to reduce download time) the retrieved file can be quite
different to the original at the bit level while being indis-
tinguishable to the human eye for most practical purpos-
es. Many lossy image compression methods focus on the
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idiosyncrasies of the human anatomy, taking into account,
for example, that the human eye can see only certain fre-
quencies of light. Although lossy image compression can
achieve a very compact compression, high image compres-
sion can cause some artifacts.
Four types of artifacts may occur: blocking, blurring, ring-
ing effect, and texture deviation. Between lossless image
compressions and the varying degrees of lossy image
compressions, there has to be some balance/trade-off for
any particular mission. When considering using an image
compression method, scalability of the compressed image
using the image compression method is also very impor-
tant. Especially, in the GIS field, scalability is important
for viewing an image with different views, which provide
variable quality access to databases.

Key Applications

In the GIS field, both lossless and lossy image compres-
sion methods are used depending on the differing demands
of the various projects. JBIG(Joint Bi-level Image experts
Group), for example, is a format using a lossless compres-
sion of a bilevel image. It can be used for coding grey scale
and color GIS images with limited numbers of bits per pix-
el. It can offer between 20 and 80% improvement in com-
pression (about 20 to 1 over the original uncompressed
digital bit map). Formats based on JBIG can be used for
large GIS binary images in digital spatial libraries.
However, in some projects, a high image compression rate
and more information are needed. High resolution satel-
lite images with more geometry and information content,
for example, require a compression rate well above a fac-
tor of 10, and lossy image compression methods become
necessary. In this case, JPEG/JPEG2000 or other image
compression methods based on wavelet compression are
widely used.
With many researchers’ contributions to the spatial image
compression technique, the spatial image compression
field is rapidly moving forward. The following are a few
new developments on spatial image compression research.
Eugene Ageenko and Pasi Franti [9] proposed a compres-
sion method based on JBIG aimed at compression of large
binary images in digital spatial libraries. The simulation
results of their image compression method showed that
their proposed method allows dense tiling of large images
down to 50 × 50 pixels versus the 350 × 350 pixels that is
possible with JBIG without sacrificing the compression
performance. It will allow partial decompression of large
images far more efficiently than if JBIG was applied. For
clusters larger than 200 × 200 pixels, the method improves
JBIG by about 20%. Renato Pajarola and Peter Widmay-
er [6,8] developed an image compression method for spa-

tial search with the consideration of efficiency on decom-
pression and retrieval of spatial images. The compression
algorithm they proposed is oriented toward spatial clus-
tering and permits decompression from local information
alone. They demonstrated experimentally that the Hibert
compression ratio typically is competitive with well known
compression algorithms such as lossless JPEG or CALIC
(Context-based Adaptive Lossless Image Coding). They
implemented an experimental image database that pro-
vides spatial access to compressed images and can be used
as a texture server to a real-time terrain visualization sys-
tem. Hassan Ghassemian [11] developed an onboard satel-
lite image compression method by object-feature extrac-
tion. Ghassemian stated that “recent developments in sen-
sor technology make possible Earth observational remote
sensing systems with high spectral resolution and data
dimensionality. As a result, the flow of data from satellite-
borne sensors to earth stations is likely to increase to
an enormous rate.” Therefore, “a new onboard unsuper-
vised feature extraction method that reduces the complexi-
ty and costs associated with the analysis of multispectral
images and the data transmission, storage, archival and
distribution”was investigated. He developed an algorithm
to reduce data redundancy by an unsupervised object-fea-
ture extraction process. His results showed an average
compression of more than 25, the classification perfor-
mance wasimproved for all classes, and the CPU time
required for classification reduced by a factor of more
than 25. Jiri Komzak and Pavel Slavik [5] in their paper
described a general adaptive tool usable for compression
and decompression of different types of data in GIS. Their
approach makes it possible to easily configure compres-
sor and decompressor and use different compression meth-
ods. There is also a very important possibility using their
approach of optionally turning on and off lossy transi-
tions during the compression process, and in such a way
as to change the data loss even for each symbol. Jochen
Schiewe [10] in his paper, and Ryuji Matsuoka and col-
leagues [7] in their paper took time comparing the effects
of lossy data compression techniques on the geometry
and information content of satellite imagery. They com-
pared different image compression methods and outlined
the advantages and disadvantages of a few popular meth-
ods. For example, Matsuoka concluded that, on compari-
son of lossy JPEG compression and lossy JPEG 2000 com-
pression in performance, it was confirmed that lossy JPEG
2000 compression is superior to lossy JPEG compression
in color features. However, lossy JPEG 2000 compression
does not necessarily provide an image of good quality in
texture features. Their research provided very useful infor-
mation for GIS designers to use in picking image compres-
sion formats in their system.
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As in the digital image era, the development of image com-
pression techniques in GIS is progressing at a rapid pace.

Future Directions

The development of image compression technique in GIS
is toward more efficient algorithms with high compres-
sion ratios, low magnitudes of the error introduced by the
encoding (lossy image compression), and fast and scalable
coding and retrieval.

Cross References

� Map Generalization

Recommended Reading

Wikipedia. Image compression. http://en.wikipedia.org/wiki/Image_
compression

Saha, S.: Image compression—from DCT to wavelets: a review.
http://www.acm.org/crossroads/xrds6-3/sahaimgcoding.html

Motta, G., Rizzo, F., Storer, J. A.: Digital image compression. In: Ral-
ston, A., Reilly, E.D., Hemmendinger, D. (eds.) The Encyclope-
dia of Computer Science, 4th edn. Grove Dictionaries (2000)

GIS Standards. http://fortboise.org/maps/GISstandards.html
Komzak, J., Slavik, P.: Architecture of system for configurable

GIS data compression. http://kmi.open.ac.uk/people/jiri/publ/
wscg2002.pdf

Pajarola, R., Widmayer, P.: Spatial indexing into compressed raster
images: how to answer range queries without decompression.
http://www.ifi.unizh.ch/vmml/admin/upload/MMDBMS96.pdf

Matsuoka, R., Sone, M., Fukue, K., Cho, K., Shimoda, H.: Quantita-
tive analysis of image quality of lossy compression images. http://
www.isprs.org/istanbul2004/comm3/papers/348.pdf

Pajarola, R., Widmayer, P.: An image compression method for spatial
search. IEEE Trans. Image Process. 9, (2000)

Ageenko, E.I., Frnti, P.: Compression of large binary images in digital
spatial libraries. Comput. Graphics 24, 91–98 (2000)

Schiewe, J.: Effect of lossy data compression techniques of geometry
and information content of satellite imagery. IAPRS. 32, 540–544
(1998)

Hassan Ghassemain. On-board satellite image compressiaon by
object-feature wxtraction. International Atchieves of Photogram-
mertry Remote Sensing and Spatial Information Sciences.35,
820–825 (2004)

Image Mining, Spatial
SUDHANSHU SEKHAR PANDA

Department of Science, Engineering, and Technology,
Gainesville State College, Gainesville, GA, USA

Synonyms

Visual data mining; Image pattern; Object recognition;
Association rules: image indexing and retrieval; Feature
extraction

Definition

Image mining is synonymous to data mining concept. It
is important to first understand the data mining concept
prior to image mining. Data mining is a set of techniques
used in an automated approach to exhaustively explore
and establish relationships in very large datasets. It is the
process of analyzing large sets of domain-specific data
and subsequently extracting information and knowledge
in a form of new relationships, patterns, or clusters for
the decision-making process [1]. Data mining applica-
tions are of three-level application architecture. These lay-
ers include applications, approaches, and algorithms and
models [2]. The approaches of data mining are associa-
tion, sequence-based analysis, clustering, estimation, clas-
sification, etc. Algorithms and models are then developed
based on the dataset type to perform the data mining.
At that point, the ill-data points are extracted from the
dataset. Similarly, image mining is a set of tools and tech-
niques to explore images in an automated approach to
extract semantically meaningful information (knowledge)
from them. A single image is a collection of a set of data.
Therefore, image mining techniques are far more com-
plicated than the data mining techniques, but data min-
ing tools and techniques could be replicated for the pur-
pose of image mining. However, there should not be any
misnomer that image mining is just a simple extension of
data mining applications or just a pattern recognition pro-
cess [3].

Historical Background

Images are abundant in the present multimedia age. There
has been tremendous growth in significantly large and
detailed image databases due to the advances in image
acquisition and storage technology [4]. The World Wide
Web is also regarded as the largest global image reposi-
tory. Every day, a large number of image data are being
generated in the form of satellite images, aerial images,
medical images, and digital photographs. These images,
if analyzed with proper tools and techniques, can reveal
useful information to the users. However, there is general
agreement that sufficient tools are not available for analy-
sis of images [3]. Effective identification of features in the
images and their proper extraction are some of the impor-
tant problems associated with image analysis. One of the
difficult tasks is to know the image domain and obtain
a priori knowledge of what information is required from
the image. Therefore, complete automation of an image
mining process cannot be performed. Image mining deals
with the extraction of implicit knowledge, image data rela-
tionship, or other patterns not explicitly stored in the image
databases. It is an interdisciplinary endeavor that essential-
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ly draws upon expertise in computer vision, image pro-
cessing, image retrieval, data mining, machine learning,
database, and artificial intelligence [5].

Scientific Fundamentals

Issues in Image Mining

Image mining, by definition deals with the extraction of
image patterns from a group of images. Image mining is
not exactly similar to low-level computer vision and image
processing techniques. The computer vision and image
processing techniques are applied to understand and/or
extract specific features from a single image where the
objective of image mining is to discover image patterns in
a set of collected images [3]. As mentioned earlier, image
mining is not just another data mining technique.

Difference Between Image Mining and Data Mining

In a relational database, the data are well defined. While
analyzing a relational database of annual precipitation and
runoff, a value of 15 cm rainfall in May, 2006 has its own
absolute meaning. It suggests that there is 15 cm of rain-
fall in May, 2006. But in an image database (which deals
with mostly the digital gray values), a gray value of 15 rep-
resenting a moist soil in one image could be 25 in another
image based on all other pixels in the image, i. e., if the sec-
ond image is taken with a brighter light condition than the
first one, all digital gray values will end up in the second
image as higher numbers. Therefore, image mining deals
with relative values, while data mining always deals with
absolute values.

Image Mining, Spatial, Figure 1 Set of aerial images (part of image database) of a quarter size crop field used for crop yield analysis using image
mining techniques. a NW29 quarter aerial image in August 1997. b W29 quarter aerial image in August1997 (few days apart). c W29 quarter aerial
image in August 1998 (similar time of the month as first one). Note: The images quality and patterns in images change as a factor of difference in image
acquisition set up and other environmental factor

Image mining always deals with spatial issues as images
represent spatial references. Satellite images and aerial
photographs are representing spatial locations of earth.
Similarly, when analyzing a tumor in an image of a body
part, the tumor position is analyzed on a spatial basis, too,
i. e., gauging how far is the tumor from the lungs, intes-
tine, or brain center, etc. In case of a digital image of
a person, the spatial position of different features should
be analyzed. But in case of data mining, spatial considera-
tion may not be required. Consequently, image miners try
to overcome the spatial issue problem by extracting posi-
tion-independent features from images before attempting
to mine useful patterns from the images [3].
Often image mining deals with multiple interpretations of
images of same location (Fig. 1). For example, temporal
changes of the land use/land cover of an area need to be
analyzed differently than the plain data mining or feature
extraction techniques, to extract the change information in
images. Therefore, traditional data mining techniques of
associating a pattern to a class interpretation may not work
with image mining. A new set of algorithms is needed to
cater to discover useful patterns from images [3].

Image Mining Techniques

Image mining may use data from a image databases
(Fig. 1). Basically, images are stored with some descrip-
tion against a particular image. Again images are nothing
but some intensity values, which figure the image in terms
of color, shape, texture, etc. The mining task is based on
using such information contained in the images [6]. The
following are some of the image mining techniques fre-
quently used by image miners:
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1. Image acquisition
2. Image enhancement and restoration
3. Object recognition
4. Image indexing and retrieval
5. Image segmentation and feature extraction
6. Representation and description
7. Association rules mining
Among these tasks, image indexing and retrieval and
image segmentation and extraction are two of the prin-
cipal tasks in image mining. They are categorized as
content-based techniques [7]. Some of the other image
retrieval techniques are categorized under description
based retrieval techniques.
1) Image acquisition: In image mining, the understanding

of the image acquisition setup is very much essential.
As described earlier, similar spatial images vary in look
with different image acquisition setups, such as light-
ing intensity, use of sensor type, and radiometric factor
(in case of satellite and aerial images), etc. While com-
paring a set of similar spatial images, it is necessary to
bring them into similar image acquisition setup. Color
calibration is a technique that could be employed for
this. For satellite images, radiometric correction tech-
niques can be used. ENVI software (ITT Visual Infor-
mation Solutions, Boulder, CO) has a good technique
for radiometric corrections of satellite images.

2) Image enhancement and restoration: Image enhance-
ment and restoration is one of the simplest image pro-
cessing techniques [8]. This technique is used to high-
light only the important area of interest in an image
and ignoring irrelevant areas. Contrast enhancement
is an example of image enhancement and restora-
tion. Log transformations, power-law transformations,
piecewise-linear transformation, histogram equaliza-
tion, image subtraction, image averaging, smoothing by
different spatial filters, sharpening by different spatial
filters, Fourier transformation, noise reduction using
different filtering techniques, geometric transforma-
tions, etc., are some of the algorithms used for image
enhancement and restoration. Books [8,9,10] on image
processing will provide with the algorithms and work-
ing procedure for all these techniques.

3) Object recognition: Object recognition is one of the
major tasks in image mining. With the help of a known
object models, an object recognition system finds
objects in the real world from an image. Automatic
machine learning and meaningful information extrac-
tion can be comprehended by training (supervised
training) the machine with some known objects [3].
Machine learning algorithms could be accessed from
several neural networks books [11]. The object recog-
nition model is initially provided with a set of objects

and labels (those are expected to be found in the test-
ed image) to become trained and the model for object
recognition assigns correct labels to regions, or a set
of regions, in the image. Models of known objects and
labels are usually provided by human (teacher for the
model).
In general, an object recognition module consists of
four components, such as 1) model database, 2) fea-
ture detector, 3) hypothesizer, and 4) hypothesis veri-
fier. The model database contains all the models known
to the system that became trained. The models also con-
tain several features or labels that describe the objects
in the image being tested. The detected image prim-
itive features in the gray scale (pixel) level help the
hypothesizer to assign likelihood to the objects in the
image. Finally, the verifier uses the models to verify
the hypothesis, refine the object likelihood, and label
the features in the tested image [3,5]. Thus the correct
objects are recognized by the machine learning model.
Bonet [12] designed a system that processes an image
into a set of “characteristic maps” to locate a particular
known object in an image or set of images.

4) Image indexing and retrieval: Image mining is incom-
plete without image retrieval process. Images can be
retrieved based on features, such as color, texture,
shape, size, or the spatial location of image elements;
logical features like objects of a given type or individ-
ual objects or persons; or abstract attributes or features.
Three query schemas for image retrieval are described
by Rick Kazman and Kominek [13]. They include
query by associate attributes, query by description, and
query by image content. In recent times, the content-
based image retrieval techniques are used most [14].
Content-based image retrieval is based on three pro-
cesses, such as, visual information extraction, image
indexing and retrieval system application [15]. IBM’s
QBIC system [16] is perhaps the best known of all
image content retrieval systems in commercial appli-
cation. The system offers image retrieval by individual
parameter or any combination of color, texture, shape,
or text keyword along with R-tree indexing feature to
improve search efficiency [3]. There are many other
software commercially available for image indexing
and retrieval. A simple web search with “image index-
ing software” can provide insight to them.

5) Image segmentation and feature extraction: Image
segmentation and feature extraction are closely similar
to image indexing and retrieval process. Image segmen-
tation can be performed on a single image or a batch
of images based on batch processing. Segmentation
procedures partition an image into constituent parts or
objects. They are mostly feature-based, i. e., by analyz-
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ing image features such as color, texture, shape, and
size, etc. Intelligently segmenting an image by con-
tent is an important way to mine valuable informa-
tion from large image collection. Several image seg-
mentation techniques are used now a day. New tech-
niques are evolving with the advancement in computer
programming. Some of the image segmentation tech-
niques are ISODATA, K-means, Fuzzy C-means, region
growing, self organizing map (SOM) neural classifi-
cation, Bayesian classifier based hierarchical classifi-
cation, WARD-minimum variance method, maximum
likelihood, etc. They are mostly classified into two main
categories, such as supervised and unsupervised. Unsu-
pervised segmentation techniques are widely pursued
because it does not need any a priori knowledge regard-
ing the image under segmentation. However, the bet-
ter the segmentation algorithm, there is a good prob-
ability of correct feature extraction. Image segmenta-
tion in multimedia is a priority now. They are although
similar to the normal segmentation procedures used
in remote sensing image analysis but work different-
ly. Zaiane and Han [4] have developed MM-Classifi-
er, a classification module embedded in the MultiMe-
dia Miner which classifies multimedia data, including
images. Wang and Li [17] have proposed a new clas-
sifier technique, IBCOW (image-based classification of
objectionable websites) to classify websites based on
objectionable or benign image content.
Artificial intelligence has a big role in image segmen-
tation now. Artificial neural network (ANN) and self-
organizing maps are being used to accurately segment
images for several applications [18].

6) Representation and description: In image mining,
these steps always follow the output of segmentation
stage. The output of segmentation is usually the raw
pixel data constituting either boundary of a region or
all the points of a region. Converting these output data
to a form suitable for computer processing is essen-
tial [8]. The decision taken to represent the classified
pixels as boundary pixels or pixels of a region is the rep-
resentation stage. Finally, description of region based
on real world completes the image classification pro-
cess in image mining.

7) Association rule mining: There is a two steps approach
in a typical association rule mining algorithm. The first
step finds all large item sets that meet the minimum
support constraint while the second step generates rules
from all the large item sets that satisfy the minimum
confidence constraint [3]. Association rule mining gen-
erated rules works well in image mining than some
user-defined thresholds [3]. Association rule mining is
used in data mining to uncover interesting trends, pat-

terns, and rules in large datasets. Association rule min-
ing has found its application in image mining consist-
ing of large image databases [19,20]. The first approach
in association rule mining in image mining is to mine
from large collections of images alone and the sec-
ond approach is to mine from the combined collec-
tions of images and associated alphanumeric data [20].
Simon Fraser University has developed a prototype
called Multimedia Miner, and one of its major modules
is called MM-Associator, which uses a three-dimen-
sional visualization to explicitly display the associa-
tions [4].

Key Applications

Image mining is a recent phenomenon. It is still in its infan-
cy. It has lot of scope in multimedia research.

World Wide Web

Web image mining is a very new concept. With the
advent of Google, Yahoo, AltaVista, and other web search
engines, it is possible to search articles and images with
text-based search method. But searching images from
World Wide Web using a visual approach is a challenge.
However, web image mining techniques are progressive
steps towards that [21].

Multimedia

As discussed in the previous text, multimedia has the
largest application of image mining. They deal with huge
databases of images, animations, audios, videos, and other
text databases. Retrieving information from these databas-
es is getting easier with the use of several image mining
software [22]. Several other software programs developed
for this purpose are mentioned in the main text.

Healthcare

Modern health care generates huge amounts of digital
data, including an overabundance of images. They include
SPECT images, DNA micro-array data, ECG signals, clin-
ical measurements, such as blood pressure and cholesterol
levels, and the description of the diagnosis given by the
physician interpretation of all these data. With the advent
of image mining techniques, most of their processes are
becoming automated.

Engineering and Construction Industry

Architectural designs using AutoCAD generates huge
amount of digital data. Visual data generated in engi-
neering and construction industries are 3D-models, build-
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ing component databases, images of the environment, text
descriptions and drawings from the initial and evolved
design requirements, financial and personnel data, etc.
They could profit from image mining.

Geotechnology

It is obvious that the geotechnology industry represent-
ing GIS, remote sensing, and GPS application deals with
highest amount of image databases. These databases are
generated in any field of application, such as agricul-
ture, forestry, environmental science, geosciences, to name
a few. Image mining is a premium tool in geotechnology
field. VisiMine (Insightful Corporation, Seattle, WA) is an
image mining software (a search engine) used for analyz-
ing image databases. It is designed for satellite imagery
and aerial photos analysis. Visimine provides a compre-
hensive workbench for image information mining by inte-
grating state-of-the-art statistics, data mining, and image
processing to extract information and locate images from
potentially huge databases.

Police and Security

The organizations dealing with security are swamped with
image databases. Image mining techniques are having
a major use in their activities.

Future Directions

As image mining is still in its infancy, there is a huge scope
for its development. Future research should emphasize on
these few factors: 1) design powerful query language (a la
GIS query expression) to access image data from image
database, 2) explore new visual discovery algorithm to
locate unique characteristics present in image data, and
3) devise automated image mining techniques based on
content based image retrieval techniques.
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Imprecision and Spatial Uncertainty
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Synonyms

Quality, spatial data; Accuracy, spatial; Accuracy, map;
Error propagation

Definition

Spatial uncertainty is defined as the difference between
the contents of a spatial database and the corresponding
phenomena in the real world. Because all contents of spa-
tial databases are representations of the real world, it is
inevitable that differences will exist between them and
the real phenomena that they purport to represent. Spatial
databases are compiled by processes that include approxi-
mation, measurement error, and generalization through the
omission of detail. Many spatial databases are based on
definitions of terms, classes, and values that are vague,
such that two observers may interpret them in different
ways. All of these effects fall under the general term of
spatial uncertainty, since they leave the user of a spa-
tial database uncertain about what will be found in the
real world. Numerous other terms are partially synony-
mous with spatial uncertainty. Data quality is often used
in the context of metadata, and describes the measures and
assessments that are intended by data producers to char-

acterize known uncertainties. Vagueness, imprecision, and
inaccuracy all imply specific conceptual frameworks, rang-
ing from fuzzy and rough sets to traditional theories of sci-
entific measurement error, and whether or not it is implied
that some true value exists in the real world that can be
compared to the value stored in the database.

Historical Background

Very early interest in these topics can be found in the
literature of stochastic geometry (Kendall, 1961), which
applies concepts of probability theory to geometric struc-
tures. An early paper by Frolov and Maling (1969) ana-
lyzed the uncertainties present in finite-resolution raster
representations, and derived confidence limits on measures
such as area, motivated in part by the common practice of
estimating measures of irregular patches by counting grid
cells. Maling’s analysis established connections between
the spatial resolution of the overlaid raster of cells and con-
fidence limits on area estimates. Maling’s book (Maling,
1989) was a seminal venture into the application of statis-
tical methods to maps, and helped to stimulate interest in
the topic of spatial uncertainty. The growth of geographic
information systems (GIS) provided the final impetus, and
led to the first research initiative of the new US National
Center for Geographic Information and Analysis in 1988,
on the topic of accuracy in spatial databases (Goodchild
and Gopal, 1989).
The notion that spatial databases could be treated through
the application of classical theories of measurement error
soon proved too limiting, however. The definitions of types
that are used in the compilation of maps of soil class, veg-
etation cover class, or land use are clearly open to inter-
pretation, and such maps must be regarded as to some
degree subjective and outside the normal bounds of scien-
tific replicability. Concepts of fuzzy and rough sets were
explored by researchers interested in these issues (Fish-
er and Unwin, 2005). While the definition of a given
class may be vague, it is nevertheless helpful to think
about degrees of membership in the class. For example,
researchers interested in developing plain-language inter-
faces to GIS found that prepositions such as “near” had
vague meanings that could be represented more formally
through membership functions. This approach resonated
well with the move in the early 1990s to introduce theories
of linguistics and cognition into GIS research.
By the end of the 1990s the literature on spatial uncertain-
ty had grown to include several distinct theoretical frame-
works, including geostatistics, fuzzy sets, rough sets, and
spatial statistics. Zhang and Goodchild (2002) published
a synthesis, framed within the fundamental dichotomy
between discrete objects and continuous fields that under-
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lies much of GIScience. Research continues, particularly
on such topics as spatial uncertainty in digital terrain data.

Scientific Fundamentals

In the classical theory of measurement, an observed val-
ue z′ is distorted from its true value z by a series of ran-
dom effects. If these effects are additive, the distortion
δz= z′ − z is expected to follow a Gaussian distribution,
and each observed measurement is interpreted as a sam-
ple drawn from that distribution. The mean of the distri-
bution is termed the bias or systematic error, and the root
mean square of δz is termed the standard error. The stan-
dard deviation of δz with respect to its own mean is often
termed precision, and a biased measurement device is thus
said to be possibly precise but not accurate. However, pre-
cision can also refer to the number of numerical digits used
to report a measurement, and imprecision is used in several
ways in the literature on spatial uncertainty.
This analysis extends readily to measurement of position
in two or three dimensions, and thus to measurements
made by such technologies as the Global Positioning Sys-
tem (GPS), where the multivariate Gaussian distribution
is widely used to characterize positional uncertainty. Mea-
surement errors in the two horizontal dimensions are com-
monly found to have equal variance, but errors in the ver-
tical dimension typically have very different variance; and
measurement errors in all three dimensions are commonly
found to be uncorrelated.
This classical theory has been developed extensively with-
in the discipline of surveying, under the rubric of adjust-
ment theory, in order to understand the effects that errors
in raw measurements may have on the inferred locations
of items of interest. For example, errors in the measure-
ment of bearing, elevation, and range will translate into
errors in the inferred positions of the objects of the sur-
vey. Complications arise when closed loops are surveyed
in the interests of reducing errors, which must then be allo-
cated around the loop in a process known as adjustment.
This body of theory has not had much influence on spatial
databases, however, outside of the domain of traditional
surveying.
Any spatial database will consist of large numbers of mea-
surements. For example, a remotely sensed image may
contain millions of pixels, each containing several mea-
surements of surface reflectance. Although measurements
made by simple devices such as thermometers can reason-
ably be assumed to have statistically independent errors,
this is almost never true of data compiled across geograph-
ic space. Instead, strong and mostly positive correlations
are observed between data values that are close together in
space. These correlations may be induced by the produc-

tion process, when many data values inherit the errors in
a smaller number of nearby measurements through various
forms of interpolation, or through the measurements them-
selves, which are distorted by effects that operate across
areas of space. Such correlations are generally known as
spatial dependence or spatial autocorrelation.
This tendency turns out to be quite useful. For example,
consider a curved segment of a street, recorded in a spa-
tial database as a sequence of coordinate pairs. Assume
a measurement error of 10 m, not unreasonable in today’s
street centerline databases. If each point was independent-
ly disturbed by 10 m, the result would be impossibly and
unacceptably erratic, and the segment’s length as deter-
mined from the database would be severely overestimated.
Instead, positive correlation between nearby errors ensures
that the general shape of the street will be preserved, even
though its position is disturbed. Similar arguments apply
to the preservation of slopes in disturbed elevation models,
and to many other examples of spatial data.
Several authors have drawn attention to an apparent para-
dox that follows from this argument. Consider a straight
line, such as a straight segment of a street or property
boundary, and suppose that the endpoints are disturbed
by measurement error. If the disturbances are independent
with known distributions, standard errors can be computed
at any point along the line; and are found to be in gen-
eral smaller away from the endpoints. If the disturbances
have perfect positive correlation then standard errors are
constant along the line; if they have identical and indepen-
dent distributions then standard error is least at the mid-
point where it is equal to 0.707 times the endpoint stan-
dard error; and if errors have perfect negative correlation
then standard error will drop to zero at one intermediate
point. Kyriakidis and Goodchild (2006) have generalized
this problem to several other instances of linear interpola-
tion. In practice, however, the straight line may itself be
a fiction, and deviations of the truth from the straight line
will tend to rise away from the endpoints, more than com-
pensating for this effect.
Geostatistics (Goovaerts, 1997) provides a comprehensive
theoretical framework for modeling such spatial autocor-
relation of errors. Variances between nearby errors are
expected to increase monotonically up to a distance known
as the range, beyond which there is no further increase. The
variance at this range is termed the sill, and corresponds to
the absolute error of the database; however relative error
is less over distances shorter than the range, and near zero
over very short distances. Mathematical functions provide
models of the monotonic increase of variance with dis-
tance.
Such models provide a convenient and powerful basis for
exploring the effects of errors in applications such as ter-



482 Imprecision and Spatial Uncertainty

rain databases. Just as one might simulate the effects of
error by adding independent samples from a Gaussian dis-
tribution to an observed value, so the effects of error in
such databases can be simulated by adding realizations
from random field models with suitable spatial covari-
ances. In such cases, however, and because of the strong
spatial dependences present in virtually all spatial data, it
is the entire database that must be simulated in each real-
ization of the random process, not its individual measure-
ments; and samples from the stochastic process are entire
maps, not simple measurements. Such simulations have
proven very useful in visualizing the effects of spatially
autocorrelated errors in spatial databases, and in exploring
the propagation of such errors during GIS analysis. Sever-
al studies have demonstrated the use of geostatistical tech-
niques such as conditional simulation to provide models of
error in spatial databases.
Progress has been made in modeling the ways in which
uncertainties propagate through GIS operations based on
this theoretical framework. Although simple queries may
refer only to a single point, and require knowledge only
of that point’s marginal distribution of uncertainty, oth-
er operations such as the measurement of area, distance,
slope, or direction require knowledge of joint distributions
and thus covariances. Heuvelink (1998) has developed
a comprehensive framework for the propagation of uncer-
tainty, using both analytic and numeric methods, including
Taylor series approximations.
Such approaches are fundamentally limited by their insis-
tence on the existence of a truth that is distorted by mea-
surement. They fit well with applications in terrain mod-
eling, and the positional accuracy of well-defined features
such as roads, but poorly to applications involving classifi-
cations of soil, vegetation cover, or land use. But progress
has been made in analyzing these latter types of database
using the theoretical frameworks of fuzzy and rough sets.
Briefly, such frameworks suppose that although the exact
nature of a class A may remain unknown, it is still pos-
sible to measure membership m(A) in the class. Zhu et al.
(1996) have shown how maps of membership can be useful
in characterizing inherently vague phenomena, and Wood-
cock and Gopal (2000) have shown how such maps can
be useful in managing forests. Fisher and Unwin (2005)
have explored more advanced versions of these simple
frameworks. Fundamentally, however, and despite the sim-
plicity and intuitive appeal of these approaches, the ques-
tion remains: if A cannot be defined, how is it possible
to believe that m(A) can be measured? Moreover, it has
proven difficult to represent the fundamental spatial depen-
dence properties of spatial data within these frameworks,
so while marginal properties can be analyzed with some
success, the joint properties that underlie many forms of

GIS analysis remain the preserve of statistical methods
and of frameworks such as geostatistics and spatial statis-
tics.

Key Applications

The literature on imprecision and spatial uncertainty now
encompasses virtually all types of spatial data. As not-
ed earlier, the literature on uncertainty in terrain data is
voluminous. Several authors have demonstrated the use of
representations of uncertainty in spatial decision support
(e. g., Aerts, Goodchild, and Heuvelink, 2003), and have
discussed the many sources of uncertainty in such applica-
tions. Interesting methods have been devised for visualiz-
ing uncertainty, including animation (Ehlschlaeger, Short-
ridge, and Goodchild, 1997). To date, however, the imple-
mentation of these methods in GIS software remains limit-
ed. Duckham (2002) and Heuvelink (2005) have described
efforts to build error-aware systems, and data quality is
now an important element of metadata. But the mainstream
GIS products continue to report the results of calculations
to far more decimal places than are justified by any assess-
ment of accuracy, and to draw lines whose positions are
uncertain using line widths that are in no way representa-
tive of that uncertainty. Indeed, GIS practice seems still to
be largely driven by the belief that accuracy is a function
of computation, not representation, and that the last uncer-
tainties were removed from maps many decades ago.

Future Directions

Uncertainty has been described as the Achilles’ Heel of
GIS (Goodchild, 1998): the dark secret that once exposed,
perhaps through the arguments of clever lawyers, will
bring down the entire house of cards. While this sounds
extreme, it is certainly true that the results of GIS analysis
are often presented as far more accurate than they really
are. As GIS moves more and more into the realm of pre-
diction and forecasting, the dangers of failing to deal with
uncertainty are likely to become more and more press-
ing. At the same time the accuracy of databases is steadily
improving, as more accurate measurements become avail-
able. Nevertheless there is an enormous legacy of less
accurate data that is sure to continue to find application
for many years to come.
While much has been learned over the past two decades
about the nature of spatial uncertainty, a large proportion
of the literature remains comparatively inaccessible, due
to the complexity of its mathematics. Some progress has
been made in making the work more accessible, through
visualization and through the comparatively straightfor-
ward methods of Monte Carlo simulation. In time, such
approaches will result in greater awareness of what is pos-
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sible, and greater adoption of these methods within the
wider community.
Progress is also needed on the construction of suitable
data models for error-sensitive spatial databases. The sim-
ple expedient of adding values representing uncertainty to
the entire database in its metadata, or to individual objects
as additional attributes, fails to capture all of the com-
plexity of spatial uncertainty, particularly its essential spa-
tial dependence. Goodchild (2004) has argued that this
problem is profound, stemming from the complex struc-
tures of spatial dependence; that it presents fundamental
and expensive barriers to any attempt to improve spatial
databases through partial correction and update; and that
it can only be addressed by a radical restructuring of spa-
tial databases around the concept of measurement, in what
he terms a measurement-based GIS. In practice, the almost
universal use of absolute coordinates to define position in
spatial databases ensures that any information about spatial
dependence, and the processes used to compute or compile
such positions, will have been lost at some point during the
production process.
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Definition

SaIL (SpAtial Index Library) [15] is an extensible appli-
cation programming framework that enables easy inte-
gration of spatial and spatio-temporal index structures
into existing applications. SaIL focuses mainly on design
issues and techniques for providing an application pro-
gramming interface generic enough to support user defined
data types, customizable spatial queries, and a broad range
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of spatial and spatio-temporal index structures, in a way
that does not compromise functionality, extensibility and,
primarily, ease of use.

Historical Background

A plethora of GIS and other applications are related with
spatial, spatio-temporal and, generally, multi-dimension-
al data. Typically, such applications have to manage mil-
lions of objects with diverse spatial characteristics. Exam-
ples include mapping applications that have to visual-
ize numerous layers and hundreds of thousands of fea-
tures [8], astronomical applications that index millions of
images [20], and traffic analysis and surveillance applica-
tions that track thousands of vehicles. The utility of spatial
indexing techniques for such applications has been well
recognized—complex spatial queries can be answered effi-
ciently only with the use of spatial index structures (for
instance nearest neighbor queries). Consequently, many
indexing techniques aiming to solve disparate problems
and optimized for diverse types of spatial queries have
appeared lately in the literature [4,11]. As a result, each
technique has specific advantages and disadvantages that
make it suitable for different application domains and
types of data. Therefore, the task of selecting an appro-
priate access method, depending on particular application
needs, is a rather challenging problem. A spatial index
library that can combine a wide range of indexing tech-
niques under a common application programming inter-
face can thus prove to be a valuable tool, since it will
enable efficient application integration of a variety of struc-
tures in a consistent and straightforward way.
The major difficulty with designing such a tool is that most
index structures have a wide range of distinctive charac-
teristics, that are difficult to compromise under a com-
mon framework. For example, some structures employ
data partitioning while others use space partitioning, some
have rectangular node types while others have spherical
node types, some are balanced while other are not, some
are used only for indexing points while others are bet-
ter for rectangles, lines, or polygons. Another important
issue is that the index structures have to provide func-
tionality for exploiting the semantics of application-spe-
cific data types, through easy customization while mak-
ing sure that meaningful queries can still be formulated for
these types. Moreover, it is crucial to adopt a common pro-
gramming interface in order to promote reusability, easi-
er maintenance and code familiarity, especially for large
application projects where many developers are involved.
The framework should capture the most important design
characteristics, common to most structures, into a concise
set of interfaces. This will help developers concentrate on

other aspects of the client applications promoting, in this
manner, faster and easier implementation. The interfaces
should be easily extensible in order to address future needs
without necessitating revisions to client code. These funda-
mental requirements make the design of a generic spatial
index framework a challenging task. Even though there is
a substantial volume of work on spatial index structures
and their properties, little work has appeared that address-
es design and implementation issues.
The most relevant spatial index library to SaIL is the
eXtensible and fleXible Library (XXL) [7]. XXL offers
both low-level and high-level components for development
and integration of spatial index structures like cursors,
access to raw disk, a query optimizer, etc. Even though
XXL is a superset of SaIL, it differs in three respects:
First, SaIL offers a very concise, straightforward interface
for querying arbitrary index structures in a uniform man-
ner. In contrast, XXL querying interfaces are index specif-
ic (apart for join and aggregation queries). Second, SaIL
offers more generic querying capabilities. Despite the fact
that XXL can support a variety of advanced spatial queries
(with the use of a framework for generalizing an incremen-
tal best-first search query strategy), nonconventional user
defined queries have to be implemented by hand requiring
modifications in all affected index structures. In contrast,
SaIL offers an intuitive interface, utilizing well known
design patterns, for formulating novel queries without hav-
ing to revise the library in any way. Finally, SaIL provides
the capability to customize query behavior during execu-
tion with the use of standardized design patterns. In con-
trast, in XXL this capability has to be supported explicitly
by all index structure implementations.
GiST (for Generalized Search Tree [16]) is also relevant to
this work. GiST is a framework that generalizes a height
balanced, single rooted search tree with variable fanout.
In essence, GiST is a parameterized tree that can be cus-
tomized with user defined data types and user defined func-
tions on these types which help guide the structural and
searching behavior of the tree. Each node in the tree con-
sists of a set of predicate/pointer pairs. Pointers are used
to link the node to children nodes or data entries. Pred-
icates are the user defined data types stored in the tree.
The user, apart from choosing a predicate domain (e. g.,
the set of natural numbers, rectangles on a unit square uni-
verse, etc.), must also implement a number of methods
(i. e., consistent, union, penalty and pickSplit) which are
used internally by GiST to control the behavior of the tree.
By using a simple interface, GiST can support a wide vari-
ety of search trees and their corresponding querying capa-
bilities, including B-trees [5] and R-trees [13]. In order
to support an even wider variety of structures, Aoki [1]
proposed three additions to GiST. The GiST interface was
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augmented with multiple predicate support, which is use-
ful for storing meta-data in the tree nodes. The tree traver-
sal interface was also improved, so that the user can define
complex search strategies. Finally, support for divergence
control was added, so that a predicate contained in a par-
ent node need not correspond to an accurate description
of its subtree (for example an R-tree with relaxed par-
ent MBRs that do not tightly enclose their children). Oth-
er extensions have also been proposed that modify the
internal structure of GiST so that it can support very spe-
cialized indices, for instance, the TPR-tree [18] for mov-
ing objects. Aref and Ilyas proposed the SP-GiST frame-
work [2] which provides a novel set of external interfaces
and original design, for furnishing a generalized index
structure that can be customized to support a large class of
spatial indices with diverse structural and behavioral char-
acteristics. The generality of SP-GiST allows the realiza-
tion of space and data driven partitioning, balanced and
unbalanced structures. SP-GiST can support k-D-trees [3],
tries [6,10], quadtrees [9,19] and their variants, among oth-
ers.
The design of SaIL is orthogonal to XXL, GiST, SP-GiST
and their variants. These libraries address the implemen-
tation issues behind new access methods by removing for
the developer the burden of writing structural maintenance
code. SaIL does not aim to simplify the development pro-
cess of the index structures per se, but more important-
ly, the development of the applications that use them. In
that respect, it can be used in combination with all other
index structure developer frameworks. Employing SaIL is
an easy process that requires the implementation of sim-
ple adapter classes that will make index structures devel-
oped with XXL, GiST, and SP-GiST compliant to the inter-
faces of SaIL, conflating these two conflicting design view-
points. Ostensibly, existing libraries can be used for simpli-
fying client code development as well—and share, indeed,
some similarities with SaIL (especially in the interfaces
for inserting and deleting elements from the indices)—but
given that they are not targeted primarily for that purpose,
they are not easily extensible (without the subsequent need
for client code revisions), they do not promote transpar-
ent usage of diverse indices (since they use index specific
interfaces), and they cannot be easily used in tandem with

Index Structures, Extensible, Figure 1
Architectural diagram of SaIL

any other index library (existing or not). Finally, SaIL is
the first library that introduces functionality for supporting
temporal and spatio-temporal indices, through specialized
capabilities that all other libraries are lacking.

Scientific Fundamentals

The Architecture of SaIL

The SaIL framework consists of four components:
1. The core library toolkit which provides basic function-

ality. For example, generic types like variants, imple-
mentation of utility classes like property sets, an excep-
tion class hierarchy tailored for spatial indices, etc.

2. The storage manager toolkit for supporting diverse stor-
age requirements. This container is useful for decou-
pling the index structure implementation from the actu-
al storage system, enabling proper encapsulation.

3. The spatial index interface which is a set of abstrac-
tions of the most common spatial index operations and
related types. For example, interfaces for nodes, leafs,
spatial data types, spatio-temporal queries, and more.

4. The concrete implementations of various spatial index
structures. For example, variants of the R-tree, the
MVR-tree, the TPR-tree, etc.

SaIL is designed to sit in-between the client application
and the access methods that need to be interfaced by the
client code. A simple architectural diagram is shown in
Fig. 1. This section presents the most important concepts
behind SaIL’s design decisions using various examples.
Figure 2 summarizes the UML notation used in the text and
diagrams. When referring to a specific design pattern the
definitions of Gamma et al. are used [12]. For convenience,
some design pattern descriptions (quoted from [12]) are
listed in Table 1.

The Core Toolkit The abstract and concrete classes
offered by the core toolkit are shown in Fig. 3 (note that
this and the remaining figures adopt the diagrammatic
notation shown in Fig. 2). This toolkit addresses very sim-
ple but essential needs for any generic framework.
It provides a Variant type for representing a variety of
different primitive types (like integers, floats, character
arrays, etc.), which is necessary for avoiding hard coding
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Index Structures, Extensible, Table 1 Design Pattern Descriptions

NAME Description

MEMENTO Without violating encapsulation, capture and externalize an object’s internal state so that the object can be restored to this state later

PROXY Provide a surrogate or place holder for another object to control access to it

COMPOSITE Composite lets clients treat individual objects and compositions of objects uniformly

FACADE Provide a unified interface to a set of interfaces in a subsystem. Facade defines a higher-level interface that makes the subsystem
easier to use

VISITOR Represent an operation to be performed on the elements of an object structure. Visitor lets you define a new operation without
changing the classes of the elements on which it operates

STRATEGY Define a family of algorithms, encapsulate each one, and make them interchangeable

COMMAND Encapsulate a request as an object, thereby letting you parameterize clients with different requests

specific primitive types in interface definitions that might
need to be modified at a later time. It offers a PropertySet,
or a collection of <PropertyName, Value> pairs. Proper-
ty sets are useful for passing an indeterminate number of
parameters to a method, even after the interfaces have been
defined, without the need to extend them. For example,
adding and handling the initialization of new properties to
an object can be achieved without modifying its construc-
tor, if a PropertySet is used as one of the constructor’s
arguments.
An index specific Exception class hierarchy is provid-
ed which helps promote the use of exception handling
in client code, in a structured manner. Some basic inter-
faces representing essential object properties are also
defined. For example interfaces for serializing and com-
paring objects, defining streams/iterators on object collec-
tions, etc. Other helper classes are provided as well, repre-
senting open/closed intervals, random number generators,
resource usage utilities, etc. (some utilities are left out of
this figure).
An important utility class provided by the core toolkit is
ExternalSort. External sorting is needed for sorting very
large relations that cannot be stored in main memory, an
operation that is essential for bulk loading an index struc-

ture. By using the IObject, IComparable and ISerializable
interfaces, ExternalSort is a generic sorting utility that
can sort entries of any user defined data type in a very
robust and straightforward manner. The caller needs to
define an object stream that provides the sorter with objects
of type IObject (using the IObjectStream interface), in
random sequence. Then, ExternalSort iterates over the
input objects is sorted order, as implied by a user provid-
ed comparator implementation. Sorting is accomplished by
using temporary files on secondary storage. Convenient-
ly, ExternalSort implements the IObjectStream interface
itself and, thus, can be used as a PROXY in place of an IOb-
jectStream, with the only difference that the stream appears
to be in sorted order.

The Storage Manager Toolkit A critical part of spatial
indexing tools is the storage manager, which should be ver-
satile, very efficient and provide loose coupling. Clients
that must persist entities to secondary storage should be
unaware of the underlying mechanisms, in order to achieve
proper encapsulation. Persistence could be over the net-
work, on a disk drive, in a relational table, etc. All medi-
ums should be treated uniformly in client code, in order to
promote flexibility and facilitate the improvement of stor-
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Index Structures, Extensi-
ble, Figure 4 The Storage
Manager Toolkit

age management services as the system evolves, without
the need to update the client code.
The storage manager toolkit is shown in Fig. 4. The key
abstraction is a MEMENTO pattern that allows loose cou-
pling between the objects that are persisted and the con-

crete implementation of the actual storage manager. An
object that wants to store itself has to instantiate a con-
crete subclass of Memento that accurately represents its
state. Then, it can pass this instance to a component sup-
porting the IStorageManager interface, which will return
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an identifier that can be used to retrieve the object’s state
at a later time. Two concrete implementations of the IStor-
ageManager interface are already provided. A main mem-
ory manager that uses a hash table and a disk based page
file.
This architecture allows multiple layers of storage man-
agement facilities to be streamlined one after the other.
A simple example is the need to store data over a network.
A simple adapter class can be implemented that sends the
data over the network with the proper format expected by
the remote computer that uses a second adapter class to
persist the data. Another example is the implementation
of a relational based index structure. An adapter can be
embedded on an existing implementation, converting the
data to be persisted into appropriate SQL statements that
store them in a relational table (e. g., as BLOBs).
The IBuffer interface provides basic buffering function-
ality. It declares the two most important operations of
a buffer: adding and removing an entry. The Buffer abstract
class provides a default implementation for the major oper-
ations of a buffer component. For convenience, a concrete
implementation of a Least Recently Used buffering policy
is already provided. Using the IBuffer interface is straight-
forward; it acts as a proxy between an actual storage man-
ager and a client, buffering entries as it sees fit. The client
instantiates a concrete buffer class, provides the buffer with
a reference to the actual storage manager and finally asso-
ciates the index structure (or any other component that will
use the storage manager) with a reference to the buffer.

Index Structures, Extensi-
ble, Figure 5 The shape
interfaces

Conveniently, the callers are unaware that buffering is tak-
ing place by assuming that a direct interface with the actual
storage manager is used. This architecture provides suffi-
cient flexibility to alter buffering policies at runtime, add
new policies transparently, etc.

The Spatial Index Interface Spatial access methods are
used for indexing complex spatial objects with varying
shapes. In order to make the interfaces generic it is essen-
tial to have a basic shape abstraction that can also repre-
sent composite shapes and other decorations (meta-data
like z-ordering, insertion time, etc.). The IShape COM-
POSITE pattern (Fig. 5) is defined as an interface that all
index structures should use to decouple their implementa-
tion from actual concrete shapes. For example, inserting
convex polygons into an R-tree [13] can be accomplished
by calling the IShape.getMBR method to obtain the mini-
mum bounding region of the polygon. As long as the user
defined polygon class returns a proper MBR representa-
tion, the R-tree remains unaware of the actual details of the
polygon class, internally—all it needs to be aware of is the
IShape.getMBR contract. Complex shapes and combina-
tions of shapes can be represented by composing a number
of IShapes under one class and, hence, can be handled in
a uniform manner as all other classes of type IShape. Var-
ious methods useful for comparing IShapes (like contains,
intersects, etc.) are also specified. In addition, the IShape
interface can handle shapes with arbitrary dimensionality,
so that multi-dimensional indices can be supported.
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The ITimeShape interface extends IShape with methods
for comparing shapes with temporal predicates. An ITime-
Shape has temporal extents, acquired by implementing
the IInterval interface. This abstraction is useful for han-
dling spatio-temporal indices, where the indexed objects
are associated with insertion and deletion times, as well as
for specifying spatial queries with temporal restrictions.
Furthermore, to cover special cases where shapes evolve
over time, the IEvolvingShape interface is provided. An
evolving shape can be represented by associating a veloci-
ty vector to every vertex of the representation and, in addi-
tion, it can be approximated by an evolving MBR. Special
methods must also be implemented for computing inter-
sections, area, volume, and other characteristics over time.
The IEvolvingShape interface is derived from ITimeShape
and, thus, such shapes can be associated with temporal
extents during which the evolution is taking place.
Concrete implementations of basic shapes are provided for
convenience. These shapes provide basic functionality, like
computing intersections, areas, temporal relations, etc.
An essential capability of a generic index manipulation
framework is to provide a sound set of index elements (leaf
and index nodes, data elements, etc.) that enable consistent
manipulation of diverse access methods from client code.
For example, querying functions should return iterators
(i. e., enumerations or cursors) over well-defined data ele-
ments, irrespective of what kind of structures they operate
on. In general, a hierarchical index structure is composed
of a number of nodes and a number of data entries. Every
node has a specific shape, identifier and level. Nodes are
further divided into index nodes and leaves. Data entries
are either simple pointers to the actual data representations
on disk (a secondary index), or the actual data themselves
(a primary index). The data elements can be either exact
shape representations or more generic meta-data associ-
ated with a specific index entry. These concepts are rep-
resented by using the following hierarchy: IEntry is the
most basic interface for a spatial index entry; its basic
members are an identifier and a shape. INode (that inher-
its from IEntry) represents a generic tree node; its basic
members are the number of children, the tree level, and
a property specifying if it is an index node or a leaf. The
IData interface represents a data element and contains the
meta-data associated with the entry or a pointer to the real
data.
The core of the spatial index interface is the ISpatialIn-
dex FACADE pattern. All index structures should imple-
ment ISpatialIndex (apart from their own custom meth-
ods), which abstracts the most common index operations.
This interface is as generic as possible. All methods take
IShapes as arguments and every shape is associated with
a user defined identifier that enables convenient referenc-

ing of objects. Below each method is described in more
detail.
The insertData method is used for inserting new entries
into an index. It accepts the data object to be inserted as
an IShape—an interface that can be used as a simple dec-
orator over the actual object implementation. Meta-data
can also be stored along with the object as byte arrays
(useful for implementing primary indices). The deleteData
method locates and deletes an object already contained in
an index. It accepts the IShape to be deleted and its object
identifier. (The IShape argument is necessary since spatial
indices cluster objects according to their spatial character-
istics and not their identifiers.)
The query methods take the query IShape as an argu-
ment. This simple interface is powerful enough to allow
the developer to create customized queries. For example,
suppose a circular range query on an R-tree is required.
Internally, the R-tree range search algorithm decides if
a node should be examined by calling the query intersects
predicate on a candidate node MBR. Hence, it suffices to
define a Circle class that implements the intersects func-
tion (specific for intersections between circles and MBRs)
and call the intersectionQuery method with a Circle object
as its argument. Since arbitrarily complex shapes can be
defined with the IShape interface, the querying capabilities
of the index structures are only limited by the ability of the
developer to implement correctly the appropriate predicate
functions, for the IShape objects used as arguments to the
querying methods.
In order to provide advanced customization capabilities
a VISITOR pattern is used. The IVisitor interface is a very
powerful feature. The query caller can implement an
appropriate visitor that executes user defined operations
when index entries are accessed. For example, the visitor
can ignore all index and leaf nodes and cache all visited
data entries (essentially the answers to the query) for lat-
er processing (like an enumeration). Instead, it could pro-
cess the answers interactively (like a cursor), terminating
the search when desired (an interactive k-nearest neighbor
query is a good example, where the user can stop the exe-
cution of the query after an adequate number of answers
has been discovered). Another useful example of the VISI-
TOR pattern is tallying the number of query I/Os. By count-
ing the number of times each visit method has been called,
it is possible to count the number of index nodes, leaf
nodes, or “any” level nodes that were accessed for answer-
ing a query (the visitNode method returns an INode refer-
ence when called, which provides all necessary informa-
tion on the specific node accessed, e. g., its level, shape,
etc.). A tallying visitor is presented in Algorithm 1. A dif-
ferent example is visualizing the progress of the query. As
the querying algorithm proceeds, the visitor can draw the
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last accessed node or data element on the screen. An access
method can support the IVisitor interface simply by guar-
anteeing that all query algorithms call the visitNode and
visitData methods of IVisitor, every time a node or a data
entry is accessed while searching the structure. Thus, sup-
porting the IVisitor interface requires a very simple, inex-
pensive procedure.
The IShape and IVisitor interfaces enable consistent and
straightforward query integration into client code, increas-
ing readability and extensibility. New index structures
can add specialized functionality by requesting decorated
IShape objects (thus, without affecting the interfaces). The
IVisitor interface allows existing visitor implementations
to be reused for querying different types of access meth-
ods and users can customize visitors during runtime.
To illustrate the simplicity of supporting the IVisitor inter-
face from the querying methods of a spatial index imple-
mentation, the actual implementation of a range query
algorithm of a hierarchical structure that supports all of the
aforementioned features is shown in Algorithm 2.
An even larger degree of customization is provided for
the nearest neighbor query method. Since different appli-
cations use diverse distance measures to identify near-
est neighbors (like the Euclidean distance, and others),

class MyVisitor : public IVisitor {

public:

map<long, IShape*> answers;

long nodeAccesses;

MyVisitor() : nodeAccesses(0) {}

public visitNode(INode* n) {

nodeAccesses++;

}

public visitData(IData* d) {

// add the answer to the list.

answers[d.getIdentifier()] = d.getShape();

}

}

Index Structures, Extensible, Algorithm 1 IVisitor example

the nearestNeighborQuery method accepts an INearest-
NeighborComparator object. By allowing the caller to pro-
vide a customized comparator, the default nearest neigh-
bor algorithm implemented by the underlying structure
can be used, obviating any application specific changes
to the library. In reality, a nearest neighbor comparator is
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void rangeQuery(const IShape& query, IVisitor& v) {

stack<NodePtr> st;

Node* root = readNode(m_rootID);

if (root->m_children > 0 && query.intersects(root->m_nodeBoundary)) st.push(root);

while (! st.empty()) {

Node* n = st.top(); st.pop();

if (n->isLeaf()) {

v.visitNode(*n);

for (unsigned long cChild = 0; cChild < n->m_children; cChild++) {

if (query.intersects(n->m_childBoundary[cChild])) {

v.visitData(n->m_childData[cChild]);

}

}

} else {

v.visitNode(*n);

for (unsigned long cChild = 0; cChild < n->m_children; cChild++)

if (query.intersects(n->m_childBoundary[cChild]))

st.push(readNode(n->m_childIdentifier[cChild]));

}

}

}

Index Structures, Extensible, Algorithm 2 Range query method implementation that supports the IVisitor interface

essential, since in order to find the actual nearest neigh-
bors of a query, the query has to be compared with each
candidate’s exact representation so that an exact distance
can be computed. Since most spatial index structures store
object approximations in place of the real objects (e. g.,
R-trees store MBRs), internally they make decisions based
on approximate distance computations and, hence, cannot
identify the exact nearest neighbors. One way to overcome
this weakness, is to let the index load the actual objects
from storage and compute the real distances only when
appropriate. Albeit, this would break encapsulation since
loading the actual objects implies that the index has knowl-
edge about the object representations. Alternatively, the
user can provide a nearest neighbor comparator that imple-
ments a method for comparing index approximations (e. g.,
MBRs) with the actual objects (e. g., polygons). Method
getMinimumDistance is used for that purpose.
For implementing “exotic” queries, without the need to
make internal modifications to the library, a STRATEGY

pattern is proposed. Using the queryStrategy method the
caller can fully guide the traversal order and the opera-
tions performed on a structure’s basic elements allowing,
in effect, the construction of custom querying algorithms
on the fly. This technique uses an IQueryStrategy object for
encapsulating the traversal algorithm. The index structure

calls IQueryStrategy.getNextEntry by starting the traversal
from a root and the IQueryStrategy object chooses which
entry should be accessed and returned next. The traversal
can be terminated when desired. As an example, assume
that the user wants to visualize all the index levels of an
R-tree. Either the R-tree implementation should provide
a custom tree traversal method that returns all nodes one
by one, or a query strategy can be defined for the same
purpose (which can actually be reused as is, or maybe with
slight modifications, for any other hierarchical structure).
An example of a breadth-first node traversal algorithm is
presented in Algorithm 3 (the example requires less than
15 lines of code). Many other possible uses of the query
strategy pattern exist.
Another capability that should be provided by most index
structures is allowing users to customize various index
operations (usually by the use of call-back functions).
The spatial index interface uses a COMMAND pattern for
that purpose. It declares the ICommand interface—objects
implementing ICommand encapsulate user parameterized
requests that can be run on specific events, like customized
alerts. All access methods should provide a number of
queues, each one corresponding to different events that
trigger each request. For example, assume that a new index
structure is being implemented. The function that persists
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class MyQueryStrategy : public IQueryStrategy {

queue<long> ids;

public:

void getNextEntry(IEntry& e, long& nextID, bool& stop) {

// process the entry.

...

// if it is an index entry and not a leaf

// add its children to the queue.

INode* n = dynamic_cast<INode*>(&e);

if (n != 0 && ! n->isLeaf())

for (long cChild = 0; cChild < n->getChildrenCount(); cChild++)

ids.push(n->getChildIdentifier(cChild));

stop = true;

if (! ids.empty()) {

// if queue not empty fetch the next entry.

nextID = ids.front(); ids.pop();

stop = false;

}

}

};

Index Structures, Extensible, Algo-
rithm 3 Breadth-first traversal of
index nodes

a node to storage can be augmented with an empty list of
ICommand objects. Using the addCommand method the
user can add arbitrary command objects to this list, that
get executed whenever this function is called, by specify-
ing an appropriate event number (an enumeration is pro-
vided for that purpose). Every time the function is called,
it iterates through the ICommand objects in the list and
calls their execute method. Another example is the need
to track specific index entries and be able to raise alerts
whenever they take part in splitting or merging operations,
or they get relocated a new disk page. The COMMAND pat-
tern promotes reusability, clarity, and ease of extensibility
without the need of subclassing or modifying the spatial
index implementations simply to customize a few internal
operations as dictated by user needs.

Key Applications

GIS and other applications that are related with spatial,
spatio-temporal and, generally, multi-dimensional data can
benefit significantly by using the SaIL framework for
incorporating spatial and spatio-temporal index structures
into existing code. For example, mapping applications [8],
astronomical applications [20], traffic analysis and surveil-
lance applications. A sample implementation in C++ and
Java can be downloaded freely from [14].

Future Directions

The extensions to the framework for providing new func-
tionality and supporting novel data structures and applica-

tions, are limitless. Currently, the prototype implementa-
tion includes R-tree variants [13], the MVR-tree [17], and
the TPR-tree [18]. Exploring what are the necessary mod-
ifications for adapting the library to work with a diverse
number of index structures that are not based on R-trees is
an interesting avenue for future work.
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Indexing and Mining Time Series Data
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Synonyms

Similarity search; Query-by-content; Distance measures;
Temporal data; Spatio-temporal indexing; Temporal index-
ing

Definition

Time series data is ubiquitous; large volumes of time series
data are routinely created in geological and meteorologi-
cal domains. Although statisticians have worked with time
series for more than a century, many of their techniques

hold little utility for researchers working with massive time
series databases (for reasons discussed below). There two
major areas of research on time series databases, the effi-
cient discovery of previously known patterns (indexing),
and the discovery of previously unknown patterns (data
mining). As a concrete example of the former a user may
wish to “Find examples of a sudden increase, followed by
slow decrease in lake volume anywhere in North Ameri-
ca” [14]. Such a query could be expressed in natural lan-
guage, however virtually all indexing systems assume the
user will sketch a query shape. In contrast, data mining
aims to discover previously unknown patterns. For exam-
ple “Find all approximately repeated weekly patterns of
vehicular traffic volume”. Because the space of unknown
patterns is much larger than the space of known patterns,
it should be obvious that data mining is a more demanding
task in terms of both computer time and human interven-
tion/interpretation.
Below are the major tasks considered by the time series
data mining community. Note that indexing is sometimes
considered a special case of data mining, and many data
mining algorithms use indexing as a subroutine.
• Indexing (Query by Content/Similarity Search): Given

a query time series Q of length n, a user defined query
time series C of length m (m$ n), and some similar-
ity/dissimilarity measure D (Q[i:i+m],C), find the most
similar time series in database DB [2,5,9,14].

• Clustering: Find natural groupings of the time series in
database DB under some similarity/dissimilarity mea-
sure D(Q,C) [4,10,12,20].

• Classification: Given an unlabeled time series Q,
assign it to one of two or more predefined classes [6,12].

• Motif Discovery: Given an unlabeled time series Q of
length n, and user defined subsequence length of m
(m$ n), find the pair of subsequences, A and B, that
minimize D(A,B).

• Prediction (Forecasting): Given a time series Q con-
taining n datapoints, predict the value at time n + 1.

• Association Detection: Given two or more time series,
find relationships between them. Such relationships
may or may not be casual and may or may not exist
for the entire duration of the time series [3].

• Summarization: Given a time series Q containing n
datapoints where n is an extremely large number, create
a (possibly graphic) approximation of Q which retains
its essential features but fits on a single page, computer
screen etc [8,17].

• Anomaly Detection (Interestingness/Novelty Detec-
tion): Given a time series Q, assumed to be nor-
mal, and an unannotated time series R. Find all
sections of R which contain anomalies or “surpris-
ing/interesting/unexpected” occurrences [7,11,16].

http://www.esri.com/software/arcgis/index.html
http://spatialindexlib.sourceforge.net
http://skyserver.sdss.org/dr1/en/
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• Segmentation: Given a time series Q containing n dat-
apoints, construct a model Q, from K piecewise seg-
ments (K $ n) such that Q closely approximates Q [12].
Segmentation can be use to find regions of similar
behavior, or simply to reduce the dimensionality of the
data (see Fig. 3).

Historical Background

The task of indexing time series data can be traced
back to a classic paper by Faloutsos, Ranganathan and
Manolopoulos [5]. This paper also introduces the Gemini
framework, which remains the basic framework for virtu-
ally all indexing (and many data mining) algorithms for
time series. Given that most interesting datasets are too
large to fit in main memory, the basic idea of the Gemi-
ni framework is to approximate the data in main memory,
approximately solve the problem at hand, and then make
(hopefully few) accesses to the disk to confirm or adjust
the solution. Given this, a natural question to ask is which
method should be used to approximate the data in main
memory? The original paper suggested the discrete Fouri-
er transform, but since then a bewilderingly large number
of alternatives have been proposed. The section on Time
Series Representations below considers this matter in some
detail.

Scientific Fundamentals

Note that indexing, clustering and motif discovery make
explicit use of a distance measure, and many approaches
to classification, prediction, association detection, summa-
rization and anomaly detection make implicit use of a dis-
tance measure. It is not surprising therefore, that the litera-
ture abounds with various distance measures, each with its
proponents. Recently however, there has been an increas-
ing understanding that the simple Euclidean distance is

Indexing and Mining Time Series Data, Figure 1
A The Euclidean distance computes the similarity

of two time series by comparing the ith point of one
with the ith point another. B Dynamic Time Warping
in contrast, allows non-linear alignments. For most
domains, the DTW clustering produced by DTW (D)
will be more intuitive than the clustering produced by
Euclidean Distance (C)

very difficult to beat in most domains [13]. One distance
measure which has been shown to outperform Euclidean
distance some datasets is Dynamic Time Warping (DTW).
A visual intuition of both measures is shown in Fig. 1.
Unlike Euclidean distance, which does a non-adaptive
point-to-point alignment, DTW tries to find a natural peak-
to-peak, valley-to-valley alignment of the data.
It is interesting to note that with the exception of indexing,
research into the tasks enumerated above predate not only
the decade old interest in data mining, but computing itself.
What then, are the essential differences between the clas-
sic, and the data mining versions of these problems? The
key difference is simply one of size and scalability; time
series data miners routinely encounter datasets that are
gigabytes in size. As a simple motivating example, consid-
er hierarchical clustering. The technique has a long history,
and well-documented utility. If however, in order to hier-
archically cluster a mere million items, it would be neces-
sary to construct a matrix with 1012 cells, well beyond the
abilities of the average computer for many years to come.
A data mining approach to clustering time series, in con-
trast, must explicitly consider the scalability of the algo-
rithm [10].
In addition to the large volume of data, it is often the case
that each individual time series has a very high dimension-
ality [2]. Whereas classic algorithms assume a relative-
ly low dimensionality (for example, a few measurements
such as “height, weight, blood sugar etc”), time series data
mining algorithms must be able to deal with dimensional-
ities in the hundreds and thousands. The problems creat-
ed by high dimensional data are more than mere compu-
tation time considerations, the very meanings of normal-
ly intuitive terms such as “similar to” and “cluster form-
ing” become unclear in high dimensional space. The rea-
son is that as dimensionality increases, all objects become
essentially equidistant to each other, and thus classification
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and clustering lose their meaning. This surprising result
is known as the “curse of dimensionality” and has been
the subject of extensive research [1]. The key insight that
allows meaningful time series data mining is that although
the actual dimensionality may be high, the intrinsic dimen-
sionality is typically much lower. For this reason, virtually
all time series data mining algorithms avoid operating on
the original “raw” data, instead they consider some higher-
level representation or abstraction of the data.

Time Series Representations

As noted above, time series datasets are typically very
large, for example, just a few hours of weather data can
require in excess of a gigabyte of storage. This is a prob-
lem because for almost all data mining tasks, most of the
execution time spent by algorithm is used simply to move
data from disk into main memory. This is acknowledged as
the major bottleneck in data mining, because many naïve
algorithms require multiple accesses of the data. As a sim-
ple example, imagine attempting to do k-means clustering
of a dataset that does not fit into main memory. In this case,
every iteration of the algorithm will require that data in
main memory to be swapped. This will result in an algo-
rithm that is thousands of times slower than the main mem-
ory case.
With this in mind, a generic framework for time series data
mining has emerged. The basic idea can be summarized as
follows

Indexing and Mining Time Series Data, Table 1 A generic time series
data mining approach

1) Create an approximation of the data, which will fit in main
memory, yet retains the essential features of interest

2) Approximately solve the problem at hand in main memory

3) Make (hopefully very few) accesses to the original data on disk to
confirm the solution obtained in Step 2, or to modify the solution
so it agrees with the solution obtained on the original datax

It should be clear that the utility of this framework depends
heavily on the quality of the approximation created in
Step 1. If the approximation is very faithful to the original
data, then the solution obtained in main memory is like-
ly to be the same, or very close to, the solution obtained
on the original data. The handful of disk accesses made in
Step 2 to confirm or slightly modify the solution will be
inconsequential compared to the number of disks accesses
required if the original data had been worked on. With this
in mind, there has been a huge interest in approximate rep-
resentation of time series. Figure 2 illustrates a hierarchy
of every representation proposed in the literature.

To develop the reader’s intuition about the various time
series representations, Fig. 3 illustrates four of the most
popular representations.
The Gemini framework discussed in the Historical Back-
ground section requires one special property of a time
series representation in order to guarantee that it returns the
true answer [5]. It must be the case that the distance func-
tion in the reduced dimensionality space underestimates
the distance that would have be calculated in the original
data space, the so called Lower Bounding Lemma [5,21].
This property has now been demonstrated for most rep-
resentations, the exceptions being natural language, trees,
random mappings and interpolation based Piecewise Lin-
ear Approximation.
Given the plethora of different representations, it is natu-
ral to ask which is best. Recall that the more faithful the
approximation, the less clarification disks accesses will
be needed to make in Step 3 of Table 1. In the exam-
ple shown in Fig. 2, the discrete Fourier approach seems
to model the original data the best, however it is easy to
imagine other time series where another approach might
work better. There have been many attempts to answer the
question of which is the best representation, with propo-
nents advocating their favorite technique [2,5,14,15]. The
literature abounds with mutually contradictory statements
such as “Several wavelets outperform the . . . DFT” [14],
“DFT-based and DWT-based techniques yield compara-
ble results” [18], “Haar wavelets perform . . . better that
DFT” [9]. However an extensive empirical comparison
on 50 diverse datasets suggests that while some datasets
favor a particular approach, overall there is little differ-
ence between the various approaches in terms of their abil-
ity to approximate the data [13]. There are however, other
important differences in the usability of each approach [2].
Below, some representative examples of strengths and
weaknesses are considered.
The wavelet transform is often touted as an ideal repre-
sentation for time series data mining, because the first few
wavelet coefficients contain information about the over-
all shape of the sequence while the higher order coeffi-
cients contain information about localized trends [14,16].
This multiresolution property can be exploited by some
algorithms, and contrasts with the Fourier representation
in which every coefficient represents a contribution to the
global trend [5,15]. However wavelets do have several
drawbacks as a data mining representation. They are only
defined for data whose length is an integer power of two. In
contrast, the Piecewise Constant Approximation suggested
by [19], has exactly the fidelity of resolution of as the Haar
wavelet, but is defined for arbitrary length time series. In
addition, it has several other useful properties such as the
ability to support several different distance measures [19],
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Indexing and Mining Time Series Data, Figure 2 A hierarchy of time series representations

Indexing and Mining Time Series Data, Figure 3 Four popular representations of time series. For each graphic is a raw time series of length 128.
Below it is an approximation using 1/8 of the original space. In each case, the representation can be seen as a linear combination of basis functions. For
example, the Discrete Fourier representation can be seen as a linear combination of the 4 sine/cosine waves shown in the bottom of the graphic

and the ability to be calculated in an incremental fashion
as the data arrives [2]. Choosing the right representation
for the task at hand is the key step in any time series data-
mining endeavor. The points above only serve as a sample
of the issues that must be addressed.

Key Applications

This volume has numerous detailed articles on both index-
ing and mining time series (or spatial time series) data.
The reader should consult (indexing), High-dimensional
Indexing, Indexing Schemes for Multi-Dimensional Mov-
ing Objects, Extensible Spatial and SpatioTemporal Index
Structures; (data mining), Algorithms for Mining Co-loca-
tion Patterns, Co-location Pattern Discovery, Correlation
Queries in Spatial Time Series Data, Discovering Similar
Trajectories Using A Pseudo-Metric Distance Function.

Future Directions

Most work in data mining assumed that the data was stat-
ic, and the user thus had the ability to do batch processing.
As the field is maturing there is an increasing understand-

ing that in most real world situations the data continuously
arrives. There is therefore an increasing effort to extend
current algorithms in motif detection / novelty detection /
clustering etc to the streaming data case. In many cases
this forces us to abandon the hope of producing an exact
answer; instead it is necessary to be content with some
probabilistic guarantees.

Readings

The field of time series data mining is relatively new, and
ever changing. Because of the length of journal publica-
tion delays, the most interesting and useful work tends to
appear in top-tier conference proceedings. Interested read-
ers are urged to consult the latest proceedings of the major
conferences in the field. These include the ACM Knowl-
edge Discovery in Data and Data Mining, IEEE Interna-
tional Conference on Data Mining and the IEEE Interna-
tional Conference on Data Engineering.

Cross References
� Approximation
� Indexing, High Dimensional
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� Nearest Neighbors Problem
� Patterns in Spatio-temporal Data
� Trajectories, Discovering Similar
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Synonyms

TPR-trees

Definition

The future location of a moving object is modeled as a lin-
ear function of time, consisting of its location at reference
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Indexing, BDual Tree, Figure 1 Examples of spatiotemporal data and
queries

time and its velocity. A centralized server manages the
motion functions of all moving objects and an object issues
an update to the server whenever its velocity changes. In
Fig. 1, object o1 is at location (2, 9) at time 0, and its veloc-
ities (represented with arrows) along the x- and y- dimen-
sions are 1 and −2, respectively. A negative sign implies
that the object is moving towards the negative direction of
an axis.
A (predictive) range query returns the objects expected
to appear (based on their motion parameters) in a mov-
ing rectangle q at some time within a future time inter-
val qt. Figure 1 shows a query q1 with qt = [0, 2], whose
extents at time 0 correspond to box q1(0). The left (right)
edge of q1 moves towards right at a velocity 1 (2), and
the velocity of its upper (lower) boundary is 2 (1) on the
y-dimension. Box q1(2) demonstrates the extents of q1 at
time 2. Notice that q1(2) has a larger size than q1(0) since
the right (upper) edge of q1 moves faster than the left (low-
er) one. The query result contains a single object o1, whose
location (4, 5) at time 2 falls in q1(2).

Indexing, BDual Tree, Fig-
ure 2 A TPR-tree example.
a SBox/VBox at time 0. b Node
extents at time 1

Various spatiotemporal indexes have been devel-
oped [3,4,5,6,7,9] to support efficiently (i) object updates,
and (ii) query processing. However, they suffer from either
large update cost or poor query performance. Motivated
by this, another index called Bdual-tree [10] is designed
to handle both updates and queries efficiently. Bdual-tree
is a B+-tree that indexes moving points according to their
Hilbert values in the dual space defined by the location
and velocity dimensions.

Historical Background

Existing predictive spatiotemporal structures can be clas-
sified into 3 categories: dual space indexes, time parame-
terized indexes, and space filling curve indexes.
The Hough-X representation of a 2D moving point o is
a vector (o.v[1], o[1], o.v[2], o[2]) where o.v[i] is its veloc-
ity along dimension i (1 ≤ i ≤ 2), and o[i] is its i-th coordi-
nate at the (past) reference time tref. Patel et al. [6] propose
STRIPES, to index the 4D Hough-X representation of 2D
moving points by a PR bucket quadtree. Object updates are
processed fast because only a single path of the tree needs
to be accessed. However, a leaf node in a quadtree may
contain an arbitrarily small number of entries, and hence,
more pages need to be accessed to obtain the same num-
ber of results. Although [6] suggest a “half-page” storage
scheme to alleviate the problem, the query performance of
STRIPES may still be high.
Saltenis et al. [7] propose the TPR-tree (later improved
in [9]) that augments R-trees [2] with velocities to index
moving objects. Figure 2a shows the locations of 4 objects
at time 0, and the arrows indicate their movements. Fig-
ure 2b illustrates the object locations at time stamp 1.
A node in the TPR-tree is represented as a moving rect-
angle (MOR), which includes (i) a SBox, a rectangle that
tightly encloses the locations of the underlying objects at
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time 0, and (ii) a VBox, a vector bounding their velocities.
Observe that, in order to achieve good query performance,
objects with similar motion parameters are grouped in the
same TPR tree node. Consider a range query at time 1
whose search region q is the shaded rectangle in Fig. 2b.
Since N1 at time 1 does not intersect q, it does not contain
any result, and can be pruned from further consideration.
On the other hand, the query examines N2, which contains
the only qualifying object c. The MOR of a node grows
with time such that it is guaranteed to enclose the loca-
tions of the underlying objects at any future time stamp,
although it is not necessarily tight. Thus, during updates,
MORs of nodes are tightened in order to optimize the
performance of processing forthcoming queries. Due to
the expensive node tightening triggered by object updates,
TPR-tree is not feasible for real-life applications with fre-
quent updates.
Jensen et al. [3] propose the Bx-tree, which consists of
B+-trees indexing the transformed 1D values of moving
objects based on a space filling curve (e. g., Hilbert curve).
Figure 3 shows an exemplary Bx-tree on 4 moving points.
The location of an object at the reference time (e. g., 0) is
mapped to a Hilbert value, which is indexed by a B+-tree.
Object updates are highly efficient by reusing the B+ inser-
tion/deletion procedures. Consider, for example, the small
rectangle in Fig. 3 as a range query q at time stamp 1.
First, q is expanded to another rectangle q′ by the maxi-
mum object speed (i. e., 2) such that all actual results (i. e.,
any object intersecting q at time 1) are guaranteed to fall
also in q′ at time 0. Then, the region q′ is decomposed into
disjoint, consecutive Hilbert intervals and corresponding
interval queries are executed on the B+-tree for retrieving
all points located inside q′. For each retrieved object, its
actual location and velocity are verified against the origi-
nal query q. Since expanding the query based on the max-

Indexing, BDual Tree, Figure 3 A Bx-tree example

imum velocities of the entire dataset may lead to an exces-
sively large number of false hits (e. g., objects a and b), the
query performance of Bx-trees could be worser than that
of TPR-trees.

Scientific Fundamentals

With the exception of TPR-trees [7,9] (which optimize
query performance by tightening nodes during updates),
the query performance of the existing spatiotemporal
indexes [3,6] degrades over time. In order to alleviate this
problem, two trees (with different expiration time) are used
for indexing objects alternatively. In the following, the
above approach is adopted and two B+-trees BT1 and BT2
are used alternatively for indexing objects. Interested read-
ers may refer to [10] for details. Since BT1 and BT2 have
the same structure, in the following, Bdual-tree is consid-
ered as a single tree.
A Bdual-tree has two parameters: (i) a horizon H, for decid-
ing the farthest future time that can be efficiently queried,
and (ii) a reference time Tref, for converting moving points
to their duals. A d-dimensional (in practice, d= 2 or 3)
moving point o is represented with
• a reference time stamp o.tref (e. g., the last update time

of o),
• its coordinates o[1], o[2], . . . , o[d] at time o.tref, and
• its current velocities o.v[1], o.v[2], . . . , o.v[d].
For example, object o1 in Fig. 1 has reference time
o1.tref = 0, coordinates o1[1] = 2, o1[2] = 9, and
velocities o1.v[1] = 1, o1.v[2] = −2. The vector o(t) =
(o[1](t), o[2](t), . . . , o[d](t)) is used to denote the location
of o at a time stamp t ≥ o.tref, where, for 1 ≤ i ≤ d:

o[i](t) = o[i] + o.v[i] · (t − o.tref) . (1)

The dual representation of an object o is a 2d-dimensional
vector:

odual = (o[1](Tref), . . . , o[d](Tref), o.v[1], . . . , o.v[d]). (2)

In other words, odual is a point in a 2d-dimensional dual
space, which contains d location dimensions o[i](Tref) (for
the first d components of odual) and d velocity dimensions
o.v[i]. The dual space can be mapped to a 1D domain
by any space filling curve. The Hilbert curve is chosen
because it preserves the spatial locality better than other
curves [3], achieving lower query cost.
Given the resolution λ (an integer), the dual space can be
viewed as a partitioning grid of 2λ·2d regular cells and
each dimension has 2λ divisions. Figure 4 depicts the dual
space of 1D moving objects (i. e., d= 1) at resolution level
λ= 3. The number in each cell represents its Hilbert val-
ue, which can be computed by a standard algorithm [1].
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Objects whose duals odual fall in the same cell have iden-
tical Hilbert values, which are indexed by a B+-tree, called
the Bdual-tree. In the tree, each leaf entry stores the detailed
dual representation of an object (i. e., locations at Tref, and
velocities).

Updates

Each object o issues an update whenever its velocity
changes. Let odual

old (odual
new ) be the old (new) dual represen-

tation of the object. odual
old is removed from the tree and

then odual
new is inserted into the tree. An insertion/deletion

is performed in the same way as a B+-tree, by accessing
O(log N) pages where N is the dataset cardinality.

Specifying a Range Query

A d-dimensional moving rectangle (MOR) r is captured by
• a reference time stamp r.tref,
• a spatial box (SBox), a 2d-dimensional vector (r%[1],

r&[1], . . . , r%[d], r&[d]), where [r%[i], r&[i]] is the i-th
(1 ≤ i ≤ d) projection of r at time r.tref, and

• a velocity box (VBox), a 2d-dimensional vector
(r.V%[1], r.V&[1], . . . , r.V%[d], r.V&[d]), where r.V%[i]
(or r.V&[i]) indicates the velocity of the left (or right)
edge on the i-th dimension.

Denoting the spatial extents of r at a time stamp t ≥
r.tref as r(t)= (r%[1](t), r&[1](t), . . . , r%[d](t), r&[d](t)),
is expressed by:

r%[i](t) = r%[i] + r.V%[i] · (t − r.tref)

r&[i](t) = r&[i] + r.V&[i] · (t − r.tref) .

A range query specifies a time interval qt = [qt%, qt&], and
an MOR q whose reference time is qt%. For instance, for
the range search in Fig. 1, qt = [0, 2], and the query q1 is an
MOR with reference time 0, SBox (2, 3, 3, 4), and VBox
(1, 2, 1, 2). An object o satisfies q if o(t) falls in q(t) for
some t ∈ qt.

The Dual Space

Next, the dual space will be studied in more detail. Observe
that any cell c in the partitioning grid can be regarded
as a d-dimensional MOR (moving rectangle) whose SBox
(VBox) captures the projection of the cell on the location
(velocity) dimensions of the dual space. Figure 4 shows
an example where d = 1, and the dual space has 2d = 2
dimensions. The partitioning grid contains 23·2 = 64 cells
(i. e., the resolution λ= 3), and the number in each cell
is the Hilbert value (of any point inside). The cell 53, for
example, has a 1D SBox [0.5, 0.625] (its projection on the
horizontal axis) and a VBox [0.375, 0.5], assuming that all
the dimensions have a domain [0, 1].

Indexing, BDual Tree, Figure 4 Hilbert range decomposition (d = 1,
λ= 3)

Given a range query q (an MOR), objects in a cell c need
to be inspected if and only if the MOR of c intersects q
at some time within the query interval qt. For example,
assume Tref = 0 and let c be the cell in Fig. 4 with value 53.
According to the SBox and VBox of c, the spatial extent
of c at time 1 is c(1)= [0.5 + 0.375, 0.625 + 0.5]= [0.875,
1.125]. For a query with q= [0.7, 0.8], q.V = [0.1, 0.1],
and qt = [0, 1], all the objects with Hilbert value 53 must
be examined because q(1)= [0.8, 0.9] intersects c(1); oth-
erwise, some actual results may be missed. The intersec-
tion algorithm in [7] can be applied to determine whether
two MORs intersect at some time within a specified time
interval.

Hilbert Interval Decomposition

In fact, as a property of the B+-tree, an intermediate entry
e is associated with an interval [e.h%, e.h&), which con-
tains the Hilbert values of all the objects in the subtree.
[e.h%, e.h&) is referred as the Hilbert interval of e. Each
integer in the interval corresponds to a cell in the partition-
ing grid. As mentioned before, each cell can be regarded
as an MOR, and thus, e can be trivially decomposed into
e.h& − e.h% MORs. However, the number of these MORs
can be 2λ·2d in the worst case (i. e., all the cells in the grid),
such that the resulting query algorithms incur expensive
CPU cost.
The goal is to break [e.h%, e.h&) into several disjoint inter-
vals, such that the union of the cells in each interval is
a hyper-square in the dual space. Figure 5 presents a hier-
archical algorithm for decomposing a Hilbert interval (for
a non-leaf entry e) into MORs. [10] proves the correctness
of the algorithm and stated that an interval is decomposed
into at most (4d − 1) · (2λ − 1) MORs. Since d = 2 or 3
in most real applications, the computational cost is essen-
tially linear to the resolution λ. In practice, with the typi-
cal parameter values d = 2 and λ= 10, the decomposition
technique generates at most (4d − 1) · (2λ − 1) = 285
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Algorithm Decompose(a Hilbert Interval HI)
1. S:=∅; // S will contain the decomposed perfect MORs eventually
2. r0:= the MOR covering the entire dual space;
3. ω0:= the interval of the Hilbert domain;
4. L:={(r0, ω0)}; // L is a FIFO queue
5. while (L is not empty)
6. remove the first element (r, ω) of L; //r is a perfect MOR
7. if (ω intersects HI) then
8. if (ω is covered by HI) then
9. add r to S;
10. else if (the length of ω > 1) then
11. divide r into 4d identical perfect MORs;
12. for each resulting MOR r′ and its Hilbert interval ω′

13. add (r′, ω′) to L;
14. return S;

Indexing, BDual Tree, Figure 5 Decomposing
a Hilbert interval

MORs, which is much smaller than the number of MORs
(2λ2d = 1.1 · 1012) produced by the trivial decomposition
approach.
Figure 4 illustrates how the hierarchical decomposition
algorithm works for the Hilbert interval [23, 49]. First, the
4 × 4 MORs of the dual space are considered: the intervals
[0, 15], [16, 31], [32, 47], [48, 63]. A large MOR can be
extracted from the interval [32, 47] because it is covered
by [23, 49]. On the other hand, [23, 49] partially covers
[16, 31]. Thus, the above technique is applied recursively
on [16, 32] and consider its 2 × 2 MORs: the intervals [16,
19], [20, 23], [24, 27], [28, 31]. Now, two MORs can be
extracted from the intervals [24, 27], [28, 31] because they
are covered by [23, 49]. Again, [23, 49] partially covers
[20, 23] so the 1 × 1 MORs of [20, 23] are considered and
a MOR for [23,23] is extracted. Similarly, the other end of
the interval [23, 49] can be decomposed into MORs for the
intervals [48, 48], [49, 49].
In summary, the interval [23, 49] can be broken into 6
intervals [23, 23], [24, 27], [28, 31], [32, 47], [48, 48], [49,
49] satisfying the above condition. In particular, the cells in
[23, 23], [24, 27], [32, 47] constitute 1 × 1, 2 × 2, and 4 × 4
squares, respectively. Each resulting square can be regard-
ed as an MOR whose projection on a location/velocity
dimension is identical to that of the square (e. g., [23, 49]
can be associated with 6 MORs). Note that the actual num-
ber of MORs produced is usually much smaller than the
upper bound (4d − 1) · (2λ − 1) (e. g., the number 6 for
the interval [23, 49] in Fig. 4 is much lower than the upper
bound (41 − 1) · (2 · 3 − 1) = 15).

Query Processing

It is ready to discuss how to process a range query with
a Bdual-tree. Let e be an intermediate entry, which can be
decomposed into m MORs r1, r2, . . . , rm (m ≤ (4d − 1) ·
(2λ− 1)), by the algorithm of Fig. 5. Given a range query

q, the subtree of e is pruned if no ri (1 ≤ i ≤ m) intersects
q during the query interval qt. The processing algorithm
starts by checking, for each root entry e, whether any of
its associated MORs intersects q during qt (in the same
way as in TPR-trees [7]). If yes, the algorithm accesses the
child node of e, carrying out the process recursively until
a leaf node is reached. Then, detailed information of each
object encountered is simply examined against the query
predicate.
It is worth noticing that a Bdual-tree is as powerful as
a TPR-tree in terms of the queries that can be supported.
Intuitively, intermediate entries of both structures can be
represented as MORs. Thus, an algorithm that applies to
a TPR-tree can be adapted for the Bdual-tree. Adaptation is
needed only because an entry of a TPR-tree has a single
MOR, while that of a Bdual-tree corresponds to multiple
ones. For instance, [10] discuss how Bdual-tree can be used
to evaluate other more complex queries (e. g., predictive
NN queries).

Key Applications

Range search is one of the most important operations in
spatiotemporal databases. For instance, to perform flight
control, an airport must continuously keep track of the air-
crafts about to enter its vicinity in near future; this can be
achieved by executing a range query periodically: “report
the aircrafts that, in 10 minutes, will appear in the circle
centering at the control tower with a radius of 20 miles”.
In a highway traffic monitoring system, on the other hand,
a useful range query would “return the vehicles that are
expected to enter Washington DC in 5 minutes”. Besides
being a useful stand-alone operator, range search is also
the building block for complex retrieval tasks. For exam-
ple, given a set of aircrafts, a self distance join would “find
all pairs of aircrafts that will be within 50 miles from each
other in 10 minutes”. A strategy to process the join is to
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issue a range query for each aircraft. Specifically, the query
region is a moving circle, which always centers at the air-
craft and has a radius of 50 miles.

Future Directions

Like Bx-tree, the Bdual-tree assumes that each moving
object is a point moving with constant velocity. However,
the above assumption may not hold for all real-life appli-
cations.

Moving Objects with Extent

In practice, a moving object may refer to an object with
extent (e. g., rectangle, circle). The Bdual-tree indexes mov-
ing points by mapping them to points in the dual space.
Thus, it may not be directly applicable for moving objects
with extents. It remains an open question whether an effec-
tive mapping technique can be developed such that a mov-
ing object (with extent) can be mapped to a single point in
a transformed space.

Non-linear Moving Objects

Also, in the Bdual-tree, a point is assumed to be moving
linearly with constant velocity. For instance, if an object
(e. g., car) accelerates/decelerates or moves with circular
motion (e. g., along the curve in a race track), then the
object has to issue a large number of updates to the server.
A better spatiotemporal index not only reduces the effort
spent by the server, but also allows the objects to save ener-
gy by reducing their update frequencies. [8] generalizes
TPR-trees by modeling the motion of an object as a motion
matrix instead of a linear motion function. It is interesting
to study how Bdual-tree can be extended for indexing non-
linear moving objects such that the number of updates can
be reduced.

Cross References

� Indexing of Moving Objects, Bx-Tree
� Space-Filling Curves
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Definition

High-dimensional indexing covers a number of techniques
that are intended to offer faster access to high-dimension-
al data sets than a traditional sequential scan of the data
itself. An index can provide more efficient query response
by pruning the data search space. It is possible that increas-
ing the dimensionality of an index can prune more search
space at the cost of a larger index structure and more com-
plicated index traversal. However, when the index dimen-
sionality is too large, traditional multi-dimensional access
structures are no longer effective. Techniques were devel-
oped that addressed the performance issues associated with
high-dimensional indexes by 1) modifying existing tech-
niques to expand the range of dimensionality for which
they would be effective, 2) indexing objects based on char-
acteristics of interest and 3) reading all data in much small-
er quantized form.
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Historical Background

As memory became less expensive, useful data sets
became much larger in terms of both the raw size of the
data and in terms of the number of attributes (dimen-
sions) stored for each record. Additionally, data explo-
ration tasks became more complicated. Complex objects
were represented by feature vectors, a translation of the
object into a series of attribute values. Objects were com-
pared according to their similarity, a measure of closeness
of one object’s feature vector to another. Due to the size of
the data sets it was too costly to read all records in the data
set in order to answer a query. Due to the dimensionality of
the data sets, the existing multi-dimensional access struc-
tures were not effective in efficiently answering queries.
This led to the development of many techniques target-
ed toward addressing efficient query processing for large,
high-dimensional data sets.
A data hierarchical multi-dimensional access structure, the
R-tree, was first introduced in [8]. Many structures such
as the X-tree [3] attempted to mitigate the performance
issues associated with the R-tree at higher dimensionali-
ty. Other techniques were introduced [5] that index a met-
ric abstraction of the data in order to efficiently answer
a specific query type like nearest neighbor. Because of
the severe performance degradation of multi-dimensional
access structures at high-dimensionality, the VA-file was
introduced [15] that essentially speeds up sequential scan.

Scientific Fundamentals

Typical Query Types

Index structure processing and effectiveness is partially
dependent on query type. So first some common query
types are discussed. A point query determines if a specific
point exists in the database. A range query provides a set
of points that exist within a given subspace. Similarity or
Nearest Neighbor-type queries determine a set of points
within the database that are ‘closest’ to the query point
with respect to some distance function, such as Euclidean
distance. Without indexing support, the point query can
be answered by checking if any point matches the point
query criteria. The range query is answered by determin-
ing which data objects have attribute values that fall within
all the query criteria. The nearest neighbor query can be
addressed by computing the distance function of each data
object and keeping track of the closest ones.

Multi-dimensional Access Structures

Multi-dimensional access structures were developed in
order to take advantage of additional pruning that could
take place in multiple dimensions that could not occur

in a single dimension. A wide range of techniques are
described in surveys about multi-dimensional indexing
structures [4,7]. The structures typically fall into 2 cate-
gories, hierarchical data-partitioning structures and space
partitioning structures. These structures can be used to
answer the aforementioned common query types. Point
queries can be answered by examining the data points
falling within the partition(s) that contain the query point
and checking for equality compared to the query point.
Range queries are answered by examining the data points
in all partitions that intersect with the space represented
by the range and checking that they meet the query crite-
ria. Nearest neighbor queries can be answered by keeping
track of the best points examined thusfar and pruning those
partitions that can not yield a better result.
These structures can work well when indexing a few
dimensions, however they break down with respect to per-
formance when the indexed dimensionality becomes too
high. This is a phenomenon known as the curse of dimen-
sionality. The data partitioning techniques break down
because at higher dimensions, the hyper-shapes that could
contain query matching objects increasingly overlap, and
in order to find all potential query matches nearly the entire
structure needs to be traversed. Non-overlapping space
partitioning techniques break down because of increased
size of the index structure at higher dimensions. As the
dimensionality increases, the number of empty partitions
increases exponentially.
Techniques have been introduced to mitigate the effect
of the curse of dimensionality. Because data-hierarchical
access structures degenerate at higher dimensions due to
overlaps in the hyperspaces that are searched in order to
find query matches, the X-tree [3] reduces these overlaps
by allowing oversize nodes. This mitigates the effect of
needing to search all the subspaces that overlap the query
region at the cost of longer linear scan times of the supern-
odes. This structure can be effective for higher dimensions
than other hierarchical data-partitioning structures, but still
performs worse than sequential scan as the dimensionality
becomes large enough.
The pyramid-technique [2] is a partitioning technique
where the data space is subdivided into non-overlapping
subspaces. Figure 1 shows a sample subdivision of data
space in two dimensions. After dividing the space, the
d dimensional space is transformed into a 1-dimensional
space, which can be indexed using a B+-tree [1]. A range
query is processed by examining data points in partitions
that intersect with the query region. The technique does not
suffer degraded performance as dimensionality increases
when the query regions are not skewed. However, perfor-
mance issues do arise when the query regions and data are
skewed. There is also not a straightforward way to perform
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Indexing, High Dimensional, Figure 1
Sample Pyramid-Technique Space Partition-
ing in 2-D

similarity type queries, since data points that are very close
could be contained in partitions that are not close to each
other.

Metric Space Indexing

Because many common queries for high-dimensional data
are based on finding nearest neighbor or similar objects
to some query object, metric space indexes were devel-
oped to provide such query support. The general idea is to
index objects based on distances from parent substructures
distances between objects and substructures and maintain
these in a tree-like index. When a nearest neighbor query
is performed, the tree is traversed by pruning paths that can
not match the query.
An example of a metric space indexing structure is the
M-tree. The M-Tree [5] is a balanced tree structure that
associates data points to nodes based on the distance of
the point from the node. A node consists of a spatial point,
a covering radius, and a distance to the parent node. The
M-tree is constructed by locating and inserting new points
into the most suitable node. The most suitable node is
one whose covering radius increases the least as a result
of inserting the point. In the case that point lies in mul-
tiple potential nodes it is placed in the spatially closest
node. Nearest neighbor queries are performed by travers-
ing the structure using a branch-and-bound technique [12].
A queue of active subtrees that could contain matching
points is maintained. Nodes are examined in order of how
promising they are according to some heuristic and the dis-
tance of the current nearest neighbor is dynamically updat-
ed. When this distance is updated, it may be possible to
prune candidate subtrees that could not contain a point that
beats this distance.
These techniques can be effective for similarity searches
using a given distance function. However, the index is only
effective for the for the subset of attributes and distance
function over which it was built. A new index will need
to be constructed for each distance function or subset of
attributes that are being queried.

Quantization Based Structures

Another class of techniques for high-dimensional data
access is based on quantizing data. These techniques quan-

Indexing, High Dimensional, Table 1 Sample VA-File

Record ID Attribute A Attribute B VA(A) VA(B)

1 7.29 30.6 0000 0011

2 92.08 42.04 1011 0101

3 31.84 92.77 0011 1011

4 7.94 70.92 0000 1000

5 90.18 65.76 1011 1000

6 47.47 124.17 0101 1111

7 96.74 61.39 1100 0111

8 60.6 90.94 0111 1011

9 87.8 18.53 1010 0010

10 84.91 82.13 1010 1010

11 123.34 53.74 1111 0110

12 46.58 14.75 0101 0001

13 99.27 96.45 1100 1100

14 37.97 9.43 0100 0001

15 73.96 103.99 1001 1100

16 104.66 108.26 1101 1101

17 21.61 88.24 0010 1011

18 2.18 100.29 0000 1100

19 90.13 67.15 1011 1000

20 23.49 70.19 0010 1000

tize the data into an approximate, but much smaller rep-
resentation. Processing works by examining the approxi-
mated records and determining a set of records that could
match the query.
The VA-File (Vector Approximation) structure was the
first such structure to follow this approach. Table 1 shows
a simple example. Attributes A and B show the actual val-
ue for the object. Columns VA(A) and VA(B) show the
vector approximation of the values. In this case the values
are derived by using 4 bits for each attribute to divide the
data space into equal width partitions.
Point and range query processing works by first convert-
ing the query to cover the buckets that could answer the
query. For example, if our query of interest was a range
query where attribute A is between 37 and 47, and attribute
B is between 10 and 20, the query would be convert-
ed to a VA query of VA(A) between 0100 and 0101 and
VA(B) between 0001 and 0010. Then the VA-File would
be traversed and any record’s representation that intersect-
ed with the range queries approximated space would be
identified. A second pass would go to disk to read the actu-
al values and determine which of these records actually
answered the query. In the sample query, objects 12 and
14 would meet the VA-file criteria with point 14 represent-
ing a false positive from the first pass that would be pruned
in the second pass.
The effectiveness of the approximation associated with the
VA-File is dependent on the resolution of data into distinct
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2-D

buckets. The VA-File does not take advantage of correla-
tion between dimensions or the amount of energy associ-
ated with a given attribute. Figure 2 shows the cell rep-
resentations for a sample VA-File. If two dimensions are
highly correlated, there is little advantage with respect to
pruning capability to index both dimensions. As well, if
the attribute values for one dimension exhibit much more
spread than the values of another dimension, it makes more
sense to allocate more bits to differentiate the values in
that dimension. The VA+-File [6] addresses both of these
concerns by applying a quantizer that better differenti-
ates data into meaningful cell representations. In the VA+-
file, the data is first transformed using some technique to
minimize the correlation between dimensions such as the
Karhunen Loeve transform (KLT) [9,11]. Figure 3 displays
a sample cell representation for 4 bit quantization for the
same data shown for the VA-File. The budgeted space for
a data object can also be better utilized by assigning bits
to attributes non-uniformly. Figure 4 shows the same sam-
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Indexing, High Dimensional, Figure 4 Sample VA+-File Partitioning in
2-D, Non-Uniform Bit Allocation

ple data set where 1 bit is assigned to the transformed y
dimension and 3 bits are assigned to the transformed x-
dimension. Another optimization that can be applied dur-
ing VA+-file construction if appropriate for the data set is
non-uniform quantization. Rather than using equi-populat-
ed, or equi-volumed splits, the cells can be split based on
data clusters in each single dimension. Using Lloyd’s algo-
rithm [10] to determine the split points per dimension can
help to keep data that is clustered in that dimension in the
same bucket and improve the overall representation quality
of the bucket.
The advantage of these quantization-based structures is
that performance does not get much worse at increased
index dimensionality. However, a representation of each
record must be visited, which can be time consuming if
the number of records is very large or the quantized repre-
sentation is not much smaller than the original data.

Key Applications

Characteristics of applications that can significantly bene-
fit from high-dimensional indexing support include:
• data sets that are too large to read efficiently or to hold

in memory
• data sets that cover many attributes
• applications that query objects based on many attributes

(such as similarity queries or high-dimensional range
queries)

Multimedia Databases

Multimedia databases are an application of interest with
significant importance. Multimedia data is inherently large
and is usually represented by a feature vector which
describes the original data with a high number of dimen-
sions. The similarity between two objects is defined by
a distance function, e. g., Euclidean distance, between the
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corresponding feature vectors. A popular query, that makes
use of the feature vectors, is the similarity query. For exam-
ple, in image databases, the user may pose a query asking
for the images most similar to a given image. Similarity
query with multi-dimensional data is usually implemented
by finding the k closest feature vectors to the feature vec-
tor of query object, which is known as k-nearest neighbor,
k-NN, query. A closely related query is the ε-range query,
where all feature vectors that are within ε neighborhood of
the query point q are retrieved.

Geographic Databases

Geographic data sets can include the geographic spatial
locations as well as attributes associated with objects.
Additionally, the data objects themselves can be represent-
ed by complex geometric shapes in multiple-dimensions.
Indexing techniques need to be able to associate an object
with respect to its spatial characteristics as well as its other
data characteristics.

Scientific Databases

Scientific databases are a typical example of applications
that are both high-dimensional and for which high-dimen-
sional queries are common. Evolution of computing tech-
nology has allowed detailed modeling of physical, chemi-
cal, and biological phenomena. Some examples from DOE
scientific applications include climate simulation and mod-
el development, computational biology, high energy and
nuclear physics, and astrophysics. Many large data sets in
scientific domains contain a large number of attributes that
may be queried and analyzed, and therefore considered as
high dimensional data. For example, High Energy Physics
data in one DOE scientific application contains more than
500 attributes that describe the properties of the objects
in experiment data [14]. Various types of queries, such as
partial match query and range query, are executed on these
large data sets to retrieve useful information for scientific
discovery. Astrophysics data has many of the same charac-
teristics as geographic data. Data objects have spatial loca-
tion or spatial shape as well as other attributes.

Biological Databases

Biological Databases are another example of high-dimen-
sional data sets that can benefit from high-dimension-
al search support. An increasing number of biological
databases, such as bio-sequence databases and biomedical
data warehouses, are available online and have been used
by many researchers to generate new knowledge. Queries
asking sequence similarity are widely used to capture inter-
esting and useful information from these bio-sequence

databases. For example, the similarity of subsequences of
a genome data to a query sequence is used to predict some
diseases in advance, or to find some functional or physical
relation between different organisms.

Text Databases

Many applications for document databases involve finding
similar documents with respect to their intended meaning.
As opposed to finding exact matches for certain search
terms (as is common for many internet search engines),
users could benefit from finding a set of documents reflect-
ing the same context. Much like the image example, a text
document can be converted to a high-dimensional repre-
sentation of its contents. Similarity, or semantic closeness,
can then be approximated by comparing the feature vectors
of documents [13].

Time Series Data

The time series domain is another fertile area that can ben-
efit from high-dimensional indexing. Many applications
compare the similarity of objects with respect to attributes
that reflect measurements taken at time intervals. Effec-
tive indexing of the time-series data allows efficient data
exploration to find correlations and cause and effect rela-
tionships between data objects. Financial/business analy-
sis and environmental monitoring are two such application
domains.

Future Directions

Future solutions will endeavor to enhance performance for
each of the classes of current techniques, both for data sets
in general and also targeting specific query types for spe-
cific applications.

Cross References

� Indexing, X-Tree
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� R-Trees – A Dynamic Index Structure for Spatial

Searching
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Synonyms

Database indexing; Multidimensional index; Spatial
indexing; Multimedia indexing

Definition

Hilbert R-tree, an R-tree variant, is an index for multidi-
mensional objects like lines, regions, 3-D objects, or high
dimensional feature-based parametric objects. It can be
thought of as an extension to B+-tree for multidimensional
objects.

The performance of R-trees depends on the quality of
the algorithm that clusters the data rectangles on a node.
Hilbert R-trees use space filling curves, specifically the
Hilbert curve, to impose a linear ordering on the data rect-
angles.
There are two types of Hilbert R-tree, one for static
database and one for dynamic databases. In both cas-
es, space filling curves and specifically the Hilbert curve
are used to achieve better ordering of multidimensional
objects in the node. This ordering has to be ‘good’ in the
sense that it should group ‘similar’ data rectangles together
to minimize the area and perimeter of the resulting mini-
mum bounding rectangles (MBRs). Packed Hilbert R-trees
are suitable for static databases in which updates are very
rare or in which there are no updates at all.
The dynamic Hilbert R-tree is suitable for dynamic data-
bases where insertions, deletions, or updates may occur
in real time. Moreover, dynamic Hilbert R-trees employ
a flexible deferred splitting mechanism to increase the
space utilization. Every node has a well-defined set of sib-
ling nodes. By adjusting the split policy, the Hilbert R-tree
can achieve a degree of space utilization as high as is
desired. This is done by proposing an ordering on the
R-tree nodes. Hilbert R-tree sorts rectangles according
to the Hilbert value of the center of the rectangles (i. e.,
MBR). Given the ordering, every node has a well-defined
set of sibling nodes; thus, deferred splitting can be used.
By adjusting the split policy, the Hilbert R-tree can achieve
as high a utilization as desired. To the contrary, other
R-tree variants have no control over the space utilization.

Historical Background

Although the following example is for a static environ-
ment, it explains the intuitive principals for good R-tree
design. These principals are valid for both static and
dynamic databases. Roussopoulos and Leifker proposed
a method for building a packed R-tree that achieves almost
100% space utilization. The idea is to sort the data on the
x or y coordinate of one of the corners of the rectangles.
Sorting on any of the four coordinates gives similar results.
In this discussion, points or rectangles are sorted on the x
coordinate of the lower left corner of the rectangle. In the
discussion below, the Roussopoulos and Leifker’s method
is referred to as the lowx packed R-tree. The sorted list of
rectangles is scanned; successive rectangles are assigned
to the same R-tree leaf node until that node is full; a new
leaf node is then created and the scanning of the sorted list
continues. Thus, the nodes of the resulting R-tree will be
fully packed, with the possible exception of the last node
at each level. Thus, the utilization is ≈100%. Higher levels
of the tree are created in a similar way.

http://sdm.lbl.gov/sdmcenter/
http://sdm.lbl.gov/sdmcenter/
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Indexing, Hilbert R-Tree, Spatial Indexing, Multimedia Indexing, Fig-
ure 1 a 200 points uniformly distributed. b MBR of nodes generated by
the lowx packed R-tree algorithm

Figure 1 highlights the problem of the lowx packed R-tree.
Figure 1b shows the leaf nodes of the R-tree that the lowx
packing method will create for the points of Fig. 1a. The
fact that the resulting father nodes cover little area explains
why the lowx packed R-tree achieves excellent perfor-
mance for point queries. However, the fact that the fathers
have large perimeters, explains the degradation of perfor-
mance for region queries. This is consistent with the ana-
lytical formulas for R-tree performance [7]. Intuitively, the
packing algorithm should ideally assign nearby points to
the same leaf node. Ignorance of the y- coordinate by the
lowx packed R-tree tends to violate this empirical rule.

Scientific Fundamentals

This section describes two variants of the Hilbert R-trees.
The first index is suitable for the static database in which
updates are very rare or in which there are no updates at
all. The nodes of the resulting R-tree will be fully packed
with the possible exception of the last node at each lev-
el. Thus, the space utilization is ≈100%; this structure is
called a packed Hilbert R-tree. The second index supports
insertions and deletions and is suitable for a dynamic envi-
ronment, hence called the Dynamic Hilbert R-tree.

Packed Hilbert R-Trees

The following provides a brief introduction to the Hilbert
curve. The basic Hilbert curve on a 2 × 2 grid, denoted by
H1, is shown in Fig. 2. To derive a curve of order i, each
vertex of the basic curve is replaced by the curve of order
i− 1, which may be appropriately rotated and/or reflected.
Figure 2 also shows the Hilbert curves of order two and
three. When the order of the curve tends to infinity, like
other space filling curves, the resulting curve is a fractal
with a fractal dimension of two [5,7]. The Hilbert curve
can be generalized for higher dimensionalities. Algorithms
for drawing the two-dimensional curve of a given order can
be found in [3,5]. An algorithm for higher dimensionalities
is given in [2].
The path of a space filling curve imposes a linear ordering
on the grid points; this path may be calculated by starting
at one end of the curve and following the path to the other
end. The actual coordinate values of each point can be cal-
culated. However, for the Hilbert curve, this is much harder
than, for example, the Z-order curve. Figure 2 shows one
such ordering for a 4 × 4 grid (see curve H2). For example,
the point (0,0) on the H2 curve has a Hilbert value of 0,
while the point (1,1) has a Hilbert value of 2.
The Hilbert curve imposes a linear ordering on the data
rectangles and then traverses the sorted list, assigning each
set of C rectangles to a node in the R-tree. The final
result is that the set of data rectangles on the same node
will be close to each other in the linear ordering and
most likely in the native space; thus, the resulting R-tree
nodes will have smaller areas. Figure 2 illustrates the intu-
itive reasons why our Hilbert-based methods will result
in good performance. The data is composed of points
(the same points as given in Fig. 1). By grouping the
points according to their Hilbert values, the MBRs of
the resulting R-tree nodes tend to be small square-like
rectangles. This indicates that the nodes will likely have
a small area and small perimeters. Small area values result
in good performance for point queries; small area and
small perimeter values lead to good performance for larger
queries.
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Indexing, Hilbert R-Tree, Spa-
tial Indexing, Multimedia
Indexing, Figure 2 Hilbert
curves of order 1, 2, and 3

Algorithm Hilbert-Pack:
(packs rectangles into an R-tree)
Step 1. Calculate the Hilbert value for each data rectangle
Step 2. Sort data rectangles on ascending Hilbert values
Step 3. /* Create leaf nodes (level l-0) */

While (there are more rectangles)
generate a new R-tree node
assign the next C rectangles to this node

Step 4. /* Create nodes at higher level (l + 1) */
While (there are > 1 nodes at level l)

sort nodes at level l≥ 0 on ascending
creation time

repeat Step 3

The assumption here is that the data are static or the fre-
quency of modification is low. This is a simple heuristic for
constructing an R-tree with 100% space utilization which
at the same time will have as good of a response time as
possible.

Dynamic Hilbert R-Trees

The performance of R-trees depends on the quality of
the algorithm that clusters the data rectangles on a node.
Hilbert R-trees use space-filling curves, specifically the
Hilbert curve, to impose a linear ordering on the data rect-
angles. The Hilbert value of a rectangle is defined as the
Hilbert value of its center.

Tree Structure

The Hilbert R-tree has the following structure. A leaf node
contains at most Cl entries, each of the form (R, obj_id),
where Cl is the capacity of the leaf, R is the MBR of the
real object (xlow, xhigh, ylow, yhigh) and obj-id is a pointer to
the object description record. The main difference between
the Hilbert R-tree and the R*-tree [1] is that non-leaf nodes
also contain information about the LHVs. Thus, a non-leaf
node in the Hilbert R-tree contains at most Cn entries of
the form

(R, ptr, LHV) ,

where Cn is the capacity of a non-leaf node, R is the MBR
that encloses all the children of that node, ptr is a point-
er to the child node, and LHV is the largest Hilbert val-
ue among the data rectangles enclosed by R. Notice that
since the non-leaf node picks one of the Hilbert values
of the children to be the value of its own LHV, there
is no extra cost for calculating the Hilbert values of the
MBR of non-leaf nodes. Figure 3 illustrates some rect-
angles organized in a Hilbert R-tree. The Hilbert val-
ues of the centers are the numbers near the ‘x’ symbols
(shown only for the parent node ‘II’). The LHV’s are
in [brackets]. Figure 4 shows how the tree of Fig. 3 is
stored on the disk; the contents of the parent node ‘II’
are shown in more detail. Every data rectangle in node
‘I’ has a Hilbert value ν≤ 33; similarly every rectangle in
node ‘II’ has a Hilbert value greater than 33 and ≥ 107,
etc.
A plain R-tree splits a node on overflow, creating two
nodes from the original one. This policy is called a 1-to-2
splitting policy. It is possible also to defer the split, waiting
until two nodes split into three. Note that this is similar to
the B*-tree split policy. This method is referred to as the
2-to-3 splitting policy. In general, this can be extended to
a s-to-(s + 1) splitting policy; where s is the order of the
splitting policy. To implement the order-s splitting policy,
the overflowing node tries to push some of its entries to
one of its s− 1 siblings; if all of them are full, then an s-
to-(s + 1) split is required. The s− 1 siblings are called the
cooperating siblings.
Next, the algorithms for searching, insertion, and overflow
handling are described in detail.

Searching

The searching algorithm is similar to the one used in oth-
er R-tree variants. Starting from the root, it descends the
tree and examines all nodes that intersect the query rectan-
gle. At the leaf level, it reports all entries that intersect the
query window w as qualified data items.
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Indexing, Hilbert R-Tree, Spatial Indexing, Multi-
media Indexing, Figure 3 Data rectangles orga-
nized in a Hilbert R-tree (Hilbert values and LHV’s are
in Brackets)

Indexing, Hilbert R-Tree, Spa-
tial Indexing, Multimedia
Indexing, Figure 4 The file
structure for the Hilbert R-tree

Algorithm Search(node Root, rect w):
S1. Search nonleaf nodes:
Invoke Search for every entry whose MBR intersects the
query window w.
S2. Search leaf nodes:
Report all entries that intersect the query window w as can-
didates.

Insertion

To insert a new rectangle r in the Hilbert R-tree, the Hilbert
value h of the center of the new rectangle is used as a key.
At each level, the node with the minimum LHV of all its
siblings is chosen. When a leaf node is reached, the rect-
angle r is inserted in its correct order according to h. After
a new rectangle is inserted in a leaf node N, AdjustTree is
called to fix the MBR and LHV values in the upper-level
nodes.

Algorithm Insert(node Root, rect r):
/* Inserts a new rectangle r in the Hilbert R-tree. h is the
Hilbert value of the rectangle*/
I1. Find the appropriate leaf node:

Invoke ChooseLeaf(r, h) to select a leaf node L in
which to place r.

I2. Insert r in a leaf node L:
If L has an empty slot, insert r in L in the appropriate
place according to the Hilbert order and return.
If L is full, invoke HandleOverflow(L,r), which
will return new leaf if split was inevitable,

I3. Propagate changes upward:
Form a set S that contains L, its cooperating siblings
and the new leaf (if any)
Invoke AdjustTree(S).

I4. Grow tree taller:
If node split propagation caused the root to split, create
a new root whose children are the two resulting nodes.

Algorithm ChooseLeaf(rect r, int h):
/* Returns the leaf node in which to place a new rectan-
gle r. */
C1. Initialize:

Set N to be the root node.
C2. Leaf check:

If N is a leaf_return N.
C3. Choose subtree:

If N is a non-leaf node, choose the entry (R, ptr, LHV)
with the minimum LHV value greater than h.

C4. Descend until a leaf is reached:
Set N to the node pointed by ptr and repeat from C2.
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Algorithm AdjustTree(set S):
/* S is a set of nodes that contains the node being updated,
its cooperating siblings (if overflow has occurred) and the
newly created node NN (if split has occurred). The rou-
tine ascends from the leaf level towards the root, adjusting
the MBR and LHV of nodes that cover the nodes in S. It
propagates splits (if any) */
A1. If root level is reached, stop.
A2. Propagate node split upward:

Let Np be the parent node of N.
If N has been split, let NN be the new node.
Insert NN in Np in the correct order according to its
Hilbert value if there is room. Otherwise, invoke
HandleOverflow(Np, NN).
If Np is split, let PP be the new node.

A3. Adjust the MBR’s and LHV’s in the parent level:
Let P be the set of parent nodes for the nodes in S.
Adjust the corresponding MBR’s and LHV’s of the
nodes in P appropriately.

A4. Move up to next level:
Let S become the set of parent nodes P, with
NN = PP, if Np was split.
repeat from A1.

Deletion

In the Hilbert R-tree there is no need to re-insert orphaned
nodes whenever a father node underflows. Instead, keys
can be borrowed from the siblings or the underflowing
node is merged with its siblings. This is possible because
the nodes have a clear ordering (according to Largest
Hilbert Value, LHV); in contrast, in R-trees there is no
such concept concerning sibling nodes. Notice that dele-
tion operations require s cooperating siblings, while inser-
tion operations require s− 1 siblings.

Algorithm Delete(r):
D1. Find the host leaf:

Perform an exact match search to find the leaf node L
that contains r.

D2. Delete r :
Remove r from node L.

D3. If L underflows
borrow some entries from s cooperating siblings.
if all the siblings are ready to underflow.
merge s + 1 to s nodes,
adjust the resulting nodes.

D4. Adjust MBR and LHV in parent levels.
form a set S that contains L and its cooperating
siblings (if underflow has occurred).
invoke AdjustTree(S).

Overflow Handling

The overflow handling algorithm in the Hilbert R-tree
treats the overflowing nodes either by moving some of the
entries to one of the s− 1 cooperating siblings or by split-
ting s nodes into s + 1 nodes.

Algorithm HandleOverflow(node N, rect r):
/* return the new node if a split occurred. */
H1. Let ε be a set that contains all the entries from N

and its s− 1 cooperating siblings.
H2. Add r to ε.
H3. If at least one of the s− 1 cooperating siblings is not

full, distribute ε evenly among the s nodes according
to Hilbert values.

H4. If all the s cooperating siblings are full, create a new
node NN and distribute ε evenly among the s + 1 nodes
according to Hilbert values_return NN.

Key Applications

Hilbert R-tree is an index structure for multidimensional
objects which commonly appear in Multimedia databas-
es, Geographical Information Systems (GIS), and medical
databases. For example, in multimedia databases, objects
like images, voice, video, etc. need to be stored and
retrieved. In GIS, maps contain multidimensional points,
lines, and polygons, all of which are new data types.
Another example of such non-traditional data types can be
found in medical databases which contain 3-dimension-
al brain scans (e. g., PET and MRI studies) For example,
in these databases one of the common queries is “display
the PET studies of 40-year old females that show high
physiological activity inside the hippocampus.” Temporal
databases fit easily in the framework since time can be con-
sidered as one more dimension. Multidimensional objects
appear even in traditional databases, for example, where
a record with k attributes corresponds to a point in the k-
space.

Future Directions

The performance of multi-dimensional indexes can be fur-
ther improved through developing heuristics that produce
smaller MBR for R-tree nodes. As it was shown in [7], the
search performance of the R-trees improves by minimiz-
ing the perimeters and areas of the R-tree nodes. Group-
ing close-by multidimensional objects together in the same
node would result in a better index.

Cross References

� Quadtree and Octree
� R*-tree
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� R-Trees – A Dynamic Index Structure for Spatial
Searching

� Space-Filling Curves
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Synonyms

Bx-tree; Moving objects; Linearization; Peano curve;
Range query algorithm

Definition

The Bx-tree [1] is a query and update efficient B+-tree-
based index structure for moving objects which are rep-
resented as linear functions. The Bx-tree uses a lineariza-
tion technique to exploit the volatility of the data values
being indexed i. e., moving-object locations. Specifically,
data values are first partitioned according to their update
time and then linearized within the partitions according
to a space-filling curve, e. g., the Peano or Hilbert curve.
The resulting values are combined with their time partition
information and then indexed by a single B+-tree. Figure 1
shows an example of the Bx-tree with the number of index
partitions equal to two within one maximum update inter-
val �tmu. In this example, there are maximum of three
partitions existing at the same time. After linearization,
object locations inserted at time 0 are indexed in partition
1, object locations updated during time 0 to 0.5�tmu are
indexed in partition 2 and objects locations updated during
time 0.5�tmu to time �tmu are indexed in partition 3 (as
indicated by arrows). As time elapses, repeatedly the first
range expires (shaded area), and a new range is append-
ed (dashed line). This use of rolling ranges enables the
Bx-tree to handle time effectively.
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Indexing of Moving Objects, Bx-Tree, Figure 1 An example of the
Bx-tree

Historical Background

Traditional indexes for multidimensional databases, such
as the R-tree [2] and its variants were, implicitly or explic-
itly, designed with the main objective of supporting effi-
cient query processing as opposed to enabling efficient
updates. This works well in applications where queries
are relatively much more frequent than updates. Howev-
er, applications involving the indexing of moving objects
exhibit workloads characterized by heavy loads of updates
in addition to frequent queries.
Several new index structures have been proposed for mov-
ing-object indexing. One may distinguish between index-
ing of the past positions versus indexing of the current
and near-future positions of spatial objects. The Bx-tree
belongs to the latter category.
Past positions of moving objects are typically approximat-
ed by polylines composed of line segments. It is possible to
index line segments by R-trees, but the trajectory member-
ships of segments are not taken into account. In contrast to
this, the spatio-temporal R-tree [3] attempts to also group
segments according to their trajectory memberships, while
also taking spatial locations into account. The trajectory-
bundle tree [3] aims only for trajectory preservation, leav-
ing other spatial properties aside. Another example of this
category is the multi-version 3DR-tree [4], which com-
bines multi-version B-trees and R-trees. Using partial per-
sistence, multi-version B-trees guarantee time slice per-
formance that is independent of the length of the history
indexed.
The representations of the current and near-future posi-
tions of moving objects are quite different, as are the index-
ing challenges and solutions. Positions are represented as
points (constant functions) or functions of time, typical-
ly linear functions. The Lazy Update R-tree [5] aims to
reduce update cost by handling updates of objects that

do not move outside their leaf-level MBRs specially, and
a generalized approach to bottom-up update in R-trees has
recently been examined [6].
Tayeb et al. [7] use PMR-quadtrees for indexing the future
linear trajectories of one-dimensional moving points as
line segments in (x, t)-space. The segments span the time
interval that starts at the current time and extends some
time into the future, after which time, a new tree must be
built. Kollis et al. [8] employ dual transformation tech-
niques which represent the position of an object moving
in a d-dimensional space as a point in a 2d-dimensional
space. Their work is largely theoretical in nature. Based
on a similar technique, Patel et al. [9] have most recently
developed a practical indexing method, termed STRIPES,
that supports efficient updates and queries at the cost of
higher space requirements. Another representative index-
es are the TPR-tree (time-parameterized R-tree) family of
indexes (e. g., [10, 11]), which add the time parameters to
bounding boxes in the traditional R-tree.

Scientific Fundamentals

Index Structure

The base structure of the Bx-tree is that of the B+-tree.
Thus, the internal nodes serve as a directory. Each inter-
nal node contains a pointer to its right sibling (the point-
er is non-null if one exists). The leaf nodes contain the
moving-object locations being indexed and corresponding
index time.
To construct the Bx-tree, the key step is to map object loca-
tions to single-dimensional values. A space-filling curve is
used for this purpose. Such a curve is a continuous path
which visits every point in a discrete, multi-dimensional
space exactly once and never crosses itself. These curves
are effective in preserving proximity, meaning that points
close in multidimensional space tend to be close in the one-
dimensional space obtained by the curve. Current versions
of the Bx-tree use the Peano curve (or Z-curve) and the
Hilbert curve. Although other curves may be used, these
two are expected to be particularly good according to ana-
lytical and empirical studies in [12]. In what follows, the
value obtained from the space-filling curve is termed as the
x_value.
An object location is given by O = (−→x ,−→v ), a position
and a velocity, and an update time, or timestamp, tu, where
these values are valid. Note that the use of linear functions
reduces the amount of updates to one third in compari-
son to constant functions. In a leaf-node entry, an object
O updated at tu is represented by a value Bxvalue(O, tu):

Bxvalue(O, tu) = [index_partition]2 ⊕ [x_rep]2 (1)
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where index_partition is an index partition determined by
the update time, x_rep is obtained using a space-filling
curve, [x]2 denotes the binary value of x, and ⊕ denotes
concatenation.
If the timestamped object locations are indexed without
differentiating them based on their timestamps, the prox-
imity preserving property of the space-filling curve will
be lost; and the index will also be ineffective in locating
an object based on its x_value. To overcome such prob-
lems, the index is “partitioned” by placing entries in parti-
tions based on their update time. More specifically, �tmu

denotes the time duration that is the maximum duration in-
between two updates of any object location. Then the time
axis is partitioned into intervals of duration�tmu, and each
such interval is sub-partitioned into n equal-length sub-
intervals, termed phases. By mapping the update times in
the same phase to the same so-called label timestamp and
by using the label timestamps as prefixes of the representa-
tions of the object locations, index partitions are obtained,
and the update times of updates determine the partitions
they go to. In particular, an update with timestamp tu
is assigned a label timestamp tlab = (tu + �tmu/n)l,
where operation (x)l returns the nearest future label times-
tamp of x. For example, Fig. 1 shows a Bx-tree with
n= 2. Objects with timestamp tu = 0 obtain label times-
tamp tlab = 0.5�tmu; objects with 0 < tu ≤ 0.5�tmu

obtain label timestamp tlab = �tmu; and so on. Next, for
an object with label timestamp tlab, its position at tlab is
computed according to its position and velocity at tu. Then
the space-filling curve is applied to this (future) position to
obtain the second component of Eq. 1.
This mapping has two main advantages. First, it enables
the tree to index object positions valid at different times,
overcoming the limitation of the B+-tree, which is only
able to index a snapshot of all positions at the same time.
Second, it reduces the update frequency compared to hav-
ing to update the positions of all objects at each timestamp
when only some of them need to be updated. The two com-
ponents of the mapping function in Eq. 1 are consequently
defined as follows:

index_partition = (tlab/(�tmu/n)− 1)mod(n + 1)

x_rep = x_value(−→x + −→v · (tlab − tu))

With the transformation, the Bx-tree will contain data
belonging to n + 1 phases, each given by a label times-
tamp and corresponding to a time interval. The value of
n needs to be carefully chosen since it affects query per-
formance and storage space. A large n results in smaller
enlargements of query windows (covered in the following
subsection), but also results in more partitions and there-
fore a looser relationship among object locations. In addi-

tion, a large n yields a higher space overhead due to more
internal nodes.
To exemplify, let n= 2, �tmu = 120, and assume
a Peano curve of order 3 (i. e., the space domain is
8 × 8). Object positions O1 = ((7, 2), (−0.1, 0.05)), O2 =
((0, 6), (0.2,−0.3)), and O3 = ((1, 2), (0.1, 0.1)) are
inserted at times 0, 10, and 100, respectively. The Bxvalue
for each object is calculated as follows.
Step 1: Calculate label timestamps and index partitions.

t1lab =((0 + 120/2))l = 60,

index_partition1 = 0 = (00)2

t2lab =((10 + 120/2))l = 120,

index_partition2 = 1 = (01)2

t3lab =((100 + 120/2))l = 180,

index_partition3 = 2 = (10)2

Step 2: Calculate positions x1, x2, and x3 at t1lab, t2lab,

andt3lab, respectively.

x′1 = (1, 5)

x′2 = (2, 3)

x′3 = (4, 1)

Step 3: Calculate Z-values.

[Z_value(x′1)]2 = (010011)2
[Z_value(x′2)]2 = (001101)2

[Z_value(x′3)]2 = (100001)2

Range Query Algorithm

A range query retrieves all objects whose location falls
within the rectangular range q = ([qxl

1, qxu
1], [qxl

2, qxu
2])

at time tq not prior to the current time (“l” denotes lower
bound, and “u” denotes upper bound).
A key challenge is to support predictive queries, i. e.,
queries that concern future times. Traditionally, index-
es that use linear functions handle predictive queries by
means of bounding box enlargement (e. g., the TPR-tree).
Whereas, the Bx-tree uses query-window enlargement.
Since the Bx-tree stores an object’s location as of some
time after its update time, the enlargement involves two
cases: a location must either be brought back to an earli-
er time or forward to a later time. Consider the example
in Fig. 2, where tref denotes the time when the locations
of four moving objects are updated to their current value
index, and where predictive queries q1 and q2 (solid rect-
angles) have time parameters tq1 and tq2, respectively.
The figure shows the stored positions as solid dots and
positions of the two first objects at tq1 and the positions
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Indexing of Moving Objects, Bx-Tree, Figure 2 Query window enlarge-
ment

of the two last at tq2 as circles. The two positions for
each object are connected by an arrow. The relationship
between the two positions for each object is p′i = pi +−→v · (tq − tref). The first two of the four objects, thus, are in
the result of the first query, and the last two objects are in
the result of the second query. To obtain this result, query
rectangle q1 needs to be enlarged to q′1 (dashed). This is
achieved by attaching maximum speeds to the sides of
q1 : vl

1, vl
2, vu

1, andvu
2. For example, vu

1 is obtained as the
largest projection onto the x-axis of a velocity of an object
in q′1. For q2, the enlargement speeds are computed simi-
larly. For example, vu

2 is obtained by projecting all veloc-
ities of objects in q′2 onto the y-axis; vu

2 is then set to the
largest speed multiplied by –1.
The enlargement of query q = ([qxl

1, qxu
1], [qxl

2, qxu
2]) is

given by query q′ = ([eqxl
1, eqxu

1], [eqxl
2, eqxu

2]):

eqxl
i =

{
qxl

i + vl
i · (tref − tq) if tq < tref

qxl
i + vu

i · (tq − tref) otherwise
(2)

eqxu
i =

{
qxu

i + vu
i · (tref − tq) if tq < tref

qxu
i + vl

i · (tq − tref ) otherwise
. (3)

The implementation of the computation of enlargement
speeds proceeds in two steps. They are first set to the
maximum speeds of all objects, thus a preliminary q′ is
obtained. Then, with the aid of a two-dimensional his-
togram (e. g., a grid) that captures the maximum and min-
imum projections of velocities onto the axes of objects in
each cell, the final enlargement speed in the area where the
query window resides is obtained. Such a histogram can
easily be maintained in main memory.
Next, the partitions of the Bx-tree are traversed to find
objects falling in the enlarged query window q′. In each
partition, the use of a space-filling curve means that a range
query in the native, two-dimensional space becomes a set
of range queries in the transformed, one-dimensional space
(see Fig. 3); hence multiple traversals of the index result.

Indexing of Moving Objects, Bx-Tree, Figure 3 Jump in the index

These traversals are optimized by calculating the start and
end points of the one-dimensional ranges and traverse the
intervals by “jumping” in the index.

k Nearest Neighbor Query Algorithm

Assuming a set of N>k objects and given a query object
with position q = (qx1, qx2), the k nearest neighbor query
(kNN query) retrieves k objects for which no other objects
are nearer to the query object at time tq not prior to the
current time.
This query is computed by iteratively performing range
queries with an incrementally enlarged search region until
k answers are obtained. First, a range Rq1 centered at q
with extension rq = Dk/k is constructed. Dk is the esti-
mated distance between the query object and its k’th near-
est neighbor; Dk can be estimated by the following equa-
tion [13]:

Dk = 2√
π

⎡

⎣1 −
√

1 −
(

k

N

)1/2
⎤

⎦ .

The range query with range Rq1 at time tq is computed, by
enlarging it to a range R′

q1 and proceeding as described in
the previous section. If at least k objects are currently cov-
ered by R′

q1 and are enclosed in the inscribed circle of Rq1
at time tq, the kNN algorithm returns the k nearest objects
and then stops. It is safe to stop because all the objects that
can possibly be in the result have been considered. Other-
wise, Rq1 is extended by rq to obtain Rq2 and an enlarged
window R′

q2. This time, the region R′
q2 − R′

q1 is searched
and the neighbor list is adjusted accordingly. This process
is repeated until we obtain an Rqi so that there are k objects
within its inscribed circle.

Continuous Query Algorithm

The queries considered so far in this section may be con-
sidered as one-time queries: they run once and complete
when a result has been returned. Intuitively, a continuous
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query is a one-time query that is run at each point in time
during a time interval. Further, a continuous query takes
a now-relative time now +�tq as a parameter instead of
the fixed time tq. The query then maintains the result of
the corresponding one-time query at time now +�tq from
when the query is issued at time tissue and until it is deac-
tivated.
Such a query can be supported by a query qe with time
interval [tissue + �tq, tissue + �tq + l] (“l” is a time
interval) [14]. Query qe can be computed by the algo-
rithms presented previously, with relatively minor modi-
fications: (i) use the end time of the time interval to per-
form forward enlargements, and use the start time of the
time interval for backward enlargements; (ii) store the
answer sets during the time interval. Then, from time tissue
to tissue + l, the answer to ql is maintained during update
operations. At tissue + l, a new query with time interval
[tissue + �tq + l, tissue + �tq + 2l] is computed.
A continuous range query during updates can be main-
tained by adding or removing the object from the answer
set if the inserted or deleted object resides in the query
window. Such operations only introduce CPU cost.
The maintenance of continuous kNN queries is somewhat
more complex. Insertions also only introduce CPU cost:
an inserted object is compared with the current answer set.
Deletions of objects not in the answer set does not affect
the query. However, if a deleted object is in the current
answer set, the answer set is no longer valid. In this case,
a new query with a time interval of length l at the time of
the deletion is issued. If the deletion time is tdel, a query
with time interval [tdel + �tq, tdel + �tq + l] is triggered
at tdel, and the answer set is maintained from tdel to tdel + l.
The choice of the “optimal” l value involves a trade-off
between the cost of the computation of the query with the
time interval and the cost of maintaining its result. On the
one hand, a small l needs to be avoided as this entails fre-
quent recomputations of queries, which involve a substan-
tial I/O cost. On the other hand, a large l introduces a sub-
stantial cost: Although computing one or a few queries is
cost effective in itself, the cost of maintaining the larger
answer set must also be taken into account, which may
generate additional I/Os on each update. Note that main-
tenance of continuous range queries incur only CPU cost.
Thus, a range query with a relatively large l is computed
such that l is bounded by �tmu–�tq since the answer set
obtained at tissue is no longer valid at tissue +�tmu. For the
continuous kNN queries, l needs to be carefully chosen.

Update, Insertion, and Deletion

Given a new object, its index key is calculated accord-
ing to Eq. 1, and then insert it into the Bx-tree as in the

Indexing of Moving Objects, Bx-Tree, Figure 4 Bx-tree evolution

B+-tree. To delete an object, an assumption is made that
the positional information for the object used at its last
insertion and the last insertion time are known. Then its
index key is calculated and the same deletion algorithm as
in the B+-tree is employed. Therefore, the Bx-tree direct-
ly inherits the good properties of the B+-tree, and efficient
update performance is expected.
However, one should note that update in the Bx-tree does
differ with respect to update in the B+-tree. The Bx-tree
only updates objects when their moving functions have
been changed. This is realized by clustering updates during
a certain period to one time point and maintaining several
corresponding sub-trees. The total size of the three sub-
trees is equal to that of one tree indexing all the objects.
In some applications, there may be some object posi-
tions that are updated relatively rarely. For example, most
objects may be updated at least each 10 minutes, but a few
objects are updated once a day. Instead of letting out-
liers force a large maximum update interval, a “maximum
update interval” within which a high percentage of objects
have been updated is used. Object positions that are not
updated within this interval are “flushed” to a new partition
using their positions at the label timestamp of the new par-
tition. In the example shown in Fig. 4, suppose that some
object positions in T0 are not updated at the time when
T0 expires. At this time, these objects are moved to T2.
Although this introduces additional update cost, the (con-
trollable) amortized cost is expected to be very small since
outliers are rare. The forced movement of an object’s posi-
tion to a new partition does not cause any problem with
respect to locating the object, since the new partition can
be calculated based on the original update time. Likewise,
the query efficiency is not affected.

Key Applications

With the advances in positioning technologies, such as
GPS, and rapid developments of wireless communication
devices, it is now possible to track continuously moving
objects, such as vehicles, users of wireless devices and
goods. The Bx-tree can be used in a number of emerg-
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ing applications involving the monitoring and querying of
large quantities of continuous variables, e. g., the positions
of moving objects. In the following, some of these appli-
cations are discussed.

Location-Based Service

A traveller comes to a city that he is not familiar with.
To start with, he sends his location by using his PDA or
smart phone (equipped with GPS) to a local server that pro-
vides location-based services. Then the service provider
can answer queries like “where is the nearest restaurant
(or hotel)?” and can also help to dispatch a nearby taxi to
the traveller.
A driver can also benefit from the location-based services.
For example, he can ask for a nearest gas station or motel
when he is driving.

Traffic Control

If the moving objects database stores information about
locations of vehicles, it may be able to predict the pos-
sible congestion in near future. To avoid the congestion,
the system can divert some vehicles to alternate routes in
advance.
For air traffic control, the moving objects database system
can retrieve all the aircrafts within a certain region and pre-
vent a possible collision.

E-commerce

In these applications, stores send out advertisements or e-
coupons to vehicles passing by or within the store region.

Digital Game

Another interesting example is location-based digital game
where the positions of the mobile users play a central role.
In such games, players need to locate their nearest neigh-
bors to fulfill “tasks” such as “shooting” other close play-
ers via their mobile devices.

Battle Field

The moving object database technique is also very impor-
tant in the military. With the help of the moving object
database techniques, helicopters and tanks in the battlefield
may be better positioned and mobilized to the maximum
advantage.

RFID Application

Recently, applications using radio frequency identification
(RFID) has received much interest. RFID enables data to

be captured remotely via radio waves and stored on elec-
tronic tags embedded in their carriers. A reader (scanner) is
then used to retrieve the information. In a hospital applica-
tion, RFIDs are tagged to all patients, nurses and doctors,
so that the system can keep a real-time tracking of their
movements. If there is an emergency, nurses and doctors
can be sent to the patients more quickly.

Future Directions

Several promising directions for future work exist. One
could be the improvement of the range query performance
in the Bx-tree since the current range query algorithm uses
the strategy of enlarging query windows which may incur
some redundant search. Also, the use of the Bx-tree for
the processing of new kinds of queries can be considered.
Another direction is the use of the Bx-tree for other contin-
uous variables than the positions of mobile service users.
Yet another direction is to apply the linearization technique
to other index structures.
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Definition

Moving object environments are characterized by large
numbers of moving objects and numerous concurrent con-
tinuous queries over these objects. Efficient evaluation of
these queries in response to the movement of the objects is
critical for supporting acceptable response times. In such
environments the traditional approach of building an index
on the objects (data) suffers from the need for frequent
updates and thereby results in poor performance. In fact,
a brute force, no-index strategy yields better performance
in many cases. Neither the traditional approach, nor the
brute force strategy achieve reasonable query processing
times. The efficient and scalable evaluation of multiple
continuous queries on moving objects can be achieved by
leveraging two complimentary techniques: Query Indexing
and Velocity Constrained Indexing (VCI). Query Indexing
relies on i) incremental evaluation; ii) reversing the role
of queries and data; and iii) exploiting the relative loca-
tions of objects and queries. VCI takes advantage of the
maximum possible speed of objects in order to delay the
expensive operation of updating an index to reflect the
movement of objects. In contrast to techniques that require
exact knowledge about the movement of the objects, VCI
does not rely on such information. While Query Indexing

outperforms VCI, it does not efficiently handle the arrival
of new queries. Velocity constrained indexing, on the oth-
er hand, is unaffected by changes in queries. A combina-
tion of Query Indexing and Velocity Constrained Indexing
enables the scalable execution of insertion and deletion of
queries in addition to processing ongoing queries.

Historical Background

The importance of moving object environments is reflect-
ed in the significant body of work addressing issues such
as indexing, uncertainty management, broadcasting, and
models for spatio-temporal data. Several indexing tech-
niques for moving objects have been proposed. These
include indexes over the histories, or trajectories, of the
positions of moving objects, or the current and anticipat-
ed future positions of the moving objects. Uncertainty in
the positions of the objects is dealt with by controlling
the update frequency where objects report their positions
and velocity vectors when their actual positions deviate
from what they have previously reported by some thresh-
old. Tayeb et al. use quad-trees to index the trajectories
of one-dimensional moving points. In one approach, mov-
ing objects and their velocities are mapped to points which
are indexed using a kD-tree. Another indexes the past tra-
jectories of moving objects treated as connected line seg-
ments. Yet another considers the management of collec-
tions of moving points in the plane by describing the cur-
rent and expected positions of each point in the future [3].
They address how often to update the locations of the
points to balance the costs of updates against imprecision
in the point positions. The two techniques presented here
appeared in [2].

Scientific Fundamentals

Continuous Query Processing

Location-based environments are characterized by large
numbers of moving (and stationary) objects. To support
these services it is necessary to execute efficiently several
types of queries, including range queries, nearest-neighbor
queries, density queries, etc. An important requirement in
location-aware environments is the continuous evaluation
of queries. Given the large numbers of queries and mov-
ing objects in such environments, and the need for a time-
ly response for continuous queries, efficient and scalable
query execution is paramount.
This discussion focuses on range queries. Range queries
arise naturally in spatial applications such as a query that
needs to keep track of, for example, the number of people
that have entered a building. Range queries can also be
useful as pre-processing tools for reducing the amount of
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data that other queries, such as nearest-neighbor or density,
need to process.

Model

Moving objects are represented as points, and queries are
expressed as rectangular spatial regions. Therefore, given
a collection of moving objects and a set of queries, the
problem is to identify which objects lie within (i. e., are rel-
evant to) which queries. Objects report their new locations
periodically or when they have moved by a significant dis-
tance. Updates from different objects arrive continuously
and asynchronously. The location of each object is saved
in a file. Objects are required to report only their location,
not velocity. There is no constraint on the movement of
objects except that the maximum possible speed of each
object is known and not exceeded (this is required only for
Velocity Constrained Indexing).
Ideally, each query should be re-evaluated as soon as an
object moves. However, this is impractical and may not
even be necessary from the user’s point of view. The con-
tinuous evaluation of queries takes place in a periodic fash-
ion whereby the set of objects that are relevant to each con-
tinuous query are determined at fixed time intervals.

Limitations of Traditional Indexing

A natural choice for efficient evaluation of range queries
is to build a spatial index on the objects. To determine
which objects intersect each query, the queries are execut-
ed using this index. The use of the spatial index should
avoid many unnecessary comparisons of queries against
objects this approach should outperform the brute force
approach. This is in agreement with conventional wisdom
on indexing. In order to evaluate the answers correctly, it
is necessary to keep the index updated with the latest posi-
tions of objects as they move. This represents a significant
problem. Notice that for the purpose of evaluating contin-
uous queries, only the current snapshot is relevant and not
the historical movement of objects.
In [2], three alternatives for keeping an index updated are
evaluated. Each of these gives very poor performance –
even worse than the naive brute-force approach. The poor
performance of the traditional approach of building an
index on the data (i. e. the objects) can be traced to the
following two problems: i) whenever any object moves,
it becomes necessary to re-execute all queries; and ii) the
cost of keeping the index updated is very high.

Query Indexing

The traditional approach of using an index on object loca-
tions to efficiently process queries for moving objects suf-

fers from the need for constant updates to the index and
re-evaluation of all queries whenever any object moves.
These problems can be overcome by employing two key
ideas:
• reversing the role of data and queries, and
• incremental evaluation of continuous queries.
The notion of safe regions that exploit the relative location
of objects and queries can further improve performance.
In treating the queries as data, a spatial index such as an
R-tree is built on the queries instead of the customary
index that is built on the objects (i. e. data). This struc-
ture is called a Query-Index or Q-index. To evaluate the
intersection of objects and queries, each object is treat-
ed as a “query” on the Q-index (i. e., the moving objects
are treated as queries in the traditional sense). Exchang-
ing queries for data results in a situation where a larger
number of queries (one for each object) is executed on
a smaller index (the Q-index), as compared to an index on
the objects. This is not necessarily advantageous by itself.
However, since not all objects change their location at each
time step, a large number of “queries” on the Q-index can
be avoided by incrementally maintaining the result of the
intersection of objects and queries.
Incremental evaluation is achieved as follows: upon cre-
ation of the Q-index, all objects are processed on the Q-
index to determine the initial result. Following this, the
query results are incrementally adjusted by considering the
movement of objects. At each evaluation time step, only
those objects that have moved since the last time step are
processed, and adjust their relevance to queries accord-
ingly. If most objects do not move during each time step,
this can greatly reduce the number of times the Q-index is
accessed. For objects that move, the Q-index improves the
search performance as compared to a comparison against
all queries.
Under traditional indexing, at each time step, it would be
necessary to update the index on the objects and then eval-
uate each query on the modified index. This is indepen-
dent of the movement of objects. With the “Queries as
Data” or the Q-index approach, only the objects that have
moved since the previous time step are evaluated against
the Q-index. Building an index on the queries avoids the
high cost of keeping an object index updated; incremen-
tal evaluation exploits the smaller numbers of objects that
move in a single time step to avoid repeating unneces-
sary comparisons. Upon the arrival of a new query, it is
necessary to compare the query with all the objects in
order to initiate the incremental processing. Deletion of
queries is easily handled by ignoring those queries. Further
improvements in performance can be achieved by taking
into account the relative locations of objects and queries or
safe regions.
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Indexing, Query and Velocity-Constrained, Figure 1 Examples
of Safe Regions

Indexing, Query and Velocity-Constrained, Figure 2 Example of Velocity Constrained Index (VCI)

Safe Regions: Exploiting Query and Object Locations
The relevance of an object with respect to a given query
can only change if the object crosses a query boundary.
Therefore, a region surrounding an object that does not
cross any query boundary represents a region within which
the object can move without affecting the result of any
query. Such a region is termed a Safe Region. Two types
of safe regions are maximal circles (sphere in general) and
maximal rectangles centered at an object’s current loca-
tion. These are termed SafeSphere and SafeRect respec-
tively. While there is only one maximal sphere for a given
object, there can be multiple maximal rectangles.
Figure 1 shows examples of each type of Safe Region for
two object locations, X and Y. Note that the union of two
safe regions is also a safe region. If an object knows a safe
region around it, it need not send updates of its movement
to the server as long as it remains within the safe region.
The safe region optimizations significantly reduce the need
to test data points for relevance to queries if they are far

from any query boundaries and move slowly. Using safe
regions can significantly improve performance.

Velocity-Constrained Indexing

The technique of Velocity-Constrained Indexing (VCI)
eliminates the need for continuous updates to an index on
moving objects by relying on the notion of a maximum
speed for each object. Under this model, the maximum
possible speed of each object is known.
A VCI is a regular R-tree based index on moving objects
with an additional field in each node: vmax. This field stores
the maximum allowed speed over all objects covered by
that node in the index. The vmax entry for an internal node
is simply the maximum of the vmax entries of its children.
The vmax entry for a leaf node is the maximum allowed
speed among the objects pointed to by the node. Figure 2
shows an example of a VCI. The vmax entry in each node is
maintained in a manner similar to the Minimum Bounding
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Indexing, Query and Velocity-Constrained, Figure 3 Query Processing with Velocity Constrained Index (VCI)

Rectangle (MBR) of each entry in the node, except that
there is only one vmax entry per node as compared to an
MBR per entry of the node. When a node is split, the vmax
for each of the new nodes is copied from the original node.
Consider a VCI that is constructed at time t0. At this
time it accurately reflects the locations of all objects. At
a later time t, the same index does not accurately cap-
ture the correct locations of points since they may have
moved arbitrarily. Normally the index needs to be updat-
ed to be correct. However, the vmax fields enable us to
use this old index without updating it. We can safely
assert that no point will have moved by a distance larg-
er than R= vmax(t – t0). If each MBR is expanded by this
amount in all directions, the expanded MBRs will correct-
ly enclose all underlying objects. Therefore, in order to
process a query at time t, the VCI created at time t0 can
be used without being updated, by simply comparing the
query with expanded version of the MBRs saved in VCI.
At the leaf level, each point object is replaced by a square
region of side 2R for comparison with the query rectan-
gle.1

An example of the use of the VCI is shown in Fig. 3a which
shows how each of the MBRs in the same index node
are expanded and compared with the query. The expand-
ed MBR captures the worst-case possibility that an object
that was at the boundary of the MBR at t0 has moved out
of the MBR region by the largest possible distance. Since
a single vmax value is stored for all entries in the node, each
MBR is expanded by the same distance, R= vmax(t – t0).
If the expanded MBR intersects with the query, the cor-
responding child is searched. Thus to process a node all
the MBRs stored in the node (except those that intersect
without expansion) need to be expanded. Alternatively,
a single expansion of the query by R could be performed
and compared with the unexpanded MBRs. An MBR will
intersect with the expanded query if and only if the same
MBR after expansion intersects with the original query.

1Note that it should actually be replaced by a circle, but the rect-
angle is easier to handle.

Figure 3b shows the earlier example with query expansion.
Expanding the query once per node saves some unneces-
sary computation.
The set of objects found to be in the range of the query
based upon an old VCI is a superset, S’, of the exact set
of objects that are currently in the query’s range. Clear-
ly, there can be no false dismissals in this approach. In
order to eliminate the false positives, it is necessary to
determine the current positions of all objects in S’. This is
achieved through a post-processing step. The current loca-
tion of the object is retrieved from disk and compared with
the query to determine the current matching. Note that it
is not always necessary to determine the current location
of each object that falls within the expanded query. From
the position recorded in the leaf entry for an object, it can
move by at most R. Thus its current location may be any-
where within a circle of radius R centered at the position
recorded in the leaf. If this circle is entirely contained with-
in the unexpanded query, there is no need to post-process
this object for that query. Object X in Fig. 3b is an example
of such a point.
To avoid performing an I/O operation for each object that
matches each expanded query, it is important to handle
the post-processing carefully. We can begin by first pre-
processing all the queries on the index to identify the set
of objects that need to be retrieved for any query. These
objects are then retrieved only once and checked against
all queries. This eliminates the need to retrieve the same
object more than once. To avoid multiple retrievals of
a page, the objects to be retrieved can first be sorted on
page number. Alternatively, a clustered index can be built.
Clustering may reduce the total number of pages to be
retrieved. Clustering the index can improve the perfor-
mance significantly.

Refresh and Rebuild

The amount of expansion needed during query evaluation
depends upon two factors: the maximum speed vmax of
the node, and the time that has elapsed since the index
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was created, (t – t0). Thus over time the MBRs get larger,
encompassing more and more dead space, and may not be
minimal. Consequently, as the index gets older its quality
gets poorer. Therefore, it is necessary to rebuild the index
periodically. This essentially resets the creation time, and
generates an index reflecting the changed positions of the
objects. Rebuilding is an expensive operation and cannot
be performed too often. A cheaper alternative to rebuild-
ing the index is to refresh it. Refreshing simply updates
the locations of objects to the current values and adjusts
the MBRs so that they are minimal. Following refresh, the
index can be treated as though it has been rebuilt.
Refreshing can be achieved efficiently by performing
a depth-first traversal of the index. For each entry in a leaf
node the latest location of the object is retrieved (sequential
I/O if the index is clustered). The new location is record-
ed in the leaf page entry. When all the entries in a leaf
node are updated, the MBR for the node is computed and
recorded it in the parent node. For directory nodes when all
MBRs of its children have been adjusted, the overall MBR
for the node is computed and recorded it in the parent. This
is very efficient with depth-first traversal. Although refresh
is more efficient than a rebuild, it suffers from not altering
the structure of the index – it retains the earlier structure. If
points have moved significantly, they may better fit under
other nodes in the index. Thus there is a trade-off between
the speed of refresh and the quality of the index. An effec-
tive solution is to apply several refreshes followed by a less
frequent rebuild. In practice, refreshing works very well
thereby avoiding the need for frequent, expensive rebuilds.

Performance

Detailed evaluation of the approaches can be found in [2].
Overall, the experiments show that for Query Indexing,
SafeRect is the most effective in reducing evaluations. Q-
Index is found to give the best performance compared to
VCI, traditional indexing, and sequential scans. It is also
robust across various scales (numbers of objects, queries),
rates of movement, and density of objects versus queries.
VCI, on the other hand, is more effective than tradition-
al approaches for small numbers of queries. Moreover, the
total cost of VCI approaches that of a sequential scan after
some time. Clustering can extend the utility of the VCI
index for a longer period of time. Eventually, refresh or
rebuilds are necessary. Refreshes are much faster and very
effective and thereby reduce the need for frequent rebuilds.
VCI is not affected by how often objects move (unlike Q-
Index). Thus the costs would not change even if all the
objects were moving at each time instant. On the other
hand, the VCI approach is very sensitive to the number
of queries.

Combined Indexing Scheme

The results show that query indexing and safe region opti-
mizations significantly outperform the traditional indexing
approaches and also the VCI approach. These improve-
ments in performance are achieved by eliminating the need
to evaluate all objects at each time step through incremen-
tal evaluation. Thus they perform well when there is lit-
tle change in the queries being evaluated. The deletion
of queries can be easily handled simply by ignoring the
deletion until the query can be removed from the Q-index.
The deleted query may be unnecessarily reducing the safe
region for some objects, but this does not lead to incorrect
processing and the correct safe regions can be recomputed
in a lazy manner without a significant impact on the overall
costs.
The arrival of new queries, however, is expensive under
the query indexing approach as each new query must ini-
tially be compared to every object. Therefore a sequential
scan of the entire object file is needed at each time step
that a new query is received. Furthermore, a new query
potentially invalidates the safe regions rendering the opti-
mizations ineffective until the safe regions are recomput-
ed. The VCI approach, on the other hand, is unaffected
by the arrival of new queries (only the total number of
queries being processed through VCI is important). There-
fore to achieve scalability under the insertion and dele-
tion of queries combined scheme works best. Under this
scheme, both a Q-Index and a Velocity Constrained Index
are maintained. Continuous queries are evaluated incre-
mentally using the Q-index and the SafeRect optimization.
The Velocity Constrained Index is periodically refreshed,
and less periodically rebuilt (e. g. when the refresh is inef-
fective in reducing the cost). New queries are processed
using the VCI. At an appropriate time (e. g. when the num-
ber of queries being handled by VCI becomes large) all
the queries being processed through VCI are transferred to
the Query Index in a single step. As long as not too many
new queries arrive at a given time, this solution offers scal-
able performance that is orders of magnitude better than
the traditional approaches.

Key Applications

Mobile electronic devices that are able to connect to the
Internet have become common. In addition, to being con-
nected, many devices are also able to determine the geo-
graphical location of the device through the use of global
positioning systems, and wireless and cellular telephone
technologies. This combined ability enables new location-
based services, including location and mobile commerce
(L- and M-commerce). Current location-aware services
allow proximity-based queries including map viewing and
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navigation, driving directions, searches for hotels and
restaurants, and weather and traffic information.
These technologies are the foundation for pervasive
location-aware environments and services. Such services
have the potential to improve the quality of life by adding
location-awareness to virtually all objects of interest such
as humans, cars, laptops, eyeglasses, canes, desktops,
pets, wild animals, bicycles, and buildings. Applications
can range from proximity-based queries on non-mobile
objects, locating lost or stolen objects, tracing small chil-
dren, helping the visually challenged to navigate, locate,
and identify objects around them, and to automatically
annotating objects online in a video or a camera shot.
Another example of the importance of location informa-
tion is the Enhanced 911 (E911) standard. The standard
provides wireless users the same level of emergency 911
support as wireline callers.

Future Directions

Natural extensions of these techniques are to support other
types of important continuous queries including nearest-
neighbor and density queries. Query indexing can easily
be extended for these types of queries too. More generally,
there are many instances where it is necessary to efficiently
maintain an index over data that is rapidly evolving. A pri-
mary example is sensor databases. For the applications too,
query indexing can be an effective tool.
An important area for future research is the development
of index structures that can handle frequent updates to
data. Traditionally, index structures have been built with
the assumption that updates are not as frequent as queries.
Thus, the optimization decisions (for example, the split
criteria for R-trees) are made with query performance in
mind. However, for high-update environments, these deci-
sions need to be revisited.
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Definition

Indexing schemes are generally data structures that are
used to keep track of moving objects whose positions are
functions of time. Most of the work in this area is described
in the external memory model, as the number of mobile
objects in the database is assumed to be very large. The
objective is to allow for efficient answering of queries that
usually involve the current and the predicted future posi-
tions of the objects. The main challenges in this case, as
compared to the case of static objects, are

(i) Large number of updates: in the static case, usual-
ly the number of queries is the dominating factor.
With moving objects, storing the continuously chang-
ing locations directly in the database becomes infea-
sible, considering the prohibitively large number of
updates.

(ii) Queries about the future are allowed: this requires
that the future positions of the objects be predicted
somehow based on the current information and the
accuracy of this prediction affects the accuracy of the
query results.

(iii) Frequent optimization overhead: due to the mobility
of the objects, an index optimized to give good query
performance on these objects at a certain time might
not be good later on. This means that optimization has
to be carried out more frequently.

One commonly used solution to (i) is to abstract each
object’s location as a function of time, which will be stored
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in the database and update the database only when the
function’s parameters change. A typical solution to (ii) is
to assume that objects are moving with constant speed,
and issue an update only when their speeds change. More
generally, sampling can be used to obtain the positions
of each object at certain points in time, and interpola-
tion/extrapolation can be used to predict the locations of
the object in between the sample points or at some time
in the future. To solve (iii), indexing mechanisms often
employ the notion of an index lifetime, which is the time
interval during which the index is designed to give good
performance. At the end of this period, the index is rebuilt
and the optimization procedure is again applied in order to
guarantee good performance for the next period.

Scientific Fundamentals

Model

In the most general setting, consider a database D of
N objects moving in d-dimensional space, and assume
that the position of object o ∈ D at time t is given by
o.y(t) = (o.y1(t), . . . , o.yd(t)) ∈ �d. Most of the known
work assumes that each object moves along a straight
line, justified by the fact that non-linear functions can be
approximated accurately enough by connected straight line
segments. In such a case, the position of the object is
determined by its initial location o.a = o.y(tref), mea-
sured at some reference time tref (usually the time of last
update), and its velocity vector o.v = (o.v1, . . . , o.vd), i. e.,
o.y(t) = o.a + o.v(t − tref), for t ≥ tref.
Let B be the disk page size, i. e., the number of units of data
that can be processed in a single I/O operation. In the stan-
dard external memory model of computation, the efficien-
cy of an algorithm is measured in terms of the number of
I/O’s required to perform an operation. If N is the number
of mobile objects in the database and K is the number of
objects reported in a given query, then the minimum num-

ber of pages to store the database is n
def= (N

B ) and the min-

imum number of I/O’s to report the answer is k
def= (K

B ).
Thus, the time and space complexity of a given algorithm,
under such a model, is measured in terms of parameters n
and k.

Typical Queries

The following types of queries have been considered in the
literature:
Q1 (Window query). Given an axis-parallel hyper-
rectangular query region determined by the two corner
points y′, y′′ ∈ �d and two time instants t′, t′′, report all
objects o ∈ D which cross the region at some instant
between t′ and t′′, i. e., for which y′ ≤ o.y(t) ≤ y′′, for

some t′ ≤ t ≤ t′′. When t′ = t′′, the query is sometimes
called an instantaneous or timeslice query.
Q2 (Moving query). Here, the query region is a function
of time. For instance, consider a generalization of query
Q1, where the corner points y′, y′′ vary linearly with time,
i. e., y′(t)= y′0 + v′t and y′′(t)= y′′0 + v′′t, for some con-
stant vectors y′0, y′′0 , v′, v′′ ∈ �d. The requirement is to
report all objects o ∈ D for which y′(t) ≤ o.y(t) ≤ y′′(t),
for some time t in a specified interval [t′, t′′].
Q3 (Proximity query). Given a set of m moving objects
O1,. . . , Om, with motion functions yi(t), for i= 1,. . . , m,
and two time instants t′, t′′, report all objects o ∈ D that
will become within a distance δi from (i. e., will cross the
neighborhood of) some object Oi, i= 1,. . . , m, in the spec-
ified time interval, i. e., for which d(o.y(t), yi(t)) ≤ δi for
some i∈ {1,. . . , m}, and some t′ ≤ t ≤ t′′, where d(·,·) is
the Euclidean distance.
Q4 (Approximate nearest neighbor query). Given a point
p ∈ �d, and a time instant t′, report the δ-approximate
nearest neighbor of p in D at time t′, i. e., an object o ∈
D, such that d(o.y(t′), p) ≤ (1 + δ)mino′∈D d(o′ .y(t′), p).
When δ = 0, it is required to report the nearest neighbor
exactly. One may also ask for the approximate (or exact)
k-nearest neighbors of the given point p at t′.
Figure 1 gives examples for these queries. It is assumed
that all time instants t′, t′′ above are at least as large as the
current time, i. e., the queries concern the current or future
locations of the objects.

Indexing Techniques

Many indices have been recently proposed for indexing
moving objects. These techniques can be generally clas-
sified into three categories according to the type of mov-
ing objects’ representation on which they work. Examples
of each are given here. Additionally, the reader is referred
to [9] and the references therein for a more extensive sur-
vey.

1. Explicit Space-Time Representation This is the
most straightforward representation. It does not assume
linearity of the objects’ trajectories. It works by viewing
the trajectories of the objects as static objects in the (d + 1)-
dimensional space obtained by adding the time as an addi-
tional coordinate. Then, any spatial access method, such
as quad-trees, R-trees or its variants, can be used to index
these trajectories. There is a number of solutions proposed
in the literature that belong to this category:

Quad-Tree Based Approach [13]: The 2-dimension-
al distance-time space (assuming 1-dimensional moving
objects) is partitioned into four equal-sized quadrants, each
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Indexing Schemes for Multi-dimensional Moving Objects, Figure 1 The four types of queries Q1,. . . , Q4

of which is partitioned recursively as in the normal quad-
tree construction. However, in contrast to the static case,
the information about a moving object is stored in every
quadrant its trajectory crosses, and this continues recur-
sively until a small number of objects, say at most B, is
left in every quadrant. This clearly generalizes to high-
er dimensions. An obvious drawback is that an object is
stored in the index many times, which implies both a large
update overhead and a large storage requirement.

R-Tree and Variants A different approach is to approxi-
mate each trajectory by its minimum bounding rectangle
(MBR), which is then indexed using an R-tree, or an R*-
tree (see e. g., [2]). However, an MBR assigns a trajecto-
ry a much larger area than it really occupies, resulting in
what is called large dead-space. In addition, the data will
be skewed since all trajectories have the same end time val-
ue. As a result, these indices usually suffer from excessive
overlap between their nodes, eventually leading to poor
query performance.
Furthermore, there is a problem in both of the above
approaches: at the current time, the trajectories are
assumed to extend to infinity. Thus, in order to be able to
apply the above techniques, it is necessary to truncate the
trajectories at some point in time. One solution is to parti-
tion the time dimension into “sessions” of a given length
and keep a separate index for each session. However, this
again introduces problems for updates and storage.
Obviously, these methods can be used to handle any
query type for which spatial access methods are applica-
ble [4,7,12,13,14].

2. Implicit Space-Time (Or Time Parameterized Space)
Representation The objects’ trajectories are represented
as functions of time, which means, for instance, that only
the speed and initial location vectors are stored in case of
linear motion. The indexing is done with respect to the

original spacial coordinates, but the index itself is made
dependent on time.
Perhaps the most notable approaches in this category are
the following:

Time Parameterized R-Trees (TPR Trees) of [14]: Here,
the underlying structure is a usual R-tree, but one in which
the minimum bounding rectangles are replaced by the so-
called conservative bounding rectangles. Each such rect-
angle grows with time: at time tref, the rectangle is a min-
imum bounding rectangle for all moving objects enclosed
inside it and continues to be a bounding rectangle for these
objects (but not necessarily minimum) at any time t ≥ tref.
This is achieved by making the lower and upper bounds
of the rectangle move, respectively, with the minimum
and maximum speeds of the enclosed objects. Formally,
assuming linear motion, a bounding rectangle enclosing
a subset of moving objects O′ ⊆ D is determined by
its lower and upper bounds, given respectively by L(t) =
amin+vmin(t−tref) and U(t) = amax+vmax(t−tref), where
the i-th components of amin and vmin are given respective-
ly by min{o.yi(tref) : o ∈ O′} and min{o.vi : o ∈ O′},
for i= 1,. . . , d, and amax and vmax are defined similar-
ly; see Fig. 3 for an illustration in the 1-dimensional case.
As time passes, the parametrized rectangles may grow too
much, thus affecting performance. To alleviate this prob-
lem, the rectangles are recomputed after a certain period
of time, or when an object more enclosed in the rectangle
is updated (this is called “tightening”); see Fig. 2a. Queries
of types Q1 and Q2 can be answered by applying the stan-
dard R-tree query processing procedure. The difference is
that, in this case, at each node of the tree, two time parame-
terized rectangles have to be checked for intersection. This
can be done using a polyhedron-polyhedron intersection.
However, a more direct procedure that takes advantage of
the fact that these polyhedra are parameterized rectangles
is given in [14]. Heuristics for packing the objects into
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Indexing Schemes for Multi-dimensional Moving
Objects, Figure 2 The TPR and Bx -trees: a The
TPR-tree for the four objects at time t1 and the tight-
ened tree at t2. b The Bx -tree: the small square
represents the query region at the time the query is
issued, while the large one represents the expand-
ed query region (at t ref); solid circles represent the
locations of objects at t ref and hollow circles rep-
resent the locations at the query time. The hollow
circle at the bottom-right corner of the large square
is a false hit

the nodes of a TPR-tree follow the corresponding ones for
the regular R*-tree [2], with the exception that the mea-
sure function (e. g., total volume of bounding rectangles,
or overlap among them) is now a function of time whose
integration over the lifetime of the index is to be mini-
mized. In [11], an index called the STAR-tree was suggest-
ed to reduce the problem of frequent tightening by using
some geometric ideas to compute tighter bounding rectan-
gles than the conservative ones. This index is self-adjusting
in the sense that no explicit tightening is needed (though at
the cost of extra space requirement).

Bx-Tree and Its Variants Another approach used in [6] is
to map the data into a 1-dimensional space and then use
any 1-dimensional indexing structure, such as B+-trees.
In the Bx-tree approach, the time coordinate is partitioned
into intervals, each of equal size to some upper bound �
on the duration between two consecutive updates of any
object’s location. Each such interval is further partitioned
into f phases for some integer f > 0. This way an object
at most belongs to one of the phases at any given time.
A B+-tree is used to index the objects in each phase,
where the keys are obtained by mapping the objects into
a 1-dimensional space using a space-filling curve. More
specifically, the d-dimensional data space is partitioned
into a uniform grid whose cells are traversed using some
space-filling curve; see Fig. 2b for an example using the
Hilbert curve. This way each object is assigned a 1-dimen-
sional key computed by concatenating its phase number
and its space-filling-curve value, with the latter being com-
puted using the location of the object at the start time tref
of the phase. A query issued at time t ≥ tref is expanded
conservatively using the minimum and maximum speeds
of (all or a subset of) the objects to guarantee that all
objects satisfying the query at the current time are report-
ed. This may result in some false positives which can be
removed in a post-processing step. Additionally, [6] sug-
gested to reduce the number of false positives by main-
taining a histogram of extremum speeds of objects in each

grid cell. Depending on which extremum speeds are used
for expanding the query range, different strategies can be
obtained. For instance, in an iterative approach, one can
start using the global extremum velocities to obtain an ini-
tial expanded region. Then the extremum velocities among
the cells intersecting this region are used to get a refined
expansion and so on. This technique has been used in [6]
to answer queries of type Q1, Q2, and Q4.

Achieving Logarithmic Query Time It should also be
mentioned that if space is not an issue and is allowed to
increase non-linearly with n, then logarithmic query time
can be achieved; see, e. g., [7] and the kinetic range trees
of [1].

3. Dual Space-Time Representation An alternative
approach, assuming the objects are moving along linear
trajectories, is to first map the objects into some duali-
ty space (see e. g., [5,7]) and then use some method to
index the objects in this new space. The idea is to use
a transformation under which the query answering prob-
lem reduces to a simplex, or more generally to a polyhedral
range searching problem for which efficient indexing tech-
niques are already known. One commonly used transfor-
mation is to map each d-dimensional object with velocity
vector v and initial location a into a 2d-dimensional point
(v, a) (this is called the Hough-X transform in [5]). Giv-
en a query, say of type Q1, the corresponding query region
in the dual space can be obtained by eliminating the time
variable t from the set of constraints defining Q1 using, for
example, the Fourier-Motzkin elimination method (see [3]
for more details). For example, for the 1-dimensional ver-
sion of query Q1, under the existence of lower and upper
bounds vmin ≤ |v|≤ vmax and amin ≤ a≤ amax, the query
region in the dual space becomes a (possibly) truncated
trapezoid [7] (see Fig. 3). Hence, to retrieve all objects
that pass between y′ and y′′ within the time interval [t′, t′′],
one needs to report all the points that lie inside the shaded
trapezoid in Fig. 3b.
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Indexing Schemes for Multi-dimensional Moving Objects, Figure 3 a Query Q1 in native space. b Q1 in Dual space. c Partitioning the dual query
region for the MB-index

However, this does not generalize immediately to higher
dimensions: if the above transform is used, query Q1 trans-
forms into a 2d-dimensional region, bounded by a mix of
linear and quadratic constraints [3]. This poses a prob-
lem since most currently known indexing techniques are
designed to deal with polyhedral query regions, i. e., those
that are described with linear constraints. One solution
is to approximate the dual query region by the minimum
bounding rectangle or by some other polyhedron, and add
a post-processing step to filter out the objects not satisfy-
ing the query. Another solution, suggested in [3], is to use
an alternative duality transformation which maps an object
with velocity vector v= (v1,. . . , vd) and initial location
a= (a1,. . . , ad) to a 2d-dimensional point (u, w), where

ui
def=1/vi and wi

def=ai/vi, for i= 1,. . . , d (this is a variant
of the so-called Hough-Y transform in [5]). For vi > 0, this
gives a one-to-one correspondence between (vi, ai) and (ui,
wi). With such a transformation, query regions of type Q1
and Q2 become 2d-dimensional polyhedra.

Indices With Proved Bounds on the Query Time The sim-
plex range reporting problem has a rich background in the
computational geometry literature. In particular, extend-
ing a known bound for main-memory range searching, [7]
showed that simplex reporting in d-dimensions using only
O(n) disk blocks requires �(n1− 1/d + k) I/O’s. In [8], an
almost optimal main memory algorithm for simplex range
searching is given using partition trees. Given a static
set of N points in d-dimensions and an O(N) memory
space, this technique answers any simplex range query
in O(N1− 1/d + ε + K) time after an O(N log N) preprocess-
ing time for any constant ε > 0. This has been adapted to
the external memory model in [1,7], showing that a set
of N points in two dimensions can be preprocessed in
O(N log Bn) I/O’s using O(n) blocks as an external par-
tition tree. Using such a structure, simplex range queries

can be answered in O(n1/2 + ε + k) I/O’s while insertions
and deletions can each be supported in amortized expected
O(log2

Bn) I/O’s.
Briefly, a partition tree is a structure that represents a set
of points in the Euclidean space; the root of the tree repre-
sents the whole set of points and the children of each node
represent a balanced simplicial partitioning of the points
represented by the parent node. A balanced simplicial par-
titioning of a point set S is a set of pairs {(S1,�1),. . . ,
(Sr ,�r)}, where S1,. . . , Sr form a partition of S, |Si|≤ 2|Sj|,
for all 1≤ i, j≤ r, and each �i is a simplex containing
all the points in Si. To guarantee efficient query perfor-
mance, any straight line must cross at most O(

√
r) of

the r simplices. Such partitioning can be constructed in
O(nr) I/O’s [8]. In order to answer a simplex range query,
one starts at the root. If a simplex lies entirely inside the
query region, all the points in such a simplex are report-
ed. If the simplex is not intersecting the query region,
the simplex is discarded, otherwise the search is contin-
ued recursively with the children of the node represent-
ing this simplex. Combining the above duality transfor-
mation with partition trees, as suggested in [7], the 1-
dimensional version of Q1 (thereby mapped to a 2-dimen-
sional dual space) can be answered in O(n1/2 + ε) I/O’s
using O(n) disk blocks. For the d-dimensional version
of Q1, this technique would map the objects into a 2d-
dimensional dual space, and therefore answer such queries
in O(n1− 1/2d + ε + k) I/O’s. In [1], another variant was sug-
gested and yielded asymptotically better bounds for small
dimensions by using multilevel partition trees. In par-
ticular, the asymptotic query time remains O(n1/2 + ε + k)
I/O’s (assuming constant dimension), but the constant of
proportionality increases exponentially with dimension.
However, the hidden constant in the query search time
of these techniques becomes large if a small ε is cho-
sen.
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Spatial Access Methods For more practical techniques,
a spatial access method [4] may be used in the dual space.
Although all such methods were originally designed to
address orthogonal range queries (i. e., queries expressed
as multi-dimensional hyper-rectangles), most of them can
be easily modified to handle non-orthogonal queries. Note
that the use of R*-trees in the dual space is equivalent to
using a TPR-tree in the native space without tightening.
Another approach, called STRIPES, which uses quad-trees
in the dual space was suggested in [10].

Approximating the Query Region Another practical
approach is based on the idea of approximating the query
region in the dual space. This may result in some of the
points (called false hits) not lying inside the original query
region being processed before being excluded. For the 1-
dimensional case of Q1, [7] suggested the use of a rectan-
gle for approximating the query region. In order to reduce
the number of false hits, the coordinates of the objects in
the original space are measured from c different “obser-
vation points”, and c-indices are maintained correspond-
ing to these points. It follows that, using this technique,
such queries can be answered using O(logBn + f + k) I/O’s,
where f is the number of I/O’s resulting from false hits.
Assuming uniformly distributed data, f can be bounded by
n/c on the average. However, this approach uses O(cn) disk
blocks. Under non-uniform distributions of the parameters
of the objects, c has to be large in order to reduce the num-
ber of false hits. In the MB-index of [3], the query region is
approximated by partitioning the d-dimensional dual space
into disjoint rectangular regions and using a B+-tree to
index the points in each region. In more details, this can
be done by fixing one dimension, say the d-th dimension,
and splitting the data points in each of the other dimen-
sions i= 1, · · · , d − 1, using s (d − 1)-dimensional hyper-
planes perpendicular to the i-th dimension. Given a query
region Q in the native space, the index is searched by
first transforming the query region into one or more poly-
hedra in the dual space and then intersecting each such
polyhedron with the sd− 1 hyper-rectangular regions. The
intersection defines sd − 1 conservative lower and upper
bounds on the d-th dimension, (see Fig. 3c), each of which
is then used to search the corresponding B+-tree. Final-
ly, the resulting candidate answers are scanned to elim-
inate the false hits. By selecting s and the boundaries
of each region appropriately, the number of false hits
can be bounded. In particular, the 1-dimensional case of
Q1 can be answered on the average, assuming velocities
and initial locations of objects are statistically indepen-
dent (but not necessarily uniform), in O(

√
n logB n + k)

I/O’s, with an amortized O(logB n) I/O’s per update, using
O(n) disk blocks. This can be generalized to queries of

type Q2 and Q3, and also for higher dimensional versions
of Q1.

Key Applications

Transportation Industry

Recent progress in wireless communication technologies
and geographical positioning systems (GPS) has made it
possible, and relatively cheap, to connect moving vehi-
cles to company databases. Being able to answer queries
about these moving vehicles is one of the main motiva-
tions to build such databases, and efficient indexing tech-
niques are important. For instance, for a database repre-
senting the location of taxi-cabs, a typical query may be:
retrieve all free cabs that are currently within one mile of
a given location, or retrieve the k nearest cabs (Q1 or Q4
queries). For a trucking company database, a typical query
may be: retrieve all trucks that will be within one mile of
a given truck (which needs assistance) within a certain time
period (type Q3 query).

Air-Traffic Control and Digital Battlefield

With the recently increased issues of safety and security,
it is desirable to monitor all commercial aircrafts flying
across the country at any given time. A database with this
information can be queried, for instance, for all aircrafts
that will approach a given region at a given point in time.
The region could be either static or moving, or it could
be one or more other aircrafts. This gives rise to queries
of types Q1, Q2 or Q3. Similar queries may also arise in
digital battlefields in military applications.

Mobile Communication Systems

The use of mobile phones, palmtop computers, and smart
cards has drastically increased recently. These usually
work in a client-server model in which the servers are fixed
base stations and the clients are the mobile devices. From
the server point of view, it is useful for improving the qual-
ity of service to be able to predict either the number or the
set of mobile devices that will approach the neighborhood
of a given base station in a given time period.

Future Directions

Future work can address extensions of the existing meth-
ods to other types of queries; for instance, proximity
queries of type Q3 in higher dimensions. More techniques
handling non-linear motion are of great interest. From the
theoretical point of view, lower and upper bounds on the
indexing problem, for d ≥ 2, are still open. Another direc-
tion is to design practical indices with theoretically proved
upper bounds, on the average, as was done preliminarily
in [1,3].
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Synonyms

Access structures for spatial constraint databases

Definition

Indexing structures are data structures used in computer
science to store data. Indexing structures are closely asso-
ciated with indexing methods or indexing algorithms that
describe how to use the indexing structures correctly and
efficiently to retrieve data, to insert data, or to modify or
update data.

Main Text

Sometimes retrieval only means checking whether a giv-
en record is in the indexing structure or not. In this case
only a “yes” or “no” answer needs to be returned. How-
ever, the retrieval of data is usually done on an associa-
tive basis, that is, a complex data with multiple compo-
nents is to be retrieved based on one or more compo-
nents that are given. For example, from an index structure
of customer records, one may want to retrieve all those
customer records which contain the street name “Apple
Street.” There are more sophisticated retrieval problems
where instead of exact match between the records and the
given information, a comparison or an approximate match
is required. For example, retrieve the records of those cus-
tomers who live within a mile from a specific store loca-
tion, or retrieve the records of those customer(s) who live
closest to the store location.
Sometimes the goal of retrieval is not simply to retrieve the
records themselves but to retrieve some aggregate infor-
mation or statistics of the relevant records. For example,
one may be interested in the number of customers who live
within a mile from a specific store location. This is called
a Count query. Another example is finding the maximum
number of airplanes that are within the airspace surround-
ing an airport at any given time. This is called a Max-Count
query. When precise answers cannot be efficiently com-
puted for Count or Max-Count aggregations, then it may
be possible to develop algorithms that efficiently estimate
their values.
When static spatial objects need to be indexed, then index-
ing spatial constraint databases can be done similarly to
indexing spatial data or GIS data. However, for indexing
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changing maps or moving objects, then the indexing struc-
tures are are more specialized. Cai and Revesz [2] extend
the R-tree spatial data indexing structure to a parametric
R-tree data structure that uses t as a temporal parameter
to index moving objects. Revesz and Chen [3,5] describe
count and max-count aggregation algorithms for moving
objects. These have been extended with better estimation
of Count and Max-Count in [1,4].

Cross References

� Constraint Databases, Spatial
� MLPQ Spatial Constraint Database System
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Synonyms

Spatio-temporal index structures; Moving objects; Life-
time; Evolution; Indexing, native-space; Indexing, para-
metric space; Index, R-tree; Index, MVR-tree

Definition

Consider a number of objects moving continuously on a
2-dimensional universe over some time interval. Given the
complete archive of the spatio-temporal evolution of these

Indexing Spatio-temporal Archives, Figure 1 A spatio-temporal evolu-
tion of moving objects

objects, we would like to build appropriate index structures
for answering range and nearest neighbor queries efficient-
ly. For example: “Find all objects that appeared inside area
S during time-interval [t1, t2) ” and “Find the object nearest
to point P at time t”.
Consider the spatio-temporal evolution appearing in Fig. 1.
The X and Y axes represent the plane while the T axis
corresponds to the time dimension. At time 1 objects o1
(a point) and o2 (a region) appear. At time 2, object o3
appears, while o1 moves to a new position and o2 shrinks.
Object o1 moves again at times 4 and 5; o2 continues to
shrink and disappears at time 5. Based on its behavior
in the spatio-temporal evolution, each object is assigned
a record with a lifetime interval [ti, tj) according to when
an object first appeared and disappeared. For example, the
lifetime of o2 is L2 = [1, 5). A spatio-temporal archive that
stores the detailed evolution of the 2-dimensional universe
consists of the complete update history of all the objects.
A range query is also illustrated in the same figure: “Find
all objects that appeared inside area Q at time 3”; only
object o1 satisfies this query. A variety of spatio-tempo-
ral and multi-dimensional index structures like the R-tree
and its variants [11] can be used for indexing the spatio-
temporal archive for the purpose of answering range and
nearest neighbor queries. Nevertheless, given the special
role that the temporal dimension plays in a spatio-tempo-
ral archive, it is possible to design methods and algorithms
that can significantly improve upon existing approaches.

Historical Background

Due to the widespread use of sensor devices, mobile
devices, video cameras, etc., large quantities of spatio-
temporal data are produced everyday. Examples of appli-
cations that generate such data include intelligent trans-
portation systems (monitoring cars moving on road net-
works), satellite and GIS analysis systems (evolution of
forest boundaries, fires, weather phenomena), cellular net-
work applications, video surveillance systems, and more.
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Given the massive space requirements of spatio-temporal
datasets it is crucial to develop methods that enable effi-
cient spatio-temporal query processing. As a result, a num-
ber of new index methods for spatio-temporal data have
been developed. They can be divided in two major cate-
gories: Approaches that optimize queries about the future
positions of spatio-temporal objects (including continuous
queries on the location of moving objects), and those that
optimize historical queries, i. e., queries about past states
of the spatio-temporal evolution. This article concentrates
on historical queries.
Güting et al. [10] discussed the fundamental concepts of
indexing spatio-temporal objects. Kollios et al. [15] pre-
sented methods for indexing the history of spatial objects
that move with linear functions of time. The present article
is an extension of this work for arbitrary movement func-
tions. Porkaew et al. [22] proposed techniques for index-
ing moving points that follow trajectories that are combi-
nations of piecewise functions. Two approaches were pre-
sented: The Native Space Indexing, where a 3-dimensional
R-tree was used to index individual segments of the move-
ment using one MBR per segment (what was referred to
in this article as the piecewise approach), and the Para-
metric Space Indexing, which uses the coefficients of the
movement functions of the trajectories to index the objects
in a dual space (where only linear functions can be sup-
ported by this approach), augmented by the time-interval
during which these movement parameters were valid, in
order to be able to answer historical queries. A similar
idea was used by Cai and Revesz [4]. The present work
indexes the trajectories in the native space—being able
to support arbitrary movement functions—and is clearly
more robust than the piecewise approach in terms of select-
ing a query-efficiency vs. space tradeoff. Aggarwal and
Agrawal [1] concentrated on nearest neighbor queries and
presented a method for indexing trajectories with a spe-
cial convex hull property in a way that guarantees query
correctness in a parametric space. This approach is limit-
ed to specific classes of object trajectories and is target-
ed for nearest neighbor queries only. Pfoser et al. [21]
introduced the TB-tree which is an indexing method for
efficient execution of navigation and historical trajectory
queries. TB-trees are optimized for trajectory preservation,
targeting queries that need the complete trajectory infor-
mation to be retrieved in order to be evaluated, in contrast
to conventional range and nearest neighbor queries that
need to acquire only partial information. Finally, Zhu et al.
[27] proposed the Octagon-Prism tree which indexes tra-
jectories by using octagon approximations. The Octagon-
Prism tree is mostly related to the TB-tree.
A number of techniques for approximating 1-dimensional
sequences have appeared in time-series research. Faloutsos

et al. [9] presented a sliding window technique for group-
ing streaming values into sets of MBRs in order to approx-
imate the time series and reduce the size of the representa-
tion. Keogh et al. [13] presented similar algorithms to the
ones discussed here for segmenting time-series consisting
of piecewise linear segments in an on-line fashion.
The problem of approximating piecewise linear 2-dimen-
sional curves is of great importance in computer graph-
ics and has received a lot of attention from the field of
computational geometry as well, for at least the past thir-
ty years. Kolesnikov [14] presents a concise analysis of all
the algorithms that have been proposed in the past, includ-
ing dynamic programming and greedy solutions like the
ones discussed here. The pivotal work on this problem
was introduced by Douglas and Peucker [6] and Pavlidis
and Horovitz [20]. The work in [12] exploited these algo-
rithms in 3-dimensional spaces and also introduced new
algorithms for distributing a number of MBRs to a set of
3-dimensional curves.
Methods that can be used to index static spatio-tem-
poral datasets include [5,15,18,23,24,25]. Most of these
approaches are based either on the overlapping [3] or on
the multi-version approach for transforming a spatial struc-
ture into a partially persistent one [2,7,17,26].

Scientific Fundamentals

Preliminaries

Indexing Alternatives for Spatio-temporal Archives
The straightforward solution for this problem is to use
any multi-dimensional index structure, like the R-tree and
its variants [11]. An R-tree would approximate the whole
spatio-temporal evolution of an object with one Minimum
Bounding Region (MBR) that tightly encloses all the loca-
tions occupied by the object during its lifetime. While sim-
ple to deploy, simplistic MBR approximations introduce
a lot of empty volume, since objects that have long life-
times correspond to very large MBRs. This, in turn, intro-
duces excessive overlapping between the index nodes of
the tree and, therefore, leads to decreased query perfor-
mance.
A better approach for indexing a spatio-temporal archive is
to use a multi-version index, like the MVR-tree [8,17,26].
This index “logically” stores all the past states of the data
evolution and allows updates only to the most recent state.
The MVR-tree divides long-lived objects into smaller, bet-
ter manageable intervals by introducing a number of object
copies. A historical query is directed to the exact state
acquired by the structure at the time that the query refers
to; hence, the cost of answering the query is proportional
only to the number of objects that the structure contained
at that time. The MVR-tree is an improvement over the
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straightforward R-tree approach, especially for short time-
interval queries, since the individual parts of the MVR-tree
corresponding to different versions of the data that will
be accessed for answering a historical query are more
compact than an R-tree that indexes the whole evolution.
However, there is still space for substantial improvement.
Object clustering performed by the multi-version structure
is affected by both the length of the lifetime of the objects
and their spatial properties. By using rough MBR approx-
imations with the multi-version structure we take advan-
tage of the temporal dimension of the data only and not
their spatial characteristics. Given that the spatio-temporal
archive is available before building the index, it is possible
to further improve index quality by creating finer object
approximations that take into account the spatial dimen-
sions as well.
A number of algorithms can be applied on any spatio-tem-
poral archive as a preprocessing step in order to improve
index quality and, hence, query performance. These algo-
rithms produce finer object approximations that limit emp-
ty volume and index node overlapping. Given N object tra-
jectories the input to the algorithms are N MBRs, one per
object trajectory. The output is K MBRs (typically K =
O(N)) that approximate the original objects more accurate-
ly. Some of the N original MBRs may still be among the
resulting K (for objects for which no better approximation
was needed to be performed), while others will be split
into sets of smaller, consecutive in time MBRs. The result-
ing MBRs will then be indexed with the aim of answer-
ing historical queries efficiently. Using these algorithms
in combination with normal indexing techniques like the
R-tree will not yield any improvements. Motivated by the
query cost formula introduced by Pagel et al. [19] which
states that the query performance of any MBR based index
structure is directly proportional to the total volume, the
total surface and the total number of indexed objects, it is
argued that the proposed algorithms will benefit mostly the
multi-version approach. This is due to the fact that intro-
ducing finer object approximations in the R-tree decreas-
es the total volume of tree nodes but, at the same time,
increases the total number of indexed objects, ripping off
all benefits. On the other hand, in the MVR-tree the num-
ber of alive objects per time-instant remains constant inde-
pendent of the number of MBRs used to approximate the
objects, and this fact constitutes the biggest advantage of
the multi-version approach.

Spatio-temporal Object Representation Object move-
ments on a 2-dimensional plane can be modeled using var-
ious representations. Most applications represent a mov-
ing object as a collection of locations sampled every
few seconds: The object movement is a set of tuples

{〈t1, p1〉, . . . , 〈tn, pn〉}. Another common assumption is that
objects follow linear or piecewise linear trajectories. An
object movement is then represented by a set of tuples
{〈[t1, ti), fx1(t), fy1 (t)〉, . . . , 〈[tj, tn), fxn(t), fyn (t)〉}, where t1
is the object insertion time, tn is the object deletion time,
ti, . . . , tj are the intermediate time instants when the move-
ment of the object changes characteristics and fxi , fyi : � →
� are the corresponding linear functions. In general, the
time-interval between two object updates is arbitrary,
meaning that for any two consecutive time-instants ti, tj
the corresponding time-interval [ti, tj] can have an arbitrary
length. In the degenerate case, the object can be represent-
ed by one movement function per time-instant of its life-
time. If objects follow complex non-linear movements this
approach becomes inefficient as it requires a large num-
ber of linear segments in order to accurately represent the
movement. A better approach is to describe movements by
using combinations of more general functions. All these
approaches can be easily extended for higher dimensional-
ity.
Regardless of the preferred representation, an object can
always be perceived as the collection of the locations
it occupied in space for every time-instant of its life-
time. This exact representation is clearly the most accurate
description of the object’s movement that can be attained
but, at the same time, it has excessive space require-
ments. Nevertheless, it is amenable to substantial com-
pression. Given a space constraint or a desired approxima-
tion accuracy, one can derive various approximations of
a spatio-temporal object. On the one extreme, the object
can be approximated with a single MBR—a 3-dimen-
sional box whose height corresponds to the object’s life-
time interval and its base to the tightest 2-dimensional
MBR that encloses all locations occupied by the object
(in the rest, this representation is referred to as the sin-
gle MBR approximation). This simplistic approximation
introduces unnecessary empty volume. For example, in
Fig. 2a point starts at time 1 from the lower left corner of
the plane and follows an irregular movement. It is evident
that approximating the point’s movement with a single
MBR introduces too much empty volume (but the space
requirements of this approximation are only the two end-
points of the single MBR). A similar example is shown
in Fig. 2b where a point moves in circles. On the oth-
er extreme, the exact representation is equivalent to keep-
ing one point per time instant of the object’s lifetime (for
a total of nine points in Fig. 2a and b). This representa-
tion yields the maximum reduction in empty volume, but
also the maximum number of required points, increasing
space consumption substantially. Note that these figures
depict a moving point for simplicity. In general, objects
that have extents that vary over time would require one
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Indexing Spatio-temporal
Archives, Figure 2 Single
MBR approximations. a An irreg-
ular movement, b a circular
movement

Indexing Spatio-temporal
Archives, Figure 3 Multiple
MBR approximations. a An irreg-
ular movement, b a circular
movement

MBR, instead of one point, per time instant of their life-
time.
Alternatively, spatio-temporal objects can be represented
using multiple MBRs per object, which is a compromise
in terms of approximation quality and space requirements.
For example, in Fig. 3a and b two smaller MBRs are used
to represent each trajectory. It is obvious that the addition-
al MBRs increase the representation’s space requirements.
It is also apparent that there are many different ways to
decompose a trajectory into consecutive MBRs, each one
yielding different reduction in empty volume. Given a tra-
jectory and a space constraint (imposed as a limit on the
total number of MBRs), an interesting problem is to find
the set of MBRs that produces the best approximation pos-
sible, given some optimality criterion (for instance, the
minimization of the total volume of the representation).
Notice that, it is not clear by simple inspection which are
the best two MBRs for optimally reducing the total vol-
ume of the representation of the object depicted in Fig. 3b.
Finding the optimal K MBRs for a given object trajectory
is a difficult problem. Moreover, assume that we are giv-
en a set of trajectories and a space constraint (as a total
number of MBRs). Another interesting problem is how to

decide which objects need to be approximated more accu-
rately than others (i. e., which objects need to be approxi-
mated using a larger number of MBRs) given that there is
an upper-bound on the number of MBRs that can be used
overall for the whole set.

The Multi-Version R-tree This section presents the
MVR-tree, a multi-version indexing structure based on
R-trees. Since this structure is an essential component of
the proposed techniques, it is presented here in detail. Giv-
en a set of K 3-dimensional MBRs, corresponding to a total
of N < K object trajectories, we would like to index the
MBRs using the MVR-tree. The MBRs are perceived by
the tree as a set of K insertions and K deletions on 2-dimen-
sional MBRs, since the temporal dimension has a special
meaning for this structure. Essentially, an MBR with pro-
jection S on the X–Y plane and a lifetime interval equal to
[t1, t2) on the temporal dimension represents a 2-dimen-
sional MBR S that is inserted at time t1 and marked as
logically deleted at time t2.
Consider the sequence of 2 · K updates ordered by time.
MBRs are inserted/deleted from the index following this
order. Assume that an ephemeral R-tree is used to index
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the MBR projections S that appeared at t = 0. At the
next time-instant that an update occurs (a new MBR
appears or an existing MBR disappears), this R-tree is
updated by inserting/deleting the corresponding MBR. As
time proceeds, the R-tree evolves. The MVR-tree con-
ceptually stores the evolution of the above ephemeral
R-tree over time. Instead of storing a separate R-tree per
time-instant—which would result in excessive space over-
head—the MVR-tree embeds all the states of the ephemer-
al R-tree evolution into a graph structure that has lin-
ear overhead to the number of updates in the evolu-
tion.
The MVR-tree is a directed acyclic graph of nodes. More-
over, it has multiple root nodes each of which is respon-
sible for recording a consecutive part of the ephemeral
R-tree evolution (each root splits the evolution into disjoint
time-intervals). The root nodes can be accessed through
a linear array whose entries contain a time-interval and
a pointer to the tree that is responsible for that interval.
Data records in the leaf nodes of an MVR-tree maintain the
temporal evolution of the ephemeral R-tree data objects.
Each data record is thus extended to include the lifetime
of the object: insertion-time and deletion-time. Similarly,
index records in the directory nodes of an MVR-tree main-
tain the evolution of the corresponding index records of the
ephemeral R-tree and are also augmented with the same
fields.
The MVR-tree is created incrementally following the
update sequence of the evolution. Consider an update at
time t. The MVR-tree is traversed to locate the target leaf
node where the update must be applied. This step is car-
ried out by taking into account the lifetime intervals of the
index and leaf records encountered during the update. The
search visits only the records whose lifetime fields con-
tain t. After locating the target leaf node, an insertion adds
the new data record with lifetime [t,∞), and a deletion
updates the deletion-time of the corresponding data record
from ∞ to t.
With the exception of root nodes, a node is called alive for
all time instants that it contains at least B · Pv records that
have not been marked as deleted, where 0 < Pv ≤ 0.5 and
B is the node capacity. Otherwise, the node is considered
dead and it cannot accommodate any more updates. This
requirement enables clustering the objects that are alive at
a given time instant in a small number of nodes, which in
turn improves query I/O.
An update leads to a structural change if at least one new
node is created. Non-structural are those updates which
are handled within an existing node. An insertion triggers
a structural change if the target leaf node already has B
records. A deletion triggers a structural change if the target
node ends up having less than B · Pv alive records. The

former structural change is a node overflow, while the latter
is a weak version underflow [2].
Node overflow and weak version underflow require spe-
cial handling. Overflows cause a split on the target leaf
node. Splitting a node A at time t is performed by creating
a new node A′ and copying all the alive records from A to
A′. Now, node A can be considered dead after time t; any
queries that refer to times later than t will be directed to
node A′ instead of A. To avoid having a structural change
occurring too soon on node A′, the number of alive entries
that it contains when it is created should be in the range
[B · Psvu, B · Psvo], where Psvu and Psvo are predetermined
constants. This allows a constant number of non-structural
changes on A′ before a new structural change occurs. If
A′ has more than B · Psvo alive records a strong version
overflow occurs; the node will have to be key-split into two
new nodes. A key-split does not take object lifetimes into
account. Instead, it divides the entries according to their
spatial characteristics (e. g., by using the R*-tree splitting
algorithm which tries to minimize spatial overlap). On the
other hand, if A′ has less than B ·Psvu alive records a strong
version underflow occurs; the node will have to be merged
with a sibling node before it can be incorporated into the
structure (Kumar et al. [16] discuss various merging poli-
cies in detail).

Object Trajectory Approximation Algorithms

This section presents various algorithms for deciding how
to approximate the objects contained in a spatio-tempo-
ral archive in order to reduce the overall empty volume,
improve indexing quality and thus enhance query perfor-
mance. Henceforth, the optimality of an approximation is
considered only in terms of total volume reduction. The
problem can be broken up into two parts:
1. Finding optimal object approximations: Given a spatio-

temporal object and an upper limit on the number of
MBRs that can be used to approximate it, find the set
of consecutive MBRs that yield the representation with
the minimum volume.

2. Reducing the overall volume of a dataset given a space
constraint: Given a set of object trajectories and a space
constraint (or, equivalently, a maximum number of
MBRs) approximate each object with a number of
MBRs such that the overall volume of the final set of
MBRs is reduced.

Finding Optimal Object Approximations A simple
method for approximating a spatio-temporal object using
MBRs is to consider only the time instants when its move-
ment/shape is updated (e. g., the functional boundaries)
and partition the object along these points. Although, a few
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Indexing Spatio-temporal Archives, Figure 4 Approximating the object
using the three dashed MBRs yields more reduction in empty volume than
the piecewise approach

judiciously chosen MBRs are considerably more efficient
in decreasing empty volume as shown in Fig. 4 with an
example. Another way would be to let the MVR-tree split
the object trajectories at the time instants when a leaf ver-
sion split occurs. The resulting MBRs could be tightened
directly after the split by looking at the raw trajectory
data. Nevertheless, this technique would not yield the opti-
mal per object approximations, neither can it be used to
approximate some objects better than others. In addition, it
has the added cost of reading the raw trajectory data mul-
tiple times during index creation. Therefore, more sophis-
ticated approaches for finding optimal object approxima-
tions are essential.
Given a continuous time domain there are infinite num-
ber of points that can be considered as MBR boundaries.
Although, practically, for most applications a minimum
time granularity can be determined. Under this assump-
tion, an appropriate granularity can be selected according
to various object characteristics. The more agile an object
is (i. e., the more complex the object movement is), the
more detailed the time granularity that needs to be con-
sidered. On the other hand, objects that evolve very slowly
can be accurately approximated using very few MBRs and
thus a very coarse granularity in this case is sufficient. Of
course, the more detailed the granularity, the more expen-
sive the algorithms become. A good compromise between
computational cost and approximation accuracy per object
is application dependent. For ease of exposition in the
rest it is assumed that a time granularity has already been
decided for a given object. Two algorithms are presented
that can be used to find the object approximation that min-
imizes the empty volume.

An Optimal Algorithm (DYNAMICSPLIT)
Given a spatio-temporal object O evolving during the inter-
val [t0, tn) that consists of n time instants (implied by the
chosen time granularity) the goal is to find how to optimal-

Indexing Spatio-temporal Archives, Figure 5 Iteratively finding the best
representation for interval [t0 , ti ) using l MBRs

ly partition the object using k MBRs, such that the final
volume of the approximation is minimized. Let Vl[ti, tj] be
the volume of the representation corresponding to the part
of the spatio-temporal object between time instants ti and
tj after using l optimal MBRs. Then, the following holds:

Vl[t0, ti] = min
0≤j<i

{Vl−1[t0, tj] + V1[tj, ti]} .

The formula is derived as follows: Suppose that
the optimal solutions for partitioning the sub-intervals
[t0, t1), [t0, t2), . . . , [t0, ti−1) of the object using l−1 MBRs
are already known. The goal is to find the optimal solu-
tion for partitioning interval [t0, ti), using l MBRs. The
algorithm sets the (l − 1)-th MBR boundary on all pos-
sible positions j ∈ [0, 1, . . . , i − 1], dividing the object
movement into two parts: The optimal representation for
interval [t0, tj) using l − 1 MBRs, which is already known
by hypothesis, and interval [tj, ti) using only one MBR
(Fig. 5). The best solution overall is selected, which is the
optimal partition of [t0, ti) using l MBRs. These steps are
applied iteratively until the required amount of MBRs k for
the whole lifetime of the object [t0, tn) is reached.
Using the above formula a dynamic programming algo-
rithm that computes the optimal positions for k MBRs is
obtained. In addition, the total volume of this approxima-
tion is computed (value Vk[t0, tn]).

Theorem 1. Finding the optimal approximation of an
object using k MBRs (i. e., the one that minimizes the total
volume) can be achieved in O(n2k) time, where n is the
number of discrete time instants in the object’s lifetime.

A total of nk values of the array Vl[t0, ti] (1 ≤ l ≤ k, 0 ≤
i ≤ n) have to be computed. Each value in the array is the
minimum of at most n values, computed using the above
formula. The volume V1[j, i] of the object between posi-
tions j and i can be precomputed for every run i and all
values of j using O(n) space and O(n) time and thus does
not affect the time complexity of the algorithm. �

An Approximate Algorithm (GREEDYSPLIT)
The DYNAMICSPLIT algorithm is quadratic to the num-
ber of discrete time instants in the lifetime of the object.
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For objects that live for long time-intervals and for very
detailed time granularities the above algorithm is not very
efficient. A faster algorithm is based on a greedy strategy.
The idea is to start with n consecutive MBRs (the exact
representation with the given time granularity) and merge
the MBRs in a greedy fashion (Algorithm 1). The running
time of the algorithm is O(n lg n), due to the logarithmic
overhead for updating the priority queue at step 2 of the
algorithm. This algorithm gives, in general, sub-optimal
solutions.

Algorithm 1 GREEDYSPLIT

A spatio-temporal object O as a sequence of n consecutive
MBRs, one for each time-instant of the object’s lifetime.

InputOutput: A set of k MBRs that represent O’s move-
ment.
1: For 0 ≤ i < n compute the volume of the resulting

MBR after merging Oi with Oi+1. Store the results in
a priority queue.

2: Repeat n − k times: Use the priority queue to merge
the pair of consecutive MBRs that give the smallest
increase in volume. Update the priority queue with the
new (merged) MBR.

Reducing the Overall Volume of a Dataset Given
a Space Constraint It is apparent that given a set of
objects, in order to represent all of them accurately, some
objects may require only few MBRs while others might
need a much larger number. Thus, it makes sense to use
varying numbers of MBRs per object, according to individ-
ual object evolution characteristics. This section discuss-
es methods for approximating a set of N spatio-temporal
objects using a given total number of MBRs K such that
the total volume of the final object approximations is min-
imized.1 In the following, we refer to this procedure as the
MBR assignment process, implying that, given a set of K
“non-materialized” MBRs, each MBR is assigned to a spe-
cific object iteratively, such that the volume of the object
after being approximated with the extra MBR is minimized
(assuming that all objects are initially assigned only one
MBR).

An Optimal Algorithm (DYNAMICASSIGN)
Assuming that the objects are ordered from 1 to N, let
MTVl[i] be the Minimum Total Volume consumed by the
first i objects with l optimally assigned MBRs and Vk[i] be
the total volume for approximating the i-th object using k
MBRs. The following observation holds:

MTVl[i] = min
0≤k≤l

{MTVl−k[i − 1] + Vk[i]} .

1Where K is implied by some space constraint, e. g., the available
disk space.

Intuitively, the formula states that if it is known how to
optimally assign up to l − 1 MBRs to i − 1 objects, it
can be decided how to assign up to l MBRs to i objects
by considering all possible combinations of assigning one
extra MBR between the i − 1 objects and the new object.
The idea is similar to the one explained for the DYNAMIC-
SPLIT algorithm. A dynamic programming algorithm can
be implemented with running time complexity O(NK2). To
compute the optimal solution the algorithm needs to know
the optimal approximations per object, which can be com-
puted using the DYNAMICSPLIT algorithm. Hence, the fol-
lowing theorem holds:

Theorem 2. Optimally assigning K MBRs among N
objects takes O(NK2) time.
A total of NK values for array MTVl[i] (0 ≤ l ≤ K, 1 ≤ i ≤
N) need to be computed, where each value is the minimum
of at most K + 1 values for 0 ≤ k ≤ K, in each iteration.�

A Greedy Algorithm (GREEDYASSIGN)
The DYNAMICASSIGN algorithm is quadratic to the num-
ber of MBRs, which makes it impractical for large K. For
a faster, approximate solution a greedy strategy can be
applied: Given the MBR assignments so far, find the object
that if approximated using one extra MBR will yield the
maximum possible global volume reduction. Then, assign
the MBR to that object and continue iteratively until all
MBRs have been assigned. The algorithm is shown in
Algorithm 2. The complexity of step 2 of the algorithm
is O(K lg N) (the cost of inserting an object K times in the
priority queue) thus the complexity of the algorithm itself
is O(K lg N) (since it is expected that N < K).

Algorithm 2 GREEDYASSIGN

A set of N spatio-temporal objects and a number K.

Proof. InputOutput: A near optimal minimum volume
required to approximate all objects with K MBRs.
1: Assume that each object is represented initially using

a single MBR. Find what the volume reduction VRi,2
per object i would be when using 2 MBRs to approx-
imate it. Store in a max priority queue according to
VRi,2.

2: For K iterations: Remove the top element i of the
queue, with volume reduction VRi,k. Assign the extra
k-th MBR to i. Calculate the reductionVRi,k+1 if one
more MBR is used for i and reinsertit in the queue.

An Improved Greedy Algorithm (LAGREEDYASSIGN)
The result of the GREEDYASSIGN algorithm will not be
optimal in the general case. One reason is the following:
Consider an object that yields a small empty volume reduc-
tion when approximated using only two MBRs, while most
of its empty volume is removed when three MBRs are used
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Indexing Spatio-temporal
Archives, Figure 6 Two MBRs
yield almost no reduction in
empty space, while three MBRs
reduce it substantially

(an 1-dimensional example of such an object is shown in
Fig. 6). Using the GREEDYASSIGN algorithm it is probable
that this object will not be given the chance to be assigned
any MBRs at all, because its first MBR allocation produces
poor results and other objects will be selected instead.
However, if the algorithm is allowed to consider more than
one assigned MBRs per object per step, the probability of
assigning more MBRs to this object increases. This obser-
vation gives the intuition on how the greedy strategy can be
improved. During each iteration, instead of choosing the
object that yields the largest volume reduction by assign-
ing only one more MBR, the algorithm can look ahead
and find the object that results in even bigger reduction if
two, three, or more MBRs were assigned all at once.
For example, the look-ahead-2 algorithm works as fol-
lows (Algorithm 3): First, all MBRs are assigned using the
GREEDYASSIGN algorithm as before. Then, one new pri-
ority queue PQ1 is created which sorts the objects by the
volume reduction offered by their last assigned MBR (if
an object has been assigned k MBRs, the object is sort-
ed according to the volume reduction yielded by the k-th
MBR). The top of the queue is the minimum reduction.
A second priority queue PQ2 is also needed which sorts
each object by the volume that would be reduced if it was
assigned two more MBRs (if an object has been assigned k
MBRs, the object is sorted according to the volume reduc-
tion produced by k + 2 MBRs). The top of the queue is
the maximum reduction. If the volume reduction of the top
element of PQ2 is bigger than the sum of the reduction of
the two top elements of PQ1 combined, the splits are reas-
signed accordingly and the queues are updated. The same
procedure continues until there are no more redistribu-
tions of MBRs. In essence, the algorithm tries to find two
objects for which the combined reduction from their last
assigned MBRs is less than the reduction obtained if a dif-
ferent, third object, is assigned two extra MBRs. The algo-
rithm has the same worst case complexity as the greedy
approach. Experimental results show that it achieves much
better results for the small time penalty it entails.

Algorithm 3 LAGREEDYASSIGN

A set of spatio-temporal objects with cardinality N and
a number K.

Proof. InputOutput: A set of spatio-temporal objects with
cardinality N and a number K.
1: Allocate MBRs by calling the GREEDYASSIGN algo-

rithm. PQ1 is a min priority queue that sorts objects
according to the reduction given by their last assigned
MBR. PQ2 is a max priority queue that sorts objects
according to the reduction given if two extra MBRs are
used per object.

2: Remove the top two elements from PQ1, let O1, O2.
Remove the top element from PQ2, let O3. Ensure that
O1 �= O2 �= O3, otherwise remove more objects from
PQ1. If the volume reduction for O3 is larger than
the combined reduction for O1 and O2, redistribute the
MBRs and update the priority queues.

3: Repeat last step until there are no more redistributions
of MBRs.

Key Applications

All applications that generate spatio-temporal data would
benefit significantly from using advanced historical index
structures. A few examples are intelligent transportation
systems (monitoring cars moving on road networks), satel-
lite and GIS analysis systems (evolution of forest bound-
aries, fires, weather phenomena), cellular network applica-
tions, and video surveillance systems.

Future Directions

Future work could concentrate on investigating the online
version of the problem. Given a stream of object updates,
we would like to maintain a historical spatio-temporal
structure efficiently given that the data is made available
incrementally and a pre-processing step is not feasible. In
particular, it would be interesting to explore how dynam-
ically evolving object update distributions can be detect-
ed in order to develop appropriate buffering policies that
can be used for pre-processing the data within the buffer,
before being inserted into the historical index structure.
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Synonyms

Indexing moving objects; Spatio-temporal indexing

Definition

Wireless communications and positioning technologies
enable tracking of the changing positions of objects capa-
ble of continuous movement. Continuous movement pos-
es new challenges to database technology. In convention-
al databases, data is assumed to remain constant unless
it is explicitly modified. Capturing continuous movement
under this assumption would entail either performing
very frequent updates or recording outdated, inaccurate
data, neither of which are attractive alternatives. Instead,
rather than storing simple positions, functions of time that
express the objects’ changing positions are stored [21].
More specifically, linear functions are assumed. This
entry describes indexing of the current and anticipated
future positions of such objects with the focus on the
TPR-tree [16].
Modeling the positions of moving objects as functions of
time enables querying not only the current positions of
objects but also tentative future predictions of these posi-
tions. The index should support queries that retrieve all
points with positions within specified regions. It is possible
to distinguish between three kinds of queries based on the
regions they specify: timeslice queries, window queries,
and moving queries. Figure 1 shows a set of trajectories
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Indexing the Positions of Continuously Mov-
ing Objects, Figure 1 Query examples for one-
dimensional data [16]

of one-dimensional moving objects and examples of the
three types of queries. Here, queries Q0 and Q1 are time-
slice queries, Q2 is a window query, and Q3 is a moving
query.
Similarly, with an additional input of a time point or
a time interval, other types of spatial queries such as near-
est neighbor queries or reverse nearest neighbor queries
should be supported [4]. The index should also support
insertions and deletions. An update is handled as a dele-
tion followed by an insertion.

Historical Background

The concept of moving object databases and modeling of
continuous movement as linear functions is rather recent.
It was first introduced by Wolfson et al. in 1998 [21]. The
first proposal for indexing such data was introduced by Ta-
yeb et al. [19], who proposed using PMR-quadtrees [12]
for indexing the future linear trajectories of one-dimen-
sional moving point objects as line segments in (x, t)-
space. Kollios et al. [8] also focuses mainly on one-dimen-
sional data and employs the so-called duality data transfor-
mation where a line x = x(tref)+ v(t − tref) is transformed
to the point ((x(tref), v)), enabling the use of regular spatial
indices.
Later research focuses on two-dimensional and, in some
cases, three-dimensional data. In general, the proposed
indexing methods can be classified according to the space
that they index, i. e., what view is taken on the indexed
data. Assume the objects move in a d-dimensional space
(d = 1, 2, 3). The first approach is to index future trajecto-
ries as lines in a (d + 1)-dimensional space. This approach
is taken in the above-mentioned method by Tayeb et

al. [19], but the method is difficult to extend to higher
dimensions and the index has to be periodically rebuilt.
The second approach is to map the trajectories to points in
a higher-dimensional space which are then indexed. Que-
ries must subsequently also be transformed to counter the
data transformation. The above-mentioned duality trans-
formation maps the d-dimensional linearly moving points
into 2d-dimensional static points [8]. In STRIPES [13],
PR quadtrees [18] are used to index these 2d-dimension-
al points. Yiu et al. instead proposed to use space fill-
ing curves to further transform 2d-dimensional points into
one-dimensional points that are then indexed by the B+-
tree. Finally, Agarwal et al. [1] combined the duality trans-
formation with kinetic data structures [2]. The main idea
of kinetic data structures is to schedule future events that
update a data structure so that necessary invariants hold.
The third approach, sometimes referred to as indexing in
the primal space, is to index data in its native, d-dimen-
sional space, which is possible by parameterizing the index
structure using velocity vectors and thus enabling the index
to be “viewed” as of any future time. This absence of trans-
formations yields quite intuitive indexing techniques. The
Time Parameterized R-tree (TPR-tree) [16] is the main
example of this approach. First proposed by Šaltenis et al.
in 2000, the TPR-tree gave rise to a number of other access
methods (see Fig. 2). For example, the REXP-tree extends
the TPR-tree to index data with expiration times so that
objects that do not update their positions are automatically
removed from the index. The TPR∗-tree [20] adds a num-
ber of heuristics to improve the query performance of the
TPR-tree and to optimize it for a slightly different work-
load of queries than the one considered by the authors of
the TPR-tree. The STAR-tree [15] modifies the TPR-tree
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Indexing the Positions of Continuously Moving
Objects, Figure 2 TPR-tree origins and the follow-
up research

by introducing more complex time-parameterized bound-
ing rectangles and making the index self-adjustable. Final-
ly, the Velocity Constrained Indexing (VCI) [14] uses the
regular R-tree [5] with an additional field of vmax added to
each node. The vmax is used to expand bounding rectangles
of the R-tree when future queries are asked.
The fourth approach is to index the objects’ positions
at some specific label timestamps and to extend a query
according to the maximum speed of objects. Bx-tree [6,7]
uses a combination of space-filling curves and B+-trees to
index the static positions of objects at label timestamps.

Scientific Fundamentals

Data and Queries

For an object moving in a d-dimensional space, the
object’s position at some time t is given by x̄(t) = (x1(t),
x2(t), . . . , xd(t)), where it is assumed that the times t are
not before the current time. This position is modeled as
a linear function of time which is specified by two param-
eters. The first is a position for the object at some speci-
fied time tref, x̄(tref), which is called the reference position.
The second parameter is a velocity vector for the object,
v̄ = (v1, v2, . . . , vd). Thus, x̄(t) = x̄(tref)+ v̄(t − tref).
Then, as shown in Fig. 1, Timeslice query, Q = (R, t),
retrieves points that will be inside the d-dimensional
hyper-rectangle R at time t. Window query, Q = (R, t%, t&),
retrieves points that will be inside the hyper-rectangle
R sometime during time-interval [t%, t&]. Moving query,
Q = (R1, R2, t%, t&), retrieves points with trajectories in
(x̄, t)-space crossing the (d + 1)-dimensional trapezoid
obtained by connecting R1 at time t% to R2 at time t&.

The Structure of the TPR-Tree

The TPR-tree indexes continuously moving points in one,
two, or three dimensions. It employs the basic structure of

the R-tree [5], which stores data in the leaves of a balanced
index tree and each non-leaf index entry contains a mini-
mum bounding rectangle (MBR) of all the data in the sub-
tree pointed to by the entry. In contrast to the R-tree, both
the indexed points and the bounding rectangles are aug-
mented with velocity vectors in the TPR-tree. This way,
bounding rectangles are time parameterized—they can be
computed for different time points. Velocities are asso-
ciated with the edges of bounding rectangles so that the
enclosed moving objects, be they points or other rectan-
gles, remain inside the bounding rectangles at all times
in the future. More specifically, if a number of points pi
are bounded at time t, the spatial and velocity extents of
a bounding rectangle along the x axis are computed as fol-
lows:

x%(t) = mini{pi.x(t)} ; x&(t) = maxi{pi.x(t)} ;
v%x = mini{pi.vx} ; v&x = maxi{pi.vx} .

Figure 3 shows an example of the evolution of a bounding
rectangle in the TPR-tree computed at t = 0. Note that,
in contrast to R-trees, bounding rectangles in the TPR-tree
are not minimum at all times. In most cases, they are mini-
mum only at the time when they are computed. In a process
called tightening, whenever an index node is modified dur-
ing insertions or deletions, the node’s time-parameterized
bounding rectangle is recomputed, making it minimum at
that time.

Querying the TPR-Tree

The TPR-tree can be interpreted as an R-tree for any spe-
cific time, tq. This suggests that the algorithms that are
based on the R-tree are easily “portable” to the TPR-tree.
For example, answering a timeslice query proceeds as for
the regular R-tree, the only difference being that all bound-
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Indexing the Positions of Continuously Moving
Objects, Figure 3 Example time-parameterized
bounding rectangle [4]

Indexing the Positions of Continuously Moving Objects, Figure 4
Intersection of a bounding interval and a query [16]

ing rectangles are computed for the time tq specified in the
query before the intersection is checked.
To answer window queries and moving queries, the algo-
rithm has to check if, in (x̄, t)-space, the trapezoid of
a query intersects with the trapezoid formed by the part
of the trajectory of a bounding rectangle that is between
the start and end times of the query. This can be checked
using a simple algorithm [16]. Figure 4 demonstrates the
intersection between a one-dimensional time parameter-
ized bounding rectangle (interval) and a moving query.

Updating the TPR-Tree

An update of the moving object’s position is modeled as
a deletion of the old position followed by an insertion
of a new position. The TPR-tree’s update algorithms are
based on the update algorithms of the R∗-tree [3], which
is an R-tree with improved update algorithms. The update
algorithms of the TPR-tree differ from the correspond-
ing algorithms of the R∗-tree only in the heuristics that

are used. The R∗-tree uses heuristics that minimize cer-
tain functions, such as the area of a bounding rectangle,
the intersection of two bounding rectangles, the margin of
a bounding rectangle, and the distance between the centers
of two bounding rectangles. The TPR-tree employs time-
parameterized bounding rectangles which in turn means
that the above-mentioned functions are time dependent,
and their evolution in time should be considered. Specif-
ically, given an objective function A(t), the following inte-
gral should be minimized:

∫ tc+H

tc
A(t)dt ,

where tc is the time when the heuristics is being applied
and H is the so-called horizon parameter that determines
how far into the future the queries will “see” the effects of
the application of this heuristics. If A(t) is area, the integral
computes the area (volume) of the trapezoid that represents
part of the trajectory of a bounding rectangle in (x̄, t)-space
(see Fig. 4).

Duality-Transformation Approach

The general approach of indexing moving points in their
native space using a time-parameterized index structure
such as the TPR-tree is very closely related to the duali-
ty transformation approach [8,13,23].
Considering one-dimensional data, the duality transforma-
tion transforms the linear trajectory of a moving point
x = x(tref)+v(t−tref) in (x, t)-space into a point (x(tref), v),
where tref is a chosen reference time. Then, queries are also
transformed.
Bounding points (x(tref), v) in the dual space with a mini-
mum bounding rectangle is equivalent to bounding them
(as moving points) with a time-parameterized bounding
interval computed at tref. Figure 5 shows the same bound-
ing rectangle and query in (x(tref), v)-space and in (x, t)-
space.
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Indexing the Positions of Continuously
Moving Objects, Figure 5 Timeslice query
(dashed) and bounding interval (solid) in dual
(x(tref), v )-space and (x, t )-space

In spite of such equivalence of bounding rectangles in both
approaches, the algorithms used in specific indexes might
be quite different. A duality-transformation index may not
even explicitly use minimum bounding rectangles [23].
Furthermore, while the heuristics of time-parameterized
indexes consider the objects’ positions at the time the
heuristics are applied, the algorithms of duality-transfor-
mation approaches always use a pre-chosen constant tref.
For this reason, duality-transformation approaches usually
use two indexes, such that newer updates are put into the
second index and, when the first index becomes empty, the
indexes change roles [8].
Note that a sufficiently high update rate is crucial for both
the time-parameterized indexes, such as the TPR-tree, and
the indexes using the duality transformation. If the rate of
updates is too low, the indexes suffer the degradation of
query performance. The reasons for this are most obvi-
ous in the TPR-tree, where the degradation is caused by
the expansion of time-parameterized bounding rectangles,
resulting in more queries intersecting with a given bound-
ing rectangle.

Key Applications
Online, Position-Aware People, Vehicles,
and Other Objects
The rapid and continued advances in positioning systems,
e. g., GPS, wireless communication technologies, and elec-
tronics in general, renders it increasingly feasible to track
and record the changing positions of objects capable of
continuous movement. Indexing of such positions is nec-
essary in advanced Location-Based Services (LBS) such
as location-based games, tourist-related services, safety-
related services, and transport-related services (for exam-
ple, fleet tracking).

Process Monitoring
Applications such as process monitoring do not depend on
positioning technologies. In these, the position of a “mov-

ing point” could, for example, be a pair of temperature
and pressure values at a specific sensor. A timeslice query
would then retrieve all sensors with current measurements
of temperature and pressure in given ranges.

Future Directions
Tracking continuous real-world phenomena inevitably
involves a high rate of updates that have to be pro-
cessed by the index. Very recent research provides a num-
ber of interesting ideas to speed-up processing of index
updates [9,10,22]. Further research is needed to fully
explore trade-offs between the update performance and the
query performance or the query accuracy. Finally, main-
memory indexing of such data could be explored to dra-
matically boost the performance of index updates.
How to handle the always-present uncertainty regarding
the positions of objects has not been sufficiently explored
in connection with indexing and warrants further study.
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Split, overlap-free; R-tree; Rectangle, minimum bounding;
Rectangle, hyper-

Definition

The X-tree (eXtended node tree) [1] is a spatial access
method [2] that supports efficient query processing for
high-dimensional data. It supports not only point data but
also extended spatial data. The X-tree provides overlap-
free split whenever it is possible without allowing the tree
to degenerate; otherwise, the X-tree uses extended variable
size directory nodes, so-called supernodes. The X-tree may
be seen as a hybrid of a linear array-like and a hierarchical
R-tree-like directory.

Historical Background

The R-tree [3] and the R*-tree [4], spatial access meth-
ods with a hierarchically structured directory that use min-
imum bounding rectangles (MBRs) as page regions, have
primarily been designed for the management of spatial-
ly extended, two-dimensional objects, but have also been
used for high-dimensional point data. Empirical studies,
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however, show a deteriorated performance of these spa-
tial access methods for high-dimensional data. The major
problem of these index structures in high-dimensional
spaces is the overlap between MBRs. In contrast to low-
dimensional spaces, there is only a few degrees of freedom
for splits in the directory. In fact, in most situations, there is
only a single good (overlap-free) split axis. An index struc-
ture that does not use this split axis will produce highly
overlapping MBRs in the directory and thus show a deteri-
orated performance. Unfortunately, this specific split axis
might lead to unbalanced partitions. In this case, a split
should be avoided in order to prevent underfilled nodes.
It is well established that in low-dimensional spaces the
most efficient organization of the directory is a hierarchi-
cal organization. The reason is that the selectivity in the
directory is very high which means that, for example, for
point queries, the number of required page accesses direct-
ly corresponds to the height of the tree. This, however, is
only true if there is no overlap between directory rectan-
gles which is very likely for low-dimensional data. It is
also reasonable that for very high dimensionality a linear
organization of the directory is more efficient. The rea-
son is that due to the high overlap, most of the directo-
ry, if not the whole directory, has to be searched anyway.
If the whole directory has to be searched, a linearly orga-
nized directory needs less space and may be read much
faster from disk than a block-wise reading of the directo-
ry. For medium dimensionality, an efficient organization of
the directory would probably be partially hierarchical and
partially linear. The problem is to dynamically organize
the tree such that portions of the data which would pro-
duce high overlap are organized linearly and those which
can be organized hierarchically without too much overlap
are dynamically organized in a hierarchical form.
The X-tree is directly designed for the managment of high-
dimensional objects and is based on the analysis of prob-
lems arising in high-dimensional data spaces. It extends
the R*-tree by two concepts: overlap-free split according
to a split history and supernodes with an enlarged page

Indexing, X-Tree, Figure 1 Structure of the X-tree

capacity. The algorithms used in the X-tree are designed
to automatically organize the directory as hierarchically as
possible, resulting in a very efficient hybrid organization
of the directory.

Scientific Fundamentals

It has been experimentally observed that in high-dimen-
sional spaces a portion of the data space covered by more
than one MBR in an R*-tree quickly approaches the whole
data space. This is due to the criteria used by the R*-tree
to split nodes, which also aims to minimize the volume of
the resulting MBRs. The high amount of overlap between
MBRs means that, for any similarity query, at least two
subtrees must be accessed in almost every directory node,
thus reducing the efficiency of the index structure.
To avoid this problem, the X-tree maintains the history of
data page splits of a node in a binary tree. The root of the
split history tree contains the dimension where an overlap-
free split is guaranteed (that is a dimension according to
which all MBRs in the node have been previously split).
When a directory node overflows, this dimension is used to
perform the split. However, the overlap-free split may be
unbalanced, i. e., one of the nodes may be almost full and
the other one may be underfilled, thus decreasing the stor-
age utilization in the directory. The X-tree does not split in
this case, but instead creates a supernode. A supernode is
basically an enlarged directory node which can store more
entries than normal nodes. In this way, the unbalanced split
is avoided and a good storage utilization is mantained at
the cost of diminishing some of the discriminative power
of the index.
The overall structure of the X-tree is presented in Fig. 1.
The data nodes of the X-tree contain rectilinear MBRs
together with pointers to the actual data objects, and the
directory nodes contain MBRs together with pointers to
sub-MBRs (see Fig. 2). The X-tree consists of three differ-
ent types of nodes: data nodes, normal directory nodes, and
supernodes. Supernodes are large directory nodes of vari-
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Indexing, X-Tree, Figure 2 Structure of a directo-
ry node in the X-tree

Indexing, X-Tree, Figure 3 Various shapes of the
X-tree in different dimensions

able size (a multiple of the usual block size). The basic goal
of supernodes is to avoid splits in the directory that would
result in an inefficient directory structure. The alternative
to using larger node sizes are highly overlapping directory
nodes which would require one to access most of the child
nodes during the search process. This, however, is less effi-
cient than linearly scanning the larger supernode.
Note that the X-tree is completely different from an R-tree
with a larger block size since the X-tree only consists of
larger nodes where actually necessary. As a result, the
structure of the X-tree may be rather heterogeneous as
indicated in Fig. 1. Due to the fact that the overlap is
increasing with the dimension, the internal structure of
the X-tree is also changing with increasing dimension. In
Fig. 3, three examples of X-trees containing data of dif-
ferent dimensionality are shown. As expected, the number
and size of supernodes increases with the dimension. For
generating the examples, the block size has been artificial-
ly reduced to obtain a drawable fanout. Due to the increas-
ing number and size of supernodes, the height of the X-tree
is decreasing with increasing dimension.
The most important algorithm of the X-tree is the insertion
algorithm. It determines the structure of the X-tree which
is a suitable combination of a hierarchical and a linear
structure. The main objective of the algorithm is to avoid
splits which would produce overlap. The algorithm first
determines the MBR in which to insert the data object and
recursively calls the insertion algorithm to actually insert
the data object into the corresponding node. If no split
occurs in the recursive insert, only the size of the corre-
sponding MBRs has to be updated. In case of a split of
the subnode, however, an additional MBR has to be added
to the current node which might cause an overflow of the
node. In this case, the current node calls the split algo-
rithm which first tries to find a split of the node based

on the topological and geometric properties of the MBRs.
Topological and geometric properties of the MBRs are,
for example, dead-space partitioning, extension of MBRs,
etc. The heuristics of the R*-tree [4] split algorithm are an
example for a topological split to be used in this step. How-
ever, if the topological split results in high overlap, the split
algorithm tries next to find an overlap-minimal split which
can be determined based on the split history.
For determining an overlap-minimal split of a directory
node, one has to find a partitioning of the MBRs in the
node into two subsets such that the overlap of the minimum
bounding hyperrectangles of the two sets is minimal. In
case of point data, it is always possible to find an overlap-
free split, but in general it is not possible to guarantee that
the two sets are balanced, i. e., have about the same cardi-
nality. It is an interesting observation that an overlap-free
split is only possible if there is a dimension according to
which all MBRs have been split since otherwise, at least
one of the MBRs will span the full range of values in that
dimension, resulting in some overlap.
For finding an overlap-free split, a dimension according to
which all MBRs of a node S have been previously split
has to be determined. The split history provides the nec-
essary information, in particular the dimensions according
to which an MBR has been split and which new MBRs
have been created by this split. Since a split creates two
new MBRs from one, the split history may be represented
as a binary tree, called the split tree. Each leaf node of the
split tree corresponds to an MBR in S. The internal nodes
of the split tree correspond to MBRs which do not exist
any more since they have been previously split into new
MBRs. Internal nodes of the split tree are labeled by the
split axis that has been used; leaf nodes are labeled by the
MBR they are related to. All MBRs related to leaves in the
left subtree of an internal node have lower values in the
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Indexing, X-Tree, Figure 4
Example for the split history

split dimension of the node than the MBRs related to those
in the right subtree.
Figure 4 shows an example for the split history of a node S
and the respective split tree. The process starts with a sin-
gle MBR A corresponding to a split tree which consists of
only one leaf node labeled by A. For uniformly distribut-
ed data, A spans the full range of values in all dimensions.
The split of A using dimension 2 as split axis produces new
MBRs A and B. Note that A and B are disjointed because
any point in MBR A has a lower coordinate value in dimen-
sion 2 than all points in MBR B. The split tree now has
one internal node (marked with dimension 2) and two leaf
nodes (A and B). Splitting MBR B using dimension 5 as
a split axis creates the nodes B and C. After splitting B
and A again, the situation depicted in the right most tree
of Fig. 4 is reached, where S is completely filled with the
MBRs A, B, C, D, and E.
One may find an overlap-free split if there is a dimen-
sion according to which all MBRs of S have been split.
To obtain the information according to which dimensions
an MBR X in S has been split, the split tree has to be tra-
versed from the root node to the leaf that corresponds to X.
For example, MBR C has been split according to dimen-
sions 2 and 5 since the path from the root node to the leaf C
is labeled with 2 and 5. Obviously, all MBRs of the split
tree in Fig. 4 have been split according to dimension 2, the
split axis used in the root of the split tree. In general, all
MBRs in any split tree have one split dimension in com-
mon, namely the split axis used in the root node of the split
tree.
The partitioning of the MBRs resulting from the overlap-
minimal split, however, may result in underfilled nodes
which is unacceptable since it leads to a degeneration of
the tree and also deteriorates the space utilization. If the
number of MBRs in one of the partitions is below a giv-
en threshold, the split algorithm terminates without pro-
viding a split. In this case, the current node is extended
to become a supernode of twice the standard block size.

If the same case occurs for an already existing supernode,
the supernode is extended by one additional block. Obvi-
ously, supernodes are only created or extended if there is
no possibility of finding a suitable hierarchical structure of
the directory. If a supernode is created or extended, there
may not be enough contiguous space on disk to sequential-
ly store the supernode. In this case, the disk manager has
to perform a local reorganization.
The algorithms to query the X-tree (point, range, and near-
est neighbor queries) are similar to the algorithms used
in the R*-tree since only minor changes are necessary
in accessing supernodes. The delete and update opera-
tions are also simple modifications of the corresponding
R*-tree algorithms. The only difference occurs in case of
an underflow of a supernode. If the supernode consists of
two blocks, it is converted to a normal directory node.
Otherwise, that is if the supernode consists of more than
two blocks, the size of the supernode is reduced by one
block. The update operation can be seen as a combination
of a delete and an insert operation and is therefore straight-
forward.

Key Applications

In many applications, indexing of high-dimensional data
has become increasingly important. In multimedia data-
bases, for example, the multimedia objects are usually
mapped to feature vectors in some high-dimensional space
and queries are processed against a database of those
feature vectors [5]. This feature-based approach is tak-
en in many other areas including CAD [6], 3D object
databases [7], molecular biology (for the docking of mol-
ecules [8]), medicine [9], string matching and sequence
alignment [10], and document retrieval [11]. Examples of
feature vectors are color histograms [12], shape descrip-
tors [13], Fourier vectors [14], text descriptors [15], etc.
In some applications, the mapping process does not yield
point objects, but extended spatial objects in a high-dimen-
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sional space [16]. In many of the mentioned applications,
the databases are very large and consist of millions of data
objects with several tens to a few hundreds of dimensions.

Future Directions

The feature-based approach has several advantages com-
pared to other approaches for implementing similarity
searches. The extraction of features from the source data
is usually fast and easily parametrizable, and metric func-
tions for feature vectors, as the Minkowski distances, can
also be efficiently computed. Novel approaches for com-
puting feature vectors from a wide variety of unstructured
data are proposed regularly. As in many practical appli-
cations where the dimensionality of the obtained feature
vectors is high, the X-tree is a valuable tool to perform
efficient similarity queries in spatial databases.

Cross References

� Indexing and Mining Time Series Data
� Nearest Neighbor Query
� R*-tree
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based similarity search in 3D object databases. ACM Computing
Surveys 37(4), 345–387 (2005)

8. Shoichet, B.K., Bodian, D.L., Kuntz, I.D.: Molecular docking
using shape descriptors. Journal of Computational Chemistry
13(3), 380–397 (1992)

9. Keim, D.: Efficient geometry-based similarity search of 3D spa-
tial databases. In: Proc. ACM International Conference on Man-
agement of Data (SIGMOD’99), pp. 419–430. ACM Press, New
York, NY, USA (1999)

10. Altschul, S. F., Gish, W., Miller, W., Myers, E.W., Lipman D.J.:
A basic local alignment search tool. Journal of Molecular Biolo-
gy 215(3), 403–410 (1990)

11. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Re-
trieval. Addison-Wesley Longman Publishing Co. Inc., Boston,
MA, USA (1999)

12. Shawney, H., Hafner, J.: Efficient Color Histogram Indexing. In:
Proc. International Conference on Image Processing, pp. 66–70.
IEEE Computer Society, Los Alamitos, CA, USA (1994)

13. Jagadish, H.V.: A retrieval technique for similar shapes. In:
Proc. ACM International Conference on Management of Data
(SIGMOD’91), pp. 208–217. ACM Press, New York, NY, USA
(1991)

14. Wallace, T., Wintz, P.: An efficient three-dimensional air-
craft recognition algorithm using normalized fourier descriptors.
Computer Graphics and Image Processing 13, 99–126 (1980)

15. Kukich, K.: Techniques for automatically correcting words in
text. ACM Computing Surveys 24(4), 377–440 (1992)

16. Murase, H., Nayar, S.K.: Three-dimensional object recognition
from appearance-parametric eigenspace method. Systems and
Computers in Japan 26(8), 45–54 (1995)

Indoor Geolocation
� Channel Modeling and Algorithms for Indoor

Positioning

Indoor Localization
MOUSTAFA YOUSSEF

Department of Computer Science,
University of Maryland, College Park, MD, USA

Synonyms

Indoor location determination systems; Tracking; Refer-
ence, symbolic; Reference, coordinate based; Position,
absolute; Position, relative; FCC 94-102; GPS; Time of
flight; Arrival, Time of; Arrival, Angle of; Range Com-
bining; Trilateration; Triangulation; Multilateration; Land-
mark proximity; WiMAX

Definition

Indoor localization refers to tracking objects in an indoor
environment. This tracking can be either in 2-dimensions,
3-dimensions, or 2.5-dimensions. 2.5-dimensions refers
to the case when the object position is tracked at dis-
crete plans of the 3-dimensional space, rather than the
entire continuum of the 3-dimensional space. For example,
tracking a person in multiple 2-dimensional floor-plans in
a 3-dimensional building can be considered a 2.5-dimen-
sional tracking.
An indoor location determination system can report the
estimated location as a symbolic reference, for exam-
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ple, “the lounge”, or as a coordinate-based reference. For
the coordinate-based reference, the reported tracked-object
position can be either relative or absolute. Relative posi-
tioning refers to the case where the returned position is
relative to a reference point, for example, the x and y coor-
dinates of the position relative to the origin of the map. On
the other hand, absolute positioning refers to the case when
the returned position is in absolute coordinates, such as the
longitude, altitude, and height coordinates.
An indoor location determination system can be central-
ized or distributed. In a centralized implementation, all
the computations are implemented on a centralized serv-
er, relieving the computational load from the energy-con-
strained mobile devices. For a distributed-implementation,
the location estimation is performed at the mobile devices.
This allows better scalability for the system and, for human
tracking, it allows better control over privacy.

Historical Background

Location determination systems have been an active
research area for many years. Since the 1970’s, the Glob-
al Positioning System (GPS) has been a well known and
widely used location determination system. However, the
GPS requires a line-of-sight to the satellites and, hence, is
not suitable for high-accuracy indoor localization.
Wide-area cellular based systems have been active in
developing location determination systems for locating
cellular users motivated by the FCC 94-102 order, man-
dating wireless E911. E911 refers to automatically locat-
ing cellular callers who dial the emergency 911 number
equivalent to the wired 911 service.
A number of indoor location determination systems have
been proposed over the years, including: infrared, ultrason-
ic, computer vision, and physical contact. All of these tech-
nologies share the requirement of specialized hardware,
leading to more deployment and maintenance costs and
poor scalability.
In the last few years, researchers have started looking at
location determination systems that do not require any
additional hardware. For example, in an 802.11 WLAN,
the wireless card uses the signal strength returned form the
access points to roam between different access points. This
signal strength information is available to the application
level. Therefore, a location determination system based on
signal strength information in an 802.11 network, such as
the Horus system [20], can be implemented without requir-
ing any specialized hardware. This has the advantage of
increasing the utility of the data network. A similar idea
can be applied to FM radio signals to determine the loca-
tion of an FM receiver [10] and also to Bluetooth net-
works [15].

Scientific Fundamentals

The basic idea used in a location determination system is
to measure a physical quantity that is proportional to dis-
tance and use the measured value to estimate the distance
to a reference point. This process is called ranging. Once
the distance is known to one or more reference points, the
position of the tracked object can be determined. This pro-
cess is called range-combining. All location determination
systems use these two processes, ranging and range-com-
bining, either explicitly or implicitly. For example, in the
GPS system, the reference points are the satellites and the
physical quantity used is the time it takes the signal to trav-
el from the satellite to the GPS receiver. The more time
it takes the signal to travel from the satellite to the GPS
receiver, the larger the distance between them.

Ranging Techniques

Examples of the signals that can be used in rang-
ing include: Time-of-flight, Angle-of-arrival, and Signal-
strength.
Time-of-flight based techniques depend on measuring the
time the signal takes to travel from the transmitter to the
receiver (called Time-of-Arrival or TOA), the difference
of the arrival time at two or more receivers (called Time-
Difference-of-Arrival or TDOA), or the time it takes two
different signals to reach the receiver from the same trans-
mitter. For example, the system in [13] presented a loca-
tion technique based on TOA obtained from Round-Trip-
Time measurements (Fig. 1) at data link level of the 802.11
protocol. In their system, the sender sends a frame and
includes the send timestamp, t1, in it. As soon as the receiv-
er gets the frame, it sends it back. When the sender gets
the frame, it gets a timestamp of the receive time, t2. The
time difference between sending and receiving the frame,
t2 − t1, is used as an estimate of the distance between the

Indoor Localization, Figure 1 The echoing technique for estimating the
time of flight. p is the processing delay at the destination. The estimated

time is t2−t1
2 = d + p

2
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Indoor Localization, Figure 2 TDOA systems use the principle that the
transmitter location can be estimated by intersection of the hyperbolae of
the constant differential TOA of the signal at two or more pairs of base
stations

sender and receiver. Note that the processing time estab-
lished at the receiver affects the accuracy of the estimated
distance.
TDOA systems use the principle that the transmitter loca-
tion can be estimated by the intersection of the hyperbo-
lae of a constant differential TOA of the signal at two or
more pairs of base stations (Fig. 2). The idea here is that
a message transmitted from the sender is received by three
or more receivers. Instead of keeping track of the absolute
TOA of the signal, TDOA-based systems keep track of the
difference of reception times of the transmitted message
at the different receivers. Given two receivers’ locations
and a known TDOA, the locus of the sender location is
a hyperboloid. For more than two receivers, the intersec-
tion of the hyperbolae associated with the TDOA of each
pair of receivers provides the final transmitter’s location.
Systems that use two different physical signals, e. g., the
Cricket System [16], which uses ultrasound and RF sig-
nals, use one of the signals for synchronization and the
other for the time estimation. The idea is that the speed
of the ultrasonic signal is much lower than the speed of the
RF signal. Therefore, when the sender transmits an RF sig-
nal followed by an ultrasound signal, the receiver can use
the difference in time between the reception of the ultra-
sound signal and the RF signal as an estimate of the dis-
tance between the sender and the receiver since the time it
takes the RF signal to reach the receiver is negligible com-
pared to the time it takes the ultrasound signal to reach the
same receiver.

Indoor Localization, Figure 3 Based on the estimated AOA of a signal
at two or more reference points, the location of the desired unit can be
determined

Angle-of-arrival (AOA) based techniques use antenna
arrays to estimate the angle of arrival of the signal from the
transmitter. The idea is to measure the difference of arrival
time of the signal at individual elements of the array and
use the delay to estimate the AOA. Based on the estimat-
ed AOA of a signal at two or more reference points, the
location of the desired unit can be determined as the inter-
section of a number of lines (Fig. 3).
Signal-strength based techniques, e. g., the Horus system,
use the signal strength received from a reference point as
an estimate of how close the reference point is. For outdoor
environments, the relation between signal strength and
distance can be approximated by a logarithmic function.
However, for indoor environments, this relation is very
complex due to multiple phenomena, such as the multi-
path effect and signal diffraction, among others. There-
fore, indoor location determination systems that use sig-
nal strength usually use a lookup table to store the relation
between the signal strength and distance. This table has
been called a “radio-map” in the literature.
An example of another possibility that implies an implicit
measurement of a physical quantity is the Cell-ID based
method. In Cell-ID based methods, e. g., RF-IDs, the loca-
tion of the transmitter is taken to be the location of the
nearest base station it is associated with.
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Indoor Localization, Figure 4 Combining propagation time measure-
ment with angle measurement to obtain the position estimate can be done
by using only one reference point

Hybrid methods can be used that combine two or more
of these techniques. For example, combining propagation
time measurement with angle measurement to obtain the
position estimate can be done by using only one reference
point (Fig. 4).
To obtain these physical measurements, different under-
lying communication technologies can be used. This
includes infrared, ultrasonic, radio frequency (RF), com-
puter vision, and physical contact, among others.

Range Combining Techniques

Once the range information is gathered from a number of
reference points, it needs to be combined to estimate the
location. This process is called Range-combining. Trilat-
eration, triangulation, multilateration, and landmark-prox-
imity are the most common techniques for combining
ranges.
Trilateration refers to locating a node by calculating the
intersection of three circles (Fig. 5). Each circle is cen-
tered at a reference point with a radius equal to the esti-
mated range between the reference point and the node. If
the ranges contain errors, the intersection of the three cir-
cles may not be a single point.
Triangulation is used when the angle of the node, instead
of the distance, is estimated, as in AOA methods. The
nodes’ positions are calculated in this case by using the
trigonometry laws of sines and cosines. In this case, at least
two angles are required.

Indoor Localization, Figure 5 Trilateration locates a node by calculating
the intersection of three circles. If the ranges contain an error, the intersec-
tion of the three circles may not be a single point

In multilateration, the position is estimated from dis-
tances to three or more known nodes by minimizing the
error between the estimated position and the actual posi-
tion by solving a set of non-linear equations.
Proximity-based techniques are usually used when no
range information is available. For example, the GPS-less
system [6] employs a grid of beacon nodes with known
locations; each unknown node sets its position to the cen-
troid of the beacon locations it is connected to.

Key Applications

Indoor localization can be used in many applications, most
notably in context-aware applications and enhancing net-
work protocols.

Context-Aware Applications

The context of an application refers to the information
that is part of its operating environment. Typically, this
includes information such as location, activity of people,
and the state of other devices. Algorithms and techniques
that allow an application to be aware of the location of
a device on a map of the environment are a prerequi-
site for many of these applications. Examples of location-
aware applications [7,8,18] include location-sensitive con-
tent delivery, where tailored information is sent to the user
based on his current location, direction finding, asset track-
ing, teleporting, robotics, and emergency notification.

Asset Tracking Location information can be used to
track assets in indoor environments. For example, RF-IDs
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have been widely used for tracking assets in military and
civilian applications. Note that the technologies that can
be used for asset tracking can also be used for tracking
humans, such as in [19].

Direction Finding Another important application for
indoor localization is to find the direction and route
between two points. This is similar to the GPS-based
navigation systems in cars today, however, it is applied
to indoor environments. For example, in the Shopping
Assistance system [3], the device can guide the shoppers
through the store, provide details of items, help locate
items, point out items on sale, do a comparative price anal-
ysis, and so forth. There is a privacy concern since the
store maintains the customer profiles. As a consequence,
customers are divided into two classes. The first class is
the regular customers who shop anonymously without pro-
files in the store. The second class is the store customers
who signed up with a store will get additional discounts in
exchange for sacrificing their privacy.

Guided Tours In guided tour applications, e. g., [2],
information can be displayed on a device carried by a user
based on the device’s current location. The user can also
leave comments on an interactive map. This kind of tai-
lored information enhances the user experience.

Call Forwarding In this application[17], based on the
Active Badge System, the user location is tracked in a cen-
tral server that is connected to the enterpriser phone sys-
tem. Whenever a call arrives to a user who is not currently
in his office, the call is automatically routed to the room
the user is located based on his/her current location.

Teleporting The Teleporting System [4], developed at
the Olivetti Research Laboratory (ORL), is a tool for expe-
riencing obile applications The system allows users to
dynamically change the display device from which their
currently running applications are accessible. It operates
within the X Window System and allows users to interact
with their existing X applications at any X display within
a building. The process of controlling the interface to the
teleporting system comes from the use of an automatical-
ly maintained database of the location of equipment and
people within the building.

Robotics Finding the location of robots in indoor envi-
ronments is crucial in many applications. For example,
the system in [11] uses radio frequency identification
(RFID) for robot-assisted indoor navigation for the visual-
ly impaired. Robots equipped with RFIDs and laser range
finders allow visually impaired individuals to navigate

in unfamiliar indoor environments and interact with the
robotic guide via speech, sound, and wearable keyboards.

Network Protocols Enhancements

The second class of applications for indoor location deter-
mination systems is enhancements for network protocols.
This usually applies to sensor network applications for
indoor environments. These enhancements include deter-
mining the location of an event, location-based routing,
node identification, and node coverage.

Determining the Location of an Event Determining
the location of an event is an important service that is par-
ticularly important in indoor sensor networks [5]. In indoor
sensor networks, it is always important to record the loca-
tion of an event whenever the event occurs. This highlights
the importance of indoor location determination systems
in such applications.

Location-Based Routing A number of location based
routing protocols have been proposed for using the loca-
tion information of the sender and receiver to achieve scal-
able routing protocols. For example, the GPSR protocol [9]
exploits the correspondence between geographic position
and connectivity in a wireless network by using the posi-
tions of nodes to make packet forwarding decisions com-
pared to the standard routing protocols that use graph-theo-
retic notions of shortest paths and transitive reachability in
order to find routes. GPSR uses greedy forwarding to for-
ward packets to nodes that are always progressively closer
to the destination. In regions of the network where such
a greedy path does not exist (i. e., the only path requires
that one move temporarily farther away from the destina-
tion), GPSR recovers by forwarding in perimeter mode,
in which a packet traverses successively closer faces of
a planar subgraph of the full radio network connectivity
graph until reaching a node closer to the destination where
greedy forwarding resumes.

Node ID The inspection of building structures, especial-
ly bridges, is currently made by visual inspection [12].
The few non-visual methodologies make use of wired sen-
sor networks which are relatively expensive, vulnerable
to damage, and time consuming to install. Recordings of
structures during ambient vibrations and seismic distur-
bances are essential in determining the demand placed
upon those structures. For structures in high seismic areas,
information provided by monitoring structural responses
will inevitably lead to a better scientific understanding of
how structures behave in the nonlinear realm. Using struc-
ture monitoring sensor networks is vital in these environ-
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ments. It is a challenge for such huge indoor sensor net-
works to determine the node IDs for a large number of
randomly placed nodes. Location determination can be
used as node identification in these environments where
the node location is used as its ID.

Node Coverage One of the fundamental issues that aris-
es in sensor networks is coverage. Coverage can be consid-
ered as the measure of quality of service of a sensor net-
work [14]. For example, in a fire detection sensor network
scenario, one may ask how well the network can observe
a given area and what the chances are that a fire starting in
a specific location will be detected in a given time frame.
Furthermore, coverage formulations can try to find weak
points in a sensor field and suggest future deployment or
reconfiguration schemes for improving the overall quality
of service. For the coverage problem, knowing the nodes’
locations is essential for protocols that address this prob-
lem.

Future Directions

New different technologies, e. g., WiMax, are being devel-
oped that will allow larger transmission ranges and more
accurate measurements of the physical quantities. This
should allow more accurate and ubiquitous localization.
As more accurate localization techniques are being intro-
duces, a new set of applications are emerging to take
advantage of these localization capabilities, including
GPS-less city wide localization [1].

Cross References

� Channel Modeling and Algorithms for Indoor
Positioning

� Indoor Positioning, Bayesian Methods
� Radio Frequency Identification (RFID)
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Synonyms

Indoor positioning system; Microgeomatics; Real-time
location services; Location-based services; Spatial statis-
tical analysis; Smart buildings

Definition

Indoor positioning is a technique that provides the contin-
uous real-time location of objects or people within a closed
space through measurements [1]. It is primarily used in
retail floors, warehouses, factories, and offices to moni-
tor and track people, equipments, merchandise, etc. Con-
trary to self-positioning systems such as GPS, indoor posi-
tions are calculated on a distant server using the infor-
mation transmitted by mobile tags [2]. Indoor position-
ing systems (IPS) may have different configurations. For
example, tags may transmit movement information direct-
ly through a wireless network or may be read by scanners
as they pass by. In the latter case, tags possess no pro-
cessing capabilities and are unable to calculate their own
position. Also, different radio frequencies can be used for
indoor positioning: namely, ultrasound, a wireless LAN-
based signal such as wireless fidelity (WiFi) or Bluetooth,
and cellular network signals. Finally, to be completed, the
process of indoor positioning usually requires data anal-
ysis (e. g., validation, spatial analysis, geostatistics, data
mining) to extract patterns and trends as well as to provide
accurate and timely knowledge to managers.

Historical Background

Dedicated IPS have emerged from the need to have accu-
rate repeated location measurements of tangibles such as
humans and equipments. Hightower and Borrielo [3] trace
back the origin of these systems to the “Active Badge”
project [4] which aimed at replacing the traditional “call
and report back” pager approach to locate people.
Weiser [5,6] was one of the first to recognize the impor-
tance and potential of indoor location and viewed it as
a central component of ubiquitous computing. In articulat-
ing his vision of the next generation computing, he identi-
fied three innovations that would transform computer sci-
ence [7]:
• Computing devices will become embedded in everyday

objects and places.
• Designers will develop intuitive, intelligent interfaces

for computing devices to make them simple and unob-
trusive for users.

• Communications networks will connect these devices
together and will evolve to become available anywhere
and anytime.

In time, development efforts in the field of indoor loca-
tion technologies echoed these principles. Today, the field
offers great opportunities for context-aware computing,
whether ubiquitous, pervasive or mobile (for examples,
please refer to Future Directions, below).
Indoor positioning also borrows from the great tradition
of land surveying. Over the last 20 years, this field of
research has embraced computer science and new tech-
nologies to transform itself into what is known nowa-
days as geographic information sciences (GISciences).
The focus of GISciences has broadened from geocen-
tric measurements (land registry, natural resources and
public utilities management) to include novel application
domains such as business (e. g., geomarketing, fleet man-
agement), communication (e. g., peer finder) and sports
(e. g., geocaching, precision training). Evidently, informa-
tion technology innovations such as wireless communica-
tion (e. g., Wi-Fi, WiMax), mobile devices [e. g., presonal
digital assistants (PDAs), mobile phones] and new location
techniques [e. g., assisted global positioning system (A-
GPS) on mobile phones] are now important components
of GISciences. Today, indoor positioning is able to take
advantage of the topological analysis and mapping exper-
tise found in GISciences.
Indoor positioning did not evolve from GISciences, how-
ever. Devices emerged from various technical fields.
Indeed, Beresford [8] provides examples of mechanical,
magnetic, acoustic, radio and microwave, optical, and
inertial systems. Of these, radio-frequency-based systems,
namely radio frequency identification (RFID), attracts
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most attention among scholars and practitioners alike. New
applications of RFID technologies are appearing rapidly
and have profound impacts on processes and strategies of
organizations (Batty 2004). RFID technology appeared in
the 1940s, and was initially used mainly for military pur-
poses [9] but in the 1990s, new standards were developed
and they contributed to the deployment of the technolo-
gy in numerous other contexts. In contrast to GPS, the
RFID approach is foreign to the GISciences. It is rooted in
the field of supply chain management (SCM) and viewed
as a powerful replacement for barcode systems. The inte-
gration of RFID into spatial analysis and geostatistics has
led the way to a new domain of expertise: “microgeomat-
ics” [10]. Microgeomatics is the field of real-time tracking
and spatial analysis of people and equipment motions in
a closed space, such as merchandise in a warehouse (e. g.,
Walmart), customers in a retail store, airline luggage, fam-
ily pets and medical equipments. Such applications are
currently deployed in an increasing number of organiza-
tions [11], where important financial investments and oper-
ational adjustments are generally required. Indoor posi-
tioning capabilities play a highly strategic role for busi-
nesses. The best strategic fit appears where the appropri-
ate identification and location data can be integrated to the
management systems such as ERP, CRM and SCM.

Scientific Fundamentals

In order to properly understand the scientific fundamen-
tals of indoor positioning, this section will highlight the
telecommunication methods, describe the two dominant
positioning methods, and) detail the positioning techniques
adopted in the field.

Indoor Positioning, Figure 1 Accuracy
per positioning environment [14]. AGPS ,
Assisted Global Positioning System; DGPS ,
Differential Global Positioning System;
WLAN , Wireless Local Area Network;
Cell ID, Cell Identification; IA, Incremen-
tal Algorithm; GA, Geometric Algorithm;
GSM , Global System for Mobile communi-
cations; E-OTD, Enhanced Observed Time
Difference; U-TDOA, Uplink Time Differ-
ence of Arival; UMTS , Universal Mobile
Telecommunications System; OTDOA,
Observed Time Difference of Arival; TA,
Timing Advance based positioning; RSSI ,
Received Signal Strength Indicator

Telecommunication Methods

Various telecommunication methods can be used
by location systems: radio frequencies [RFID/Wi-
Fi/cellular/Bluetooth/ultrawideband (UWB)], infrared
radiation, ultrasound, optics and electromagnetic fields to
name a few [12,13]. The use of radio frequencies remains,
however, the most popular telecommunication approach
adopted for indoor positioning because of its ease of
deployment and low cost. Even though field studies have
demonstrated that any radio frequency (RF) can be used
for indoor positioning, the choice of radio frequencies
should vary according to the accuracy requirement and the
positioning environment (Fig. 1). In the context of indoor
systems, numerous frequencies can be used: Wi-Fi (IEEE
802.11), bluetooth (IEEE 802.15), wide-area cellular and
GPS/UWB [12].

Two Dominant Indoor Positioning Methods

The RFID Method An RFID-based system is “an
emerging technology intended to identify, track, and trace
items automatically” [15]. This positioning method is
claimed to add intelligence and minimize human interven-
tion in the identification process by using electronic tags.
An RFID application is comprised, at a minimum, of four
components: tags, antennae, readers and software.
An RFID tag is a transponder usually placed on objects
to identify their locations. It is made of a coil, an
antenna and a microchip. One way of classifying tags
is to divide them into passive and active tags. Passive
tags are relatively cheap, have a short range of detec-
tion, are read-only, and are powered by remote anten-
na signals. In contrast, active tags [often called real-
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time location systems (RTLS)], are more expensive, have
a longer read/write range, offer greater functionality and
must be battery powered. The battery of the active tag
allows for repeated and autonomous transmissions of radio
waves used for positioning; its life span is usually up to
5 years.
Passive RFID tags are slowly replacing barcodes as they
become less expensive. They provide automatic contact-
less capture of information and do not require line-of-sight
to work. RFID tags, passive and active alike, are used
to manage various processes (e. g., warehouse, logistics,
access control) in numerous industries (e. g., agriculture,
healthcare) [9].
In recent years, researchers have tackled the problem of
real-time positioning using RFID passive and/or active
tags. Two approaches have been developed [16]. The first
one requires fixing the tags on objects inside a room and
placing a short-range receiver on the person or object
in motion. This technique is constrained by the size
of the antenna and the power requirement, thus limit-
ing receivers to short-range models. The second method
requires installing powerful antennae in a room to cre-
ate zones and attaching tags to the objects or persons in
motion.
Antennae come in many shapes and forms, and present dif-
ferent technical characteristics. They vary in size from less
than a square centimeter to several square meters. Ultra-
high frequency (UHF) reader antennae can be classified as
circular-polarized or linear-polarized antennae [15]. Circu-
lar-polarized antennae emit and receive radio waves from
all directions, are less sensitive to transmitter-receiver ori-
entation and work better “around corners”. Linear-polar-
ized antennae work in one particular direction but have
a longer range.
Readers are used to query or read all the tags within
their range in quick succession. In interrogation, the reader
sends a signal to the tag and listens. In reading, active tags
continually send out signals to the reader. To read passive
tags, the reader sends them radio waves which energize the
tags as they start broadcasting their data [15]. The range of
passive tags increases every year. It was less than 1 m a few
years ago and today it can be up to 10 m [12]. A reader’s
range rests on its transmission power, the size of its anten-
na, the size of the antenna of the tag and its relative orien-
tation, as well as on he presence of metal structures in its
surroundings [16].
The software components are responsible for the integra-
tion of an RFID system. In a typical setting, a software
front-end component manages the readers and the anten-
nae while a middleware component routes this informa-
tion to servers running the backbone database applica-
tions [15].

The Wi-Fi Method Many working environments and
shopping centers provide their users with wireless high-
speed internet access. The infrastructure required to sup-
port these connections is affordable, easily deployed and
user oriented. The wireless infrastructure transmits at
2.4 GHz and has a reach of 50–100 m depending on the
environment and the transfer rate [12].
The Wi-Fi location method takes advantage of existing
wireless infrastructures present in many buildings. How-
ever, in using radio-waves-based positioning, it is imper-
ative to take into account the errors, distortions and inac-
curacies tied to the propagation of the signal as obstacles
are encountered and longer distances are covered. Indeed,
according to experts, the propagation of the signal varies
from site to site and cannot be modeled in a general fash-
ion [13,17,18,19].
Reflection, diffraction and dispersion of radio waves are
the main causes of measure distortion, signal loss and mul-
tipath effect. Movements of object, temperature variations
and air displacement also account for random irregularities
in the propagation of the signal causing positioning inac-
curacy. The radio signal strength (RSS) metric is further
affected by electronic devices operating on the WiFi band
causing lost signal areas, noise and interferences [13,20].
This latter problem is important since the frequency is
open to all manufacturers of microwaves, cordless phones
and Bluetooth devices. Finally, the orientation of the per-
son or object carrying the location device has an influ-
ence on the strength of the measured signals; the person
or object can block, partially or entirely, the signal arriv-
ing at certain access points. For example, the human body,
comprised mainly of water, absorbs waves at 2.4 GHz and
has a direct impact on the reception of the Wi-Fi sig-
nal [20].

Positioning Techniques

According to Pahlavan et al. [17], the process of indoor
positioning is initiated by the reception of the RF signal of
a tag by sensing modules (antennae) (Fig. 2). These mod-
ules have a known and fixed location. They measure spe-
cific metrics of the tag transmission such as RSS, time of
arrival (TOA) or angle of arrival (AOA) and relay the mea-
surements to the positioning module. The measurements
are then pooled and used to calculate the position of the
tag. Finally, these positions are sent to be visualized by
a user or can be stored in a database for archival and future
analyses.
Hightower and Borriello [3,21] classify positioning
techniques into four categories: geometric triangulation
(including lateration and angulation methods), statistical
analysis, proximity, and scene analysis.
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Indoor Positioning, Figure 2 Indoor position-
ing process [17]. TOA Time of arrival, AOA angle
of arrival, RSS radio signal strength, RF radio
frequency

Geometric Technique This technique uses a geometric
algorithm based on the trilateration method or the trian-
gulation approach. In the trilateration method, a position is
found at the intersection of the arcs defined around the net-
work antennae by the distance of the detected object. The
distance is computed based on the travel time of a signal
from the source to the receiver (e. g., TOA/TDOA). This
approach is based on a fixed and often costly infrastructure
that guarantees the necessary synchronization and preci-
sion [17,22]. Distance can also be estimated with a corre-
lation function between the signal attenuation (RSS) and
the distance between the source and the receiver [22,23].
The triangulation approach is based on a known dis-
tance between two or more antennae and the correspond-
ing angles of an incoming signal to position an object
or a person. This approach requires the use of direction-
al antennae and the knowledge of the distance between
antennae on a line [22]. Measurements based on sig-
nal propagation depend upon a constant signal. Indoor
environments seldom offer such stability; radio waves
vary widely as they often collide with objects such as
walls, furniture, equipments and other obstacles. Special
infrastructures are used to circumvent this problem and
obtain reliable metrics. Still, the geometric technique often
yields coarse areas rather than exact point locations [17].
In such cases, the use of direct or iterative positioning
algorithms by the system may help to gain better preci-
sion.

Statistical Analysis This technique, also called “empiri-
cal method,” uses the “pattern matching algorithm” [13]. It
relies on metrics such as RSS to create the “location finger-
print” of a tag [23]. Statistical analysis uses the RSS value
directly for positioning and not as an input in a calcula-
tion as is the case with the geometric technique. Accord-
ing to Pahlavan et al. [17], every area in a building has
a unique signature (RSS) tied to the signal propagation and
location of antennae. During a preliminary benchmark-
ing phase, the system records all the signatures of these
areas in a database. These signatures are then used by dif-

ferent algorithms to acknowledge the position in opera-
tional mode [13]. Next, the receiver receives the signals
from the antennae at a predetermined number of seconds
and the information is sent back in the network. The serv-
er processes the signals in a filter that makes an average
according to the delay determined (number of seconds)
prior to going through the deterministic and probabilistic
algorithms [14,17,18,19,22].
The advantage of this method lies in that the exact knowl-
edge of the positions of the antennae is not required. The
statistical analysis method is particularly appropriate for
indoor environments as it can take into account the signal
obstruction caused by different objects when calculating
the location. However, the method suffers from the poten-
tially long benchmarking process, especially for extensive
indoor space coverage, which needs to be repeated every
time the radio environment changes.

Proximity Technique This technique, also called “cell-
ID based positioning” or “cell of origin”, is based on
the proximity of detectable objects to a point of refer-
ence[3,21]. It includes both indoor and outdoor position-
ing technologies that fall into three categories: (1) Physical
contact to a sensor (e. g., pressure, capacity, movement),
(2) inference from an identification system (e. g., credit
card in a retail store), and (3) connection to a network
access point of known radius of action (e. g., traditional
cellular phone location). More specifically in the latter cat-
egory, the position of the source of a signal corresponds to
the zone of the receiver (antenna) coverage. Thus, the pre-
cision of a location varies according to the size of the zone
covered. The size of a detection zone can be adjusted by
varying the strength of the signal of the receiver. By low-
ering the signal strength, zones become smaller and preci-
sion increases.
The proximity technique is suitable for a large number of
applications such as manufacturing, access control, health-
care management, industrial maintenance, container track-
ing, computer hardware management and tracking of per-
sonnel.
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Indoor Positioning, Table 1 Categories of indoor LBS applications and their characteristics

Service category Example application Characteristics

Telecommunication
method

Indoor positioning
method and technique

Infotainment services In a ubiquitous tourism perspective, use urban Wi-Fi or
cellular network to access information concerning
relevant local events in the surroundings

Wi-Fi (WiMax), wide-area
cellular and AGPS

Wi-Fi, proximity technique

Tracking services In a business-to-business perspective, place and track
automatically an order to a hardware supplier, by billing
and managing warehouse inventory through RFID
technology

Wi-Fi, WLAN RFID, statistical analysis

Selective information
dissemination

In an hospital, allow for the transmission of the patient
file on PDA (personal digital assistant) only to nurses
entering the patient’s room; control the access of hospital
restricted areas

Bluetooth, Wi-Fi Wi-Fi, geometric
technique, scene analysis

Location-based games With Web-based games, propose a default setup
(language, country, etc.) according to the location of the
gamer (IP address, cellular zone)

Cellular,GPS/UWB, IP
address

Wi-Fi, proximity technique

Emergency support
services

Upon a fire alert, provide automatically the detailed
building map on PDA to the firefighter, indicate life-
threatening situations, and track him in risk areas
(e.#8239;g., toxic products)

Wi-Fi, Wide-Area Cellular,
AGPS

Wi-Fi, geometric
technique

Location-sensitive billing Automatic RFID tag reading for continuous flow through
highway tolls, an invoice is sent periodically by mail

RFID/Wireless (Wi-Fi) or
Bluetooth

RFID, proximity technique

Scene Analysis A scene analysis system identifies and
locates users inside a building using special colored badges
(visual tags) and video analysis. This technique requires
the use of a network of cameras equipped to detect the tags
in their video streams. The location of a tag can be detected
by performing a triangulation when two or more cameras
detect the same tag. This is possible because: (1) the size
of the badges is fixed (2) the positions of the cameras are
known, and (3) the angle of the cameras is known when
detecting a tag [24].
A similar approach relies on image analyses for shape
recognition. This technique has been used to detect and
locate pieces of equipment and people, using their physi-
cal traits such as the shape of their face or the clothes they
wear, in an assembly line.

Key Applications

Indoor positioning is a special case of the application field
of location-based services (LBS). It has evolved to comple-
ment GPS positioning which is almost exclusively restrict-
ed to outdoor environments.
A LBS system is generally defined as any system provid-
ing a value-added service based on the location of a mobile
device in a wireless environment. It can be viewed as a col-
lection of intelligent agents capable of initiating a com-
munication to obtain services based on the state or activ-
ity of a user or a device. The applications are based on

the integration of wireless technology, computer science,
positioning technologies and spatial data [25]. LBS appli-
cations deployed and used indoors are specifically consid-
ered indoor positioning applications.
Different configurations of LBS applications are possible.
Some applications send information directly to the user
when the person’s position coincides with some predeter-
mined or user-defined parameters. Other applications only
work when manually activated by the user. Based on this
differentiation criterion, three models of LBS applications
are recognized:
• Pull-type or “user-requested” applications: the user

requests a service at a point in time based on the user’s
location.

• Push-type or “triggered” applications: a service is pro-
vided automatically based on the location of a user as
soon as a set of predefined conditions are satisfied. In
this case, the system collects the position of the device
to provide the service.

• Tracking applications: the system provides informa-
tion about a mobile device (e. g., cellular phone) upon
request from a user. Services based on this model com-
bine the “push” and “pull” approaches.

Some authors also distinguish LBS applications accord-
ing to whether the services are provided to a person or
a device. In the case of people, the application uses the
position of a user to provide a value-added service. For
devices, it is the position of the device or the equipment
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that triggers the application (e. g., the arrival of merchan-
dise in a warehouse triggers an update of the inventory
database).
Jacobsen [24] classifies LBS into six categories. Table 1
presents an example of some applications, as well as their
particular characteristics for each of these six categories.
Given the infancy of the field, some indoor positioning
applications mentioned in Table 1 are already considered
mature, whereas others still are at the forefront of research
and development. Numerous applications, such as identi-
fication and tracking of individuals through face recogni-
tion for security purposes or pathway analysis of customer
behavior in shopping centers, are already available today.
Many specialists recognize the great potential of appli-
cation development for indoor positioning. However, the
increasing number of technological opportunities makes
understanding the application market an ever more com-
plex task. As indoor positioning technologies become
common place, it will be easier to capture the market and
identify customers’ needs as well as application niches.

Future Directions

Despite all the advances in the field, the diffusion of indoor
positioning is still limited considering its potential. An
increasing number of research, development, and busi-
ness projects will appear in the next few years. Future
works will spread beyond technological boundaries into
four major and complementary research streams: technol-
ogy performance and evolution, organizational benefits,
individual benefits, and people and society.

Technology Performance and Evolution

Indoor positioning technologies are benefiting from the
ongoing research and development efforts in the fields
of telecommunications (e. g., 3G) and RF analysis. Sys-
tems will gain better accuracy and precision and increase
their range of operation as new approaches and algorithms
are being developed (e. g., fuzzy logic, neural networks,
hidden Markov) [17]. In addition, turnkey solutions will
be commercialized as standards emerge and facilitate the
integration of indoor positioning applications with cor-
porate technology infrastructures. As microgeomatics and
GISciences influence each other, new dedicated analytical
tools for indoor information built on geographic informa-
tion systems, online analytical processing and data mining
will appear.

Organizational Benefits

Large firms will become more inclined to adopt IPSs as
they will provide new seamlessly integrated functionalities
to their existing information system infrastructure (e. g.,

ERP, CRM, SCM). The convergence will give rise to nov-
el applications that will contribute to increase organiza-
tional performance. Without a doubt, the strategic advan-
tage of indoor positioning will decrease as its technology
and applications become ubiquitous in business process-
es. Benefits will be most important in inventory manage-
ment, merchandise tracking, collaborative work, security
in organizations, asset management and supply chain opti-
mization.

Individual Benefits

The extent of adoption of IPSs by organizations largely
depends on the benefits perceived by their employees. IPSs
can improve employees’ work and improve well-being:
context-aware information retrieval, simplified automated
management of rooms access in work facilities, decision
support system for public safety (e. g., children at school),
life-critical reduction in time of emergency response.

People and Society

Advances in indoor positioning must be mirrored by
research spanning human (e. g., privacy), ethical, legal
(e. g., access to personal data) and social issues. Indeed,
the control or perception of control caused by IPSs can
lead to diverse reactions from uneasiness to a plain refusal
to adopt the technology.
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Synonyms

Geolocation; Localization; Location estimation; Bayesian
estimation; Mobile robotics; Location tracking

Definition

Indoor positioning, generally speaking, is the technolo-
gy through which the geospatial location coordinates of
a number of mobile or stationary objects are determined in
indoor environments. A typical indoor positioning system
usually estimates the target object’s location from observa-
tion data collected by a set of sensing devices or sensors.
When the target object is stationary the location estimation
problem is also referred to as localization problem. On the
other hand, estimating the location of mobile target objects
is known as target tracking.
Bayesian estimation methods are based on the Bayes’ the-
orem, a well-known result in probability theory, which
relates the conditional and marginal probability distri-
butions of random variables. Bayesian approaches are
fundamentally different from the classical approaches
such as maximum-likelihood estimator and minimum-
variance unbiased estimator in that the unknown param-
eters are assumed to be deterministic constants in classical
approaches but random variables in Bayesian approach-
es. By assigning a probability density function (PDF) to
the unknown parameters, a Bayesian optimal estimator can
always be determined, such as the minimum mean square
error (MMSE) estimator that is optimal on the average.

Historical Background

The concept of geolocation is not new; it has evolved
over many years through successful design and application
of various legacy localization and tracking systems such
as sonar, radar, and the global positioning system (GPS).
In recent years, location-awareness of mobile wireless
devices has attracted great interest from researchers in both
the academic and industrial communities [1]. For exam-
ple, Federal Communications Commission (FCC) man-
dated that all wireless carriers need to implement wire-
less E911 service for mobile subscribers in phases starting
from 1996; location-awareness has also become a major
research topic in pervasive computing and sensor net-
works communities [2]. Location information for people

http://www.directionsmag.com
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or mobile devices has tremendous potential for many inno-
vative applications in indoor environments such as shop-
ping centers, museums, office buildings, hospitals, and
prisons. Consider that in office buildings users may often
need to print to the nearest printer from laptop computers
or get directions to a particular office on palmtop comput-
ers; in prison or intensive healthcare facilities the location
of various personnel need to be monitored and logged con-
tinuously for management, safety and/or surveillance pur-
poses [3,4].
The well-known GPS technology has proven to be
extremely valuable in many military and civilian appli-
cations. However, GPS can only work reliably where the
GPS receiver has clear unobstructed line-of-sight view of
at least four NAVSTAR satellites. Building walls and oth-
er objects in and around building environments can easily
scatter and attenuate the radio signals employed in most
geolocation systems, which significantly degrades their
performance. Thus, in recent years many alternative geolo-
cation technologies have been proposed and studied for
complex indoor environments, including enhanced GPS,
location fingerprinting, superresolution time of arrival
(TOA), ultra-wideband (UWB), radio-frequency identifi-
cation (RFID), inertial navigation and dead reckoning,
wireless local area network (WLAN)-based localization,
Kalman filters, particle filters, etc. [1,4,5,6]. Among the
alternatives, Bayesian methods are well suited for indoor
positioning, since the Bayesian methodology provides
a unified framework to conveniently incorporate prior
knowledge, integrate multimodal location sensors, and
exploit historical data through a recursive tracking process.
The Bayesian estimation methods have gone through many
years of development. For example, over the past decades,
Kalman filters, one of the instantiations of Bayesian
methodology, have been successfully employed in many
navigation and tracking systems [7]. More recently, how-
ever, with the tremendous advancement in computational
power other Bayesian methods such as particle filters have
become increasingly popular in the research of position-
ing techniques [8,9,10]. In this article, a brief description
of the scientific fundamentals of Bayesian methods and the
key applications of Bayesian methods are presented within
the context of indoor positioning applications.

Scientific Fundamentals

Principles of Bayesian Methods

General Framework Bayesian methods provide a rigor-
ous framework for dynamic state estimation problems [7].
They are intended to probabilistically estimate the loca-
tion of target objects from noisy observations [11]. In the
general framework of Bayesian methods or Bayesian fil-

ters, the location of an object is represented by a vector
random variable x, which is often specified by the coor-
dinates in two- or three-dimensional Cartesian space, and
sometimes by even including pitch, roll, yaw, and linear
and rotational velocities, depending on specific applica-
tion requirements. Observations are the measurement data
collected from a wide variety of sensors that are available
while the type of sensors that are employed depends on
the specific application scenarios. Based on the observa-
tions collected from n sensors, namely z = {z1, z2, . . . , zn},
Bayesian filters estimate the possible positions of the tar-
get, depicted by the posterior PDF of the vector random
variable x conditioned upon all of the available observa-
tion data, that is, p(x|z).
By applying the Bayes’ theorem, it can be readily derived
that [7]

p(x|z) = p(z|x)p(x)
p(z)

= p(z|x)p(x)∫
p(z|x)p(x) dx

, (1)

which describes the general framework of Bayesian fil-
ters. The distribution function p(x) is usually referred to
as the prior PDF since it completely characterizes the ini-
tial or prior knowledge about the unknown parameter x
before any observation data has been collected. The stage
at which the prior distribution is established is known as
the prediction stage. On the other hand, the conditional
PDF p(z|x) is usually referred to as the perception mod-
el, observation model, or likelihood function, which rep-
resents the likelihood of making the observation z given
that the object is at the location x. Within the context of
Bayesian framework given in (1), the likelihood function
can be seen to utilize the measurements to refine the prior
knowledge of the unknown variable x to obtain the poste-
rior distribution of the unknown variable. Thus, the stage
of deriving the posterior distribution of unknown random
variable from the likelihood function and the prior distri-
bution as in (1) is often referred to as the update stage.

Recursive Bayesian Estimation In most of the tracking
applications, it is often required to continuously track the
location of a target object in real-time; that is, the location
estimate of the target object is continuously updated as new
observation data arrive. The recursive Bayesian estimation
method was developed for such scenarios following the
general framework of Bayesian filtering given in (1).
More specifically, from the Bayesian perspective the pur-
pose of tracking is to determine the posterior distribution
p(xk|z1:k) recursively, where xk is the state at the time k
and z1:k = {z1, z2, . . . , zk} is the ensemble observation data
up to the time k [9]. It is assumed that the prior distribu-
tion p(x0) ≡ p(x0|z0) is available, where z0 designates the
case that no observation data is available. Then, the pos-
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terior distribution can be obtained recursively according to
the two stages introduced above. Suppose that the posterior
distribution p(xk−1|zk−1) at the time k − 1 is available. At
the prediction stage, that is, before the observation at the
time k arrives, the prior PDF of the state at the time k can
be obtained via the Chapman–Kolmogorov equation [9]:

p(xk|z1:k−1) =
∫

p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 , (2)

where p(xk|xk−1) is the state transition model describing
the system dynamics. Typically, the state transition of a tar-
get object is defined as a Markov process of order one, so
that p(xk|xk−1, z1:k−1) = p(xk|xk−1), which is utilized in
deriving (2). In addition, in defining the perception mod-
el, it is usually assumed that p(zk|xk, z1:k−1) = p(zk|xk).
Thus, at the update stage, the posterior PDF at the time k
can be derived by updating the prior using the new obser-
vation data zk as in (1),

p(xk|z1:k) = p(zk|xk)p(xk |z1:k−1)

p(zk|z1:k−1)

= p(zk|xk)p(xk|z1:k−1)∫
p(zk|xk)p(xk|z1:k−1)dxk

.
(3)

Statistical Modeling

The general framework introduced only provides an
abstract approach for probabilistic localization and track-
ing. In practice, implementation of Bayesian filters
requires the specification of the prior PDF p(x) in local-
ization or p(x0) in tracking, the perception model p(z|x)
or p(zk|xk), and the system transition model p(xk|xk−1) in
tracking applications. In this section, a briefly discussion is
presented on how these distribution functions can be deter-
mined in practice.

Prior Model The prior distribution of the state variable
p(x0) is typically derived from the prior knowledge about
the target state that is available. The Bayesian framework
in (1) provides a convenient way to incorporate the prior
knowledge. In contrast, in classical estimation methods it
is difficult to make use of any prior knowledge. It is a fun-
damental rule of estimation theory that the use of prior
knowledge will lead to a more accurate estimator, and any
prior knowledge when modeled in the Bayesian sense will
improve the Bayesian estimator [7]. Thus, the choice of the
prior distribution is critical in Bayesian methods. Usually,
Gaussian prior PDF is employed in theoretical analysis due
to its mathematical tractability. However, in actual imple-
mentation of Bayesian methods, any types of prior distri-
butions can be easily incorporated using the particle filter-
ing techniques (discussed in “Particle Filters”), which is

a versatile approximate nonlinear Bayesian filtering tech-
nique based on sequential Monte Carlo simulations. In the
absence of any prior knowledge, noninformative prior dis-
tribution is used such as the uniform distribution and the
noninformative Gaussian distribution [7].

System Transition Model The state transition mod-
el p(xk|xk−1) is inferred from the knowledge of system
dynamics such as the maneuvering direction, velocity, and
acceleration of the target object in tracking applications. In
tracking applications, the state transition is usually mod-
eled as a Markov process of order one, that is [9],

xk = fk(xk−1, vk−1) (4)

where f k(·) is a function of the state at the time k − 1,
xk − 1, and the random perturbation noise vk− 1. As
an example, consider the following simple model for
a maneuvering target. Suppose a vehicle is traveling
through a sensor field at a constant velocity, perturbed only
by slight speed corrections due to terrain change and oth-
er unexpected causes. The perturbation to the velocity can
be simply modeled as additive white Gaussian noise, i. e.,
vk−1 ∼ N(0, Qk−1), so that the state transition is defined
as,

xk = Axk−1 + Bvk−1 , (5)

where

xk =
[

rk
uk

]
, A =

[
I τ · I
0 I

]
, B =

[
0
I

]
, (6)

and rk and uk are the location coordinates and velocity of
the target object at the time k, respectively, and τ is the time
interval between samples, while I and 0 are the identity
matrix and the all-zero matrix of appropriate dimensions,
respectively. Then, the state transition model p(xk|xk−1)

can be readily derived from the known statistical distribu-
tion of vk − 1.
The perturbation to the velocity can also be modeled with
a random acceleration; that is, the random noise, vk−1 ∼
N(0, Qk−1), represents random acceleration of the target
object at the time k− 1, caused by slight speed correc-
tions. For this new modeling strategy, the state transition
model remains the same as in (5) and (6) while the system
matrices A and B take a slightly different form as compared
with (6), i. e.,

A =
[

I τ · I
0 I

]
, B =

[
τ2/2 · I
τ · I

]
. (7)

Both models have been used extensively in the literature
for tracking applications.
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Perception Model The well-known GPS technology has
proven to be extremely valuable in many practical appli-
cations. However, GPS cannot work reliably in indoor
environments due to severe attenuation and scattering
effects caused by building walls and other objects in and
around building environments [1]. As a result, in recent
years many alternative geolocation technologies have been
proposed and studied for indoor environments. Different
types of location sensors employ different types of sens-
ing modalities, including but not limited to the proxim-
ity, TOA, time difference of arrival (TDOA), angle of
arrival (AOA), and received signal strength (RSS) of radio
frequency (RF) (either narrowband, wideband, or UWB),
infrared, and/or acoustic signals [1,4,5,6]. In addition, due
to the complex nature of the indoor environments, exten-
sive measurement and modeling efforts (sometimes known
as training) are needed before system deployment to derive
accurate perception model of each one of the location sen-
sors by accounting for the complex effects of environmen-
tal characteristics.
In tracking applications, it is normally assumed that the
observation data from location sensors zk, contaminated by
sensor observation noise nk , only depend on the target’s
current location coordinates, i. e., the state variable xk; that
is,

zk = hk(xk, nk) (8)

where hk (·) is usually a nonlinear function of the state xk
and the observation noise nk . Then, the perception mod-
el p(zk|xk) can be derived from (8). For instance, sup-
pose an array of acoustic sensors are used to measure the
received energy of an acoustic signal originated from the
target object. If the object emits the signal isotropically
with strength A, according to the acoustic wave propaga-
tion theory, the measured energy at the ith acoustic sensor
can be determined from

zk,i = A

‖xk − ri‖β
+ nk,i , (9)

where ri and nk,i are the location coordinates and the obser-
vation noise of the ith sensor, respectively. The param-
eter β describes the signal attenuation characteristics of
the medium, through which the acoustic signal propagates,
and it is typically determined from an extensive measure-
ment campaign within the intended application environ-
ments. Then, the perception model p(zk|xk) can be readily
derived from (9) with a specific assumption or knowledge
of the statistical distribution of the observation noise nk,i.

Practical Implementation of Bayesian Filters

The basic framework presented in “Statistical Modeling”
provides a conceptual solution to the Bayesian estima-

tion problems. Closed-form optimal solutions do exist in
a restrictive set of cases, but in general, due to the com-
plexity of the state transition model, perception model,
and/or the prior distribution in many practical applica-
tions, the optimal solution of Bayesian methods cannot be
determined analytically in the closed form. In this section,
several practical implementations of Bayesian filters are
briefly presented.

Kalman Filters In the derivation of Kalman filters, it
is assumed that the posterior density at every time step
is Gaussian and, hence, parameterized by a mean and
covariance [7,9,12]. Kalman filters are the optimal esti-
mators in the Bayesian sense when the system dynamics
fk(xk−1, vk−1) and the observation model hk(xk, nk) are
both linear functions of the state variable xk and both vk − 1
and nk are zero-mean white Gaussian noises.
In some applications, however, fk(xk−1, vk−1) and
hk(xk, nk) are nonlinear functions. In such cases, the
extended Kalman filter (EKF) can be applied, which is
based on local linearization of the nonlinear functions,
typically using the first-order Taylor series expansion [7].
Since EKF is based on dynamic linearization, it has no
optimality properties and its performance significantly
depends on the accuracy of the linearization. In addition, in
the derivation of EKF the state transition and observation
models are still assumed Gaussian. Therefore, the perfor-
mance of EKF also significantly depends on the suitability
of the Gaussian assumption; that is, if the true densities are
significantly different from Gaussian distribution, such as
multimodal or heavily skewed, the approximate nonlinear
EKF will result in poor performance.
Besides the EKF, some numerical integration methods
have also been developed to approximately implement
Kalman filters for nonlinear problems, when the noises
are additive and Gaussian. The most widely used approxi-
mate nonlinear Kalman filters include the Gauss–Hermite
Kalman, unscented Kalman, and Monte Carlo Kalman
filters [13]. In all of these approximate nonlinear meth-
ods, integrals are approximated by discrete finite sums
and direct evaluation of the Jacobian matrices is avoid-
ed.

Grid-Based Methods When the state space is discrete
and consists of a finite number of states {xi

k, 1 ≤ i ≤ NS}
at the time k, the integrals in (2) and (3) can be simplified to
summation [9]. The grid-based methods are optimal when
the state space is finite. When the state space is continuous,
in many applications the grid-based methods can also be
used as an approximation method by piecewise discretiza-
tion of the state space and the distribution functions. The
grid must be sufficiently dense to achieve good approxi-
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mation to the continuous state space. Thus, the grid den-
sity depends directly on the performance requirements of
specific applications. For example, for many indoor posi-
tioning applications, the indoor environment of interest can
be typically tessellated into uniform (or nonuniform) grid
cells of about 1 m in size. Then, the posterior probabilities
at the center of the cell or the average probabilities with-
in the cells are determined. The major advantage of the
approximate grid-based methods lies in the fact that arbi-
trary distribution functions can be approximated through
discretization while a disadvantage of such methods is that
predefined grids may result in inadequate resolution in
high probability density regions. The computational com-
plexity and memory space cost of the grid-based meth-
ods increases exponentially with the number of state space
dimensions. As a result, the approximate grid-based meth-
ods are usually applied in low-dimensional applications,
such as estimating only the target’s location and orienta-
tion.
In addition, many indoor environments provide a natural
way to represent a person’s location at a symbolic level
such as the room or hallway the person is currently in.
Therefore, in some applications, if only imprecise location
information is required, another type of grid-based method
can be employed based on nonmetric topological repre-
sentation of the physical application environments. Such
a method significantly reduces the computational com-
plexity of the approximate grid-based methods.

Particle Filters Particle filters are a set of approxi-
mate Bayesian methods based on Monte Carlo simula-
tions. Such methods provide a convenient and attractive
approach to approximate the nonlinear and non-Gaussian
posterior distributions. Unlike the grid-based methods,
particle filters are flexible and can conveniently overcome
the difficulties encountered in dealing with multivariate,
nonstandard, and multimodal distributions through the use
of importance sampling techniques. The particle filters
are also widely known as sequential Monte Carlo filters,
the condensation algorithm, bootstrap filtering, interacting
particle approximations, and survival of the fittest [8].
The key idea of particle filters is to represent the pos-
terior PDF p(xk|z1:k) by a set of m weighted samples
{xi

k, wi
k}i=1,...,m [8,9]. In this representation, each xk

i corre-
sponds to a possible value of the state at the time k, which
can be easily drawn from an importance density q(xk|z1:k)

and wk
i are non-negative numerical coefficients known as

importance weights that sum up to one. Thus, the posterior
density can be readily approximated by:

p(xk|z1:k) ≈
m∑

i=1

wi
kδ(xk − xi

k) , (10)

where

xi
k ∼ q(xk|z1:k) ,

wi
k ∝ p

(
xi

k|z1:k
)

q
(
xi

k|z1:k
) .

(11)

In tracking applications, the weights can be deter-
mined recursively through sequential importance sampling
(SIS) [9], i. e.,

wi
k ∝ wi

k−1

p
(
zk|xi

k

)
p
(
xi

k|xi
k−1

)

q
(
xi

k|xi
k−1, zk

) , (12)

where q(xi
k|xi

k−1, zk) is the importance density for the tran-
sition model. Thus, with a SIS algorithm, the weights and
support points are recursively updated as new observation
data are received sequentially.
However, as the time step k increases, the distribution
of the importance weights wk

i becomes more and more
dispersed and skewed, which is known as the degenera-
cy problem [8,9]. The degeneracy problem can be prac-
tically solved by introducing an additional selection step,
referred to as resampling, to eliminate the particles hav-
ing low importance weights and multiply particles hav-
ing high importance weights. A wide variety of particles
filters have been developed in recent years, such as the
auxiliary and regularized particle filters. When either the
transition model or the observation model is linear, the
Rao–Blackwell simplifications can be applied to the par-
ticle filters to reduce computational costs. A further and
detailed discussion about particle filters can be found in [8]
and many references therein.

Key Applications

In recent years, Bayesian estimation methods have been
successfully employed in many indoor positioning and
many other related applications. In this section, a brief
review of several typical applications of Bayesian filters
is presented within the context of indoor positioning appli-
cations.

Perception Model-Based Localization Indoors

The Bayesian methods presented in this article are well
suited for many indoor localization and tracking appli-
cations. In indoor environments, extensive measurement
campaigns can be carried out before system deployment
so that a wide variety of prior knowledge can be derived
from the premeasurements. The Bayesian framework pro-
vides a convenient way to incorporate and exploit the
prior knowledge, which constitutes a major advantage
of the Bayesian methods for indoor positioning applica-
tions as compared with the classical estimation methods.
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As discussed earlier, extensive measurement and model-
ing effort is necessary in the Bayesian methods to derive
accurate prior PDF and the perception model as well as
the state transition model. In this section, the focus is on
Bayesian localization techniques based on homogeneous
sensors; localization using decision-level sensor fusion
for heterogeneous sensors is presented in the next sec-
tion. Once system models are established through pre-
measurement data, the posterior density can be readi-
ly derived following the general framework of Bayesian
methods.
In [6], a radio-frequency (RF)-based system is present-
ed, known as RADAR, for locating and tracking users
inside buildings. The basic idea underlying RADAR is
based on empirical perception models of the RSS mea-
surements of the signals received from multiple base sta-
tions. With extensive premeasurement or training data col-
lected in the training phase, a nearest-neighbor approach
is applied to determine the location estimate of the target
objects. Strictly speaking, such an approach is not a prob-
abilistic method. However, it could be regarded as a spe-
cial case within the general framework of Bayes estima-
tion methods since the premeasurement data is actually
employed to develop empirical perception models of the
observed RSS data. The technique presented in [14] is very
similar to RADAR, but the location estimation problem
is addressed in a more general setting. An improvement
introduced in [14] is that multiple observation vectors are
collected at each specified location to provide more robust
probabilistic estimation results. In [15], a more sophisti-
cated and detailed perception model is developed, which
is based on the parametric signal propagation pathloss
model. The parameters in the pathloss model are typical-
ly environment specific, and thus can only be determined
from extensive measurement data through linear regres-
sion analysis.

Localization Using Decision-Level Sensor Fusion

No matter how well the perception model is refined, a posi-
tioning system that is solely based on one sensing modal-
ity can only provide a limited estimation accuracy and
reliability due to hardware limitations and adverse effects
of application environments. In fact, the homogeneous
localization techniques presented in the previous section
do not fully exploit the potential of indoor applications.
Inside a building, there are usually more than one existing
infrastructure networks that can implicitly provide location
information. For example, the wireless LAN infrastructure
can work together with camera and sound surveillance sys-
tems to improve the location estimation accuracy. A robust
and scalable probabilistic positioning method is present-

ed in [16], which employs decision-level sensor fusion, to
incorporate multimodal data obtained by many different
types of location sensors.
In addition, three generic architectures are presented
in [12] for sensor fusion systems, which only differ in
terms of at which stage the fusion occurs. Decision-level
sensor fusion occurs after subsystems have processed the
raw observation data collected from their sensors and
reported their decisions about the target’s location. Each
sensor module provides the entire system with a set of
possible values (object locations) represented with a prob-
ability distribution. Then, the probability distributions are
combined to compute a new probability distribution that
represents the most likely location of the object. More
specifically, following the general framework of Bayesian
methods in (1), if the observation data from n sensors are
z = {z1, z2, . . . , zn},

p(x|z1, z2, . . . , zn) = p(z1, z2, . . . , zn|x)p(x)
p(z1, z2, . . . , zn)

. (13)

Then, knowing that {z1, z2, . . . , zn} are measurement data
from statistically independent sensors, it can be easily
derived that:

p(x|z1, z2, . . . , zn) = p(z1|x)p(z2|x) . . . p(zn|x)p(x)
p(z1, z2, . . . , zn)

. (14)

It should be noted that the number of measurement data n
is not a constant number; instead, its value varies from
time to time, depending on the number of available sen-
sors that can provide decision for the current estimation.
This approach thus facilitates modular and extensible sys-
tem architecture. There is no limit on the number and the
types of sensors that can be employed using this method.
With decision-level sensor fusion, when some of the sen-
sors fail (or are shut off due to power saving efforts), the
quality of localization is affected, but the system as a whole
will continue remain functional.

Robot Tracking Using Particle Filters

The examples presented in the previous sections do not ful-
ly exploit the full strength of the Bayesian methods. The
particle filters as well as other sequential Bayesian meth-
ods are best suited for location tracking problems as in
many mobile robotics applications [8].
Location tracking is the most fundamental problem in
many practical mobile robotics applications, and thus it
has received tremendous attention in recent years. In such
problems, the initial robot’s location is represented by the
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initial prior distribution p(x0) and the location is updated
by tracking techniques based on sequentially collected sen-
sor measurements. In order to implement the particle fil-
ters, three probability distributions need to be determined
first, i. e., the prior PDF p(x0), the transition model or the
motion model p(xk|xk−1, Uk−1) where Uk − 1 denotes con-
trol data or odometer data, and the perception model or
the likelihood function p(zk|xk). Then, the particle filters or
other recursive Bayesian estimation methods that are pre-
sented previously in this article can be applied in a straight-
forward way. Detailed convergence property results of the
particle filters and many improvement techniques can be
found in [8].

Data Association for Multiple Target Tracking

Under the most general setup of a target tracking system,
which is common in many applications, a varying num-
ber of moving targets need to be tracked continuously in
a region from noisy observation data that are sampled at
random intervals. Such a problem is widely known as mul-
titarget tracking (MTT) [17,18,19,20]. In MTT, the associ-
ation between the observation data and the targets are typi-
cally unknown so that MTT is much more complex than
the single–target tracking problem. Existing MTT algo-
rithms generally present two basic ingredients: an esti-
mation algorithm and a data association method [20].
To address the data association problem in MTT, some
assumptions are commonly made, for example, one mea-
surement can originate from one target or from the clutter,
one target can produce zero or one measurement at a time,
and one target can produce zero or several measurements
at one time. Over the years, many MTT methods have been
proposed in the literature based on some or all of the pre-
ceding assumptions and they vary largely on the associa-
tion methods that are employed.
The most successful multiple target tracking algorithm is
the multiple hypothesis tracker (MHT) [17]. With MHT,
each hypothesis associates past observations with a tar-
get and, as a new set of observation data arrives, a new
set of hypotheses is formed from the previous hypothe-
ses. Each hypothesis is scored by its posterior and the
algorithm returns the hypothesis with the highest poste-
rior as a solution. A different approach to the data asso-
ciation problem is the joint probabilistic data association
filter (JPDAF) [18], which is a suboptimal single-stage
approximation to the optimal Bayesian filter. The JPDAF
assumes a fixed number of targets and is a sequential track-
er in which the associations between the “known” tar-
gets and the latest observation data are made sequentially.
In [19], the authors presented a Markov chain Monte Car-
lo data association (MCMCDA) method, which shares the

same ideas of particle filtering. Like other particle filter-
ing solution, MCMCDA requires relatively low memory
consumption and outperforms other algorithms in extreme
conditions where there are a large number of targets, false
alarms, and missing observations. In the context of MTT,
particle filters are also appealing, since as the association
needs to be considered only at a given time iteration, the
complexity of data association can be reduced [20].

Future Directions

From the examples discussed above, it is clear that in
general the probabilistic Bayesian estimation methods
have tremendous potential for indoor positioning systems.
In particular, the particle filtering is a versatile approx-
imate nonlinear Bayesian filtering technique based on
sequential Monte Carlo simulations and it offers a sim-
ple yet powerful implementation of Bayesian methodol-
ogy for sequential inference in nonlinear, non-Gaussian
systems. However, in order to employ the Bayesian meth-
ods in complex indoor environments for localization and
tracking applications, accurate system models need to
be developed for a wide variety of location sensors that
are suitable for indoor applications. On the other hand,
due to the intractability of nonlinear, non-Gaussian prob-
lems, the performance of various methods designed for
such problems are typically evaluated through comput-
er simulations. However, the performance of a geolo-
cation system is heavily affected by relative geometric
structures formed by reference nodes and target nodes
(a.k.a. geometric conditioning, characterized by geomet-
ric dilution of precision (GDOP)) as well as the severe
adverse multipath and non-line-of-sight (NLOS) effects
in indoor environments. Therefore, accurate models of
indoor radio propagation channels and other indoor envi-
ronmental characteristics need to be developed to enable
convenient performance study of indoor positioning sys-
tems through simulations. In addition, more theoretical
developments are necessary in both algorithm design and
theoretical performance bounds study for the Bayesian
methods for various specific indoor geolocation applica-
tions.
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Synonyms
WLAN localization; WLAN location estimation; WLAN
location determination; WLAN geolocation; WLAN loca-
tion identification; WLAN location discovery; Radioloca-
tion; WLAN location sensing; Position location; Location
based services

Definition
WLAN positioning refers to the process of locating mobile
network devices, such as laptops or personal digital assis-
tants, using a Wireless Local Area Network (WLAN)
infrastructure. Positioning is carried out by exploiting the
dependency between the location of a mobile device (MD)
and characteristics of signals transmitted between the MD
and a set of WLAN access points (APs). These characteris-
tics are generally Time of Arrival (ToA), Time Difference
of Arrival (TDoA), Angle of Arrival (AoA), and Received
Signal Strength (RSS). RSS is the feature of choice in
WLAN positioning systems as it can be obtained direct-
ly from Network Interface Cards (NIC) that are available
on most handheld computers. This allows the implemen-
tation of positioning algorithms on top of existing WLAN
infrastructures without the need for any additional hard-
ware. The wide availability and ubiquitous coverage pro-
vided by WLANs makes this type of positioning a particu-
larly cost effective solution for offering value-added loca-
tion based services (LBS) in commercial and residential
indoor environments.
With accuracies in the range of 1–5 meters, WLAN posi-
tioning systems can be used to infer location information
in two or three dimensional Cartesian coordinates with
the third dimension representing a floor number. Loca-
tion information can either be reported relative to a prede-
fined coordinate system or symbolically (e. g., room num-
ber, floor number, etc.). Positioning may be performed by
the infrastructure (network-based, remote positioning) or
by the MD (terminal-based, self-positioning). The former
offers more computational power whereas terminal-based
positioning enhances scalability and promotes privacy.

Historical Background
Cellular network infrastructures have served as a milieu for
the development of positioning systems to deliver location-
based emergency and commercial services, including loca-
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Indoor Positioning with Wireless Local Area Networks (WLAN), Figure 1 Overview of steps involved in positioning

tion-sensitive billing and advertising, to their users since
the introduction of the E-911 mandate by the U.S. Feder-
al Communications Commission in 1996. Another impor-
tant positioning system is the Global Positioning System
(GPS), which offers highly accurate positioning capability
and is used in outdoor navigation and LBS.
More recently, advances in wireless communication tech-
nology have led to user mobility within indoor networks,
inspiring location-awareness and LBS in a wide range
of personal and commercial applications geared toward
indoor environments. Unfortunately, the positioning accu-
racy provided by existing cellular-based methods is not
sufficient for such applications and coverage of the GPS
system is limited in indoor environments.
With this in mind, various positioning systems have been
proposed to address the problem of positioning specifically
in indoor environments. These systems make use of a vari-
ety of technologies including proximity sensors, radio fre-
quency (RF) and ultrasound badges, visual sensors, and
WLAN radio signals, to carry out positioning.
Among the above methods, WLAN positioning systems
have received special attention due to the fact that they
can be cost-effectively implemented on top of existing and
widely deployed WLANs. Similar to “cell of origin” meth-
ods in cellular systems, early work in WLAN positioning
estimated the position of an MD as that of the access point
with the strongest signal based on the premise that this
AP is closest to the MD in the physical space. With the
advent of the IEEE 802.11 based wireless networks, the
first fine-grained WLAN positioning systems were intro-
duced in the year 2000 (see, for example, the pioneering
RADAR system [1]). Soon thereafter, WLAN positioning
solutions were commercialized for use in applications such
as asset tracking, resource management, and network secu-
rity [2].

Scientific Fundamentals

The main technical challenge in WLAN positioning is the
determination of the dependency between the received sig-
nal strength (RSS) and the location of an MD. As the signal
travels through an ideal propagation medium (i. e., free-
space), the received signal power falls off inversely pro-

portional to the square of the distance between the receiver
and transmitter. Thus, given the measurements of transmit-
ted and received powers, the distance between the trans-
mitter and the MD can be determined. Given three such
distances, trilateration can be used to estimate the position
of an MD. Unfortunately, in real environments, the prop-
agation channel is much more complicated than the ideal
scenario presented above, leading to a much more complex
position-RSS dependency. The difficulties arise as a result
of severe multipath and shadowing conditions as well as
non-line-of-sight propagation (NLOS) caused by the pres-
ence of walls, humans, and other rigid objects. More-
over, the IEEE 802.11 WLAN operates on the license-free
band of frequency 2.4 GHz which is the same as cord-
less phones, microwaves, BlueTooth devices, and the reso-
nance frequency of water. This leads to time-varying inter-
ference from such devices and signal absorption by the
human body, further complicating the propagation envi-
ronment. To make matters worse, WLAN infrastructures
are highly dynamic as access points can easily be moved
or discarded, in contrast to their base-station counterparts
in cellular systems which generally remain intact for long
periods of time.
Figure 1 provides an outline of the steps involved in a posi-
tioning system. Each of the components are described in
sections that follow.

Modeling of Rss-Position Dependency

Existing WLAN positioning techniques can be classi-
fied into model-based and fingerprinting approaches based
on how the RSS-position dependency is determined. The
approaches are discussed next.

Model-Based Methods The first class of methods aim to
characterize the RSS-position dependency using theoreti-
cal models whose parameters are estimated based on train-
ing data [3]. Given an RSS measurement and this model,
the distances from the MD to at least three APs are deter-
mined and trilateration is used to obtain the MD position
as shown in Fig. 2.
A model for relating RSS and the distance to an AP can
be constructed by considering the fact that in real envi-



568 Indoor Positioning with Wireless Local Area Networks (WLAN)

Indoor Positioning with Wire-
less Local Area Networks
(WLAN), Figure 2 Model-based
WLAN positioning techniques use
a propagation model to obtain
distances to at least three APs
and trilaterate the position of the
mobile device

ronments, in addition to the distance traveled, two addi-
tional mechanisms contribute to variations in the propa-
gation channel, namely, large scale and small scale fad-
ing. Large scale fading is due to path loss and shadowing
effects. Path loss is related to dissipation of signal power
over distances of 100–1000 meters. Shadowing is a result
of reflection, absorption, and scattering caused by obsta-
cles between the transmitter and receiver and occurs over
distances proportional to the size of the objects [4]. Due
to uncertainties in the nature and location of the blocking
objects, the effects of shadowing are often characterized
statistically. Specifically, a log-normal distribution is gen-
erally assumed for the ratio of transmit-to-receive power.
The combined effects of path loss and shadowing can be
expressed by the simplified model below [4]:

Pr(dB) = Pt(dB)+ 10 log10 K

− 10γ log10

(
d

d0

)
− ψ(dB) .

(1)

In Eq. (1), Pr and Pt are the received and transmitted
powers respectively, K is a constant relating to antenna
and channel characteristics, d0 is a reference distance for
antenna far-field, and γ is the path loss exponent. Typi-
cal values of this parameter are γ = 2 for free-space and
2≤ γ ≤ 6 for an office building with multiple floors. Final-
ly, ψ ∼ N (0, σ 2

ψ ) reflects the effects of log-normal shad-
owing in the model.
Small scale fading is due to constructive and destructive
addition from multiple signal paths (multipath) and hap-
pens over distances on the order of the carrier wavelength
(for WLANs, λ = c

2.4 GHz = 12.5 cm). Small-scale fading
effects can lead to Rayleigh or Rician distributions depend-
ing on the presence or absence of a line-of-sight, respec-
tively [4].
In indoor areas, materials for walls and floors, number of
floors, layout of rooms, location of obstructing objects, and

the size of each room have a significant effect on path loss.
This makes it difficult to find a model applicable to general
environments. Other limitations of model-based approach-
es include their dependence on prior topological informa-
tion, assumption of isotropic RSS contours and invariance
to receiver orientation [5].

Fingerprinting-Based Methods As an alternative to
model-based methods, the RSS-position dependency can
be characterized implicitly using a training-based method
known as location fingerprinting. A location fingerprint
is a vector ri(t)= [ri

1(t), . . . ri
L(t)] of RSS measurements

from L APs at time t at spatial point pi. The symbol
pi = (xi,yi) or pi = (xi,yi,zi) represents a point in the two
or three dimensional Cartesian coordinates.
Fingerprints are usually generated offline. This is done
by collecting a set of measurements ri(t), t= 1, . . . ,ni, at
a set of training locations {p1, . . . , pN} with the purpose
of obtaining a sufficient representation of spatio-tempo-
ral RSS properties in the given environment. The database
of these location fingerprints together with their respective
coordinates is known as a radio map. The main challenges
in the construction of the radio map include the placement
and number of survey points as well as determination of
the number of time samples needed for a sufficient repre-
sentation at each point.

Preprocessing

Before the actual positioning is performed, some prepro-
cessing may happen to reduce computational complexity
and improve efficiency of the positioning algorithm. For
example, [6] proposes two preprocessing methods. The
first clusters the environment into grids that receive simi-
lar AP coverage and reduces the search space to a single
cluster. The second involves an incremental trilateration
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Indoor Positioning with
Wireless Local Area Net-
works (WLAN), Figure 3
Fingerprinting-based WLAN posi-
tioning techniques estimate the
position of the mobile device as
a combination of training points
whose fingerprint record best
matches the observation RSS.
The dashed line delineates the
training points used to form the
estimate

technique where APs are used consecutively to reduce the
subset of candidate locations. With the objective of pow-
er efficiency in mind, the work of [7] proposes an offline
clustering method based on K-means that considers the
similarity of AP values in addition to the covering sets.
Lastly, [8] proposes an online spatial filtering technique
to dynamically exclude irrelevant survey points from posi-
tioning calculations. The online preprocessing techniques
are advantageous to their offline counterparts in terms of
resiliency to loss of APs as the set of APs used during the
real operation of the system may be different than that used
during training.

AP Selection

Although two-dimensional positioning can be carried out
with as few as three APs, a mobile device may receive cov-
erage from many more APs in large indoor environments
with ubiquitous WLAN infrastructures. Clearly, using all
available APs for positioning increases the computational
complexity of the system. Moreover, depending on the rel-
ative distance of the MD and each AP and the topology of
the environment in terms of obstacles causing NLOS prop-
agation, correlated RSS readings may be received from
subsets of APs, leading to biased estimates.
These problems motivate the design of an AP selection
block whose function is to choose the best set of APs with
the given minimum cardinality for positioning. The most
commonly used selection scheme is to choose APs with
the highest observation RSS to ensure coverage for survey
points near the observation. Unfortunately, the time vari-
ance in RSS from an AP generally increases with its mean
signal strength. In such cases, the observation may differ
significantly from the training values and it becomes more
difficult to distinguish neighboring points.
More recently, AP selection methods employing entropy-
based techniques and divergence measures have been pro-
posed in [7,8]. In particular, the work of [7] proposes the
use of the Information Gain criterion to choose APs with

the best discrimination ability across the survey points
and experimentally demonstrates advantages over the tra-
ditional technique of the strongest APs. Because selec-
tion is performed during the offline training of the system
and remains fixed for predetermined clusters of points, the
method lacks flexibility in coping with loss of APs. An
online and realtime selection technique is proposed in [8]
to circumvent this problem. This method aims to select
a set of APs with minimum correlation to reduce redun-
dancy. Lastly, since distance calculations are performed on
the AP set chosen by the selection component, it is impor-
tant to consider the interplay among the selection strategy
and distance measurement when designing these compo-
nents [8].

Positioning

With reference to Fig. 1, the positioning step is initiated
when a new RSS measurement from an MD is received
during the online operation of the system. As previous-
ly mentioned, model-based techniques rely on trilateration
for positioning. In contrast, fingerprinting-based methods
compare the observation to fingerprints in the radio map
and return a position estimate. In general, the estimate is
a combination of survey points whose fingerprints most
closely match the observation.
As shown in Fig. 3, the aim of positioning is to deter-
mine a position estimate as a function of the available sur-
vey points. That is, the goal is to find p̂ = h(p1, . . . , pN)

where p̂ denotes the position estimate and {p1, . . . ,pN} is
the set of survey points in the radio map. If h(·) is restrict-
ed to be a linear function of the survey points, the position
estimate p̂ can be obtained as follows:

p̂ = 1

K

∑K
i=1 wip(i)∑N

K=1 wi
, (2)

where wi is inversely proportional to the distance between
the fingerprints at p(i) and the observation and the set
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{p(1), . . . ,p(K)} denotes the ordering of survey points with
respect to wi.
There are three groups of positioning techniques in the
existing literature, namely, deterministic, probabilistic, and
kernel-based learning methods, based on how they deter-
mine the weights wi. These are discussed in what follows.
In the simplest case, the survey points are ranked based
on the Euclidean distance between the observation and
the sample mean of the RSS training samples as in RA-
DAR [1]. In this case, the position estimate is obtained as
the average of the K nearest neighbors (KNN) and w1 =
w2 = . . . =wK.
In the more general case, the weights wi are determined as
functions of the distance between the observation RSS and
the training RSS record at each survey point. For example,
the weights can be chosen to be inversely proportional to
the Euclidean distance above. Despite its simplicity, how-
ever, the Euclidean distance may fail to deliver adequate
performance in cases where the distribution of RSS train-
ing vectors included in the fingerprints are non-convex and
multimodal. Such distributions arise frequently in indoor
WLAN settings due to NLOS propagation and presence of
users [5].
In Bayesian approaches, such as [6], the weights are direct-
ly proportional to the likelihood or posterior probabilities
p(r|pi) and p(pi|r). These probabilities can be estimated
from the training data either parametrically, through the
assumption of a specific form for the density (e. g., a Gaus-
sian), or nonparametrically, using density estimates such as
the histogram or the kernel density estimator (KDE) [2,9].
Using the probabilistic weights, the position estimate cor-
responds to the maximum likelihood (ML) or maximum
a posteriori (MAP) estimate when K = 1, and the minimum
mean square error estimate (MMSE) when K =N [9].
Motivated by the complexity of RSS patterns in this
Euclidean space, the work of [8] proposes a kernelized dis-
tance for the calculation of the distance between an RSS
observation and the fingerprints. This method nonlinearly
maps the original fingerprint data to a high dimensional
feature space where the distribution of RSS training vec-
tors is simplified and carries out distance calculations in
such a space. The weights are then obtained as inner prod-
ucts in the kernel-defined feature space. The authors show
that this position estimator can be interpreted as a multidi-
mensional kernel regression as well as the MMSE estima-
tor of position in the case where the empirical probability
density estimate (epdf) is used as the prior f (p).
Another kernel method explored in the context of WLAN
positioning is the kernel support vector machine (SVM)
for both classification and regression [10], aiming to find
the best set of weights for interpolating the survey points
to minimize the training error while controlling the mod-

el complexity. Both of the classification and regression
problems are solved independently for each dimension in
the physical space. In contrast to this, the work of [11]
proposes a multidimensional vector regression. In partic-
ular, a nonlinear mapping between the signal and phys-
ical spaces is built by observing that the pairwise simi-
larity in these two spaces should be consistent. The dis-
tance between an observation and the fingerprint record
is obtained as the distance between their projections onto
a set of canonical vectors determined through Kernel
Canonical Correlation Analysis (KCCA) and used to deter-
mine the weights in (2).
As an alternative to the use of Equation (2), decision trees
are used in [7] to determine the position estimate by classi-
fying the incoming observation as coming from one of the
survey points by a series of efficient tests. Such a scheme
is effective in reducing complexity and, hence, improves
power efficiency on mobile devices.
An important consideration in designing training-based
methods, such as the aforementioned regression tech-
niques, is resiliency to loss of APs in WLAN infrastruc-
tures. Because APs can easily be discarded or moved, the
dimensionality of the RSS vector may well be different in
the training and realtime operation of the system and can-
not be assumed to be fixed [8].

Tracking

Human motion is generally not random but correlated over
time. Therefore, at any point in time, past position esti-
mates can be utilized to adjust the current estimate. Such
dynamic tracking solutions may simply entail a running
average of previous estimates [6] or rely on more sophis-
ticated methods such as the Kalman filter [9], Markov-
model based solutions [12], and the particle filter [13].
Tracking need not be limited to the use of past position
information. Predictions of future locations can also be
used to proactively adjust system parameters. For exam-
ple, in [9], predictions are utilized to dynamically generate
subsets of the radio map for use in positioning.

Key Applications

Since its conception, WLAN positioning has been used
as an enabling tool for offering location-based services in
indoor environments. Three examples of specific applica-
tions are outlined below.

Network Management & Security WLAN positioning
solutions can be used to offer a variety of location
sensitive network services such as resource alloca-
tion, traffic management, and asset tracking. In addi-
tion, such technology can promote network security by
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introducing location-based authorization and authenti-
cation. Many such solutions are currently commercial-
ly available [2].

Information Delivery In order to provide mobile users
with seamless and transparent access to information
content, location-based personalization of information
delivery is needed [14]. WLAN positioning is a partic-
ularly effective solution in such cases since the neces-
sary infrastructure is widely available in both commer-
cial and home settings.

Context-Awareness As location is an important piece of
contextual information, WLAN positioning and track-
ing can offer an effective solution for context-aware
applications that not only respond, but proactively
anticipate user needs [15].

Future Directions

Wireless local area networks provide a cost-effective
infrastructure for the implementation of positioning sys-
tems in indoor environments. As large urban cities turn
into giant wireless “hotspots”, it becomes essential to con-
sider the design of inexpensive outdoor WLAN positioning
methods. Such solutions must be distributed and scalable
to support entire cities and power-efficient to allow imple-
mentation on a variety of mobile devices with different
capabilities. Lastly, location information must be secured
to prevent unauthorized usage.
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Definition

Many existing and emergent applications collect data
containing geographic location. A large amount of such
information from diverse sources is usually involved in
investigative tasks (e. g., anti-terrorist intelligence anal-
ysis and business intelligence). Geographic information
plays an important role in connecting scattered information
in investigations. However, investigative tasks are highly
dynamic processes where information changes can not be
predicted. Therefore, traditional static geographic informa-
tion presentation approaches are not sufficient for coher-
ently presenting unanticipated information. To address this
challenge, dynamic presentation approaches are proposed.
Based on investigation contexts, the dynamic approaches
use various metrics to dynamically measure the desirabili-
ty of the information, the corresponding visualization and
the visual scene updates. Then, appropriate information
contents are selected and dynamically incorporated into
existing visual display.

Historical Background

Investigative tasks, such as anti-terrorist intelligence anal-
ysis and business intelligence, require that analysts effec-
tively distill a large amount of scattered, diverse informa-
tion. Much of today’s information collected by many exist-
ing and emergent applications contains geo-spatial loca-
tions. For example, most electronic transactions of daily
life, such as purchasing goods by credit card or making
phone calls, usually record geographic locations together
with other attributes. For instance, telephone call records
also include locations of communication endpoints, billing
accounts, and sometimes cell phone zones. Therefore, geo-
graphic information can bridge spatially related informa-
tion together into a coherent presentation which helps ana-
lysts understand and connect scattered information. For
example, geographic information is essential for investi-
gation of bio-terrorism [16] and military intelligence [9].
Traditionally, studies on geographic information presenta-
tion are mostly focused on creating maps for a pre-defined
set of spatial information (e. g., cities and roads) [5]. In

investigative tasks, however, analysts always need to inter-
act with a highly dynamic set of geography related infor-
mation because new information can keep coming in and
may not be anticipated. For example, in a business intel-
ligence application, analysts use geography related infor-
mation to evaluate a specific real estate market. Analysts
may start with an existing map to investigate the area. As
the investigation unfolds, analysts may need to investigate
various aspects (e. g., school districts, local business, trans-
portation and etc.). Overlaying such related information on
top of the map could assist analysts by using spatial cues
to connect scattered information. Apparently it is not fea-
sible to overlay all relevant information on a map since the
information space is huge. Instead, a subset of informa-
tion relevant to a current investigation focus should be pre-
sented on maps. Traditional geographic information pre-
sentation approaches [5,8] are insufficient for such pur-
poses because three challenging issues are not addressed:
(1) how to dynamically select un-anticipated information
to be presented on maps; (2) how to dynamically layout un-
anticipated geographic information; and (3) how to trans-
form maps as information changes to preserve an analysts’
cognitive map. To address these challenges, dynamic geo-
graphic information presentation systems are demanded.
Compared to traditional techniques, the dynamic presenta-
tion approaches offer two key advantages: (1) The dynam-
ic approaches adapt the geographic information presen-
tation as the investigation unfolds. Thus, analysts can be
relieved from the burden of manually changing presenta-
tion configurations to view different spatial information
during lengthy investigations; (2) The dynamic approaches
ensure smooth transitions between maps containing differ-
ent sets of information. Thus, analysts can better maintain
their cognitive map of relevant information during investi-
gations.

Related Work

Research in cartography [5] studied the principles of how
to visualize geographic information. Cognitive scientists
have also studied factors in order to facilitate information
comprehension across multiple displays (e. g., maps) [12].
While these works provide empirical theories to draw
upon, computational models are needed to realize these
theories. In recent years, research has been initiated in the
direction of supporting dynamic interaction scenarios such
as those in investigative tasks.
Dynamic geographic information presentation is close-
ly related to automated multimedia presentation sys-
tems [4,6]. These works automatically derive multimedia
presentation based on user or task models. Since most of
these systems support limited user interaction (e. g., [6]
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Information Presentation, Dynamic, Figure 1 A pipeline for dynamic geographical information presentation

uses a predesigned menu), they often use a rule-based
or schema-based approach to select content. In contrast,
investigative tasks involve large and complex data sets,
where developing an exhaustive set of rules or plans is
impractical.
Researchers in the area of human-computer interaction
and information visualization have exploited methods for
dynamic overlaying information on maps. Bell et al. [3]
use a greedy approach to dynamically layout labels of geo-
graphic locations during interactions which maintains a set
of visual constraints, such as preventing object occlusion
and ensuring visual continuity. Been et al. [1] proposed
a dynamic map labeling method which is especially useful
when users change map resolutions by zooming in and out.
Kapler and Wright [10] presented a system called Geo-
Time to overlay temporal activities on maps.

Scientific Fundamentals

In a dynamic investigation, appropriate geographic infor-
mation presentation can be created in four steps. First,

a subset of geographic information content needs to be
selected in context of the current investigation. Second,
a visual sketch is created to describe the visual represen-
tations (i. e., visual encodings) of the selected information.
Third, the selected information needs to be dynamically
laid out on a map. Finally, a smooth transition between the
previous map and the new map is derived. The four steps
are illustrated in Fig. 1.

Content Selection

To provide a tailored presentation to diverse analyst
queries introduced during an investigation, a geographic
information presentation system must first decide the data
content of the presentation. The goal of such content selec-
tion is to maximize the presentation desirability of select-
ed information and minimize the presentation costs of the
information.
To describe the presentation desirability of a set of infor-
mation D, a function desirability(D) can be defined (for
simplicity, all feature/metric values defined in this entry
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are normalized to lie between [0, 1]). A set of metrics can
be defined to measure desirability(D) using the relevance
of information D to the current investigative focus. The
relevance can be measured in multiple dimensions.
First, certain information is more relevant in a certain
application domain than other information. For example,
information important to a real-estate application can be
obtained by analyzing real-estate web sites (e. g., www.
realtor.com and www.century21.com) in order to study
the importance of various housing dimensions (e. g., price
and style). In particular, the importance of a dimension
d, (d ∈D) can be measured by its presentation prominence,
including when it is presented (e. g., at the first click),
where it is presented (e. g., at the top of a page), and how
it is presented (e. g., in a bold face font). The final impor-
tance of a dimension is the average of its importance scores
over many sites. Thus, domain relevance, R(d, Domain)
can be defined as

R(d, Domain) = importance(d) . (1)

Second, it is desirable to convey information relevant to
analysis history, especially when current user requests are
related to previous requests. For example, an analyst pre-
viously asked for the local average house price. Then, he
wants to see the property tax information to understand
where the heavily taxed areas are. Therefore, it is not effec-
tive to present tax information alone. Instead, previous
price information should be presented together to assist the
analyst to comprehend the relations. Let β denote a binary
value such that β = 1 if the current query is a follow-up
query and β = 0 if the current query starts a new context.
Thus, history relevance can be defined as

R(d, History) = β · αt−t0 · desirabilityt−1(d) , (2)

where 0≤α≤ 1 controls how fast the previous informa-
tion should decay in follow-up query scenarios; t is cur-
rent time and t0 is the time when d is first presented; desir-
abilityt− 1(d) is the desirability of dimension d at previ-
ous query. By combining Eqs. 1 and 2, the desirability of
a dimension d can be defined as

desirability(d) = μ1 ·R(d, Domain)+μ2 ·R(d, History) ,

(3)

where μ1 and μ2 are weights of corresponding metrics.
Similarly, a cost function cost(d) can be defined to measure
the presentation costs of information. One type of the pre-
sentation cost, for example, is the space cost which com-
putes the pixels needed to convey one instance of dimen-
sion d in text or graphics. For example, the minimal space
cost for displaying one house image is 100 × 100 pixels.

Expert-made presentations (e. g., web pages) can be used
to estimate the space costs required to depict a dimen-
sion (e. g., counting the minimal number of pixels needed
to make a text string or an icon recognizable on a desk-
top).
By combining the desirability and cost functions defined
above, an objective function can be define as

objective(D) = w1 · desirability(d) − w2 · cost(d) , (4)

where d ∈D, w1 and w2 are weights of the desirabili-
ty and cost functions, respectively. The content selection
can then be formulated as an optimization problem [13]
whose objective is to maximize the desirability of all rele-
vant metrics. A greedy algorithm [13] can be used to solve
this optimization problem in real-time. Note that the met-
rics defined above are not intended to be a complete list
of metrics. When needed, desirability() can also be easily
extended to include other factors for dynamic presentation.
For example, to adapt a presentation to different devices
(e. g., PDA), a metric can also be introduced to measure
how suitable the presentation is to the target device.

Sketch Generation

After the relevant information is selected, the correspond-
ing visual encodings need to be decided. For example, use
a circle to represent a city and use a information callout
to show a house price. For traditional geographic informa-
tion (e. g.,roads, cities, rivers), their visual encoding can
be decided by existing map drawing approaches. For other
types of customized information such as house informa-
tion, their visual encodings can be automatically learned
from an existing visualization corpus [14]. Specifically,
each visualization example in the visualization corpus con-
sists of annotations of its data and visual properties. Let
tuple 〈Di, Gi〉 denote the annotation of the i-th example
in the corpus. Let D denote the data input of the dynamic
presentation system. An appropriate visualization can be
selected for D by

idx = argmini{dist(Di, D)} , (5)

where idx is the index of the best visualization example to
select; i= 1, . . . , N; and 〈Di, Gi〉 is the i-th example in the
corpus; dist() is a function defined to measure the differ-
ence between any two data annotations.

Visual Layout
To dynamically layout the visual encodings of the select-
ed information, a set of visual layout constraints need to
satisfied. For example, the occlusion of visual objects on
a map should be avoided and spatial distribution of float-
ing visual objects (e. g., callouts) should be balanced. In

http://www.realtor.com
http://www.realtor.com
http://www.century21.com
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traditional static map layout approaches, the set of con-
straints only need to be solved once for each configura-
tion. In contrast, in dynamic scenarios such as investiga-
tions, the set of constrained visual objects will change as
the underline information changes. Therefore, the visual
constants need to be dynamically maintained. To main-
tain such visual constraints, greedy algorithms (e. g., [2])
or non-linear constraint solvers (e. g., [7]) can be adopted.

Visual Context Management
In lengthy investigation scenarios, visual display needs
to be dynamically updated to effectively incorporate new
information and remove old irrelevant information. This
process is called visual context management. It is an
important process to help analysts keep their cognitive
map so that they can comprehend all relevant information
as a coherent whole. Specifically, let St denote the visual
scene at time t and let S′ denote the new visual information
at time t + 1. Visual context management is a process that
derives a set of visual transformations (e. g., visual update
operators such as add) which updates an existing scene St

to incorporate new information S′.
To achieve this goal, a set of visual momentum metrics can
be introduced to measure the desirability of derived trans-
formations. Visual momentum measures a user’s ability to
extract and integrate information across multiple displays.
Since the amount of visual momentum is proportional to an
analysts ability to comprehend information across consec-
utive displays [12], the visual momentum should be max-
imized when a visual presentation changes. Specifically,
three key techniques from [12] are most applicable to the
visual context management task. They are: (1) maximiz-
ing both semantic and visual overlaps of consecutive dis-
plays, (2) preserving perceptual landmarks, and (3) ensur-
ing smooth visual transitions.

Maximizing Both Semantic and Visual Overlaps To
measure visual overlap across consecutive displays, a pre-
sentation system can compute the average invariance of
each visual object in St and its new state in St + 1:

Ov(St, St+1) = 1

N

N∑

i

inv(vi,t, vi,t+1) . (6)

Here, visual object vi,t ∈ St, vi,t + 1 ∈ St + 1, and vi,t + 1 =
opi(vi,t), opi is a visual update operator; N is the total num-
ber of visual objects in St; and inv() computes the invari-
ance between two visual objects (e. g., color invariance,
shape invariance).
Similarly, a semantic overlap metric can be defined to
assess whether semantically related items remain togeth-
er across displays. It computes the semantic relevance of

St and St + 1:

Os(St, St+1) = 1

N2

N∑

i

N∑

j

dist(di, dj) , (7)

where data objects di and dj are encoded by vi,t and vj,t + 1,
respectively, and dist() computes their semantic distance.

Preserving Perceptual Landmarks Perceptual land-
marks are distinguishable features that anchor a visual con-
text transition which in turn helps users to relate informa-
tion in successive scenes. In a geographic information pre-
sentation system, geographic landmarks such as rivers and
highways can be used to assist users to integrate informa-
tion across successive displays. To preserve the maximal
number of perceptual landmarks in a visual context, a met-
ric can be defined to count the normalized number of land-
marks in the context:

L(St+1) = Lt+1

N
, (8)

where Lt + 1 is the number of landmarks existing in visual
context St + 1, and N is the total number of visual objects
in St.

Ensuring Smooth Transition Sudden changes in
a scene prevents users from visually tracking the changes.
As a result, the causal connection between an existing
scene and a new scene may be lost. To ensure smooth
transitions between successive displays, animation is often
used to provide users with a powerful cue to interpret the
changes. A metric can be defined to compute the average
smoothness of applying a set of visual operators:

T(Op) = 1

K

K∑

i

smoothness(opi) , (9)

where Op= {op1, . . . , opK} is the set of visual update
operators used to obtain St + 1. A function smoothness() is
defined when implementing the operators to indicate how
smooth the animation of the update is.

Visual Structuring Metrics In addition to maximizing
visual momentum during a visual context transition, the
structure of the visual scene also needs to be coherent after
the transition. One example of a visual structuring issue is
visual clutter. Visual clutter makes it difficult to compre-
hend a visual scene. Therefore, the visual clutter should be
minimized after the integration of new information. Visual
clutter can be measured using a set of factors:

C(St+1) = λ1 · colorVariety(St+1)

+ λ2 · areaUsage(St+1)

+ λ3 · shapeComplexity(St+1) .

(10)
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Here, weights λ1 = λ2 =λ3 = 0.33, colorVariety() obtains
the number of different colors used in St + 1. Metric
areaUsage() computes the normalized screen space occu-
pied by St + 1. Metric shapeComplexity() computes the
average shape complexities of the shapes in St + 1. To com-
pute shapeComplexity(), a complexity value is assigned to
each distinct shape type to indicate the cognitive effort
needed to comprehend a shape. For example, a dot in
a scattered plot requires much less effect to recognize than
a text label.
By combining the metrics defined in Eqs. 6, 7, 8, 9, 10,
an overall objective function can be defined to measure the
desirability of a scene update.

reward(Op, St, S′) = u1 ·(Ov+Os)+u2 ·L+u3 ·T+u4 ·C
(11)

where u1, u2, u3 and u4 are weights of the metrics. The
arguments of each metric are omitted for conciseness.
Then, the visual context management problem is formu-
lated into an optimization problem [11]. Note that this
optimization could be a non-linear optimization because
the defined metrics are not linear. To solve this optimiza-
tion, either a greedy algorithm or an interactive non-linear
algorithm can be used. Because the involved operators and
visual objects are limited in [11], a simulated annealing
algorithm is used where it still achieves real-time perfor-
mance.

Key Applications

Investigative tasks prevail in many application domains.
Geographic information are essential for many such tasks,
such as location-based business intelligence and criminal
investigation. Dynamic geographic information presenta-
tion is a valuable tool for these application scenarios.

Real-Estate Information Seeking

To evaluate the house prices and their trend in certain
areas, a large amount of spatial information needs to be
investigated. For example, local school districts affect buy-
ing decisions for people with children. The proximities to
major business, cities and transportation impact house val-
ues. Even small roads and parks influence people’s percep-
tion and thus the house prices. Dynamic geographic infor-
mation presentation systems help analysts to view such
related information integrated on maps. Moreover, when
analysts switch their current investigation focus, (e.g, from
schools near a house to parks near the house), the presenta-
tion can be adapted to the changing interests. For example,
less relevant information (e. g., schools) may be removed
due to limited space. However, the house is still preserved
to assist analysts in comprehending the information in con-
text.

A multi-modal conversation system called RIA has been
developed by IBM T. J. Watson Research Center to
assist users in exploring large and complex real-estate
data sets [15]. RIA has implemented the content selec-
tion and visual context management components using
Java on Windows. The real-estate data is subscribed from
a multiple listing service, containing 2000+ houses, each
with 128 attributes (e. g., price and style). RIA supports
natural language- like queries where users can request
for any combinations of attributes and related concepts
(e. g., schools) in context. Based on the understanding of
a user request, RIA automatically creates its response in
two steps. First, RIA determines the data content of the
response using content selection. Second, RIA designs the
form of the response using suitable media and presenta-
tion techniques so that new information can be effectively
integrated with the current visual scene.
It takes two steps to set up and use the content selec-
tion or visual context management method. First, static
data and visual features used in metrics need to be defined
(e. g., assigning data semantic categories). Building a sim-
ple data ontology helps to define these features. Second,
feature-based metrics need to be formulated to model var-
ious constraints important to an application. For example,
in a mobile application, device-dependent visual context
management constraints can be modeled. To bootstrap the
process and avoid tuning fallacy, it is recommended to
start with simple settings. Thus far, RIA has used a simple
data ontology, a set of basic visual operators, and equally
weighted metrics to adequately handle diverse interaction
situations in the real-estate applications.

Location-based Business Intelligence

In many business, location is a very important factor.
Therefore, dynamic geographic information presentation
could effectively help analysts evaluate this factor in
lengthy business investigations. Here, examples are given
on store location planning.
When a company wants to open a new store, it also needs
to investigate many factors related to spatial information.
For example, for a fast food company, it needs to under-
stand the local traffic pattern, local business and attrac-
tions, and people living nearby. Again, dynamic geograph-
ic information presentation systems can integrate such
related information on maps to help analysts comprehend
it as a whole. Meanwhile, the presentations are tailored to
analysts’ current focus (e. g., traffic) to help them attend to
their current information needs.

Anti-terrorist and Criminal Investigation

For anti-terrorist and criminal investigation, where an
event transpires is of great importance. Many existing tools
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try to incorporate maps as a component. However, other
related information may often need to be viewed separate-
ly from the map. More over, a general purpose map may
often contain information irrelevant to the current investi-
gation. The irrelevant information can potentially be a dis-
traction to analysts. Dynamic presentation systems could
solve these two problems by integrating relevant informa-
tion dynamically on a map based on current investigation
contexts.

Public Health

To effectively prevent an epidemic outbreak, reported cas-
es need to be tracked and analyzed in real-time. As new
cases occur in different places, dynamic presentation sys-
tems can dynamically integrate customized case informa-
tion on maps to assist such analysis.

Personal Web Research

With more and more information available on the Web,
more people are using the Web as a personal research tool
for tasks such as trip planning and relocation. In this type
of research, users usually need to go through various infor-
mation sources to find and evaluate related information.
For example, for planning a trip, a user may go through
airline, hotel, and local government information as well as
reviews and opinions. Dynamic presentation systems pro-
vide a visual tool to connect scattered information spatially
on-demand.

Future Directions

Software tools for investigation are receiving more and
more attention because of increasingly overwhelming
information. Geographic information is important to
many investigative tasks that involve location related
information. Dynamic geographic information presenta-
tion approaches are promising for investigative scenarios
because investigations are highly dynamic.
Even though the dynamic information presentation con-
cept has been studied for over 10 years, there are still many
aspects to be improved upon in the future. For example,
in many scenarios, such as text documents, information is
unstructured. How to reliably assess the information rele-
vance in dynamic investigations is still an ongoing prob-
lem.
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Definition

Geographic information is knowledge acquired through
processing geographically referenced data. Geographic
information services are (1) functionality provided by
a software entity through its interfaces defined as named
sets of operations and, (2) provisions of information gener-
ated from geospatial data. The development of geographic
information services is closely related to distributed object
technology and the Internet. It represents a major step to
enable easy access to geographic information and geo-pro-
cessing technology.
From software development perspectives, geographic
information services represent a vertical domain of infor-
mation services where many IT service components are
combined to form information applications. GI-Service
components are self-contained, self-describing, and re-
usable software objects that can be published, located, and
invoked in a multiple address spaces and distributed envi-
ronment. These components can be small or large and
operate in different frameworks such as RPC, CORBA,
DCOM, .NET, and Web Services.

Service Architecture

Different service infrastructures support different GI-
Service architectures. On the desktop, DCOM/COM pro-
vides the framework for fine-grain GI-Services. On the
Internet, DCOM/.NET, CORBA, J2EE, and Web Services
support the distribution of GI-Services. Regardless the
underlying framework, the logical architecture for dis-
tributed GI-Services has four tiers: human interaction ser-
vices, user processing services, shared processing services,
model/information management services (ISO19119). Dif-
ferent physical systems can be developed through differ-
ent combinations of these tiers. For example, a thin client
architecture would map human interaction services to the
Web Browser, user processing and shared processing ser-
vices to the Web Server and Application Server, mod-
el/information management services to the Data Server,
resulting in a three-tier system. Alternatively, a thick client
system can be developed by merging human interaction
and user processing services into a stand-alone client, map-
ping shared processing to the Application Server. Google
Earth is an example of a thick client.

Categories Based on the Open System Environment
model of information services, the ISO19119 groups geo-
graphic information services into the following six cate-
gories:
1. Geographic human interaction services—presentation

of information. Examples include Catalog viewer, Geo-
graphic viewer, and Geographic feature editor.

2. Geographic model/information management ser-
vices—management of development, manipulation,
and storage of metadata, conceptual schema, and data
sets. Examples include WFS (Web Feature Services),
WMS (Web Map Services), WCS (Web Coverage Ser-
vices), and Catalog services.

3. Geographic workflow/task management services—
provision of chain definition service and workflow
enactment service.

4. Geographic processing services—provision of a variety
of GIS functions including spatial, temporal, thematic,
and metadata services.

5. Geographic communication services—typical exam-
ples are encoding (Geographic Markup Language, Key-
hole Markup Language, ArcXML, and GeoTIFF) and
compression of geographic data (JPEG2000, for exam-
ple).

6. Geographic system management services—Examples
include access control and usage rights manage-
ment.

Components carrying out these services constitute the gen-
eral architectural elements of geographic information ser-
vices. Based on the service model, the Open Geospatial
Consortium (OGC) and ISO have been working on a series
of specifications/standards to guide the development of
geographic information services.

OGC and Selective ISO Standards OGC and the
ISO/TC211 are influential entities that develop specifica-
tions or standards of GI-Services. OGC is also a member
of the W3C.

Encoding
1. Simple Features—Geometric object model of basic

geospatial entities.
2. GML—ISO/CD 19136. Geographic Markup Language,

as an XML-based standard format for network transfer
of geospatial data.

3. Filter Encoding—XML expressions of queries. Styled
Layer Descriptor—specification on symbolization of
rendering of geospatial information.

4. Geographic Information Metadata—ISO19115 and
ISO19139. Description of geospatial data collections
and services.

Common Applications
1. Web Map Service—Display of maps in image formats.
2. Web Feature Service—Retrieval and update of geospa-

tial data in GML format.
3. Web Coverage Service—Access to coverage data.
4. Web Map Context—Persistent representation of the

state of a Web Map session for sharing and reuse.
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5. Web Service Common—Common interfaces for all
OGC Web Services.

Common Services
1. Catalogue Service—Publication and search of metada-

ta.
2. Registry Service—Extension of the catalogue service

using ebRIM.
3. Coordinate Transformation—Projection and transfor-

mation of geographic data.
4. Simple Feature Access—Access to geospatial data in

different environments: SQL, CORBA, and OLE/COM.

Historical Background

The development of Geographic Information Services
follows the path of mainstream information technology.
In the early days (80s to mid-90s), like most comput-
er software technology, Geographic Information System
was a self-contained monolithic entity. Embedding GIS
functionality in other software system or including exter-
nal software into a GIS was a tremendous undertaking,
which actually led to a specialty called system integra-
tion. Advances in distributed object technology in the
mid to late 90s changed the landscape of software engi-
neering. We first saw that object-orientation had become
the dominate mode of programming and software design.
Then came Microsoft’s Object Linking and Embedding
(OLE), the first OS level support for systematic interac-
tion among software objects. With OLE, a Word document
can contain an Excel document. As the scope of object
services expands, OLE evolved into Component Object
Model (COM), then Distributed Component Object Model
(DCOM), and lately “.NET” that allows software units to
interact through the Web. In parallel, the Object Manage-
ment Group (OMG), an industrial consortium, developed
the Common Object Request Broker Architecture (COR-
BA), which provides the reference model for the devel-
opment of component technology such as JavaBeans, and
other distributed object middlewares. Lastly, a lightweight
framework for object services on the Web, “Web Ser-
vices”, has gained wide acceptance. These object standards
specify how software units should be constructed, how
they should be communicated with each other, and what
types of common services the infrastructure must provide
in order to assemble and execute component or object-
based applications.
The GIS software industry and the academic community
began to work with the general frameworks of distributed
object technology. The OGC has been instrumental in for-
mulating the reference specifications for developing ser-
vice-oriented geo-spatial technology. Earlier efforts were

in enabling interoperability among geo-spatial processing
software programs. A reference model was established in
1996, followed by a series of abstract specifications for
accessing spatial data. The OGC has since diligently fol-
lowed the IT mainstream and guided the development of
the GIS software industry with a series of service oriented
specifications.
GIS software vendors have been quick in adapting to
the object / component oriented framework, which can
be illustrated with a brief product timeline from ESRI,
the leader in the GIS software industry. ESRI released
MapObjects, a collection of ActiveX components that can
be assembled into application programs in 1996. In the
next two years, the MapObjects Internet Map Server and
the ArcView Internet Map Server both entered the mar-
ket. In the subsequent year, the company released ArcIn-
fo 8, marked a fundamental change with component tech-
nology with a comprehensive object model ArcObjects.
The year 2000 represents a major push into “societal GIS”
with the establishment of the geography network, a meta-
data service platform and major release of ArcIMS sup-
porting multi-tier architecture and a workflow from map
authoring to publication. In 2002, ESRI started “ArcWeb
Services” to provide on-demand functionality and content
with the Web Services framework. In 2006, along with
a revolutionary wave of Web map services initiated by
Google, Yahoo, and Microsoft, ESRI released ArcGIS 9.2
with a marketing as well as technical emphasis on ser-
vice oriented architecture. ArcGIS Explorer, a thick client
similar to Google Earth with more specialized GIS func-
tions, maintains the relevance of the GIS software indus-
try.

Scientific Fundamentals

Geographic information services are related to several lay-
ers of basic science. The first fundamental has to do with
a general software model of Geographic Information Ser-
vices. In the core of such a model is the classification of
services, followed by the formal description of each ser-
vice. Detail functions are further specified by the inter-
faces. Currently, object oriented design with Universal
Model Language provides the common tools for develop-
ing software object models.
Because a key requirement in providing information ser-
vices is message exchange, communication protocols are
needed for describing service requirements and data con-
tents. XML has showed wide acceptance as the language
for development such protocols.
Ultimately, issues with service modeling, classification,
and description, as well as service interoperations, will
have to do with the ontology of geospatial information.
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Ontology has been an active research area in Geograph-
ic Information Science. Most of the efforts, however, have
not been directly affecting the development Geographic
Information Services.
In the technical domain, architectural design and algorithm
development are two key issues. Service oriented architec-
ture is still under development. SOA is required to enable
the consumption, composition, description, discovery, and
publication of services, in a secure and reliable way. Algo-
rithms must be redesigned to meet the efficiency expec-
tations as there are potentially a large number of requests
from the Web. Parallelism, once an active research area in
GIS, is a promising approach to designing fast algorithms
for geo-processing.
In the social science domain, there are several issues relat-
ed to Geographic Information Services. A feasible busi-
ness model is a prerequisite for providing sustainable Geo-
graphic Information Services. Establishing the legal and
technical frameworks for handling liabilities is another
infrastructural element. And finally, there are issues with
usage rights of data and the protection of intellectual prop-
erties.

Key Applications

Location-Based Services

Location-based services are a unique category of GI-
Services. They are distributed on wireless networks and
often require real time processing. Client devices are often
mobile phones and PDAs that have limited capabilities
in processing, storage, and display. The types of services
often include the following (OGC, 2005):
1. Directory service—Access online directory to find the

nearest or specific place, product, or services.
2. Gateway service—Obtain position data from mobile

devices through GMLC (Gateway Mobile Location
Center) or MPC (Mobile Positioning Center).

3. Location utility service—Geocoding and reverse geo-
coding.

4. Presentation service—Graphic display of geo-informa-
tion on mobile terminals.

5. Route service—Calculate the best route based on user
specification.

Due to the specific characteristics of wireless networks,
a special data encoding schema is developed. The ADT
(Abstract Data Type) defines well-known data types and
structure for location information through XML for Loca-
tion Services (XLS).

Mobile Services

The number of mobile services of location information is
rapidly rising. Below is a sample.

1. ESRI ArcPAD, ArcGIS Engine, ArcWeb Services
2. Google Mobile
3. MapInfo MapX Mobile
4. MapQuest Find Me (co-brand with Nextel)
5. Microsoft Windows Live Search for Mobiles
6. Microsoft MapPoint Location Service
7. Microsoft Virtual Earth for Mobiles
8. Tom Tom (navigation devices and services)
9. Webraska (GPS navigation software, SmartZone Geo-

spatial Platform)

Desktop Applications

GI-Service components for desktop applications are often
DCOM or JavaBean components. Each component expos-
es a set of interfaces as service contracts. Different com-
ponents are glued together to form a desktop GIS appli-
cation. ArcMap, a Windows GIS application, is built with
ArcObjects, the core component library from ESRI. Other
desktop applications, such as PowerPoint and MS Word,
can also embed GIS components in their documents. Dis-
tributed object technology facilitated the transformation of
GIS software systems from monolithic packages to a sys-
tem of service components.

Network Applications

GI-Service components for Internet applications are often
coarse grain, or large entities formed by smaller compo-
nents such as those in ArcObjects. They are usually high
level services combining a series of GIS functions and spe-
cific data. ESRI ArcWeb Services, for example, include
five application services: mapping, place finder, address
finder, route finder, and spatial query. A subscriber can
use one or more of these services through a client program
(ArcMap or ArcGIS Explorer, for example) or develop an
application that combines the GI-services with other third
party services.
Google, Yahoo, and Microsoft provide similar GI-services
through the Internet. Google Maps, Yahoo Maps, and Mi-
crosoft Virtual Earth are all stand-alone Web applications.
Meanwhile, each of them exposes a series of APIs that
allow the “mash-up” of information from other Web appli-
cations. There are numerous of mash-ups developed every-
day.

Software Products for Application

Access Control and Rights Management
CubeSERV Identity Management Server (CubeWerx)
Authoring
ArcIMS (ESRI)
FreeStyler (Galdos)
Application Servers
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ArcGIS Server (ESRI)
ArcGIS Image Server (ESRI)
ArcIMS (Multiple protocol support, ESRI)
Catalina (WFS server, Galdos)
CubeSERV (WFS server, CubeWerx)
CubeSERV Cascading Server (WMS server, CubeWerx)
GeoServer (WFSserver, open source, Refraction Research)
OpenLayers (Map server, OSGeo)
RedSpider Web (WFS, WMS server, Ionic Software)
MapXtreme (MapInfo proprietary system)
MapGuide (Autodesk, WFS, WMS server)
MapServer (University of Minnesota, open source)
Catalog Servers
INdicio Catalog Server (Galdos)
CubeSERV Web Registry Server (CubeWerx)
ArcIMS Metadata Services (ESRI)
RedSpider Catalog (Ionic Software)
MapInfo Discovery (MapInfo, limited functions)
Clients
ArcCatalog (ESRI, metadata publishing and search)
ArcExplorer (ESRI)
ArcGIS Explorer (ESRI)
CubeXLOR (WMS client from CubeWerx)
Google Earth (Google)
Google Maps (Google)
Live Search (Microsoft)
MapBuilder (OSGeo)
NASA World Wind (NASA)
Yahoo Maps (Yahoo!)

Future Directions

The development of Geographic Information Services sig-
nifies a transition from monolithic software systems to
interoperable components, from an emphasis in providing
software tools to a focus on distributing information prod-
ucts, from a highly specialized technology mastered by the
few to an information commodity consumed by the public,
and from an information tool to a media of mass commu-
nication. The overwhelming popularity of online mapping
services from Google, Yahoo, and Microsoft confirms that
Geographic Information Services is becoming a ubiquitous
information commodity.
With these easily accessible mapping services, people sud-
denly discovered their inherent interests in geography,
locations, and maps, which are beyond finding places and
getting directions. A piece of news is now attached with the
geographic coordinates. Photos taken on a trip are linked
to markers on the Web Map to be shared with friends and
relatives. On these online maps, strangers meet, stories
are shared, and communities are formed. Web maps are
becoming the sand-box of the information society.

Hardware and software infrastructures will continue to
improve, which will enhance the processing capability and
quality of Geographic Information Services. The maturity
of Service Oriented Architecture, for instance, will enable
greater efficiency in authoring, chaining, publishing, and
discovery of geographic information services. As a result,
business and government entities will be able to integrate
geographic information with other information in decision
making more closely than ever before.
The availability of high quality data is likely to be a cru-
cial condition for the development of Geographic Informa-
tion Services. The issue is perhaps more in the institution-
al domain than in the technical one. Accessibility to high
quality data inevitably contradict with privacy protection
and even national security. Management of usage rights
with geographic data is a challenge. The legal framework
is still under development.
In the domain of academic research, development in ana-
lytical methods will play an important role in improving
Geographic Information Services. Basic research in under-
standing earth processes and representing such knowledge
as computational methods is the ultimate source of robust
services. A better understanding in the spatial cognitive
process, on the other hand, is increasingly important for
effective interface design and information communication.

Cross References
� Catalogue Information Model
� Cyberinfrastructure for Spatial Data Integration
� Distributed Geospatial Computing (DGC)
� Geocollaboration
� Geography Markup Language (GML)
� Geospatial Authorizations, Efficient Enforcement
� Geospatial Semantic Integration
� Geospatial Semantic Web
� Grid, Geospatial
� Internet GIS
� Internet-Based Spatial Information Retrieval
� Location Intelligence
� Location-Based Services: Practices and Products
� Metadata and Interoperability, Geospatial
� OGC’s Open Standards for Geospatial Interoperability
� Security Models, Geospatial
� Web Feature Service (WFS)
� Web Mapping and Web Cartography
� Web Services, Geospatial
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Synonyms

GEOINT; Geo-intelligence

Definition

Geospatial Intelligence (GEOINT) is defined as the
exploitation and analysis of imagery and geospatial infor-
mation to describe, assess, and visually depict physi-
cal features and geographically referenced activities on
Earth [1]. As a specialized field within the much larger
profession of intelligence, GEOINT provides action-ori-
ented intelligence of a unique and powerful nature. By
combining imagery, imagery intelligence (IMINT), and
geospatial information with data collected by various other
Intelligence Community (IC) components, or INTs (e. g.,
human intelligence (HUMINT), signal intelligence (SIG-
INT), etc.), a Common Operational Picture (COP) of an
area of interest is developed. This approach provides con-
text and clarity to decision makers such as war fighters,
homeland security personnel, and national security policy-
makers [2]. The inherent spatiotemporal reference frame or
geography of these data acts as the common link that fuses
together what would be individual pieces of information
into multi-dimensional visualizations that allow analysts
to extract higher levels of understanding about the situa-
tion at hand. The planning, collection, processing, anal-
ysis, exploitation, and dissemination of information from
these many sources is integrated at multiple spatial as well
as temporal scales (e. g., from vast desert areas to dense
urban centers, and from eras to seconds), and leveraged to
make important decisions [3]. The versatility and capabili-
ty of geographic information systems to effectively handle
this approach to multi-source data integration and analysis
is what allows GEOINT to provide a more powerful solu-
tion to intelligence professionals than would be possible if
each piece of information were examined individually.

http://www.oasis-open.org/committees/download.php/19679/soa-rm-cs.pdf
http://www.oasis-open.org/committees/download.php/19679/soa-rm-cs.pdf
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http://www.omg.org/technology/documents/formal/corba_iiop.htm
http://www.w3.org/TR/soap
http://www.w3.org/TR/soap
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Historical Background

The fundamental history of geospatial intelligence can be
traced as far back in time as any group has set out to per-
form reconnaissance and mapping for the purpose of fus-
ing that information into an intelligence cycle that drives
decision making (i. e., the exploration of the Louisiana
Purchase by Lewis and Clarke). Geospatial intelligence,
as defined here, has come a long way from the days of
hand generated maps, but has always been a truly invalu-
able component of the intelligence cycle.
Commanders and leaders of all levels rely heavily upon
knowledge of the geography of battlefields and of both
foreign and domestic territories when considering their
options and formulating their plans. With the advance-
ment of the geospatial, imaging, and computer sciences
(aka information technology) a more abundant source of
information and improved analysis capability has found
renewed strength in the decision making process. As aeri-
al photography and photographic interpretation advanced,
a wealth of information and intelligence was available
about troop movements, enemy positions, and other issues
and events key to national and global security. With the
launch of satellites, a new era of intelligence gathering
from space was ushered in. The advances of digital over
film based transfer of images from satellite remote sens-
ing platforms served to further shorten the response time
to events. The tremendous boost in speed and processing
capability of computers in recent times has allowed pro-
cessing and analysis of geographic information (which, in
its infancy was quite limited) to reach levels that final-
ly began to unlock the potential of geographic informa-
tion science. Maps that were once drawn by hand over
a period of days can now be generated in a fraction of the
time, and photographs that were once delayed by having to
go through the delivery and exposure process now stream
down as digital images to multiple users around the world
in seconds. It is these events and developments, largely
moved along by military necessity, that have molded what
is now referred to as geospatial intelligence.

Scientific Fundamentals

Geospatial intelligence can be explored in further detail
by examining the data it collects, what it does with that
data on the processing side, and how the resulting products
impact the intelligence community. To begin, an impor-
tant distinction about the role of GEOINT in the intelli-
gence cycle must be made. While other subject areas of the
intelligence community have the ability to use GEOINT to
develop their strategies and to find answers to intelligence
problems, GEOINT also uses other forms of intelligence to
ensure that the products it produces best match up with the

overall picture. While there appears to be an overlap in the
operations of GEOINT and other intelligence disciplines
as far as intelligence fusion goes, it should be noted that the
nature of their services is quite different. While GEOINT
may bring together different components of multi-source
data for the purpose of strengthening its geographic under-
standing and analysis of a situation, it is not to be con-
fused with other intelligence disciplines whose sole func-
tion is to combine all sources of intelligence, including
GEOINT products, and analyze them to solve intelligence
problems [2].
One of the main strengths of GEOINT is that it is capable
of exploiting the spatial and the temporal aspects of many
sources of intelligence data. The three primary sources of
data, as listed in the formal definition of GEOINT, are
imagery, imagery intelligence, and geospatial information.
These three components serve as the base upon which oth-
er products and data are extracted from or added to. The
imagery component comes from national reconnaissance
and intelligence platforms, such as commercial satellite,
aerial, and unmanned aerial vehicles (UAVs). Types of
imagery exploited by GEOINT cover the entire range of
available remote sensing capabilities to include (but not
to be limited to): panchromatic (visible), infrared, multi-
and hyper- spectral, thermal, short and long wave (e. g.,
microwave), earth observation imagery, and other aeri-
al platforms. Imagery collection is organized at both the
local and national level with both managements typically
being responsible for populating a national database [2].
Active sensor based information includes but is not lim-
ited to: Synthetic Aperture Radar (SAR), Light Detecting
and Ranging (LIDAR), etc. Once imagery and other sen-
sor information is collected and received, it is analyzed
to extract valuable intelligence. The intelligence extrac-
tion step is performed by image interpreters through spec-
tral and object-based classification techniques as well as
varying forms of automated and manual feature extraction
methods. The last data component, geographic informa-
tion, is often a product of the first two steps. It does, how-
ever, also include other forms of data collected from sur-
veying and mapping technologies, geodetic data, and other
related products [1].
With the geographic data and imagery in hand, analysis is
performed in a way that ensures that all angles of the situa-
tion are being examined. An example of geospatial intelli-
gence preparation and exploitation is the Geospatial Intel-
ligence Preparation of the Environment (GPE) method-
ology developed by the National Geospatial Intelligence
Agency (NGA) (Fig. 1a). This methodology, based on the
Joint Intelligence Preparation of the Battlespace (JIPB)
(Fig. 1b) doctrine in use by America’s military, has been
modified such that it allows for the analysis and intro-
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Intelligence, Geospatial, Figure 1 GPE compared
with IPB [2]

duction of civilian and other non-military situations. This
modified approach provides GEOINT with extreme flex-
ibility in that the process can be used for disaster man-
agement, security planning for large events, emergency
response, etc.
In keeping with this flexible nature, GPE is composed of
four components that do not always have to occur in a strict
linear fashion. The components represent key areas of the
intelligence problem that provide a basic and systematic
structure for evaluating any given situation and may be
revisited as new information comes in. The components
are:
1. Define the Environment: The first component of

NGA’s GPE methodology requires that the analyst
define the environment. This first step uses basic infor-
mation such as grid coordinates, vectors, latitude and
longitude, altitude, natural and political boundaries, etc.
to define the exact area of interest upon which the
resulting GEOINT product will be built.

2. Describe the Environment’s Influence: Once the base
is established the analyst will describe the environ-
ment’s influence by collecting all existing information
on natural conditions, infrastructure, and culture in the
area of interest. Any thing that can affect operations car-
ried out in these regions must be considered, includ-
ing: weather; transportation networks; language; cul-
tural, political, ethnic, and religious factors and bound-
aries, etc.

3. Evaluate Threats and Hazards: In this component the
analyst draws from the other INTs to evaluate threats
and hazards in the area and layers this intelligence data
onto the information base established in the first two
components. This component includes data on the size
and strength of the enemy, their tactics and doctrine,
whether there is currently (or exists potential for) an
insurgency in the area, any possible chemical/biological
threats, etc.

4. Develop Analytic Conclusions: In this last component
all information is integrated to develop predictive ana-

lytic conclusions. In this step the analyst attempts to
determine the most likely course of action that the ene-
my or threat will take, and then to analyze the impli-
cations of those actions on the overall situation. During
this process the analyst is constantly trying to increase
his level of certainty over time by compiling and ana-
lyzing data and information until it reaches a level that
allows him the confidence to raise a predictive alert or
issue a report before the occurrence of an event [4].

The products created by GEOINT are wide ranging and
vary in nature between what those in the field consider
to be regular or standard products, and special or special-
ized products. Standard GEOINT products include such
things as maps, charts, imagery, and digital raster and
vector geospatial data. They usually support the largest
population of users who do not have direct use for spe-
cialized products. Standard products are also typically of
a planned and routine nature, and are designed to meet
certain specifications. Specialized products are those that
include the use of more advanced technologies, sensors,
and often the variable of time. Specialized products at the
same time allow the user to extract more detailed informa-
tion in a more flexible, and sometimes more dynamic, for-
mat. Because they are often tailored to meet certain objec-
tives, the number of users of specialized products is most
often minimal.
It should be noted that not all products will fall neatly into
just one of the following categories as shown in Fig. 2.
Figure 2 shows a modified version of MacEachren’s map
use cube that helps to explain GEOINT products in general
and to show the distinction between standard and special-
ized products.
In this conceptual space the use of a GEOINT product is
shown to have three continua that form extremes in two
corners but never any distinct boundaries within the space.
The first continuum shows how the number of end users
is typically a function of how specialized or how gener-
al the product is; with many users frequently requiring
access to standard products and a smaller number of more
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Intelligence, Geospatial, Figure 2 The conceptualized space of GEOINT
product use (modified from [5])

advanced users requesting or having need for the special-
ized products. The second continuum defines the prod-
uct in terms of the level of human to map interaction.
A product that allows the user more control over chang-
ing the display properties, presentation, layers included,
maps viewed, merging map displays, overlay and super-
position of user data, etc. is a more specialized product
than one in which all the variables are static and the user
is limited in the changes they can make. The third con-
tinuum deals with the data that is being delivered to the
user via the product. If the product focuses more on pre-
senting only a few general data variables to the user with
a certain message in mind (i. e. a topographic map), then
the product is said to be of a more standard nature. On
the other hand, products that effectively present multiple
sources of information layered in such a way that the user
can ask his/her own questions of the data and use it to ana-
lyze a wide array of situations are said to be more special-
ized. The two extremes of this conceptual space are prod-
ucts that provide the user with much interactivity and allow
for the highest possible degree of analysis, and those that
offer low amounts of interaction and simply present their
data. The map product users continuum must be looked
at carefully in this model. While it is true, in most cases,
that more users will benefit from standard products that
are simple in their presentation of data and are fairly stat-
ic, a new age of dynamic products that share data rapidly
across networks and allow users more and more levels of
control over the presentation, display, and interaction with
their data are beginning to influence a larger audience.

Key Applications

Because GEOINT allows for the layering of multiple
sources of information to address any specific problem, the
list of GEOINT applications is varied and extremely wide
ranging. What follows are a few examples of GEOINT
applications that can be further researched by visiting the
NGA [6], UMC [7], and other websites listed in the rec-
ommended reading section.

Maps, Charts, Imagery

One of the most common applications of GEOINT is
to build and provide paper and digital topographic, mar-
itime, and aeronautical charts and graphics, as well as stan-
dard analyzed and unanalyzed imagery to operators across
every organization.

3D and 4D Fly-Through

These 3 and 4 dimensional products are a great resource
for providing commanders, planners, and other mission
operators with a dynamic view of the battle space. A 3D
virtual representation of the area of interest is construct-
ed and the point of view of the observer is carried around
the image along specified flight paths that are construct-
ed to give the maximum amount of information about the
layout and position of the area of interest. Other layers of
information can be added to the 3D virtual world and then
the whole thing can be enabled with the 4th dimension of
time to recreate a given situation to enable more advanced
analysis.

Data Dissemination and Fusion

With the large amount of data available, GIS provides crit-
ical infrastructure to support the collection, fusion, and
rapid dissemination of geospatial and other data to a wide
array of users operating around the globe.

Automated Feature Extraction

Methods are being refined to build accurate vector data of
roads, building, etc. from high resolution commercial and
non-commercial satellite imagery in an automated fash-
ion. Building computer programs to do the brunt of the
extraction process greatly reduces the number of man-
hours involved.

Automated Target Recognition

This application focuses on using specific computer algo-
rithms developed for a variety of sensor products to auto-
matically detect, locate, and track the change in position of
targets of interest such as vehicles, missile sites, tanks, etc.
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Automated Scene Description

This application uses the target detection results from the
ATR process and then goes one step further by provid-
ing descriptions of the contents of any scene. An example
of this would be running ATR to locate a convoy moving
through the desert and then having ASD provide higher-
level description that the convoy is 5 miles SW of a certain
facility.

Cross Country Mobility Studies

GIS is an exceptionally capable tool for analyzing the
many variables that contribute to locating suitable mobili-
ty corridors across terrain. Combining variables like slope,
soil composition, wet or dry conditions, land cover density
and type, etc. the analyst can determine the best paths for
a variety of vehicles.

Threat Range Study

These studies can be performed in a variety of ways with
the same basic premise that the analyst is delineating the
space between a sensitive object and a threat to that object.
If the sensitive object is a boat in harbor, then the analyst
will buffer out from the boat (with distance specified by
the threat capability, e. g. explosives, etc.) to define the area
that must be secured to prevent harm to the vessel.

3D Urban Scene Reconstruction

Constructing virtual recreations of urban areas provides
extremely valuable support to operations. 3D views pro-
vide many benefits, among which is the ability to perform
viewshed analysis to locate potentially good line of sight
for sniper coverage of an advancing assault, or to inverse-
ly locate an enemy sniper position. 3D urban simulations
are also being used to train soldiers by providing realistic
situations with multidimensional environment.

Risk, Natural Hazard,
and Homeland Security Management

When large scale disasters or hazardous events occur there
is initially a lot of confusion and panic that must immedi-
ately be followed by coordination and purposeful action.
In much the same way that action is coordinated in bat-
tle, GEOINT can provide structure for decision making,
and rapid fusion and collaboration of data that is needed to
handle a large scale domestic situation.

Future Directions

One of the most current and comprehensive plans to for-
ward GEOINT was drafted as a set of challenges to

NGA by a special committee formed by the Mapping Sci-
ence Committee of the National Research Council of the
National Academies [3]. The challenges set forth include
advancements in data mining technology; sensor fusion;
spatiotemporal database management systems; visualiza-
tion; data sharing with coalition forces, partners, and com-
munities at large, etc.

Cross References

� Change Detection
� Crime Mapping and Analysis
� Data Analysis, Spatial
� Homeland Security and Spatial Data Mining
� Image Mining, Spatial
� Patterns in Spatio-temporal Data
� Temporal GIS and Applications
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Synonyms

Geomedia; G/Technology; Inservice; M&S Computing;
Photogrammetry; Z/I imaging; Standards, geographic data
object (GDO); TerraShare; Image station; Automated vehi-
cle location (AVL); WiMAX

Definition

For many years, Intergraph has been one of the mar-
ket leading commercial companies in geospatial technolo-
gies, with a broad range of products and a presence in
many vertical markets. At the time of writing, Intergraph
has two divisions: Process, Power and Marine (PP&M),
which focuses on Plant Design and Engineering, and relat-
ed technologies; and Security, Government and Infrastruc-
ture (SG&I), which sells a range of products and services
leveraging geospatial technology, using a broad definition
of that term.
The GeoMedia family of products is the most wide-
ly used of Intergraph’s geospatial offerings, with appli-
cations in many industries including government, trans-
portation, military, intelligence, utilities and communica-
tions. Intergraph also offers a suite of products specifical-
ly focused on the utility and telecommunications industry:
G/Technology is focused on management of complex net-
works, and InService is used for outage management and
workforce management. Intergraph has long been a mar-
ket leader in the Public Safety market, providing emergen-
cy call taking systems – which many might not think of
as “GIS”, but which is fundamentally a geospatial appli-
cation. Its products in this area have expanded to serve
the growing market for emergency response and nation-
al security. Intergraph also provides a range of products
for the capture, processing and distribution of imagery and
terrain data, including cameras for aerial photography, the
ImageStation family of products for processing, and Ter-
raShare for distribution.

Intergraph believes that its combination of products and
experience in both traditional geospatial applications, and
in the real time mission critical space of public safety and
security, position the company well in the growing market
for real time geospatial applications.

Historical Background

Intergraph has its origins in the 1960s US space program
that led to the successful Apollo 11 moon landing in 1969.
At that time Jim Meadlock worked at IBM’s Federal Sys-
tems Division and was responsible for integrating the com-
puter operations for the Saturn Launch Vehicle. In Febru-
ary 1969 Meadlock formed M&S Computing along with
Nancy Meadlock, Terry Schansman, Keith Schonrock and
Bob Thurber. Jim Taylor, who would later become Inter-
graph’s second President and CEO, joined M&S Comput-
ing in May of 1969 as employee number 6 and “honorary”
founder. In 1980 the M&S Computing name was changed
to Intergraph and Intergraph became a public company
in 1981 trading on the NASDAQ market under the sym-
bol INGR. Intergraph would remain a public company
until November of 2006 when it was acquired by private
investors.
In the 1970s, M&S Computing engaged in contracts with
NASA and US Army to convert analog missile guidance
systems to digital guidance systems. As part of this activi-
ty, M&S Computing developed graphic interfaces for dis-
playing missile trajectories. Using this experience, M&S
Computing developed an interactive graphics system inte-
grating Tektronix terminals with a digitizer tablet from
Summagraphics and a Digital Equipment PDP-11 mini-
computer. The first interactive graphics application was
a program for NASA used for printed circuit-board design.
In this application, engineers were able to manipulate on-
screen graphic objects representing the circuit-board com-
ponents. Based on this interactive graphics technology, in
1974 M&S computing developed a mapping system for
the City of Nashville. This represented the birth of GIS
at Intergraph (then M&S Computing).
During the early M&S days other seminal GIS events were
taking place at Harvard University. In 1964 Howard Fish-
er founded the Harvard Laboratory for Computer Graph-
ics and Spatial Analysis. Fisher received a grant from the
Ford Foundations to develop SYMAP, a program for map-
ping using a line printer as output device. Students and
researchers at the Harvard Laboratory would later on influ-
ence greatly the GIS industry. Among them was David Sin-
ton who joined Intergraph in 1979, and Jack Dangermond,
who went on to found ESRI.
In the 1980s Intergraph graphics technology evolved
into “turnkey” systems integrating hardware and soft-
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ware. Intergraph adopted the successful Digital Equip-
ment VAX/VMS minicomputer platform. This platform
was augmented with specialized graphic processors. In
this period Intergraph pioneered advances in software and
hardware that brought interactive computer graphics to
new levels. Intergraph introduced the Interactive Graphics
Design Software (IGDS) that enabled persistent storage of
graphics data in design files. In those days hard disks were
not fast enough to drive display. One of Intergraph’s most
significant contributions was the development of a smart
disk controller that was able to read graphics files (in DGN
format) fast enough for interactive graphics. Intergraph
systems delivered “Intergraph disks” configured at the fac-
tory for high performance. As base interactive graphics
evolved so did number of CAD applications including GIS.
During the 1980s Intergraph began important develop-
ments to build data capture and cartography systems.
A contract with the Defense Mapping Agency (DMA)
led to the development of new generation stereo plotter;
Intermap Analytic (IMA). In this timeframe Intergraph
also developed a variety of specialized scanners and high
resolution plotters and film writers. Notable among these
was the MapSetter series.
In the late 1980s and early 1990s Intergraph shifted
from mini-computer based systems to UNIX worksta-
tions. Intergraph engineering workstations were powered
by advanced 32-bit RISC processors of Intergraph design.
This is the time when Intergraph microprocessor intel-
lectual property was built which later led to the patent
violation lawsuit filed against Intel filed in 1997. The
Intel dispute eventually led Intergraph to exit the hard-
ware business to focus solely on software and services.
The Intergraph Intel litigation culminated with a settlement
which recognized the value of Intergraph intellectual prop-
erty.
During the late 1980s and early 1990s Intergraph devel-
oped robust GIS systems and applications. FRAMME, tar-
geted for the Utilities industry, introduced advanced data
modeling incorporating a rules based feature model and
network model. TIGRIS introduced an innovative object-
oriented native topological model. MGE introduced robust
CAD-based GIS focused on data capture and spatial anal-
ysis. These systems incorporated advanced technologies
using proprietary data storage and proprietary object sys-
tems as other systems did at the time. The base graphic
platform used for FRAMME and MGE was Microstation,
a system originating in IGDS developed by Bentley Sys-
tems.
Parallel with the evolution of GIS software, Intergraph
continued developing specialized mapping systems, pho-
togrammetry in particular. In 1988 Intergraph announced
the formation of Z/I Imaging, a joint venture with Carl

Zeiss to build state of the art end to end photogrammetry
systems. Z/I Imaging developed analog and digital map-
ping cameras as well as processing software. Z/I imag-
ing complemented the photogrammetry software portfo-
lio with TerraShare for image management. In 2002 Inter-
graph acquired 100% ownership of Z/I Imaging.
In the mid to late 1990s, Intergraph embarked on the devel-
opment from the ground up of new GIS technology that
became the base for GeoMedia and G/Technology. Sever-
al tremendously important concepts emerged at that time.
First it was recognized that GIS was a database (transac-
tional) application rather than a document (or tile) based
application as it was in previous generations. Second-
ly, it was recognized that GIS should leverage on open
IT standards rather than rely on proprietary technology.
Thus GeoMedia technology is based on standard databas-
es (such as Oracle) and standard object technology which
enables enhanced flexibility and extensibility. GeoMedia
pioneered data access to multiple sources with no transla-
tion. This was realized by the creation of a specification
(Geographic Data Objects – GDO) which provided a pub-
lic API for data access. The fundamental change was the
change from a format specification to an API specification.
With the advent of the worldwide web, Intergraph lever-
aged the open standards based GeoMedia architecture to
develop web GIS using objects in common with desktop
applications.

Scientific Fundamentals

GeoMedia

GeoMedia is a broadly applicable suite of products for
accessing, displaying, analyzing, and presenting spatial
data. GeoMedia provides a full suite of powerful analysis
tools, including attribute and spatial query, buffer zones,
spatial overlays, and thematics. The GeoMedia suite of
products consists of desktop products, web products and
add-on applications for a variety of disciplines: terrain
analysis, grid analysis, image processing, parcel manage-
ment etc.
These products share a geospatial data access layer which
is independent of the physical database storage. This capa-
bility, pioneered by GeoMedia, specifies a data access API
or access protocol as opposed to physical storage. Geo-
Media thus is able to implement “data servers” that con-
nect a variety of physical storage sources: Oracle Locator
database, ESRI shape files, MapInfo files, etc. These data
sources are accessed directly in native mode with no trans-
lation. When connecting to an industry standard database
like Oracle Locator, this approach results in automatic
interoperability with other applications based on native
Oracle Locator data storage.
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Geospatial functionality is implemented as GeoMedia
objects which expose a pubic API for customization and
extensions. GeoMedia objects can be programmed to cre-
ate extensions to functionality hosted by the GeoMedia
desktop or to create web applications.
GeoMedia desktop applications offer a sophisticated event
management and command system to support interactive
graphic functions. A unique facility (“pipes”) implements
dynamic geospatial processing. Pipes are able to react
in real time to database changes and re-compute analy-
sis results. For example, if the user creates a buffer zone
around a road feature and the road is edited, the buffer
zone will immediately update itself. This real-time dynam-
ic capability is complemented with a powerful expression
evaluator system for attributes, geometry and style. Geo-
Media web applications can be created from scratch using
the public APIs or they can be generated using a publish-
ing mechanism that derived the application look and feel
from settings stored in the database.

G/Technology

There have historically been two approaches to geospa-
tial applications in utilities and communications: one has
been to apply generic geospatial products, and the other
has been to develop specific geospatial products focused
on the special needs of this market segment. Intergraph’s
G/Technology falls into the latter category, following in the
tradition of other products such as IBM GFIS, which had
its origins in the late seventies and was strong in the util-
ity market in the eighties and early nineties; Smallworld,
which came to prominence in the utility and communica-
tions market in the early to mid nineties, and Intergraph’s
own FRAMME product, which was the predecessor to
G/Technology.
There are several issues specific to utilities and commu-
nication which have led to the development of products
specifically focused on this market. One is the require-
ment to model complex networks. The traditional simple
model of point, line and area features is not rich enough
to effectively handle more complex network features such
as switches and cabinets, which may have many connec-
tions at a single point, with complex logic to determine
how items are connected. Ability to handle other types
of relationships and compound features is also important
for these types of systems. G/Technology has sophisticat-
ed data modeling capabilities which address all of these
issues.
Utility and communications applications also present
demanding challenges with regard to scalability, in
terms of both database volumes and number of users.
G/Technology utilizes an innovative caching technology,

the Dynamic Data Cache (DDC), which enables the use of
Oracle as the repository for all aspects of the data, both
spatial and non-spatial, while also providing the perfor-
mance benefit of a highly optimized graphical data format.
Thirdly, managing many concurrent users involved in long
transaction updates is important for large utilities and com-
munications customers. G/Technology implements a high-
ly scalable version management scheme within Oracle,
which has been proven in production use with tens of thou-
sands of versions.

TerraShare

TerraShare is an enterprise infrastructure for management
of raster and elevation data, and earth imaging produc-
tion. TerraShare integrates storage infrastructure with end-
user production and exploitation tools, enabling individu-
als and organizations to address their geospatial data man-
agement, access, and distribution needs effectively. This
unique solution addresses the complete geospatial raster
and elevation information life cycle within the enterprise.

ImageStation and Aerial Cameras

Intergraph provides a comprehensive suite of digital pho-
togrammetric software. The ImageStation product line
includes applications for the entire production workflow.
By combining Intergraph’s data acquisition, data exploita-
tion, and data distribution hardware and software systems,
Intergraph provides a completely integrated, end-to-end
photogrammetric workflow solution.
Intergraph’s full line-up of products includes film and digi-
tal cameras, mission planning software, and flight manage-
ment/sensor management systems. Intergraph’s Z/I Imag-
ing DMC (Digital Mapping Camera) is the industry’s most
innovative and precise turnkey digital camera system. Z/I
Imaging partnered with Carl Zeiss to develop a unique
lens design, minimizing distortion and maximizing resolu-
tion. The DMC supports aerial photogrammetric missions
for the broadest range of mapping, geographic information
systems (GIS), and remote sensing applications.

I/CAD and Security

I/CAD is Intergraph’s solution for Computer Aided Dis-
patching, which was initially developed for the Public
Safety market, to handle call taking and dispatching for
police, fire and ambulance services, and which is a market
leader in this space. This was one of the first applications to
leverage early automated vehicle location (AVL) technolo-
gies. This platform is also used for dispatching in other
markets, including automobile clubs, utilities (for both out-
age management and workforce management), and most
recently in the growing market for security applications.
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In the security market, the platform has been extended
to handle integration with video cameras and other types
of sensor, including access control and intrusion detection
systems, and chemical, biological and radiation sensors.
A key technical feature of I/CAD is its high availability
capabilities, which provide redundancy in all areas of the
system and have enabled many systems to run continuous-
ly for years with zero downtime.

Key Applications

Intergraph provides geospatial solutions to a wide range of
industries, including commercial photogrammetry, trans-
portation, public safety, security, local and central govern-
ment, military and intelligence, utilities and communica-
tions. The following sections outline some typical applica-
tions in these areas.

National Security

Intergraph provides a range of applications to support
national security, including antiterrorism and force protec-
tion initiatives. Many real-time inputs from sources such
as video cameras, location tracking devices, access con-
trol and intrusion detection systems, chemical, radiation
and biological sensors, and traffic sensors can be combined
with other geospatial data to present a “common operating
picture” to emergency responders and planners, which pro-
vides them with real time situational awareness. Applica-
tions handle “consequence management”, handling com-
plex responses plans to different situations. Intergraph
solutions are employed in some of the most high profile
security systems in the world.

Public Safety

Intergraph provides emergency call taking and response
systems for police, fire, ambulance and other emergency
response agencies. High performance and high availability
are of course key aspects of such systems. Again, interop-
erability between multiple agencies is often an important
element of emergency response systems. Intergraph also
provides related applications, such as records management
systems for recording and analyzing incidents, crimes and
other information. Spatial analysis plays an important role
in highlighting patterns in this data.

Government

Intergraph solutions are used in a wide variety of gov-
ernment applications, from public safety preparedness and
response to land information, public works, and trans-
portation management, spanning the complete life cycle
of geospatial data – from creation to distribution. Inter-
graph solutions are used in managing spatial data infras-

tructures and creating eGovernment solutions, often lever-
aging OpenGIS standards which play an important role in
these application areas.

Transportation

The transportation industry employs Intergraph geospatial
solutions to ensure dissemination of accurate and timely
information, keeping people and products moving safely
and efficiently. From collecting information in the field
to visualizing roadway assets and congestion on a screen,
map, or via the Web, geospatial solutions are helping
hundreds of state, provincial, and national governments
solve their asset management and capital planning prob-
lems. Transportation operations management applications
allow rail and transportation agencies better maintain accu-
rate roadway and railway inventories to serve their con-
stituents. These solutions can be integrated with the capa-
bilities for incident management, command and control,
and security, discussed previously, enabling personnel to
see all transportation-related data in a single, common
operating picture. This helps transit agencies, airports, and
seaports simplify monitoring, and speed response to secu-
rity-related issues.

Utilities and Communications

Managing assets, such as personnel, mobile resources,
equipment, and facilities, can be one of the most time-
consuming and labor-intensive aspects of any utility or
communication organization. Managers require tools that
streamline workflow processes to effectively meet oper-
ational requirements, budgetary constraints, and regula-
tory demands. Geospatial resource management applica-
tions allow organizations better manage and secure their
resources – from service technicians, repair equipment,
and emergency response vehicles to military field person-
nel and equipment – resulting in increased productivity and
profitability, and improved customer satisfaction.
These infrastructure and resource management applica-
tions improve response time and improve customer service
by enabling these organizations to use personnel effective-
ly, eliminate redundant efforts, and manage assets easi-
ly and efficiently. Broad infrastructure networks of pipes,
wires, cables, and fiber require management of many
assets, including service centers, mobile work crews, vehi-
cles, and facilities. By binding interrelated systems – geo-
facilities, outage, work, and mobile workforce manage-
ment – information is instantly available across the enter-
prise. Through the integration of asset and maintenance
data with the geospatial data of the network, these agen-
cies and organizations can follow prioritized maintenance
plans, dispatch mobile workers efficiently according to
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location and availability, and keep an up-to-date invento-
ry of assets – even across expansive geographic areas.

Military and Intelligence

Geospatial intelligence exploitation and production solu-
tions help military and intelligence professionals meet
their operational goals and enable data sharing across the
enterprise and around the world. Production systems for
the creation and maintenance of spatial data must meet
rigorous specifications, such as those defined by national
intelligence agencies. Again, a trend in this area is towards
combining many sources of real time data into a geospatial
common operating picture.

Future Directions

Wireless Networks, Location Tracking and Sensors

With wireless network access becoming increasingly per-
vasive, there will be growing use of this technology in
geospatial applications. There are several technologies
competing to provide this service, including cell phone
networks, WiFi, WiMAX and satellite-based approaches
for remote areas.
Location is of significant interest for mobile applications,
and location tracking devices are progressing rapidly –
GPS is becoming commoditized. In addition, local track-
ing technologies such as RFID and ultra wideband (UWB)
are gaining momentum, which open new application areas
for geospatial technologies. The number of non-spatial
sensors is growing phenomenally, including video cam-
eras, traffic sensors, etc., which require a geospatial con-
text to make sense of them.
These sources, along with others, will provide huge
amounts of geospatial data, enabling the creation of
many new applications which provide new technical chal-
lenges. For many applications, self-updating databases will
replace the current highly manual update processes. In
a few years, the technology will exist to know where
almost everything is, all the time. While this technology
creates enormous opportunities, it also brings challenges
in handling potential privacy issues.

Real-time Geospatial Applications

All of the factors mentioned previously are contributing
to considerable growth in real-time operational geospatial
applications. With the recent natural disasters and terror-
ist incidents, security and emergency response are major
focus areas for this type of application. Transportation
agencies and organizations are taking great strides to pro-
tect travelers, employees and assets. Major transportation
authorities are installing infrastructure protection systems
that use thousands of cameras, as well as intelligent video

and sensor technologies, to monitor subway and rail sys-
tems, highways, bridges and tunnels. This type of system
can provide a real-time common operational picture, which
provides a detailed view of what is happening in the real
world.

Geospatial Technology Enters Mainstream IT

Major IT vendors such as Google, Microsoft and Oracle
all now provide significant geospatial technology. Many
aspects of basic geospatial functionality are becoming
commoditized, and increasingly large amounts of data are
becoming freely or very cheaply available. This change
removes what was previously the biggest single obstacle to
broader adoption of geospatial technology: the prohibitive
cost of each organization capturing and maintaining its
own data. The IT market is finally reaching the point where
geographic information is regarded as just another data
type. This trend makes it increasingly hard to look at the
geospatial market as a distinct entity, since geospatial ele-
ments are being introduced into so many different applica-
tions.
This infusion of technology, talent and new ideas is excel-
lent for the geospatial industry, but it poses some ques-
tions for traditional geospatial vendors. Those who focus
on providing vertical applications to solve specific busi-
ness problems are better positioned to leverage these new
developments as appropriate. Vendors who focus on hor-
izontal platform solutions face more of a direct challenge
from this change in the market.

Cross References

� Photogrammetric Applications
� Smallworld Software Suite
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Definition

Internet GIS can be defined as network-based geograph-
ic information services that utilize both wired and wire-
less Internet to access and distribute geographic informa-
tion, spatial analytical tools, and GIS web services. The
basic concept of a distributed GIS is a major paradigm shift
from the traditional desktop GIS model, which encouraged
the use and development of proprietary and all-encom-
passing GIS software programs and data models. With
Internet GIS, the underlying design concept is radically
changed to shift the focus from proprietary architectures
to standards-based components with specialized functions
that can interface with other components and GIService
providers. This shift has altered the landscape of GIS
to foster the growth of many small Internet GIS service
providers and specialized services.

Historical Background

The emergence of Internet GIS is significant, as it cre-
ates the ability to more easily share and disseminate GIS
data, thereby reducing the amount of redundant data col-
lection and creation. The ability to access GIServices over
the Internet also expands the reach of GIS to organizations
and governments that previously did not have the capacity,
funds, and/or skillsets to implement full GIS capabilities
previously. Finally, with the development of Internet GIS,
applications are being developed that target less sophisti-
cated GIS users and function to broaden the awareness of
and provide practical applications that have mass appeal
and provide useful benefits to everyday human activities.
Examples of some of these applications include Google
Earth, MapQuest, and OnStar.
Underlying the concept of Internet GIS is the issue of data
publishing and distribution. Internet GIS implies the dis-
tributed nature of data and therefore allows data providers
to maintain their data directly at the source, ensuring
the timely updates and version controls that are neces-
sary to maintain data integrity and accuracy. At the same
time, Internet GIS enables service providers to remotely
access the source data warehouses directly over the Inter-
net without having to download and continually update
large datasets. In order to support the evolving develop-
ment and proliferation of Internet GIS, the fundamental
framework of geographic information systems has to be
altered to accommodate this shift. Included in the re-archi-
tecting of GIS is the issue of the supporting technolo-
gy infrastructure, which includes network and software
configurations to enable a Client/Server architecture. Oth-
er issues to be considered are the structure and nature
of data and the necessity for data standards to enable
integrated GISystems. And finally, with the introduction

of Internet GIS, the landscape and functionality of the
basic GIS applications change. Internet GIS introduces the
concept of Web Mapping and distributed GIServices that
enable specialization and integration with GISystems from
around the world.

Scientific Fundamentals

As the name implies, Internet GIS relies on the wired and
wireless Internet for users to communicate or interact with
spatial data storage and processing facilities. This contrasts
with the concept of desktop GIS where the user interacts
with spatial data and processing facilities via a GIS appli-
cation and data stored locally or accessed over a LAN
(Local Area Network).
This difference has significant implications in terms of
how data is stored and processed, because the nature of
a distributed environment is inherently more complex.
Given the fact that spatial data is significantly larger than
non-spatial data, the complexities of Internet GIS are mag-
nified. Examples of some of the unique aspects of spatial
data include the shear size of the data sets and the complex
indexing and filtering of data needed to enable efficient
transfer of data over a network. Spatial data sets often are
measured in terms of Terrabytes instead of Megabytes, and
relationships between the data are based on spatial compo-
nents such as orientation to and distance from. The follow-
ing sections describe some of the unique attributes of the
Internet GIS Architecture.

Internet GIS Architecture

Most GIS applications utilize the client/server model. The
basic concept behind this computing model is that one ele-
ment makes a request (the client) and another element ful-
fills that request (the server). An analogy can be made to
a restaurant where a customer requests an entrée from the
menu and the waiter returns with the desired entrée. The
typical client/server application consists of three prima-
ry elements: presentation, logic, and data. The presenta-
tion represents the user interface, the logic represents the
processing, and the data refers to the database or database
management system. In the restaurant analogy, the presen-
tation would be the menu, the logic would be the process
of the waiter placing the correct order with the chef, and
the data would be the actual entrée.
When this model is applied to Internet GIS, the simplistic
view is of a three-tiered system in which the web brows-
er represents the client, the web server represents the log-
ic, and the database or database management system rep-
resents the data. For example, a person would use their
web browser to enter the URL that contains the spatial
data (or more practically, a map) that is desired. The web
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Internet GIS, Figure 1 Basic presentation of Internet GIS architecture and
breakdown of the three-tiered structure

browser would then connect to the specified web server via
the Internet to ask the server for that particular data. The
web server would then transfer that request to the database
management system. The database management system
would then return the requested data to the web server. The
web server would in turn reformat the data into a format
that the web browser could understand, and then send the
data back to the web browser in the form of HTML.
Conceptually, Internet GIS architectures typically consist
of multiple layers. While the three-tiered structure tends
to provide a high-level model for understanding the basic
components of Internet GIS, the actual systems that imple-
ment the logic and data tiers of the architecture tend to be
more complex.
Diagram 1 is a basic model for the architecture logic
behind an Internet GIS.
The capability and flexibility of Internet GIS becomes
interesting when the components that make up the archi-
tecture are considered as individual components that can
physically reside on any computer in the world. Internet
GIS systems can access data warehouses directly without
having to download and store separate datasets. Internet
GIS systems can also integrate with other Internet GIS
systems at the Logic tier to utilize distributed GIServices.
Through APIs, it is possible to access geospatial analysis
tools and processes that reside within other systems. These
capabilities open up a whole host of possibilities for broad
distribution and access to geospatial data and analysis.
While the three-tiered application elements – presentation,
logic, data – represent clean partition points, complexities
and greater functionality and flexibility can be gained by

Internet GIS, Figure 2 Internet GIS architecture showing the partition for
distributed presentation

moving the partition points to the boundaries between the
elements. Any combination of these partition points can
and usually are implemented in Internet GIS depending on
the desired application and infrastructure. The following is
a description of the various partition points and their impli-
cations:
Distributed presentation [partition point on presentation
element]: A very thin client configuration in which the
data, logic, and even part of the client resides in the server
environment. The client is responsible for presenting only
a portion of the interface or a mirror of the server environ-
ment. A simple Web browser that has no plugins or applets
and only renders HTML is another example of a distribut-
ed presentation.
Remote presentation [partition point at boundary
between presentation and logic]: The entire presentation
functionality is on the client side, while the logic and data
are on the server side. An example is a server-based Inter-
net GIS that uses CGI to process user requests on the ser-
ver. The results are then presented to the web client.
Distributed function [partition point on logic element]:
The distributed function partition splits the logic element
between the client and the server and puts the presenta-
tion on the client machine. It allows the client to execute
some functions while it sends other more complex func-
tions to the server for processing. Frequently, Internet GIS
that use Java applets or ActiveX controls fit into this ca-
tegory. Examples of the basic functions performed on the
client machine include query, zoom and pan, while func-
tions such as address matching and image analysis are per-
formed on the server.
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Internet GIS, Figure 3 Internet GIS architecture showing the partition for
remote presentation

Remote data access [partition point at boundary between
logic and data]: The remote data access partition puts pre-
sentation and application logic on a client that retrieves
data from a remote database. This architecture is called
a thick client, meaning the client is responsible for all logic
operations. An example is an Internet GIS that uses SQL
APIs to make calls directly to a relational database.
Distributed database [partition point on data element]:
The distributed database partition splits the data manage-
ment function between the client and one or more servers,
while allocating the logic and presentation elements to the
client.

Distributed GIS Standards
While Internet GIS creates the possibility of fully integrat-
ing geospatial data and geoprocessing resources into main-
stream computing, the challenge resides in developing
a widespread infrastructure of interoperable geoprocess-
ing software and geodata products. To address this chal-
lenge, the Open GIS Consortium was founded by mem-
bers of both industry and academia in 1994 to develop
a framework for software developers to create software
that enables users to access and process geographic data
from a variety of sources across a generic computing inter-
face within an open information technology foundation.
The framework created by the Open GIS Consortium is
called the OpenGIS specification. The OpenGIS speci-
fication includes an abstract specification and a series
of implementation specifications for various DCPs such
as CORBA, OLE/COM, SQL, and Java. Developers use
OpenGIS conformant interfaces to build distributed GIS-
ervices, which include middleware, componentware, and
applications.

Internet GIS, Figure 4 Internet GIS architecture showing the partition for
the distributed function

The OpenGIS specification is based on three conceptu-
al models: the Open Geodata Model (OGM), OpenGIS
services, and the Information Communities Model. The
OGM specifies a common data model that uses object-
based and conventional programming methods to digitally
represent the earth and earth phenomena mathematically
and conceptually. OpenGIS services defines the set of ser-
vices needed to access and process the geodata defined in
the OGM and to provide the capabilities to access, man-
age, manipulate, represent, and share the geodata with
the GIS community. The Information Communities Model
employs the OGM and OpenGIS services in a scheme to
automatically translate data between different geographic
feature lexicons, facilitating the collaborations among dif-
ferent GIS research domains and applications.
In order to successfully organize, maintain, and trans-
fer data between organizations and systems, a geospatial
metadata standard is essential. In the development of a dis-
tributed-network environment, the use of metadata plays
a vital role for the interoperability of heterogeneous sys-
tems and data models. The conceptual model for geospatial
metadata includes information regarding the description,
history, and findings of the data. The description focus-
es on generic features of the data; the history refers to
the derivation, update, and processing chronology of the
datasets; and the findings consist of aspects such as preci-
sion, consistency and accuracy.
While there are several variations of metadata standards,
the two most commonly used standards are the FGDC and
ISO standards. Both standards require hundreds of fields to
be filled out completely and focus on components such as
identification, data, quality, spatial data organization, spa-
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Internet GIS, Figure 5 Data connection represen-
tation for Internet GIS with remote data access

Internet GIS, Figure 6 Data connection represen-
tation for Internet GIS with a distributed database

tial reference, entity and attribute, and distributed informa-
tion.

Geography Markup Language

To enable geodata interchange and interoperability over
the Internet, a standard data structure is needed. Geogra-
phy Markup Language (GML) has been designed to define
this structure. GML is a markup language based on the
XML standard to construct structured spatial and nonspa-
tial information to enable data sharing and interchange
over the Web. It offers a standard way to encode spatial fea-
tures, feature properties, feature geometries, and the loca-
tion of the feature geometries based on a standard data
model.
GML supports interoperability among different data mod-
els by providing standard schemata and metadata to
describe the geospatial data. When GML-coded geospatial
data are transported, all the markup elements that describe
the spatial and nonspatial features (geometry, spatial ref-
erence, etc.) are transported to the recipient. Based on
the standard markup elements, the recipient knows exactly
what each data component means and how to process that
data so that nothing gets lost or distorted. The downside
of GML, however, is the fact that the detailed description
of GML feature elements cause the GML coded data to
be very large. The large size of GML is currently a prob-
lem for transporting it over the Internet, but compression
methods are being studied to try to reduce this current con-
straint.

Key Applications

Internet GIS has a wide range of applications and uses.
Examples of these applications can be arranged into gener-

al groups such as data sharing and dissemination, data pro-
cessing, and location-based services, and Intelligent Trans-
portation Systems. The following is a list of some of these
applications and a brief description regarding their use.

Data Sharing and Dissemination

Internet GIS is the ideal mechanism for data sharing and
exchange over the Internet. Not only can simple raw data
be distributed through FTP, but it can also be searched for
and used as if it were local. For example, if a person has
a need to obtain information about the Connecticut River,
it is possible to access a GIS clearinghouse or data por-
tal to find and download the necessary data. Because of
the emerging data standards, this data is in a format that is
usable for all users despite their chosen software applica-
tion.

Online Data Processing

Traditionally, data analysis was only available to GIS pro-
fessionals who had access to expensive and complicated
GISystems. With the advent of the Internet and therefore
Internet GIS, many data processing procedures are now
available over the World Wide Web. Popular websites such
as Mapquest and Yahoo! Maps in particular allow users
to perform basic spatial network analysis such as shortest
path queries (general driving directions from point A to
point B) and buffers (all of the Chinese restaurants with-
in 10 miles of point A). Also, commercial software such
as Google Earth provides users with easy access to spatial
data from all over the world.
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Location-Based Services

Location-Based Services refer to a system that provides
real-time data about a location and its surrounding areas.
This technology is dependent on Internet GIS and mobile
devices that allow users to access and interact with data
at precise locations. Examples of some location-based ser-
vices are access to real-time traffic information and driving
directions from where the user is to locations of nearby
businesses and attractions.

Intelligent Transportation Systems

Intelligent Transportation Systems link Internet GIS and
real-time traffic information to provide and disseminate
real-time travel information to end users. Several local
governments have implemented ITS to enable users to plan
travel itineraries based on real-time traffic conditions. An
example of such a system is the one King County, Wash-
ington developed to improve access and usability of its
public transportation system. This system provides predic-
tive capabilities for users to find out when the next bus is
coming, as well route planning functionality to determine
the best way to reach a desired location.

Future Directions

The adoption, migration, and implementation of Inter-
net GIS is filled with exciting possibilities. The hope is
that increased accessibility to spatial data and analytical
tools will enable scientists to build more realistic mod-
els to solve research problems and focus on the domain
of the problems instead of the mechanisms of system
implementation. The goal of Internet GIS is to encour-
age and enable the use of geographic information to make
more informed decisions. While there has been much
progress and research conducted so far, there is much
more to do. Coordination and collaboration are needed
to more fully develop a data infrastructure that enables
easy searches for data and assurances of data quality and
accuracy. More fully developed data standards are also
so that the concept of seamless data integration can be
realized. Finally, more sophisticated compression meth-
ods, indexing strategies and processing techniques are
needed to successfully deal with the massive amounts of
data and the taxing storage and transmission issues that
result. The potential of Internet GIS is great and so is the
hope that it can improve the quality of everyday human
life.
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Synonyms

Information retrieval; Geographical information retrieval;
Keyword Search; Text Search

Definition

Spatial information retrieval (SIR) refers to providing
access to georeferenced sources by indexing, searching,
retrieving, and browsing [1]. SIR is an interdisciplinary
topic involving geospatial information science, data min-
ing, computer networks, cognition, and cartography. An
example of SIR query could be “Where are the Italian
restaurants within 500 meters of a specific park?” Fig-
ure 1a illustrates the spatial distribution around the park:
the shaded area represents the park; triangles represent
restaurants; the red triangles represent those providing Ital-
ian food. To answer the question, spatial entities, such as
restaurants and the park, are abstracted to a point described
in [x, y] coordinates. To execute the query, both an infor-
mation retrieval algorithm and spatial relationship analysis
are needed: (1) locate the area of interest where a circle has
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Internet-Based Spatial Infor-
mation Retrieval, Figure 1
A query example of spatial infor-
mation retrieval

a radium of 500 m (Fig. 1b), (2) filter out restaurants from
other objects (represented by the point in Fig. 1), (3) search
the restaurant index to identify the keyword “restaurant
types” with “Italian food”, (4) send a list of restaurants,
ranked by the distance to the park, back to users.

Spatial Data Sources

Spatial retrieval procedures may be categorized by the
types of spatial data sources, such as a digital library and
the world wide web.

SIR in Digital Library In general, a digital library
stores a large volume of categorized information, for
example, water resources below ground in a valley for
flood analysis and monitoring. Researchers [2] proposed
an automatic geospatial information processing system to
provide fast access to a digital library. In such a system,
Geographic place names (terms) and their attributes are
extracted and identified based on a thesaurus and semantic
information containing spatial relationships, such as “adja-
cent to a lake”, “south of the river”. Geographical coordi-
nates are retrieved and probabilistic weights are assigned
to the place names based on their occurrence in the the-
saurus. Therefore, each term can be denoted as a three-
dimensional (3D) object, dimensions [x, y] represent geo-
graphic coverage, and dimension Z represents weight of
the term. Finally, all the terms extracted are denoted in
3D space to form a “skyline”, where weights are summed
when two terms have overlaps in geographical coverage.
The geographic area where the peak of the “skyline” locat-
ed will be indexed. Then, by applying the algorithm to all
texts stored in the digital library, the entire index can be
established to assist fast access.

SIR in the World Wide Web The context is complex in
internet-based SIR because the world wide web (WWW)
contains a huge amount of information. For example, as
estimated by Danny Sullivan in 2005, Google indexed
more than 9 billion documents in its crawler, where the
web documents collection is built and maintained through
crawling. Meanwhile, performance stood out as an issue
for spatial indexing in such a large collection. To sup-
port spatial indexing in a large amount of documents,
researchers [3] proposed a spatiotextual indexing algo-
rithm with the help of geographical ontology. Each doc-
ument containing place names is associated with one or
more “footprints” (using coordinates to present a place)
derived from ontology entries [3]. Then a three-step algo-
rithm is applied: (1) all the documents are divided into
several cells (Si, i = 1, 2 . . . m), based on their spatial
distribution marked in the footprint; (2) the document sets
(Dj, j = 1, 2 . . . n) indexed by key words are intersected
with each space cell (Si) to form the spatiotextual index (Si,
Dj), because an index with this structure can be exploited
by first searching for a textual term; then (3) the associated
spatial index of documents is used to filter out those meet-
ing the spatial constraints [3] so that the ambiguity of terms
can be eliminated and query accuracy and performance is
improved.

Historical Background

The history of SIR can be traced back to the year 850,
when the first print book was created in China that changed
the traditional mechanism of information storage. The sec-
ond leap was in 1946, when the first electronic comput-
er transformed data into a digital version. In 1950, the
term “information retrieval” was first used by Vannevar
Bush, and became popular [4]. In 1996, Ray R. Lar-
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son coined “spatial information retrieval” in the context
of a digital library service [1]. Many SIR models have
been designed and applied to retrieve geospatial informa-
tion [5,6].

Scientific Fundamentals

In general, an SIR system deals with spatial queries such
as “What is here?” asking for place names, geographical
features about a location, or “Where is it?” resulting in
a reference in a map [7]. Five types of spatial queries are
summarized [1] as: point-in-polygon query, which is a rel-
atively precise query asking about the geographic informa-
tion of a point (denoted by [x, y]) within a area (denot-
ed by the polygon); region query, asking for any geo-
graphical element that is contained in, adjacent to or over-
laps the region defined; distance and buffer zone query
(Fig. 1) refers to finding spatial objects that are within
a certain distance of an area; path query, which requires
the presence of a network structure to do shortest-path
or shortest-time planning; and multimedia query, which
combines both georeference processing and nongeorefer-
ence processing, such as pattern recognition, in executing
a query.
A general SIR model for answering previous spatial
queries includes the data source, a spatial indexer, a query
engine, and a ranker (Fig. 2). Spatial information is
obtained from geospatial data. The data are in different
formats, such as textual, numerical, graphical, and mul-
timedia. A spatial indexer provides spatial indexing by
extracting geographic locations in a text or mapping data
to a term based on a certain geospatial ontology [8,9].
A query engine handles user requests [10]. To provide

Internet-Based Spatial Information Retrieval, Figure 2 A general mod-
el for spatial information retrieval

a better quality of service, a ranker is normally used to sort
the results based on match level.
Geospatial information sources for spatial retrieval are
generally available from a digital library or the WWW,
where large amounts of data are stored in a variety of for-
mats, including basic text documents, airborne and satel-
lite images, maps from specific geographic locations, and
other forms. Therefore, it’s of great importance to extract
and index the spatial element from data sources to improve
query efficiency [11,12]. Meanwhile, the dynamic, inco-
herent nature of the WWW makes it more difficult for
a SIR system to gather information or make spatial index-
ing structures scalable and efficiently updatable. The solu-
tions to these problems relying on probability theory and
spatial reasoning as discussed in “Key Applications”.

Key Applications

SIR is widely used in applications ranging from scientific
research and government planning to daily life.

Earth and Planetary Research

Terabytes of imagery data are collected through satellite
and airborne remote sensors every day [13].While pro-
viding valuable resources to earth system research, the
imagery also complicates the management of the data. SIR
could help to get the data with the appropriate spatial char-
acteristics, time span, and format from a vast number of
datasets. Project Sequoia [6] gives a successful example of
earth scientists being able to retrieve information from tens
of terabytes of spatial and geographical data.

Disaster and Disease Analysis

SIR can assist researchers and policy makers to extract
emergency information, for example, the asset losses of
cities during a river flooding [14,15].

Urban Transportation

SIR can be applied to urban transportation management by
indexing and analyzing the transportation datasets.

Environment Protection

The US Environment Protection Agency (EPA) has its
Aerometric Information Retrieval System and national
Pesticide Information Retrieval System for viewing and
researching the spatial distribution and trends for pollution
or other environment destructions [16].
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Traveling

SIR can be integrated in mobile devices to help travelers in
guidance and route planning [1,17].

Future Directions

Any query related to location needs the support of SIR sys-
tems. Future SIR systems will be more intelligent and be
able to answer questions given in natural language. Mean-
while, it will play a more important role in contempo-
rary geospatial processing, especially in the context of the
WWW.
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