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Foreword

The generic subject of enzyme technology has a largely industrial and commercial purpose.
Consequently it behoves researchers to operate within a culture of awareness of the constraints
implicit on industrial practice. These are often reflected in allowable costs leading to the primacy of
yield and limitations on the use of recovery, separation and purification processes to achieve saleable
product. Because of the nature of the products, the process conditions and the raw materials,
industrial safety is a significant feature. Also, as many of the products are used in food and food
related applications, product safety is often paramount. Appreciation is also required of the product
targets such as formulation, purity, activity, dispense, handling, stability, storage, specificity, safety,
uses and conditions of use.

In contrast, the industrial practitioner needs an acute awareness of the underpinning science and the
range of practical choices that can be explored to create a process and product, which both exploits
the available science and meets the industrial and commercial constraints. Such ‘process synthesis’
represents one of the most elegant, intellectually challenging and ultimately satisfying achievements
of any technology, and together with the desirable product characteristics is often referred to as
‘product engineering’ to emphasise the primacy of saleable product material as its objective.

In ‘Enzyme Technology’ the Editors have set out to provide a snap-shot of current practice and
research which will assist both the researcher and the industrial technologist meet their respective
goals. This has been achieved by providing an extensive basis of industrial enzymology, examples of
industrial success covering the production and uses of many industrial enzyme products, and by
illustrations of evolving practice. These ‘developed areas’ are complemented by descriptions of
speciality process practices and descriptions of pioneering work concerned with improving the
enzymes themselves, using protein engineering and other techniques, for use in industrial conditions
with commercial objectives, and in the creation of new diagnostic and therapeutic products.

Enzyme technology is applied by companies, large and small, on a worldwide basis as part of their
industrial production, often a very small part. The Editors have brought together this widespread
custom and practice through a catholic range of authors, to give a worldview of a fascinating
subject. To achieve coherence they have guided the contributors towards a presentational ‘template’
to provide a balance of information, style and format — and in this they are to be congratulated.

Overall, you will find a text which not only benefits researchers and practitioners but also provides
a kaleidoscope of images of enzyme technology for those entering the area.

Bernard Atkinson



Preface

Enzymes are now a material well established in the field of biotechnology. This book covers different
aspects related with the enzymes such as the producing microorganisms, their mode of cultivation,
downstream processing, industrial production, properties and applications, with a special emphasis on
industrial enzymes.

The book comprises 36 chapters written by internationally reputed authors in the field, which are
classified and presented in four parts. Part I deals with general and fundamental aspects of enzyme
technology and has nine chapters in it. Chapter one gives an overview of subject matter, beginning with
the historical developments on the applications of enzymes since ancient times even before when their
functions and properties were understood. The chapter provides brief details on the demand and business
of enzymes, giving the names of the companies involved in the business, classification and nomenclature
system of enzymes, and enzyme action, safety and therapy. Chapter two describes in details the general
properties of enzymes such as chemical nature, structure, cofactors, enzyme specificity, measurement
and expression of enzyme activity, stability and denaturation and factors affecting enzyme activity such
as reaction time, amount of enzyme, substrate concentration, temperature, pH, ionic strength, pressure,
inducers and inhibitors. Third chapter in this part is on enzyme kinetics and modeling of enzymatic
systems. It provides theories of enzyme kinetics- free and immobilized. It describes alternative formulations
of enzyme kinetics such as fractal and virial approaches, reversible enzyme inhibitors and substrate
inhibition, and also deals with the mathematical models in enzyme kinetics, citing examples of modeling
of enzyme reactions such as dipeptide synthesis, computation analysis of substrate binding, diagnostic
tests, etc. The next chapter, i.e. fourth one is also on fundamental aspects dealing with the thermodynamics
of enzyme catalyzed reactions. It first provides information on general principles such as thermodynamics
of reactions involving specific chemical species and sum of chemical species- biochemical reactions.
Then it gives details on what information that thermodynamics provides could be useful for industrial
applications. The chapter also discusses experimental methods, physiological tables and cycles and
estimation methods and quantum chemical calculations. Chapters fifth and sixth of the book are on
biocatalysis; former one is on regeneration of cofactors for enzyme biocatalysis in which authors have
discussed the importance and regeneration of various cofactors such as NAD", NADH, NADP-, NADPH,
ATP, sugar nucleotides, CoA, PAPS, etc for effective biocatalysis. The sixth chapter deals on biocatalysis
in organic media. Although enzymes when added in organic solvents may lose their intrinsic activity
because of denaturation, dehydration, inhibition, or chemical modification, they have been successfully
used in biphasic media containing water and organic solvents. It discusses several related issues with
the subject matter and also the potential application of using enzymes in organic solvents such as for
kinetic resolution of enantiomers, asymmetric synthesis, peptide synthesis, glycoside synthesis and
esterification, etc. Chapter seventh of the book describes the application of knowledge generated as
described in the chapters as above for the biotransformation (biocatalysis) using crude enzymes and
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whole cells. It discusses information about existing biocatalysts, their genetic modification and screening
for novel biocatalysts. It also provides information on general procedures for isolation and selection of
microorganisms, biocatalysts treatment and operation, and biotransformation such as asymmetric synthesis
and steroids and terpenes biotransformation. The chapter finally discusses specific case studies dealing
with biotransformation for flavour compounds such as methyl ketones, alkylpyrazines, etc. Chapter
eighth of the book is again on application describing enzymes as tools for the stereospecific carbon-
carbon bonds formation in monosaccharides and analog synthesis. It deals with DHAP and pyruvate
aldolases, thiamine pyrophosphate dependent enzymes, transketolase, etc. In this chapter a glimpse has
also been put on exploring the biodiversity to find new catalysts. The ninth and last chapter of this part
describes enzymes engineered for new reactions, aiming at novel catalysis for organic synthesis. Enzyme-
catalyzed synthesis in a non-aqueous reaction medium is a standard synthetic tool in chemistry.
Biotechnological opportunities offer unique opportunity in redesigning and modifying enzymes for a
targeted application. The chapter discusses protein engineering strategies to attain these.

Part II of the book has fifteen chapters, which provide information about specific industrial enzymes
such as alpha amylase, glucoamylase, glucose isomerase, cellulase, pectinase, lipase, protease, xylanase,
inulinase, phytase, tannase, peroxidases, chitinase, invertases and mannanases. Each of the chapter
provides state-of-art information for specific enzyme, its sources such as plant, animal and microbial
and then discusses details about microbial sources, production methods and strategies, purification and
characterization. Each chapter also provides details on how to assay the enzymes using different methods.

Part III of the book is on bioreactors, downstream processing and applications of enzymes and has five
chapters. First chapter in part, i.e. 25" chapter of the book describes bioreactor analysis and application
for enzyme production and enzymatic processes. It discusses major types of the bioreactors (fermenters)
used in submerged fermentation and solid-state fermentation. It also discusses operating parameters
such as power consumption, mixing, shear stress, equilibrium phases, mass transfer, etc. Next chapter
in this part is on isolation and purification of the enzymes suing any kind of bioreactor or fermentation
mode/system. It describes processes of filtration and centrifugation for the removal of insolubles,
extraction and purification for the solubles by ultrafiltration, liquid-liquid extraction, and recovery and
purification of intracellular products. It provides great deals of chromatographic techniques for the
purification of enzymes. The next chapter, viz. Chapter 27 is on industrial applications of enzymes,
which provides details on enzymes production and markets such -as in food industry, feed industry,
paper and pulp industry, textiles and leather industry, detergents, personal care, energy (fuel alcohol),
industrial waste treatment, etc. Chapter 28 of the book is on the immobilized enzymes for different
purposes. It describes the properties of enzymes influenced by immobilization, principles, methods and
examples of immobilization and chemical coupling of enzymes. The last chapter in this part is on protein
engineering of industrial enzymes. It describes several industrial enzymes, ration design methods such
as site-directed mutagenesis, and other random methods for their improvements.

The fourth and last part of the book deals with specific enzymes and their applications and has seven
chapters, out of which five chapters are on thermozymes, cold-adapted enzymes, ribozymes, hybrid
enzymes, diagnostic enzymes and therapeutic enzymes. Each of these chapters provides details on the
microbial sources and application of the specific enzyme, their production and properties. The last
chapter of the part and book, i.e. Chapter 36 is on inteins: enzyme generating protein splicing. It provides
details on protein splicing pathway, control and applications, and inteins function and evolution.



Preface vii

We thank authors of all the articles for their cooperation and also for their preparedness in revising the
manuscripts in a time-framed manner. We also acknowledge the help from the reviewers, who in spite
of their busy professional activities, helped us by evaluating the manuscripts and gave their critical
inputs to refine and improve the articles. We warmly thank Mr. NK Muraleedharan and the team of
Asiatech Publishers, Inc. for their cooperation and strong efforts in producing this book.

Ashok Pandey

Colin Webb

Carlos Ricardo Soccol
Christian Larroche



Contents

FEOTEWOIU ...ttt ettt s ettt e st e e et e e s at e s et ee s et eeseanesamaaeeeeneenaneeesneseenaneeenn iii
PIEJACE ...ttt ettt sttt bbb et st e e s e ket e et aeebe b s ens e v
CONMITIDUTOTS oottt s e e e s eaaee s ate s s ab e s ettt e estae s s esaeasesaaassesaeee et asassaeesaneeeaeneeanes ix

10.

Part- I: General and Fundamentals

General introduction

Ashok Pandey and Sumitra Ramachandran ... 1
General properties of enzymes

Sandra A Furlan and Hari K Pant ...ttt 11
Enzyme kinetics and modelling of enzymatic systems

Emmanuel M Papamichael and Leonidas G Theodorou .........c.cooceoeevnininniniennineieneiennn 37
Thermodynamics of enzyme catalysed reactions

Robert N Goldberg and Yadu B TeWari .......ccccevueeirieiiiiniiieienieseseeteresteiecae s 63
Regeneration of cofactors for enzyme biocatalysis

Ryan D Woodyer, Tyler W Johannes and Huimin Zhao..........cccccevveeverereneneneeeecrececcieneceeene 85
Biocatalysis in organic media using enzymes

Adrie JJ Straathof ..........ccoiii et 105
Biotransformations with crude enzymes and whole cells

Pierre Fontanille, Jean-Bernard Gros and Christian Larroche .........cccoccocevieiienieriincneeninnnee. 123

Enzymes as tools for the stereospecific formation of carbon-carbon bonds for the
synthesis of monosaccharides and analogs
Jean Bolte, Virgil Hélaine, Laurence Hecquet and Marielle Lemaire ..........coccoocevveeneniennennenne. 157

Enzymes engineered for new reactions - Novel catalysts for organic synthesis
Per Berglund .......cccoiiiiii et 175

Part- II: Industrial Enzymes
Alpha amylase
T Satyanarayana, JL. Uma Maheswar Rao and M Ezhilvannan ..........cccococveniivninnnennee. 189

Glucoamylase
Carlos R Soccol, Pappy J Rojan, Anil K Patel, Adenise L Woiciechowski,
Luciana PS Vandenberghe and Ashok Pandey .........cocccovvivininininiininiicrcnenceicecetene e 221



x Contents

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Glucose isomerase

Vasanti Deshpande and Mala Rao .........c.cooeviririiiienenenncnencceeecet ettt
Cellulase

George Szakacs, Robert P Tengerdy and Viviana Nagy ........c.cccoeveevernniennennenneneneenenne

Pectinase
Ernesto Favela-Torres, Cristobal Aguilar, Juan C Contreras-Esqiver and
Gustay VInIegra-GONZALEZ .........c.ccveveviirieriereeeeeeeeeetetetet ettt seete e be e e e e e seeba e e et ensanes

Lipase
Ali Kademi, Danielle Leblanc and Alain HOUE .........oooooveveiieiiiiieeeeeeeeeeeeeee e reerteeeeee e e e

Protease
Chandran Sandhya, Alagarsamy Sumantha and Ashok Pandey...........ccccocveveniincccnncnnncns

Xylanase
Parukutty Prema ...

Inulinase
Chandran Sandhya and Ashok Pandey ...t

Phytase
Krishnan Roopesh, Sumitra Ramachandran, K Madhavan Nampoothiri,
Carlos R Soccol and AShok Pandey ............cccecvvcviineniinininieiiiecinieieesees st sie s

Tannase
Jurgen van der Lagemaat and David Leo Pyle .......c.ccoovirninninineniininieneeneneenenenn

Peroxidases
Carlos G Dosoretz and Gary WAard ..........ccccovceirieniiiiieniionicsiieitesesiesreseesssesreestesssesseesssessasnses

Chitinase
Parameswran Binod, Chandran Sandhya, Ashok Pandey and Carlos R Soccol....................
Invertases

Jorge Gracida Rodriguez, Ernesto Favela-Torres, Lilia Arely Prado-Barragan,
Sergio Huerta-Ochoa and Gerardo Saucedo-Castaneda ..............coueceveeeneerierceienienienenennnenenns

Mannanases
Sergio Huerta-Ochoa, Lilia Arely Prado-Barragan, Jorge Gracida-Rodriguez,
Ernest Favela-Torres and Carlos Regalado-Gonzalez .............cccccovvveieeinininninenncnninireencnn

Part- III: Bioreactor, Down-stream Processing and Applications

Bioreactor analysis and applications
Jean-Bernard Gros and Christian LarroChe .........oovviiivieeiiiiiiiiieece et

Isolation and purification of enzymes
RINUBANEIJEE ..ottt ettt st e ben

Applications of Industrial enzymes
Carlos R Soccol, Luciana PS Vandenberghe, Adenise L Woiciechowski and
Sumathy Babitha .........cccocciiiriiiriiiiieiencneienese ettt bene et s s s eaas



28.

29.

30.

31.

32.

33.

34.

3s.

36.

Contents xi

Immobilisation of enzymes

Jens T Schumacher, Gaber A M Mersal and Ursula BeteliwsKi ........cccoceveveevencinienenieninnnnens

Protein engineering of industrial enzymes

Juha Kammonen, Ossi Turunen and Matti Leisola .........cocccevvecenrinieiininceninnieeseeeeeeeenes
Part- IV: Specific Enzymes and Their Applications

Thermozymes

SUAIP K RAKSHIL ....viuvevevieiereeieieieeeteieieseseisateseseessete e ststssassssstssesasseseseassesasasssansesanssesssnseseses

Cold-adapted enzymes

Ricardo Cavicchioli and Khawar Sohail Siddiqui ........c.cccouecevieiieinicnncnicniccnciiceee

Ribozymes

Jahar K Deb and Chilakamarthi UShasri.......ccecoueeeerieirinieniniineneiniieteenieeerenieressesseesesnens

Hybrid enzymes

Licia M Pera, Mario D Baigori and Guillermo R Castro ..........c.ccceevevurervenineeeneneincnenecenes

Diagnostic enzymes

SUAIP K RAKSHIL ....oviiiiiiiiiinieiciccectet ettt ettt ettt sttt b et se s se et esans

Therapeutic enzymes

K Madhavan Nampoothiri, Abdulhameed Sabu and Ashok Pandey ........c.c.cccccevvencniiniinnnnnns

Inteins: Enzymes generating protein splicing

ISADEIIE SAVES .....cviviriirieiriiieicer ettt sttt sae e b s n bbb nen

SUDJECE INACX ...ttt ettt sttt st st st sttt s b st e s b sbesassnenesnis



List of Contributors

Cristobal Aguilar

Food Research Department

School of Chemistry

Universidad Auténoma de Coahuila
Unidad Saltillo, AP 2500 Coahuila
México

Sumathy Babitha

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695019

India

Mario D Baigori

PROIMI

Av Belgrano y Pasaje Caseros
4000 MTV Tucuman
Argentina

Rintu Banerjee

Department of Food and Agricultural Engineering
Indian Institute of Technology

Kharagpur-721 302

India

Per Berglund

Department of Biotechnology

Royal Institute of Technology (KTH)
AlbaNova University Center

SE-106 91 Stockholm

Sweden

Ursula Bilitewski

German Research Centre for Biotechnology- GBF
Mascsheroder Weg |

38124 Braunschweig

Germany

Parameswaran Binod
Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

Jean Bolte

Laboratoire de Synthése et Etude de Systémes
d’intérét Biologique

UMR CNRS-Université Blaise Pascal 6504

63177 Aubiere Cedex

France

Guillermo R Castro

Department of Biomedical Engineering
School of Engineering

Tufts University

4 Colby Street

Medford, MA 02155

USA

Ricardo Cavicchioli

School of Biotechnology and Biomolecular Sci-
ences

The University of New South Wales

Sydney, NSW, 2052

Australia

Judn C Contreras-Esquivel

Food Research Department

School of Chemistry

Universidad Autonoma de Coahuila
Unidad Saltillo, AP 2500 Coahuila
México



xiv List of Contributors

Jahar K Deb

Department of Biochemical Engineering and
Biotechnology

Indian Institute of Technology- Delhi

New Delhi- 110016

India

Vasanti Deshpande

Division of Biochemical Sciences
National Chemical Laboratory
Pune -411 008

India

Carlos G Dosoretz

Division of Environmental, Water and
Agricultural Engineering

Faculty of Civil and Environmental Engineering
Technion-Israel Institute of Technology

Haifa 32000

Israel

M Ezhilvannan

Department of Microbiology
University of Delhi South Campus
Benito Juarez Road

New Delhi-110021

India

Ernesto Favela-Torres

Biotechnology Department

Division of Biological Sciences
Universidad Auténoma Metropolitana,
AP 55-535, México, DF

Mexico

Pierre Fontanille

Laboratoire de Génie Chimique et Biochimique
Université Blaise Pascal, CUST

24 avenue des Landais, BP 206

F-63174 Aubiére cedex

France

Telma T Franco

Laboratdrio de Engenharia Bioquimica

Faculdade de Engenharia Quimica

Universidade Estadual de Campinas (UNICAMP)
13081-970 Campinas

Brazil

Sandra A Furlan

Universidade da Regido de Joinville - UNIVILLE
Campus Universitério s/n '
Bom Retiro - Caixa Postal 246

89201-972 -Joinville - SC

Brazil

Robert N Goldberg

Biotechnology Division

National Institute of Standards and Technology
Gaithersburg, Maryland 20899

USA

Jorge Gracida-Rodriguez

Departamento de Biotecnologia

Universidad Auténoma Metropolitana- Iztapalapa.
Av. San Rafael Atlixco 186

Col. Vicentina, Delegacién Iztapalapa, DF

CP 09340 México DF

Mexico

Jean-Bernard Gros

Laboratoire de Génie Chimique et Biochimique
Université Blaise Pascal, CUST

24 avenue des Landais, BP 206

F-63174 Aubiere cedex

France

Laurence Hecquet

Laboratoire de Synthése et Etude de Systémes
d’intérét Biologique

UMR CNRS-Université Blaise Pascal 6504

63177 Aubiere Cedex

France



Virgil Hélaine

Laboratoire de Synthese et Etude de Systemes
d’intérét Biologique

UMR CNRS-Université Blaise Pascal 6504

63177 Aubiere Cedex

France

Alain Houde

Agriculture and Agri-Food Canada

Food Research and Development Centre

3600 Casavant Blvd West, St-Hyacinthe, Quebec
Canada, J2S 8E3

Sergio Huerta-Ochoa

Departamento de Biotecnologia

Universidad Auténoma Metropolitana- Iztapalapa.
Av. San Rafael Atlixco 186

Col. Vicentina, Delegacion Iztapalapa. D. F.

CP 09340 México DF

Mexico

Tyler W Johannes

Departments of Chemistry

University of Illinois at Urbana-Champaign
600 S. Mathews Ave, Urbana, IL 61801
USA

Ali Kademi

Agriculture and Agri-Food Canada

Food Research and Development Centre

3600 Casavant Blvd West, St-Hyacinthe, Quebec
Canada, J2S 8E3

Juha Kammonen

Laboratory of Bioprocess Engineering
Helsinki University of Technology
P.O.Box 6100

FIN-02015 HUT

Finland

Jurgen van de Lagemaat

Biobased Products

Agrotechnology and Food Innovations BV
Wageningen University and Research Centre
PO Box 17,6700 AA Wageningen

The Netherlands

List of Contributors xv

Christian Larroche

Laboratoire de Génie Chimique et Biochimique
Université Blaise Pascal, CUST

24 avenue des Landais, BP 206

F-63174 Aubiere cedex

France

Danielle Leblanc

Agriculture and Agri-Food Canada

Food Research and Development Centre

3600 Casavant Blvd West, St-Hyacinthe, Quebec
Canada, J2S 8E3

Matti Leisola

Laboratory of Bioprocess Engineering
Helsinki University of Technology
P.O.Box 6100

FIN-02015 HUT

Finland

Marielle Lemaire

Laboratoire de Synthése et Etude de Systémes
d’intérét Biologique

UMR CNRS-Université Blaise Pascal 6504

63177 Aubiere Cedex

France

Gaber AM Mersal

German Research Centre for Biotechnology- GBF
Mascheroder Weg 1

38124 Braunschweig

Germany

Viviana Nagy

Department of Agricultural Chemical Technology
Technical University of Budapest

1111 Budapest, Gellert ter 4

Hungary

K Madhavan Nampoothiri
Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India



xvi List of Contributors

Ashok Pandey

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

Hari K Pant

IFAS Research and Education Center
University of Florida

3401 Experiment Station

Ona, FL 33865

USA

Emmanuel M Papamichael

Laboratory of Biochemistry

Sector of Organic Chemistry & Biochemistry
Department of Chemistry

University of loannina

451-10 Ioannina

Greece

Anil K Patel

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

Licia M Pera

PROIMI

Av Belgrano y Pasaje Caseros
4000 MTV Tucumén
Argentina

Lilia A Prado-Barragan
Departamento de Biotecnologia

Universidad Auténoma Metropolitana- Iztapalapa.

Av San Rafael Atlixco 186

Col Vicentina, Delegacidn Iztapalapa DF
CP 09340 México DF

Mexico

Parukutty Prema

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum-695 019

India

David L Pyle

Biotechnology and Biochemical Engineering
School of Food Biosciences

The University of Reading

PO Box 226, Whiteknights

Reading RG6 6AP

UK

Sudip K Rakshit

Asian Institute of Technology
PO Box 4, Klong Luang

12120 Pathumthani

Thailand

Sumitra Ramachandran
Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695019

India

JL Uma Maheswar Rao
Department of Microbiology
University of Delhi South Campus
Benito Juarez Road

New Delhi-110021

India

Mala Rao

Division of Biochemical Sciences
National Chemical Laboratory
Pune-411 008

India

Carlos Regalado-Gonzalez
DIPA-PROPAC, Facultad de Quimica
Universidad Autéonoma de Querétaro

CU Cerro de las Campanas S/N, Querétaro
76010 Qro.

México

Pappy J Rojan

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India



Krishnan Roopesh

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

Abdulhameed Sabu

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

Chandran Sandhya

Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695019

India

T Satyanarayana

Department of Microbiology
University of Delhi South Campus
Benito Juarez Road

New Delhi-110021

India

Gerardo Saucedo-Castaiieda

Departamento de Biotecnologia

Universidad Auténoma Metropolitana- Iztapalapa
Av San Rafael Atlixco 186

Col. Vicentina, Delegacién Iztapalapa. D. F.

CP 09340 México DF

Mexico

Isabelle Saves

Departement of Molecular Mechanisms of
Mycobacterial Infections

Institut de Pharmacologie et Biologie Structurale
(UMRS5089)

CNRS/Université Paul Sabatier Toulouse I11

205 Route de Narbonne

F-31077 Toulouse Cedex

France

List of Contributors xvii

Jens T Schumacher

German Research Centre for Biotechnology- GBF
Mascheroder Weg 1|

38124 Braunschweig

Germany

Khawar S Siddiqui

School of Biotechnology and Biomolecular
Sciences

The University of New South Wales

Sydney, NSW, 2052

Australia

Carlos R Soccol

Laboratério de Processos Biotecnoldgicos
Departamento de Engenharia Quimica
Universidade Federal do Parana

CEP 81531-970 Curitiba-PR

Brazil

Adrie JJ Straathof
Department of Biotechnology
Delft University of Technology
Julianalaan 67

NL-2628 BC Delft

The Netherlands

Alagarsamy Sumantha
Biotechnology Division

Regional Research Laboratory, CSIR
Trivandrum - 695 019

India

George Szakacs

Department of Agricultural Chemical Technology
Technical University of Budapest

1111 Budapest, Gellert ter 4

Hungary

Criatiane V Tagliari-Corréa

Laboratério de Engenharia Bioquimica
Faculdade de Engenharia Quimica

Universidade Estadual de Campinas (UNICAMP)
13081-970 Campinas

Brazil



xviii  List of Contributors
Robert P Tengerdy
Department of Microbiology
Colorado State University
Fort Collins, CO 80523

USA

Yadu B Tewari

Biotechnology Division

National Institute of Standards and Technology
Gaithersburg, Maryland 20899

USA

Leonidas G Theodorou

Laboratory of Biochemistry

Sector of Organic Chemistry & Biochemistry
Department of Chemistry

University of loannina

451-10 Ioannina

Greece

Ossi Turunen

Laboratory of Bioprocess Engineering
Helsinki University of Technology
P.0.Box 6100

FIN-02015 HUT

Finland

Chilakamarthi Ushasri

Department of Biochemical Engineering and
Biotechnology

Indian Institute of Technology- Delhi

New Delhi- 110016

India

Luciana PS Vandenberghe

Laboratério de Processos Biotecnolégicos
Departamento de Engenharia Quimica
Universidade Federal do Parana

CEP 81531-970 Curitiba—PR

Brazil

Gustavo Viniegra-Gonzalez
Biotechnology Department

Division of Biological Sciences
Universidad Auténoma Metropolitana
AP 55-535, México DF

Mexico

Gary Ward

Division of Environmental, Water and
Agricultural Engineering

Faculty of Civil and Environmental Engineering
Technion-Israel Institute of Technology

Haifa 32000

Israel

Adenise L. Woiciechowski

Laboratério de Processos Biotecnolégicos
Departamento de Engenharia Quimica
Universidade Federal do Parana

CEP 81531-970 Curitiba—PR

Brazil

Ryan D Woodyer

Departments of Chemistry

University of Illinois at Urbana-Champaign
600 S. Mathews Ave, Urbana, IL 61801
USA

Huimin Zhao

Departments Chemical and Biomolecular
Engineering

University of Illinois at Urbana-Champaign
600 S. Mathews Ave, Urbana, IL 61801
USA



General Introduction

Ashok Pandey and Sumitra Ramachandran

1. INTRODUCTION

Enzymes are natural catalysts, which permit endogenous biological reactions to occur rapidly through
well-defined pathways. They accelerate the rate of reactions, without being lost in the process. They
occur in almost all creatures of the nature, from a minute microorganism to well-advanced human beings.
They are located in the cells, cytoplasm, mitochondria, tissues, body fluids, etc. Enzymes are composed
of one or more polypeptides organized in a specific three-dimensional structure. The efficiency of an
enzyme’s activity is often measured by the turnover rate, which measures the number of molecules of
compound upon which the enzyme works per molecule of enzyme per second. Carbonic anhydrase,
which removes carbon dioxide from the blood by binding it to water, has a turnover rate of 10°. That
means that one molecule of the enzyme can cause a million molecules of carbon dioxide to react in one
second (Bell & Bell, 1988). Some of the outstanding features of the enzyme include high substrate
specificity, specificity in promoting only one biochemical reaction with their substrate ensuring synthesis
of a specific biomolecular product without the concomitant production of byproducts, stereospecificity
and regiospecificity, which they express in catalysis. Enzymatic reactions occur within a narrow
temperature range and an optimal pH. Effective catalysis also depends crucially upon maintenance of the
molecule’s elaborate three-dimensional structure. Any change occurring in the crucial factors such as
pH or temperature may result in loss of structural integrity, which could lead to a loss of enzymatic
activity.

Many enzymes require the presence of certain non-protein compounds for their action which helps in
accelerating the enzyme action. These non-protein components tightly bound to the protein are called
prosthetic groups. On the other hand, if the non-protein compounds are not firmly attached to the enzyme
protein, but exist in free state in the solution contacting the enzyme protein only at the instant of enzyme
action, they are called co-enzymes. Prosthetic groups usually are located in the active site of an enzyme
molecule where catalytic events take place. It is also the place where the substrate and coenzymes bind
just before reaction takes place. The entire enzyme system consisting of the enzyme protein and the
coenzymes or prosthetic group is called the holoenzyme and the protein portion is sometimes called
apoenzyme.

2. HISTORICAL DEVELOPMENTS
Enzymes have been exploited since ancient period, long before their functions and properties were
understood. Only at the beginning of 19th century, the potential of enzymes in the process of fermentation
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was understood. The term enzyme comes from zymosis, the Greek word for fermentation. In 1860,
Loius Pasteur recognized that enzymes were essential to fermentation. However, he also assumed that
their catalytic action was inextricably linked with the structure and life of the yeast cell. German chemist
Edward Buchner in 1897 showed that cell-free extracts of yeast could ferment sugars to alcohol and
carbon dioxide and denoted his preparation as zymase. This important achievement was the first indication
that enzymes could function independently of the cell. In 1926 American biochemist J. B. Sumner was
the first to isolate and crystallize an enzyme. He isolated urease in pure crystalline form from jack bean
and suggested a contradictory statement to the previously prevailing opinion that the enzymes are protein
molecules. The protein nature of the enzymes was firmly established when enzymes such as pepsin,
trypsin and chymostrypsin were successfully crystallized during the period 1930-1936. Until 1980, it
was believed that all enzymes are proteins. However, it is now known that proteins do not have a
monopoly on biocatalysis as RNA molecules could also act as enzymes. Over the past three decades
there have been rapid developments in the use of enzymes as catalysts.

3. APPLICATIONS AND BUSINESS OF ENZYMES

Enzymes from different sources (plants, animals and microorganisms) have wide application in different
industries such as food, pharmaceuticals, leather, detergents, textiles, paper and pulp, waste management,
etc. While it is expected that some 25,000 enzymes exist, only 2100 have been identified and listed so
far. Food industry is the largest consumer of enzymes and approximately 45% of bulk share goes to it.
Detergents are the second stake holder in enzymes consumption. While most of the enzymes for
commercial application are obtained from the microorganisms, including bacteria, fungi and yeast, some
are still better obtained through plant sources (Table 1). Similarly some others are obtained through
animal sources (Table 2). Among all the industrial enzymes, hydrolytic enzymes account for 85%. The
market size was approximately US$ 1.6 billions in 2002 and has witnessed ~12% annual growth over a

Table 1. Plant sources of enzymes

Source Enzyme Application

Jack bean Urease Diagnostic

Papaya Papain Baking, tanning, dairy
Pineapple Bromelain Baking

Horseradish Peroxidase Diagnostic

Wheat Esterase Ester hydrolysis
Barley B-amylase Baking, maltose syrup
Soybean B-amylase Baking, maltose syrup

Table 2. Animal sources of enzymes

Source Enzyme

Calf, bovine, lamb Diastase, pre-gastric
esterase, pepsin, trypsin

Hen eggs Lysozyme

Human urine Urokinase
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period of last one decade. It is expected that the market will continue to grow fast and reach US$ 3
billions by 2008. Table 3 shows the names of companies involved in the business of biotechnology
(www.marketresearch.com).

An important and fast growing segment in the enzyme industry is of therapeutic enzymes, which are
used to prepare health care products, e.g. penicillin acylase, or could be used directly also in the treatment
of disorders, e.g. asparaginase. Some examples of pharmaceutical products prepared by the use of
therapeutic enzymes include semi synthetic penicillins, cephalosporin, steroids, chiral compounds, etc.
Table 4 shows some important applications of the therapeutic enzymes in the treatment of diseases.
Table 5 shows some of the therapeutic enzymes produced commercially through microbial sources.

Table 3. Major companies involved in the business of enzyme production/marketing

1. Abgene (UK) 32. Bioproton Pty Ltd (Australia)

2. Agen Biomedical Limited (Australia) 33. Biosynth AG (Switzerland)

3. Agouron Pharmaceuticals, Inc. (USA) 34. Biosynth International,Inc. (USA)

4. Alltech Biotechnology Centre (Ireland) 35. Biotec ASA (Norway)

5. Altus Biologics, Inc. (USA) 36. Biozyme Laboratories (UK)

6. American Home Products Corp. (USA) 37. Boehringer Ingelheim GmbH (Germany)

7.  Amersham PLC (UK) 38. Bosnalijek D D (Bosnia and Herzegovina)

8. Amrad Corporation Limited (Australia) 39. British Biotech PLC (UK)

9. Annahdah Medical Company Limited 40. Burns Philp & Co. Ltd. (Australia)
(Saudi Arabia) 41. Calbiochem-Novabiochem Corporation (USA)

10. Asahi Breweries Limited (Japan) 42. Celgene Corporation (USA)

11. Associated British Foods PLC (UK) 43. Celltech Group PLC (UK)

12. Astrazeneca PLC (UK) 44. Cephalon, Inc. (USA)

13. Atofina SA (France) 45. China Medical University, Pharmaceutical Plant

14. Aventis Pharma S.A.E (Egypt) (China)

15. Axys Pharmaceuticals,Inc.(USA) 46. Chiron Corp. (USA)

16. Bachem AG (Switzerland) 47. Celltech Chiroscience (UK)

17. BASF Aktiengesellschaft (Germany) 48. Chr.Hansen A/S (Denmark)

18. Bayer AG (Germany) 49. Clorox Company (USA)

19. Baxter International, Inc. (USA) 50. Connetics Corporaticn (USA)

20. Becton, Dickinson And Company (USA) 51. Csiro Molecular Science (Australia)

21. Beryl Laboratories (India) 52. Danisco A/S (Denmark)

22. Bio-Technology General Corp. (USA) 53. Degussa AG (Germany)

23. Biocatalysts Ltd (UK) 54. Diagnostic Products Corp. (USA)

24. Bioclone Australia Pty, Limited.(Australia) 55. Diversa Corp. (USA)

25. Biocon India Limited (India) 56. DNA Plant Technology Corp. (USA)

26. Biocryst Pharmaceuticals,Inc.(USA) 57. Dr. Eberle GmbH & Cie.(Germany)

27. Biogaia Fermentation AB (Sweden) 58. DSM N.V. (The Netherlands)

28. Biogen, Inc. (USA) 59. Dupont Australia Ltd. (Australia)

29. Bioindustria L.LM. SpA (Italy) 60. E. Begerow Gmbh And Co. (Germany)

30. Biomira, Inc. (Canada) 61. E Merck India, Ltd. (India)

31. Biopole SA (Belgium) 62. Elan Corp. PLC (Ireland)
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Table 3 .. Cont.
63. Emcure Pharmaceuticals Ltd. (India) 105. Neose Technologies,Inc. (USA)
64. Enzon Inc. (USA) 106. New Brunswick Scientfic Co., Inc. (USA)
65. Farmades SpA (Italy) 107. Nichimen Europe (Germany)
66. Fine Chemicals Corporation (Pty) Ltd. 108. Novartis AG (Switzerland)
(South Africa) 109. Novartis Farmaceutica SA (Spain)
67. Finop Drugs Pvt Ltd. (India) 110. Novo Nordisk A/S (Denmark)
68. Fisher Scientific International Inc. (USA) 111. Novo Nordisk Ltd., (UK)
69. Forest Laboratories, Inc. (USA) 112. Novozymes A/S (Denmark)
70. FZB Biotechnik GmbH(Germany) 113. Nutrition Care Pharmaceuticals Pty Ltd. (Australia)
71. Genencor International,Inc. (USA) 114. Ortron Co.poration Pty Ltd.(Australia)
72. Genencor International Oy (Finland) 115. Palsgaard A/S (Denmark)
73. Genzyme Corporation (USA) 116. Pentapharm AG (Switzerland)
74. Gilead Sciences, Inc. (USA) 117. Perkinelmer, Inc. (USA)
75. Glaxosmithkline (UK) 118. Pfizer Inc. (USA)
76. Godo Shusei Company Ltd. (Japan) 119. Pfizer Chemicals (Australia)
77. Greentech SA (France) 120. Pfizer Egypt SAE (Egypt)
78. Halcyon Proteins Pty Ltd. (Australia) 121. Pharmacia Corporation (USA)
89. Hayashibara Biochemical Laboratories, Inc. 122. Protea Industrial Chemicals
(Japan) (South Africa)
80. Henkel Kgaa 123. Psiron Ltd. (Australia)
81. Human Genome Sciences,Inc. (USA) 124. Purdue Pharma LP (USA)
82. ICOS Corporation (USA) 125. Rakuto Kasei Ltd. (Israel)
83. ID Biomedical Corp. (Canada) 126. Randox Laboratories Ltd. (United Kingdom)
84. Idexx Laboratories, Inc. (USA) 127. Respironics Inc. (USA)
85. Imperial Ginseng Products Ltd. (Canada) 128. Rhodia SA (France)
86. Incyte Genomics, Inc. (USA) 129. Rohm & Haas Co. (USA)
87. Intergen Company (USA) 130. Sannitree Ltd. (South Africa)
88. Jelfa S.A. (Przedsiebiorstwo Farmaceutyczne) 131. Sanosil Ltd. (Switzerland)
(Poland) 132. Senn Chemicals AG (Switzerland)
89. Kare Group of Companies (India) 133. Sepracor, Inc. (USA)
90. Kemat Belgium SA-NV (France) 134. Serono SA (Switzerland)
91. Kim Jeong Moon Aloe Co, Ltd. (Korea) 135. Shamrock Pharmaceuticals Pvt Ltd.
92. Labmaster OY (Finland) 136. Shire Biochem Pharmaceuticals Inc. (Canada)
93. Leciva AS (Czech Republic) 137. Sigma Aldrich Quimica SA (Spain)
94. Life Science Research Israel Ltd. (Israel) 138. Solvay SA (Belgium)
95. Lifeway Foods, Inc. (USA) 139. Synaco Chemicals SA (Belgium)
96. Liposome Co., Inc. (USA) 140. Takeda Chemical Industries Ltd. (Japan)
97. Maps (I) Ltd. (India) 141. Targeted Genetics Corp. (USA)
98. Martek Biosciences Corporation (USA) 142. Tecra International Pty.Ltd.(Australia)
99. Medimmunc Inc. (USA) 143. Textan Chemicals (P) Ltd.
100. Medisense, Inc. (USA) 144. Thoratec Corporation (USA)
101. Medopharm (India) 145. Town End (Leeds) PLC (UK)
102. Meiji Seika Kaisha Ltd (Japan) 146. Unizyme Laboratories A/S (Denmark)
103. Nagase & Company Limited (Japan) 147. Vaudaux-EppendorfAG (Switzerland)
104. Nagase (Europa) GmbH (Germany) 148. Vikrant Pharmaceuticals Ltd.(India)
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Table 4. Applications of therapeutic enzymes for the treatment of diseases

Acute inflammation
Back pain
Celic disease
Colitis
Cystic Fibrosis
Food allergies
Gastric duodenal ulcer
Gout
Premenstrual syndrome

Table 5. Microbial therapeutic enzymes aiready being produced commercially

Enzyme Application

Penicillin acylase Semi synthetic penicillins
Serratio-peptidase Anti-inflammatory agent
Asparaginase Treatment of leukemia
Ribonuclease Treatment of asbestos related cancer

4. NOMENCLATURE AND CLASSIFICATION

Several hundred enzymes were discovered by 1950 yet there was no systematic way in classifying
them. Since many enzymes had a misleading and uninformative name, there prevailed a confusion
regarding their naming. Formal recommendations were subsequently prepared under the auspices of the
International Union of Biochemistry (Cornish-Bowden & Cardenas 1987). As nomenclature and
classification are interlinked, they are discussed and dealt together.

o Suffix -ase, are given for single enzymes, i.e. single catalytic entities while systems containing
more than one enzyme are named on the basis of the overall reaction catalysed by them, followed
by the word system. e.g., fatty acid synthase system

*  Enzymes are classified on the basis of the chemical reaction catalysed, which specifically distinguishes
them from the other enzyme.

* Enzymes are divided into groups on the basis of the type of reaction catalysed together with the
name(s) of the substrate(s). This also forms the basis for code numbers.

In 1961 the first Enzyme Commission devised a system for classification of enzymes, in which each
enzyme was assigned a code number. These code numbers, prefixed by EC are now widely in use,
which contain four elements separated by points, with the following meaning:

(1)  First number shows to which of the six main divisions (classes) the enzyme belongs,

(2)  Second number gives the subclass,

(3) Third figure indicates the sub-subclass,

(4)  Fourth digit is the serial number of the enzyme in its sub-subclass.
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4.1. Class 1 - Oxidoreductase

Enzymes, which catalyse oxidoreduction reactions, are classified in this class. The substrate that is
oxidized is regarded as hydrogen donor. The second figure in the code number of the oxidoreductases
indicates the group in the hydrogen (or electron) donor that undergoes oxidation, e.g. 1 denotes a -
CHOH- group. But the case is not true with 11, 12, 13, 14, 15. The third figure, except in subclasses EC
1.11, EC 1.13, EC 1.14 and EC 1.15 indicates the type of acceptor involved, e.g. subclass 1 denotes
NAD(P).

4.2. Class 2 - Transferases

Transferases are enzymes, which bring about transfer of certain groups from one organic compound to
another, e.g. a methyl group or a glycosyl group, from one compound (generally regarded as donor) to
another compound (generally regarded as acceptor).

XY+ZH=X-H+ZY

The second figure in the code number of transferases indicates the group transferred; a one-carbon
group in EC 2.1, an aldehydic or ketonic group in EC 2.2, and so on. The third digit gives further
information on the group transferred; e.g. subclass EC 2.1 is subdivided into methyltransferases (EC 2.1.1),
hydroxymethyl- and formyltransferases (EC 2.1.2) and so on. However, in EC 2.7, the third figure
indicates the nature of the acceptor group.

4.3. Class 3 - Hydrolases

These enzymes catalyse the hydrolysis of substrates having large molecular weight. They cleave C-O,
C-N, C-C and some other bonds, including phosphoric anhydride bonds. Since hydrolysis itself can be
regarded as transfer of a specific group to water as the acceptor, it might be classified as transferases.
However, in most cases, the reaction with water as the acceptor was discovered earlier and is considered
as the main physiological function of the enzyme. This is why such enzymes are classified as hydrolases
rather than as transferases. The second figure in the code number of the hydrolases indicates the nature
of the bond hydrolysed; EC 3.1 are the esterases; EC 3.2 the glycosylases, and so on. The third figure
normally specifies the nature of the substrate, e.g. in the esterases the carboxylic ester hydrolases
(EC 3.1.1), thiolester hydrolases (EC 3.1.2), phosphoric monoester hydrolases (EC 3.1.3); in the
glycosylases the O-glycosidases (EC 3.2.1), etc. Exceptionally, in the case of the peptidyl-peptide
hydrolases the third figure is based on the catalytic mechanism as shown by active centre studies or the
effect of pH.

4.4, Class 4 - Lyases

Lyases are enzymes that catalyse the addition or removal of some chemical groups of a substrate by
mechanism other than oxidation, reduction or hydrolysis. They differ from transferases in that the chemical
group liberated is not merely transferred to another, but liberated in the free state. These enzymes cleave C-
C, C-O, C-N, and other bonds by elimination, leaving double bonds or rings, or conversely adding groups to
double bonds. Decarboxylase, aldolase, dehydratase are enzymes, which catalyse the elimination of
carbondioxide, aldehyde, and water, respectively. The second figure in the code number indicates the bond
broken: EC 4.1 is carbon-carbon lyases, EC 4.2 carbon-oxygen lyases and so on. The third figure gives
details on the group eliminated, e.g. carbon dioxide in EC 4.1.1, water in EC 4.2.1. and so on.



General Introduction 7

4.5. Class 5 - Isomerases

These are enzymes, which catalyse the interconversion of isomers. According to the type of isomerism,
they may be called racemases, epimerases, cis-trans-isomerases, isomerases, tautomerases, mutases or
cycloisomerases. The interconversion in the substrate is sometimes brought about by an intramolecular
oxidoreduction (EC 5.3). There occurs no oxidized product as hydrogen donor and acceptor is the same
molecule. However, they may contain firmly bound NAD(P). Therefore, they are not classified as
oxidoreductases. The subclasses are formed based to the type of isomerism, the sub-subclasses to the
type of substrates.

4.6. Class 6 - Ligases

Ligases are enzymes catalysing the joining together of two compounds coupled with the hydrolysis of a
diphosphate bond in ATP or a similar triphosphate. The second figure in the code number indicates the
bond formed: EC 6.1 for C-O bonds (enzymes acylating tRNA), EC 6.2 for C-S bonds (acyl-CoA
derivatives), and so on. Sub-subclasses are in use only in the C-N ligases.

From time to time, some enzymes have been deleted, while some others have been renumbered. The
actual naming and reclassification is always done by the International Union of Biochemistry. Whenever
reclassification results in deletion of an enzyme, the old number is not allocated to new enzyme, but is
permanently discarded. Entries of reclassified enzyme transferred from one position to another are
followed by a comment indicating the former number for the sake of reference.

In BRENDA enzyme database, which was initiated in 1987, the enzymes are classified according to the
Enzyme Commission list of enzymes and later supplements. According to EC numbers some 3400
“different” enzymes are covered. Frequently very different enzymes are included under the same EC
number. During the integration of new data into the data base a combination of computer-oriented and
human controls are applied to ensure a high level of data quality. This databank provides comprehensive
information about each enzyme. For example, information covered under nomenclature for each enzyme
provides its EC number, systematic name, recommended name, synonymes and CAS Reg. No. Similarly,
information about reaction and specificity provides details on catalysed reaction, reaction type, natural
substrate, substrate spectrum, product spectrum, inhibitor(s), cofactor(s) prosthetic group(s), metal
compounds/salt, turnover number, specific activity, K  value, pH optimum and range, temperature
optimum and range. Details given under enzyme structure include its molecular weight, subunits, and
glycoprotein and lipoprotein. Information on the isolation and preparation gives its source (organisms/
tissue and localization), purification, crystallization, and if cloned and renaturated. It provides
comprehensive details about the stability for pH, temperature, oxidation, organic solvents and storage
(http://www.brenda.uni-koeln.de).

5. ENZYME ACTION AND KINETICS

The first to carry out kinetic studies with pure enzyme, trypsin was a British Physical Chemist John
Alfred Valentine Butler. The specificity of enzyme action is explained in terms of precise fitting together
of enzyme and substrate molecules. This is referred as Fischer’s lock and key hypothesis. This is the
primary requirement for the efficient enzyme catalysis. The groups on the polypeptide chain of the
enzyme, solvent (water) and groups on cofactor are considered essential for the enzyme catalysis. Many
enzymes require metal ions for activity, e.g. Mg> in ATP-dependent enzymes. Some other metal ions
act as activators and are directly involved in the catalysis. They also contribute to nucleophile catalysis
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by binding to OH- ions and supplying them to the reaction centers. Effective action requires correct
geometry. The reacting groups must be correctly positioned and oriented to interact simultaneously
with the substrate. Any molecule that binds tight to a transition state than it does to the reactants or
products will effectively stabilize it with respect to reactants and products and thus will act as catalyst.

Enzymes can also serve to couple two or more reactions together, so that a thermodynamically favourable
reaction can be used to drive a thermodynamically unfavorable one. One of the most common examples
is enzymes, which use the dephosphorylation of ATP to drive some otherwise unrelated chemical reaction.
Several enzymes also work together in a cyclic (specific) order, creating metabolic pathways (e.g., the
citric acid cycle). In a metabolic pathway, the product of one enzyme serves as the substrate for another
enzyme and the reactions continue till the formation of end-product(s). These end-product(s) are often
uncompetitive inhibitors for one of the first enzymes of the pathway (usually the first irreversible step,
called committed step), and regulate the amount of end-product(s) produced.

6. ENZYME SAFETY

Safety of the enzymes applied in the food, pharmaceutical, textile, detergent industry, etc. should be
ensured. Safety refers to lack of pathogenicity of the organism, absence of toxicity of the enzymes,
or the product of the enzymatic reaction, absence of antibiotics and relative absence of microbial
contaminants. Enzymes derived from non-approved organisms require extensive testing for various
toxicity tests. No enzyme has been found to be toxic, mutagenic or carcinogenic by itself as might
be expected from its proteinaceous structure. However, enzyme preparations cannot be regarded
as completely safe as potential chemical toxicity from microbial secondary metabolites such as
mycotoxins and aflatoxins may occur in some cases or some contaminant derived from the enzyme
source or produced during its processing or storage may also be present. Enzymes have far fewer
side effects and unknown possible reactions than other compounds, supplements, or medications.
This feature makes them extremely safe. Some of the enzymes are classified as a safe food in the
United States and have GRAS status (Generally Regarded As Safe). Such enzymes include o-
amylase, -amylase, bromelain, catalase, cellulase, ficin, a-galactosidase, glucoamylase, glucose
isomerase, glucose oxidase, invertase, lactase, lipase, papain, pectinase, pepsin, rennet and trypsin.
Since enzymes are not in the realm of the Food and Drug Administration (FDA), specific digestive
enzyme blends are neither FDA approved or unapproved.

Some of the safety problems associated with the use of free enzymes may be overcome by using
immobilised enzymes. This is an extremely safe technique, so long as the materials used are acceptable
and neither they, nor the immobilised enzymes, leak into the product stream. Safety evaluations of many
enzymes were carried out since several years and enzyme preparations were reported to be safe. Some
of the enzymes, which have been evaluated for safety include B-glucanase derived from Trichoderma
reesei (Coenen et al 1995), Thermomyces lanuginosus xylanase enzyme (SP 628) and the Aspergillus
aculeatus xylanase enzyme (SP 578) (Bergman & Broadmeadow 1997), Thermomyces lanuginosus
xylanase expressed by Fusarium venenatum (Pedersen & Broadmeadow, 2000), amino peptidase enzyme
preparation derived from Aspergillus niger (Coenen & Aughton 1998), glucanase preparation intended
for use in food (Elvig & Pedersen 2003), lactase enzyme preparation derived from Kluyveromyces lactis
(Coenen et al 2000), lipase produced from Rhizopus oryzae (Flood & Kondo 2003).
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7. ENZYME THERAPY
Apart from various other applications, enzymes also exhibit therapeutic property. Enzyme therapy is
FDA approved in the treatment of certain health conditions. These include:

e cardiovascular disorders

*  gastrointestinal conditions, particularly pancreatic insufficiency and related disorders (Mohan et al
1998)

» replacement therapy for specific genetic disorders and deficiencies (Eng et al 2001)
*  cancer treatment (Leipner & Saller 2000)

¢ debridement of wounds (Adamian & Gliantsev 1992)

e removal of toxin substances from the blood (Desser et al 2001)

The basis of enzyme therapy is based on one gene-one enzyme hypothesis, which states that each gene
is responsible for directing the building of a single, specific enzyme and that not all the genes code for
enzymes; they may instead direct the building the structural proteins such as the collagen in human skin
or keratin in hair.

8. CONCLUSIONS AND PERSPECTIVES

Enzymes have long been used as useful additives in several industrial applications, such as detergents,
food, textiles, leather, and pulp and paper. Three largest segments of the markets for enzymes are in
food applications, viz. starch and sugar processing, dairy, and bakery applications. While currently the
bulk of the business for enzymes is in the industrial sector, the new areas are emerging in biotechnology.
Recently a number of biotech companies have become active in this field, developing new and interesting
enzymes for specialty applications such as fine and specialty chemicals, health care and personal care
products. The business of enzyme industry is perhaps of most secretive nature and it is hard to get
reliable information and estimates on the production techniques, nature of substrates, purification, etc.
Thus, in enzyme industry where investments in research and development are considered one of the
corner stones of profitability, companies remain under pressure to focus on activities to derive benefits
from their core strengths.

Use of genetically modified microorganisms to obtain hyper-producers and to develop the desired
specificity in the enzymes through molecular tools offer potential benefits but with increasing regulatory
concerns and the increasing public inclination toward non-GMO food, such practices need to be adapted
with careful consideration. Also, since the long-term effects of genetic modification have not yet been
well, rather fully understood, there is opposition to it. Thus, the challenges for the companies are
significant.

One of the aspects of biotechnological research and development is targeted towards the advanced
understanding of the function of enzymes and its broadened application. Better insights into the framework
of synthesis of genetically engineered enzymes, design of novel enzyme(s), etc, will open and explore
opportunities for the manufacture of sophisticated products. The challenge for the enzyme technologists
lies in exploiting the unprecedented level of knowledge in utilization and application of more enzyme
complex systems.
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General Properties

Sandra A. Furlan and Hari K. Pant

1 INTRODUCTION

Enzyme mediated reactions are the basis of all the living beings. They offer efficient biocatalytic
conversion potentials to technologies ranging from agricultural to pharmaceutical industries. History of
enzymes dates back to 17" century that describes yeast catalyzed transformation of juices into alcoholic
beverages. Many years (over 100 years) later, A. Lavoisier in 1789 showed that sugar was converted to
carbon dioxide (CO,) and alcohol. Enzymes occur widely throughout the biological systems and complex
network of reaction brought about by enzymes are basis for the continuity of living world that has
evolved over millennia to ensure the survival and reproduction of organisms and diversity of the life.
Almost every chemical reaction that takes place in living things is catalyzed by enzymes; an animal cell
may contain up to 4,000 different enzymes (Krogh 2002). Enzymes are generally membrane bound or
fully soluble in biological systems. Enzymes occurring inside a cell are called intracellular, while those
occurring out of a cell are often called extracellular. Extracellular enzymes are usually robust and tolerate
range of conditions compared to intracellular ones. Extracellular enzymes may exist in immobilized
form with viable catalytic activity for thousands of years, e.g., phosphatases in soils. Artificially
immobilized enzymes have been used for various purposes ranging from environmental clean-up to
industrial biocatalysis because of their robustness.

An enzyme is a catalytic protein and it remarkably lowers activation energy of a given reaction. Although
all enzymes are proteins, many enzymes contain non-protein components as well, for example,
carbohydrates, phosphates, metallic ions, lipids or organic moieties, etc. (Whitaker 1972).

Enzymes have practical applications from activities as diverse as industrial production of alcohols and
drugs to chemical warfare and detergents. Understanding how enzymes function in different reaction
environment helps to modify their function for industrial use. Enzymes are utilized for diverse application
ranging from food, feed and agriculture to paper, leather and textile industries. Because of rapid
developments on the technology fronts and issues of health, energy, environment and raw materials,
various sectors/industries are embracing the enzyme technology (Pant et al. 1994a, b; Onifade et al.
1998; Kamini et al. 1999; Pant & Warman 2000; Acamovic 2001; van Beilen & Li 2002). Advances in
enzyme technologies, which provide innovative ways to utilize enzymes in bioprocesses, have direct
impact on efficiencies of bioprocess engineering (Gross et al. 2001; Panke & Wubbolts 2002) and
resource conservations.

Preparations of artificial bi- and poly-functional enzymes by gene fusion have great potential in
biochemical analysis, metabolic engineering and enzyme process technology (Bulow & Mosbach 1999).
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Recent developments indicate that thermoenzymes, from thermophilic microorganisms, are catalysts of
great industrial interests (Bruins et al. 2001). Similarly, genetic engineering has helped to overcome the
barriers of transitions of enzyme technology from laboratory to market place ranging from enzyme
therapy to industrial biosynthesis. However, enzyme technology although provides opportunities in
many industries, development and commercialization of novel or useful techniques are not easily attainable
(Wong 1993), and substantial research and development is still needed in the field.

2 CHEMICAL NATURE, STRUCTURE AND CLASSIFICATION OF ENZYMES

An enzyme is mainly a protein chain folded upon itself, forming a macromolecular assemblage with a
well defined structure (Rosevear et al. 1987). Some of the typical physico-chemical characteristics of
enzymes include homogeneity, absorbance index, active site concentrations, isoelectric points, ultra-
violet (UV) absorbance, florescence, sub-unit compositions, amino acids composition and their sequences,
peptide maps, etc. Amino acids are building blocks of proteins. Since all the enzymes are proteins, they
are made up of amino acids, too. Only 20 amino acids are found in proteins (Krogh 2002). All amino
acids contain a carboxyl and amino groups; however, different amino acids have different side chain,
i.e., they differ at ‘R’ position (Fig 1). Carbohydrates, lipids, porphyrins or flavins may also be covalently
bound in this structure as well as other biochemicals, and metal ions may also be held as complexes
(Rosevear et al. 1987).

H
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R
(side chain)

Fig. 1. Structural components common to all amino acids.

Many enzymes have one polypeptide chain and one active site (per polypeptide chain). However, many
active sites may also be found in multi-chain enzymes and some of which may be associated with
regulatory mechanisms. Thus, an enzyme is basically a fragile globular protein, and its each molecule
attains same shape as all the others. Although numbers of structural conformations are possible from
bond rotations, the native conformation is the most stable one for the given molecule (Anfinsen 1972).

The concept of enzyme specificity and steric relationship, i.e., “lock and key” analogy between an
enzyme and its substrate was first developed by Emil Fisher, a German Chemist in 1894. Fisher’s
concept of stereo-specificity still holds in that an enzyme acts upon only on closely related compounds.
However, there are enzymatic reactions that not only supports lock and key analogy, but also the
Koshland’s induced fit model. According to the induced fit model, (i) the geometry of protein changes
as the substrate binds to the active site, (ii) a delicate orientation of catalytic groups is required for
transformation, and (iii) the substrate induces such orientation by binding to the active site (Koshland
1960).
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Basis for naming of enzymes are complex and misleading in some instances. However, International
Commission of Enzymes arranged them in organized fashion so that it would be easier to follow. In
1863, Payen and Persoz named enzyme ‘diastase’ because of its ability in separating soluble dextrin
from insoluble encase of starch grains. Perhaps, that set the unorganized pattern of enzyme naming. The
name of the enzyme often has nothing to do with the type of reaction they catalyze, such as pepsin and
trypsin. Similarly, numbers of enzymes are named after their discoverer, methods of isolation/purification,
colour, and genus or species from which they are isolated/purified. Moreover, substrate utilization has
also been used with adding ‘-ase’ to the stem of the substrate, e.g., maltase (which acts upon maltose) so
as the amylase (which acts upon amylose), phosphatase (which acts upon phosphorus), etc. However,
such naming system is neither perfect nor limitless. As the more and more substrates of an enzyme are
identified, the more difficult it becomes, i.e., which substrate to use for the naming of a particular
enzyme. Moreover, the naming based on substrate that enzyme acts upon does not offer any information
about the nature of the reaction it catalyzed as well as the location of catalysis such as their bond
specificities.

As the advances in enzyme purification/isolation have been made, it has become clear that enzyme
catalyzing the same reaction, but isolated/purified from different sources differ in their proportionate
constituents and molecular mass. For example, alcohol dehydrogenase from yeast has 150,000 Da
molecular mass, four sub-units and four Zn(II), whereas that from horse liver has 70,000 Da molecular
mass, two sub-units and four Zn(I) (Whitaker 1972). Again, as the enzyme technologies advances,
muitiple molecular forms of enzymes are found, in turn giving further complications in enzyme
nomenclature.

A well defined enzyme has three designations, a systematic name, a trivial name and a number (Bowden
1996). A systematic name of an enzyme consists 1st part as the name of the substrate (for more than one
substrate reactions, the substrates’ names are separated by a colon), the 2nd part indicating nature of the
reaction ending —ase; however, if there are two different reactions involved, the 2nd reaction is denoted
by adding a participle in parentheses [e.g., sarcosine: oxygen oxidoreductase (demethylating)]. The
commonly used name is a trivial name, such as amylase, cellulase, phosphatase, etc. The code number
for an enzyme, however, contains four elements that are permanent and come from the classification
scheme. The scheme for numbering an enzyme is based on class, sub-class and sub-sub-class. There are
generally six classes of enzymes with numbers of sub-classes and sub-sub-classes (Table 1). This
classification, however, ignores or does not properly classify multiple molecular form of an enzyme
(isoenzymes) and certain difficulties arise while naming enzymes acting upon polymeric substrates and
site specific deoxyribonucleases (Cornish-Bowden 1996).

3 COFACTORS

Many enzymes need assistance from certain chemical entities called cofactors to attain their catalytic
activity (Engle 1996). The complete enzyme system, which includes both the protein and non-protein
components, is defined as holoenzyme. The protein component of the active enzyme system is referred
as apoenzyme, while that of non-protein is called cofactor. The cofactors vary from simple inorganic
ions to complexity of B ,. Without the cofactor, apoenzyme will have no activity, meaning cofactors are
essential for enzymes to be active. Cofactors are engaged in binding substrate with enzyme and/or
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Table 1. A concise systematic classification of enzymes

Class

Principal sub-class
(acting upon)

Reaction type

Enzyme nomenclature

1. Oxidoreductases

2. Transferases

3. Hydrolases

4. Lyases

5. Isomerases

6. Ligases

1.1 CH-OH group

1.2 aldehyde or oxo group
1.3 CH-CH group

1.4 CH-NH, group

2.1 transferring one-
carbon group

Group-transfer

2.3 acyltransferases

2.4 glycosyltransferases
2.6.1 transaminases

2.7 transferring phosphorus-
containing groups

3.1 esterases Hydrolysis

3.2 glycosidases

3.4 peptidases

4.1 carbon-carbon lyases Elimination
4.2 carbon-oxygen lyases

4.3 carbon-nitrogen lyases

5.1 racemases and epimerases Isomerization

5.3 intramolecular oxidore

ductases

5.4 intramolecular transferases

(mutases)

6.1 forming carbon-oxygen  Bond synthesis

bonds coupled to
hydrolysis

6.2. forming carbon-sulfur bonds
6.3 forming carbon-nitrogen bonds

Oxidation/reduction Donor: acceptor oxidoreductase

(EC 1.1.1.1, alcohol:NAD*
oxidoreductase)

Donor: acceptor group transferase
(EC 2.1.3.2, carbomyl-phosphate:
L-aspartate carbamoyltransferase)

Substrate hydrolase
(EC 3.1.1.7, acetylcholine
acetylhydrolase)

Substrate group lyase
(EC 4.1.1.1., 2-oxo-acid carboxylase)

Substrate reactionase
(EC 5.3.1.1, D-glyceraldehyde-
3-phosphate ketol-isomerase)

X-Y ligase (product-forming)
[EC 6.1.1.1, tyrosine-tRNA™ ligase
(AMP-forming)]




General Properties 15

transformation of substrate to products and can be grouped into metal-ions and organic cofactors;
organics are further sub-categorized into coenzymes, prosthetic groups and co-substrates, depending
on their repetitive turnover in a functioning system (Whitaker 1972; Engle 1996).

Availability of active forms of cofactors may play a dictating role in process yields (San et al. 2002),
indicating the importance of manipulation of levels of cofactors from their industrial use. A case in
point, ratio of NADH/NAD"* can be altered by using different oxidation state of C sources so as to
achieve desired metabolic goals (San et al. 2002). Many enzymes are just comprised of protein units,
but some require the presence of cofactors. Metal cofactors such as Mn?*, Mg>* and Fe?* can increase the
enzyme activity of proteases by 20% (Zvidzai & Zvauya 2001). Similarly, nicotinamide adenine
dinucleotide phosphate hydrogen (NADPH) can be used as cofactor for the maximum production of
erythritol in Torula carrallina, a yeast strain, catalyzed by erythrose reductases (which converts erythrose
to erythritol) (Lee et al. 2003). Reductive dehalogenation either is catalyzed by a specific dehalogenase
or may be mediated by free or enzyme-bound transition metal cofactors (porphyrins, corrins), and
because of their enantiomer selectivity, some dehalogenases are used in industrial biocatalysis of chiral
compounds (Fetzner & Lingens 1994).

The cofactor specificity of many enzymes can become liability for artificial metabolic pathways. For
example, the preference for NADPH over NADH shown by corynebacterium 2, 5-diketo-D-gluconic
acid (2, 5-DKG) reductase may not be ideal for industrial biosynthetic production of vitamin C (Banta et
al. 2002). However, site-directed mutation in cofactors-binding pocket can be utilized to shift the
preference of cofactor (Banta et al. 2002).

Enzyme catalyzed oxidation-reduction reactions often require cofactors (e.g., desulfurization of oil by
biocatalysis), which need to be regenerated for the continuation of reaction. Metabolic conditions can
usually be designed using whole cell biotransformations to promote regeneration of cofactor (Setti et al.
1997). In certain cases, cofactor regeneration can make the use of an enzyme requiring cofactors expensive
for industrial applications. For example, oxidoreductase require a cofactor, which functions as an electron
carrier if use in stoichiometric quantities. The cost of cofactors would make synthetic uses of redox
enzymes rather expensive for industrial uses (Leonida 2001). Thus, oxidoreductases are considered as
uneconomical for industrial applications because of their dependence on cofactor or prosthetic groups
for their activities, and difficulties in regenerating the cofactors. Industrial biocatalysis has been utilized
mainly as agrochemical and pharmaceutical precursors for a long time, however, as the artificial cofactor
regenerating mechanisms are developed its use is constantly evolving in different arenas.

4 ENZYME SPECIFICITY

A number of inorganic catalysts such as coal and platinum show low specificity over the reaction substrate
they catalyse, and a small amount of the selected catalyst is enough to carry out a chemical reaction
(Montgomery et al. 1994). The enzymatic catalysis has the interesting characteristic to be specific. The
enzyme specificity is one of the most important biological phenomena without which the ordered
metabolism of living matter would not exist, and life would be impossible (Sigman 1990). Enzymes are
specific in action, bringing substrates together in favourable orientations to promote the formation of a
transitory state, called enzyme-substrate complex [ES]. The properties and spatial arrangements of
amino acids residues that form the active site of an enzyme are responsible for its specificity, and
determine which molecules can bind and be substrate for this enzyme (Hames & Hooper 2000). The
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active site is a three-dimensional entity that binds the substrate, and promotes its conversion into product.
It is usually a small part of the whole enzyme molecule containing the residues that directly participate
in the making and breaking of bonds (Hames & Hooper 2000; Berg et al. 2002).

Substrate specificity is generally determined by changes in a few amino acids in the active site. This
specificity always results from multiple weak interactions between the enzyme and its specific substrate,
like van der Waals interactions, electrostatic interactions, hydrogen bonding and hydrophobic interactions
(Voet et al. 2000; Nelson & Cox 2002). Some enzymes such as alcohol dehydrogenase and hexokinase
have group specificity and may act on several different substrates to catalyse a reaction involving a
particular chemical group. Other enzymes such as glucokinase exhibit absolute specificity being able to
act only on one particular substrate (Palmer 1999).

In enzymes without non-protein components, essentially the groups placed in the radicals of some amino
acids (OH function of serine, phenol function of tyrosine, COOH function of aspartic and glutamic acid
etc.) are involved in the active site to catalyse reactions. In holoenzymes the substrate is linked to the
protein portion, called apoenzyme and the non-protein portion, called prosthetic group or co-substrate,
carries out the catalytic reaction (Scriban 1984).

Enzyme catalysed reactions are also product-specific as well as substrate-specific, i.e., while uncatalyzed
reactions often generate a wide range of products, the reactions catalysed by enzymes produce only the
target product. In addition to chemical specificity, enzymes have stereo chemical specificity. They are
able to identify the correct isomer of a substrate that exists in two stereo chemical forms to undergo the
reaction (Palmer 1999). For example, desaminases are active only on L-amino acids, and totally inactive
on the optic isomers D (Illanes 1994). The only enzymes that can act on both stereo isomeric forms of a
substrate are those responsible for the inter-conversion of L and D forms, like alanine racemase (Palmer
1999). However, the specificity is not always absolute; for example, glucose isomerase that catalyses
the conversion of glucose to fructose is more effective to transform xylose into xylulose (Illanes 1994).

Some points must be considered for the investigation of enzyme specificity: the enzyme should be as
pure as possible and in any case should be free from any other enzyme acting on similar substrates; the
substrates also should be as pure as possible and free from any other substances on which the enzyme
can act; isomers should be tested separately; the enzymes should be used at reasonably low concentration,
to avoid reactions due to traces of contaminating enzymes; it is normal to select a reference substrate,
generally the most readily attacked biological substrate, and to work out the optimal conditions for it and
use the same conditions for the other possible substrates (Sigman 1990).

5 MEASUREMENT AND EXPRESSION OF ENZYME ACTIVITY

On the kinetic basis, the enzymes are catalytic agents that increase the conversion rate of substrate into
product. As without enzyme the reaction rate is generally negligible, the quantification of enzyme activity
is based on the measurement of the reaction rate (Acevedo et al. 2002). Considering the following
reaction:

E
S » P

the reaction rate can be estimated based on the disappearance of the substrate or on the appearance of
the product:
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v=dP/dt=-dS/dt )
The progress curves of most enzyme reactions have the profile showed in Figure 2, in which the
reaction rate decreases with time from an initial maximum value. Many factors can contribute to this
falling off: the reaction products may inhibit the enzyme; the degree of saturation of the enzyme with the
substrate can fall with substrate concentration decrease; the reverse reaction can become more important
as the concentration of products increases or inactivation of enzyme occurred by pH or temperature

changes (Sigman 1990).
A

(P] (Sl
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Fig. 2. Product concentration [P] versus reaction time for a defined substrate concentration [S]

t;

To standardize the measurement and to ensure being free from the influence of the factors described
above, the enzyme activity value is identified with the initial velocity of the reaction (Ilanes 1994). The
enzyme activity can be estimated as demonstrated in equation (2):

EA=v, - = (dP/d) — =~ (dS/d) -, )

It is important to emphasize that the enzyme activity obtained by this way represents the maximum
catalytic power of the enzyme for the environmental conditions used. It must also be stressed that in
some cases, the estimation of the enzyme activity based on the measurement of the initial velocity is not
indicated. This is in the case of enzymes acting on heterogeneous substrates, like cellulases (Illanes
1994; Acevedo et al. 2002).

Two types of methods can be used to follow catalysed reactions: sampling and continuous methods. In
the sampling methods, the observations are not made in the reacting mixture, but on samples withdrawn
at different times, giving a number of separate points on the progress curve. In the continuous methods,
the observations are made on the mixture while it is reacting, giving a continuous curve (Sigman 1990).
An important aspect of enzyme assay is the use of a blank that has the objective of indicating any
product formation due to other factors that are not related to the enzymatic reaction.

If the reaction is a simple one, either substrate or product may be used to estimate enzyme activity, but in
cases of two stage reactions, in which an intermediate between substrate and product can be accumulated,
only the substrate disappearance gives a correct measure of the first reaction (Sigman 1990).
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Enzyme catalysed reactions can be monitored spectrophotometrically, as many of the substrates or
products of enzymes absorb visible or non-visible light. This is a common, simple, sensible and cheap
method of assaying enzymes and can be used for sampling or continuous monitoring, giving a complete
progress curve (Wiseman 1985; Illanes 1994). The absorbance (A) at a certain wavelength (L) may be
related to the concentration of a problem substance (C) by the Lambert Beer equation:

A=¢.L.C 3)
where € is the extinction coefficient.

A number of reactions do not involve substrates or products that absorb light at a suitable wavelength.
In such cases, it is often possible to assay the enzyme that catalyses this reaction by linking it to a
second enzyme reaction that does involve a characteristic absorbance change. A common example is the
enzyme glucose oxidase, which is largely used in clinical tests to determine the glucose content in blood
as well as in analytical tests in research laboratories to monitor glucose concentration during fermentation
processes. The action of this enzyme does not produce a change in absorbance upon conversion of
substrate to products, but a second enzyme, peroxidase can act on the hydrogen peroxide generated in
this reaction. This enzyme is able to convert a colourless compound into a colour one whose absorbance
can be measured, and directly related to the glucose concentration (Hames & Hooper 2000).

Cofactors generally present a characteristic range of absorption and are largely used for enzyme activity
determination even directly or by means of coupled reactions (Illanes 1994). Two of the most common
molecules used for absorbance measurement in enzyme assays are the coenzymes reduced nicotinamide
adenine dinucleotide (NADH) and reduced nicotinamide adenine dinucleotide phosphate (NADPH),
each absorbing ultraviolet light at 340 nm (Hames & Hooper 2000).

The enzyme activity, as proposed by the International Union of Biochemistry, is expressed as International
Units (U) of enzyme activity. One unit is defined as the amount of enzyme that catalyses the transformation
of one micromole of substrate per minute under defined environmental conditions. These conditions are:
saturated substrate concentration, optimal pH and temperature (Acevedo et al. 2002). An alternative to
the international unit is the katal (kat) that replaces micromoles per minute by moles per second (Wiseman
1985; Illanes 1994).

6 ENZYME STABILITY AND DENATURATION

The most important property of an enzyme is its catalytic capacity or activity. The catalytic capacity
depends on the protein structure, i.e. the native structure of the protein that results from numerous
weak interactions (Illanes 1994). It is, therefore, obvious that a multitude of physical and chemical
parameters can and do cause perturbations in the native protein’s geometrical and chemical structure
with concomitant reductions in activity (Bailey & Ollis 1986). This phenomenon is called enzyme
denaturation. Depending on the magnitude of the denaturating agent, the quaternary (if it exists), tertiary
or secondary structure may be affected. The quaternary structure alteration is often reversible; the
change in the tertiary structure is often irreversible leading to a total or partial activity loss; and the
alteration of the secondary structure is irreversible, leading to a coagulation effect and total inactivation
of the enzyme (Illanes 1994).

Enzyme stability is largely affected by temperature, pH and ionic strength. A temperature increase leads
to an increase in the vibration energy that may cause the break of the hydrogen bonding, and destruction
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of non-polar interactions. On the other hand, it is important to emphasize that for low temperatures, that
do not often have denaturant effect, the repetition of solid-liquid transitions (congelation-decongelation)
promotes important losses of enzymatic activity (Scriban 1984). The electric charge of the proteins’
amino acid residues depends on the protons concentration in the mixture. The pH values promoting
accumulation of negative or positive charges may destabilise the enzyme structure due to the repulsion
forces. Organic solvents less polar than water may be denaturant agents, modifying the standard formation
of hydrogen bridge and non-polar interactions, and to stick out the electrostatic forces of interaction
between the amino acid residues, diminishing the dielectric constant of the mixture. Low values of ion
strength leads to a decrease in the enzyme—solvent interactions and to an increase in the ion interactions
inside the chain, destabilizing the structure. That is why it is not advisable to manipulate enzymes in low
ionic strength solutions like water (Illanes 1994).

After identifying the individual parameter, which influences enzyme denaturation, it is important to
recognise that it is not the individual factors, but their combinations that determine the rates of enzyme
deactivation. The sensibility of a certain protein to denaturation at high temperatures can vary with
solution pH, and the influence of various pH-temperature combinations may be completely different
from one protein to another (Bailey & Ollis 1986).

These alterations in protein structure and function have many important practical implications. Considering
the enzyme production by fermentation, proteins are often recovered from culture broth by precipitation,
an operation that involves changing the configuration or the chemical state of the protein by pH or ionic
strength adjustment. Later protein purification steps may use antibodies as highly specific sorbents, a
process that can fail if the antibodies deactivate, and lose their ability to identify and absorb a specific
protein (Bailey & Ollis 1986). Most of the research literature on enzyme Kinetics is devoted to initial
rate data and analysis of reversible effects on enzyme activity. Especially, when continuous flow reactor
is used, enzyme activity declines, which is a critical characteristic. In these situations, the economic
feasibility of the process may depend on the useful lifetime of the enzyme (Bailey and Ollis 1986).

Figure 3 shows an example of the influence of temperature on the stability of the extracellular and
periplasmic exo-inulinase from Kluyveromyces marxianus ATCC 36907. The enzymes were submitted
to temperatures between 30 and 70°C during 60 min and enzyme activity was evaluated at the optimal
conditions for these enzymes. The extracellular enzyme showed to be more stable with increasing
temperature than the periplasmic one.

7 FACTORS INFLUENCING ENZYME ACTIVITY

While the use of enzymes in industrial scales is wide-spread from food industries to pharmaceutical
ones, the understandings of factors influencing enzyme activity are crucial for the control and manipulation
of products of enzymatic reactions. Some of the factors that influence desired enzymatic reactions can
be manipulated with relative ease, while some of them are not. The accuracy of the determination of
enzyme activity can be achieved only on the basis of defined conditions of measurement. The conditions
of measurement need to take a number of factors into account, among them the measurement of
temperature, pH, substrates and enzymes. To define the optimal conditions for enzyme action, it is
necessary to carry out a number of experiments varying the value of the studied parameter knowing that
often exist interdependence between them. Nevertheless, the concept of optimum is ambiguous especially
for pH and temperature because they depend on the reaction time. The values reported as optimum for
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Fig. 3 Influence of temperature on the stability (% of enzyme activity) of the extracellular (EAe) and
periplasmic (EAp) exo-inulinase from Kluyveromyces marxianus ATCC 36907 (Schneider 1996)

these parameters are often analytical optimums obtained within short period of reaction time and do not
represent the operational optimums of long reactions times. Brief reviews of various factors that can
affect any given enzymatic reactions are provided below.

7.1 Reaction time

Reaction time may affect enzymatic reactions many ways ranging from quality to quantity of the reaction
products (Mu et al. 1998; Yadav & Gupta 2000; Chen et al. 2002; Chang et al. 2003; Garcia et al. 2003).
Reaction time sometimes can be substantially reduced for a given enzymatic reaction by adding more
enzyme activity. In some instances, even the same enzyme from different sources, however, behave
differently (Rostometal 1998). Reaction time affects the enzyme catalysis of various reactions (Mantha
et al. 2002; Markovic et al. 2002). Similarly, reaction time can be crucial in assessing viability of an
enzyme for its industrial applications, a case in point, requirements of long reaction time, and high cost
of the use of white-rot-fungi or lignolytic enzymes from them, are some of the drawbacks in degradation/
detoxification of organochloride compounds (present in various industrial effluents) despite their
promising catalytic potential (Freire et al. 2000).

Zhang et al. (2000) reported high influence of reaction time on interesterification of oil blend between
palm stearin and coconut oil during the production of margarine. Shieh and Lou indicated that reaction
time was among one of the most important variables in enzymatic synthesis of citronellyl butyrate.
Similarly, Mu et al. (1998) showed that reaction time was the most critical factor in the production of
specifically structured triglycerols by lipase-catalyzed interesterification in a continuous reactor.

7.2 Amount of enzyme
For a defined substrate concentration, the study of initial reaction velocity dependence on enzyme
concentration (Fig 4) shows a hyperbolic profile. The initial reaction velocity increases with enzyme
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Fig. 4 Effect of enzyme concentration [E] on the initial velocity (v)) for an enzyme catalysed reaction

concentration until a certain point from which the total amount of substrate is found in the form of [ES]
complex and the initial reaction velocity is constant and maximal. For kinetic studies, it is necessary to
keep in the linear phase of this curve, i.e., at low enzyme concentrations. It means that the amount of
enzyme must be extremely low when compared to the substrate concentration to warrant that the
enzyme-substrate complex [ES] formation do not modify or only slightly modify the substrate
concentration (Scriban 1984).

7.3 Substrate concentration

One of the most important factors affecting the velocity of an in vitro enzyme catalysed reaction is the
substrate concentration [S]. However, it is difficult to study the effect of substrate concentration due to
the fact that [S] varies with reaction time while substrate is converted into product. With increasing

substrate concentration, the rate of its conversion becomes greater until it approaches its optimum value
(Nelson & Cox 2002).

7.3.1 Henri and Michaelis and Menten hypothesis

Kinetic models to explain these findings were postulated by Victor Henri in 1903. Henri proposed that the
combination of an enzyme and its substrate to form the enzyme-substrate complex [ES] is an obligatory
step of the enzymatic catalysis. Ten years later (1913), Michaelis and Menten recognised the importance
of using initial velocity v, rather than any velocity v (Nelson & Cox 2002).

Considering a single-substrate enzyme-catalysed reaction where there is only one substrate-binding site
per enzyme, we can write the following general equation (White et al. 1976; Palmer 1999; Nelson & Cox
2002) :

K, K
—_— —_—
E+sEk [ES]Ek E+P (4)
2 4

If we consider only the initial period of the reaction, where the reaction rate is maximum (Fig 2), the
product concentration is negligible and the formation of [ES] from product decomposition can be
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ignored. Under these conditions, equation 4 can be simplified:

K, k,
E+SEkE[ES] >E+ P (5)

Based on the Michaelis-Menten hypothesis, the conversion of [ES] into E + P is too slow when compared
to the break down of [ES] given E + S. This means that k, << k, and that E and [ES] are in equilibrium:

[E][S] kK

k [E][S] = k,[ES] or (] K

=K (6)

where K _is the dissociation constant of [ES].

The conversion of [ES] into E + P, thus the rate limiting step, and the velocity equation may be written
as follows:

v, =Kk, [ES] )
The total amount of enzyme present in the reacting mixture [E ] is the sum of the amount of free [E] and
bound [ES] enzymes:

(E,] = [E] + [ES] ®)

Substituting [E] derived from equation (8) into (6) and isolating [ES]:

[E,] [S]
[ES] = 9
[S]1+K,
If we substitute [ES] derived from equation (7) into (9), we obtain:
K, [E,] [S]
VO = —_—— (10)
[S1+K

If substrate concentration is increased (S,< S,< S<...... < S ,<S), the initial velocities could also
increase. However, the higher the [S] the lower the increase of v, until reaching the stage in which no
increase is observed (Fig. 5). At this point, the enzyme-substrate complex [ES] is at maximum, i.e., all
the enzyme is completely saturated with the substrate and is present in the [ES] form. The initial limiting
velocity is reached:

v . =k, [ES]

max

=k, [E,] (1n

max
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Fig. 5 Product formation [P] versus reaction time for different substrate concentrations

Substituting the expression k, [E ] in equation (10) by the value obtained in equation (11), we have:

Y o [5]

v, = —— (12)
[S1+K,

7.3.2 Briggs and Haldane hypothesis

Considering the Michaelis-Menten equation as a very restrictive, Briggs and Haldane (1925), proposed
the existence of a steady-state, in which the rate of [ES] formation would be equal to its decomposition
rate to both directions, i.e., products formation and break down with substrate release (Scriban 1984;
Palmer 1999). Based on this, the following equations could be proposed:

(E] [S] k,+k,)
= =K (13)

m

k [E][S] = (k,+k,) [ES]or
[ES] K,
where Km is another constant.

Remembering that [E )] =[E] + [ES] and substituting [E] by its value obtained in the equation (13), we
have:

(k,+k,) [ES] k,+k) 1
[E) =—————+ [ES] or [E] = [ES] (1 + ——— —)
k, [S] k, [S]
k, [S] + (k,+k,) [E]] .k, [S]
[E)] =[ES] ( ) or [ES] =

k, [S] K, IS] + (k,+k,)
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If we divide nominator and denominator by k,, we have:

[Ejl . [S]
[ES] = —m8 —— (14)
[S] + (k,+k,)
k

And substituting [ES] obtained in equation (14) in the equation (7), we obtain:

k, . [E].[S]
V) = e (15) General equation of velocity
(k,+k,)
+[S]
k

Finally, when the substrate concentration is too high compared to the enzyme concentration, the initial
velocity tends to k,.[E ]. At this moment all the enzyme is present as enzyme-substrate complex, and the
general equation may be simplified.

If we substitute in the equation (15), the values of k, (k,=v__ /[E ]) defined in the equation (11) and K,
(K, = (k,+k,)/k)) defined in the equation (13), we obtain:

v, .[S]
vV ———— (16) Michaelis-Menten equation
K +[S]

This equation means that the velocity of an enzyme-catalysed reaction is a hyperbolic function of substrate
concentration as showed in Figure 6.

A simple kinetic experiment is the measurement of the initial reaction velocity, called v, when [S] is
largely higher then the enzyme concentration equivalent to [E]. If reaction time is short enough, the
changes in substrate concentration will be insignificant, and [S] can be considered constant. At relatively
low substrate concentrations, v, increases almost linearly with the increase of [S]. At high substrate
concentrations, v, increases less and less with the increase of [S] until reaching a point over which v,
increases are insignificant - the optimal or maximal velocity (v, ) is reached. When the initial velocity
is equal to a half of the maximal velocity, the substrate concentration is equal to the Michaelis-Menten
constant (K ).

7.4 Temperature

Enzyme catalysed reactions, like all chemical reactions increase in rate with rises in temperature (Wiseman
1985). The temperature coefficient of the reaction rate can be as large as 10% per degree centigrade or
more. This means that for a temperature rise equal to 1°C, enzyme activity increases about 10%. A
linear relation generally exists between the logarithm of the rate constant (k), and the reciprocal of the
absolute temperature (T) (Bergmeyer 1983). This effect can be described by the Arrhenius relationship
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Fig. 6 Effect of substrate concentration [S] on the initial velocity (v,) for an enzyme
catalysed reaction.

(Equation 17). Arrhenius proposed that the activation energy (E,) of a kinetic process could be obtained
by the same way of enthalpy variation (AH) in an equilibrium process (White et al. 1976).

23logk=A-E/RT ork = A.e &/ (17)

A = Arrhenius constant or frequency factor
R = gas-law constant

In an Arrhenius plot (Fig. 7), log k is graphed against 1/T to give a straight line with a slope of -E /2.3R.
The Arrhenius dependence on temperature is satisfied for the rate constant of many enzyme-catalysed
reactions (Scriban 1984).

log k

~E/2.3R

v

/T
Fig. 7 Arrhenius plot.
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Temperature generally has dual effects on the enzyme reaction. The increase in the temperature level
raises the reactivity of the enzyme substrate complex and may also inactivate the enzyme due to the
alteration of the native three-dimensional structure, as described in 2.6 (White et al. 1976; Scriban 1984;
Acevedo et al. 2002). While the first effect does not depend on the reaction time, the second one is
strongly influenced by time. It is not surprising that the optimal temperature of an enzymatic process
also depends on the operation time, and its definition must take into account this double effect of
temperature: activity and stability with time (Illanes 1994).

For many proteins, denaturation begins to occur at 45 to 50°C and is severe at 55°C (Bailey & Ollis
1986; Doran 1998). Only a few enzymes can be heated to above 100°C and still retain activity. Adenylate
kinase is one example of enzyme that can retain activity even after having been maintained at pH 1.0 and
100°C. On the other hand, some enzymes are less stable when cooled (Wiseman 1985).

The enzymes present a range of temperature, sometimes narrow, in which the catalytic activity is
maximal (Scriban 1984). Figures 8 and 9 show how the range of optimal enzyme activity can vary from
one enzyme to another. Figure 8 presents the range of optimal temperature for extracellular and periplasmic
exo-inulinases obtained from Kluyveromyces marxianus ATCC 36907, which have large range of optimal
temperature. On the other hand, Figure 9 shows that B-D galactosidase produced by Kluyveromyces
marxianus CDB 002 has a very narrow range of optimal temperature.

0 T Bl T 1
30 40 50 60 70

—o— EAe (/M) —a— EAp (Um) T(°C)

Fig. 8 Range of optimal temperature for extracellular and periplasmic exo-inulinases obtained from
Kluyveromyces marxianus ATCC 36907 (Schneider 1996).
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Fig. 9 Range of optimal temperature for B-D galactosidase produced by
Kluyveromyces marxianus CDB 002.

7.5 pH

All enzymes have an optimum pH range for their activities, which is often very narrow. The optimum
pH does not depend only on the nature and ionic strength of the buffer, in general also depends on the
temperature and substrate concentration (Bergmeyer 1983; Scriban 1984). A definite optimum pH for
enzyme activity is usually observed because, like other proteins, enzymes have a number of ionisable
groups so that pH changes may modify the conformation of the enzyme, the binding of the substrate,
and the catalytic activity of the groups present in the active site of the enzyme (Wiseman 1985). It also
means that pH affects enzyme stability as descried in 2.6. Enzyme stability loss depends on the length of
time the enzyme has been maintained at the unfavourable pH such that the optimum operational pH is
generally a compromise between the effects on enzyme activity and enzyme stability (Wiseman 1985).
The optimum pH varies largely among the enzymes. For example, the optimum pH of pepsin that acts in
the acid medium of stomach is about 1.5, while the optimum pH of arginase, the enzyme that breaks the
amino acid arginine, is about 9.7. But for the majority of enzymes the optimum pH is between 4 and 8
(Montgomery et al. 1994).

Proteins are constructed from amino acids residues that posses basic, neutral or acidic groups.
Consequently, the intact enzyme may contain both negatively or positively charged groups at any given
pH. These groups are apparently in general, part of the active site of the enzyme since acid and base
catalysis has been related to several enzyme mechanisms. In order to have an appropriate catalysis the
ionisable groups in the active site must often have a particular charge. This means that the catalytically
active enzyme exists in only one particular ionisation state, may be a large or small fraction of the total
enzyme present, depending upon the pH (Bailey and Ollis 1986).

To obtain a useful form to represent such pH effects on enzyme kinetics, we will consider the hypothesis
(Bailey & Ollis 1986; Borzani et al. 2001):
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» the enzyme is present in the mixture under three different ionisation states (E, E'- and E*);
* only E" is catalytically active;

* the following equilibrium exists where k, and k, are the equilibrium constants:

~H —H
E _'_9 E1— é E2—
— —
+H +H (18)
K, k,

¢ the concentrations of E, E"", E* and +H* are e, ¢!, ¢ and h*, respectively;
* ¢, is the total enzyme concentration: e, = e +e' + e (19)
We can write the following relations:

h*e! (20)
=é(I

h* e? 21
e =k, (1)

and determine the fraction of the total enzyme present, which is active (y'):

y'=e'le, (22)

or:
o ! (23)
I +h'k, + k/h*

y

Figures 10 and 11 present the range of optimal pH for extracellular and periplasmic exo-inulinases
obtained from Kluyveromyces marxianus ATCC 36907, and for B-D galactosidase produced by
Kluyveromyces marxianus CDB 002. As observed for the temperature effect, the optimal pH range for
exo-inulinase action is much larger than that obtained for B-D galactosidase.

7.6 lonic strength

Catalytic activity of enzymes can be affected by ionic strength of the reaction media (Hicks et al. 2003).
Wagner and Nicell (2002) suggest that reduction in conversion of phenol in wastewater by horseradish
peroxidase and H,0, occurs because of the increased in ionic strength of the solution. Ionic strength
affects affinities between the enzymes and their respective substrates, specifically those involving
electrostatic bindings. While some enzymes are active/stable at high ionic strength, such as CoB (a
thermophilic protein) (Mana-Capelli et al. 2003) and endopeptidase (from Bromelia balansae) (Pardo et
al. 2000), some are not. Similarly, same enzyme but from different sources may have different optimal
ionic strength, e.g., electron transport flavoprotein (ETF) from human have low optimal ionic strength
(about 10 meq), while that from Paracoccus denitrificans have high (>75 meq) (Roberts et al. 1999).

7.7 Pressure
High pressure (= 10 Kbr) may irreversibly denature enzymes. The denaturation of enzyme under high
pressure may involve solvation of both the charged groups of hydrophobic interior and non-polar amino
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Fig. 10 Range of optimal pH for extracellular and periplasmic exo-inulinases obtained from
Kluyveromyces marxianus ATCC 36907 (Schneider 1996).

14 T

12 +

10 +

EA (U/ml)

6 T T T 1
6 6.5 7 7.5 8

—e—EA(U/ml) pH

Fig. 11 Range of optimal temperature for B-D galactosidase produced by
Kluyveromyces marxianus CDB 002.

acids (Suelter 1985). Oligomeric enzymes/proteins are more susceptible to pressure-induced denaturation
than monomeric ones (Jaenicke 1981; Suelter 1985). Thus, structural instabilities can be induced in
enzymes during ultracentrifugation due to hydrostatic pressure.

Protective effects of polyhydric alcohols on stability and activity of lipase against the thermal and
pressure denaturation increase with their concentrations, and C chain length (Noel & Combes 2003).
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The application of hydrostatic pressure to enzymes placed in surfactant nanocontainers (e.g. reverse
micelles) could be advantageous for increasing the enzyme stability and modulating the enzyme activity
(Kohling et al. 2002). Elevated pressure can exert substantial effects on mesophilic (adapted to atmospheric
pressure) as well as on piezophilic (adapted to high pressure) organisms. Thus, high pressure would
affect modulation of enzyme activities along with DNA replications, and cell divisions (Bartlett 2002).
Certain enzyme activities, such as pectin methyl esterase in orange juice, however, can be inactivated or
killed by pressure treatment (Basak et al. 2001). Interesting enough, Mori et al. (2001) even suggests
that certain enzyme catalyzed reaction (e.g., esterification by lipid coated lipase) could be switch on or
off by adjusting pressure or temperature.

7.8 Inducers and inhibitors

Enzymes are proteins with specific shapes, thus can be denatured and influenced by various factors
including pH, temperature, pressure, ionic strength, reaction time, etc. Presence of inhibitors and inducers
also affect enzyme catalyzed reactions. Any substance that increases the velocity of an enzyme catalyzed
reaction by any mechanisms is an inducer, and any substance that reduces the velocity of the reaction is
an inhibitor of that enzyme. Enzyme inducers and inhibitors have wide range of applications ranging
from elucidation of enzymatic reactions to pharmacology.

Inhibitors can be categorized into competitive, non-competitive and uncompetitive inhibitors depending
on the nature of inhibitions. A competitively inhibited reaction is dependent upon the relative
concentrations of the substrates and inhibitors.

E (Enzyme) + I (Inhibitor) «—— EI

11
=B 24

Where, K is the dissociation constant for the EL

Compounds similar to the substrate can thus combine with the enzyme at the active site, and inhibit the
catalytic reaction. However, the inhibitory effects can be reversed by increasing the concentration of the
substrate.

In non-competitive inhibition, however, the inhibition only depends on the concentration of inhibitor,
i.e., the inhibitor combines with the enzyme at other than the active site, but that leads to an adequate
alteration in enzyme’s conformation so as to prevent substrate being combined.

[E] + [I] & EI

and - bS]+ 1] «—s ESI

Both EI and ESI are inactive!

e - —E (25)
' [E]l]
Similarly,
ESI _ (EST] (26)

i (ES]{]
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Where, K¥ and K*' are the dissociation constants for the EI and ESI, respectively.

In case of uncompetitive inhibition, as in the non-competitive ones, the inhibition cannot be reversed by
increasing substrate concentration.

[ESI]

5= TEsim @n

Where, Ki is a dissociation constant for ESI.
Such inhibitors are pronounced mostly in enzymatic reactions with two or more substrates.

There are inducers as well as inhibitors of enzyme activity. Cytochrome P-450-enzyme activity can be
induced by 1, 8 naphthalic anhydride, ethanol and certain herbicides (e.g., pyrazosulfuron-ethyl,
bensulfuron-methyl), while the activity can be inhibited by piperonyl butoxide (Yun et al. 2001). Similarly,
1-mono-0-acyl-3-O-(a-D-) sulfoquinovosyl-glyceride), a sulfo-lipid, inhibits the activity of mammalian
DNA polymerase, and is also a potent apoptosis inducer (Murakami et al. 2003).

Many inducers and inhibitors such as ethylene, and di- and trichlorophenoxyacetic acids are extensively
used to control growth, reproduction and maturation of plants. Inhibitors, at cellular level, may alter cell
permeability, transport mechanism, ATP and cellular constituent formations or enzyme biosynthesis
(Whitaker 1972; Engel 1996). Inhibitors may react with apoenzyme, cofactors, substrates, inducers or
intermediate products of the enzymatic reaction. Some of the specific inhibitors, e.g., EDTA, cynide,
sulfide, CO inhibit many enzymes containing Fe*, Fe*, Mn?, Zn*, Co%, Cu®, etc. as essential cations
(Whitaker 1972; Engel 1996).
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Enzyme Kinetics and Modeling of
Enzymatic Systems

Emmanuel M. Papamichael and Leonidas G. Theodorou

1. INTRODUCTION

Enzymes are proteins acting as catalysts, i.e. they increase the rate of a reaction without modifying its
overall standard Gibbs-energy change (NC-IUB 1983). The section of biochemistry, which deals with
enzymes, is termed “‘enzymology”, whose a branch is known as “enzyme kinetics” relevant to the study of
enzyme mechanisms, their reaction rates and the conditions which affect these rates. Another useful term is
“substrate” i.e. a reactant other than catalyst in a catalytic reaction. The rate of an enzymatic reaction is
expressed as the change in concentration of one of its substrates or products versus time, and it is a function
of numerous parameters including enzyme and substrate concentrations, the pericd of time in which the
reaction is allowed to proceed, the pH-value and the temperature of the reaction medium, the concentration
of any other compound which affects the reaction rate (for example activators and/or inhibitors), and the
possible diffusion of reactants and/or products.

Mathematical models along with computer techniques have been proved valuable tools in searching for
optimal operating conditions and/or creating optimal microenvironments for enzymes in order to optimize
their effectiveness. Recently, the study of various kinds of models of enzymatic reactions attain of great
interest in research, as well as in the industrial application of these biocatalysts (the enzymes), for optimal
operation points, and to enhance our knowledge about the process. Mechanistic models and model-equations
incorporate the information concerning each particular enzymatic reaction or system, and have been proved
as effective tools in estimating the process variables. Modeling has been found an important role in enzymatic
reactions (Wandrey 1993, Hogan & Woodley 2000, Straathof 2001) despite their complex nature. In that
context, we will examine various means, including reasonable approximations, in order to specify the enzymatic
reactions to a workable level while trying to minimize the effects introduced by both the experimental errors
and the approximations.

The rate equation of an enzymatic reaction is a mathematical expression, which illustrates the catalytic
process in terms of rate constants and reactant concentrations, and essentially it represents the experimental
data by a realistic model-equation and a mechanism. In addition, the kinetic mechanisms of enzymatic
reactions provide evidence of how enzymes and their substrates could combine (Brown 1902) to accomplish
catalysis, by explaining the molecular machinery of enzyme action. Therefore, to understand how enzymes
function as catalysts, and how their catalytic function is regulated, the knowledge of their kinetic mechanism
is required. Likewise, the development of such mechanism of enzymatic reactions, among other things,
could provide information on the nature of their transition state, the geometry of the enzyme’s active site, the
substrate specificity, the acidic and/or basic groups associated with catalysis, the possible allosteric
properties and the mode of regulation, etc.
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2. THEORIES ON ENZYME KINETICS

Henri was the first who published the general rate equation (1) (Henri 1902) for reactions involving
enzymes. Henri’s equation formulated the observation that the initial rate of an enzymatic reaction is
directly proportional to the concentration of enzyme preparation, and it is increased nonlinearly with
increasing the substrate concentration up to a limiting maximum value. The derivation of equation (1)
was based on the following reasonable assumptions:

* The enzyme E (Segel 1975) reacts rapidly with its substrate S to form an enzyme-substrate complex
ES (Brown 1902); however, [S] >> [E], (where t stands for total) should be satisfied so that the
formation of ES does not alter the substrate concentration. This latter is associated with the assumption
of quasi-steady-state approximation (QSSA) established after an initial short transient state, where
the reactant concentrations vary slowly and an excess substrate concentration is the main requisite;
the transient state must be brief (Wong 1965, Laidler 1995) and it is obtained for [S]/[E], ratios
greater than 100.

* Enzyme, substrate, and ES are involved in enzymatic reactions. After the equilibrium is reached,
ES dissociates to E and S much faster than it breaks down directly by forming free enzyme and
products, limiting also the overall rate of the enzymatic reaction.

» Initial rates of enzymatic reactions should be measured during their early stages when any reverse
reaction is insignificant, according to QSSA or to rapid equilibrium assumption.

Consequently, the overall reaction should be written as in Scheme I, where [S] represents the substrate
concentration, and the reaction rate is given by the Henri equation (1). In equation (1) v= - d{S}/dt or v
= d[P]/dt, represents the initial velocity. In practice, v= - A[S]/At, or v= A[P]/At, provided that the
disappearance of S (or the appearance of P) is linear with time during the assay procedure, and no more
than 5% of the [S], is utilized; kp is the rate constant for the breakdown of ES to E and P, Ks = k /k, is
the dissociation constant of the ES complex, and X is a constant, characteristic of the particular enzyme
preparation.

KIS

=5 |
1+K (€))

s

Scheme I
E+S &= ES —“ > E+P

Ten years later Michaelis and Menten modified Henri’s formulation and published (Michaelis & Menten
1913) a slightly different rate expression, equation (2), where in most cases, K = k_/k,, as before.
Besides, the physical meaning of constant K of equation (1) can be elucidated now, which it is equal to
kp[E J/K . However, according to Scheme I, v = kp[ES ] and if kp[E ] is termed as V__, i.e. the limiting
maximal velocity observed if all the enzyme in the reaction is bound to ES, then the familiar Michaelis-
Menten equation (2a) is obtained; [E], the total enzyme concentration is equal to [E] + [ES]. Commonly,
equation (2a) is referred as the Henri-Michaelis-Menten (H-M-M) equation.
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The derivation of the H-M-M equation could be obtained from rapid equilibrium considerations (Dixon
& Webb 1971) or by applying the QSSA (Briggs & Haldane 1925) to the reaction Scheme I, where ES
accumulates to an almost constant level, the so-called “steady-state” level (Bodenstein 1913). After a
short initial transient or pre-steady-state period ES is formed at the same rate at which it is decomposed.
The QSSA level would be very close to the equilibrium level if k << k . On the other hand, if k, is
comparable to k , or larger, then ES decomposes to free enzyme and products so fast that it never can
attain a level that would be in equilibrium with E and S. The rate at which P is formed will be proportional
to the steady-state concentration of ES. Another reasonable assumption is that the reverse of reaction in
Scheme I should be neglected because during the early stage of reaction the concentration of products
is essentially zero. Therefore, the rate of ES formation should be given by equation (3), whereas the rate
of its decomposition should be given by equation (3a); at the steady-state level the sum of these two
rates should be zero, according to equation (4).

E d[E

(k, +k, J[ES]

k, [EJ[S]=(k, +k, )[ES] (4), [E] = =75

= [E], - [ES] (4a)

By taking into account the mass-balance equations [E], = [E] + [ES] and [S], = [S] and by rearranging
equation (4), we obtain equation (4a). By solving equation (4a) to [ES], and substituting to velocity-
dependence v = kp[ES ], we obtain equation (5); by multiplying both terms of the right part fraction of
equation (5) by [S], we obtain equation (5a).

= W) ) - (k,+k,) (52)
1+ k151 [S]+_—k1
(k,+k,)

The relation is called K , the Michaelis constant, whereas kp[E ] is called V_ ; then, we

kl
obtain, the H-M-M equation (2a) again, in the form of equation (6). The only difference between
equations (2a) and (6) is the replacement of K by K . However in equation (6), K represents a dynamic
or a pseudo-equilibrium constant, depending on the magnitude of k, versus k . For k,>k K =K =
k_/k,, as before; however if k << k then K = k /k,. Although, the descnbed above general procedure
was applied for a simple reactlon mvolvmg one enzyme having a single catalytic site, one ligand (substrate),

and one enzyme-substrate complex, however, it can be used to obtain velocity equations for all kinds of
steady-state systems, including those involving multiple ligands.
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v = Vo [S]
T K, +1S] ©)

For equation (6), a plot of v against [S] is a rectangular hyperbola passing through the origin, with

asymptotes v =V and [S] = - K (Fig 1); furthermore, it can be easily deduced that K , €quals the [S],

for which the half of V__is obtained. Actually, it is restricted to measure v for finite positive values of

[S], and thus it is impossible to measure V and K accurately from such a plot, as asymptotes

cannot be approached closely enough. In cases where [S] << K or [S] >> K , equation (6) reduces to
Vias [S]

v= g or tov=1V_ . andequal tok[E][S] (2" order reaction) or to k,[E], (1* order reaction),

m

respectively. Consequently, we could assign two important kinetic parameters k, = k  and k, = k /K ;

k., represents the number of enzymatic reaction cycles per unit time (s'), whereas k /K represents
the overall effectiveness, and both are referred to the enzyme - substrate pair.

m, m [S]

1

Figure 1: The H-M-M hyperbola, and its characteristic features. The solid line is drawn according to
equation (6), where V= 10.7,and K_ = 1.06.

The obvious awkwardness of the H-M-M equation made necessary for Michaelis and Menten to use
equation (7), whose plot (Fig 2) has a point of inflexion at p[S] = pK , and which is obtained
straightforwardly from equation (6), in order to achieve estimates of V.and K (Dixon & Webb 1971).
Although, this method could be statistically acceptable, however it has not found favour among
enzymologists (Eisenthal & Cornish-Bowden 1974).

| %

max

v= —_—_—
10715 7% 4 |

(N

Currently, any non-linear model equation, as it is the H-M-M equation, can be used for fitting experimental
data and obtain parameter estimates due to the available computers and software. However, most of
enzyme kineticists, during decades have preferred to use some, among many, linear transformations of
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Figure 2: A graph introduced by Michaelis and Menten, so as to obtain estimates of V__and K .The
solid line is drawn according to equation (7), where V, =10, K =8.9125.

the H-M-M equation for fitting purposes according to their scale in mathematics and statistics and/or the
available instrumentation. The following linear transformations of the H-M-M equation have been mostly
utilized in the past.

1 1 K, 1
=7 + V. IS] (Lineweaver-Burk)  (8)  (Copeland 2000)

max

S 1 K,
[1/] = v [S]+ v (Hanes-Wolff) (9)  (Copeland 2000)
\%
v="V.-K, Is] (Eadie-Hofstee) (10) (Copeland 2000)
Vo K.
v _[_S_] =1 (Direct linear plot) (11) (Eisenthal & Cornish-Bowden 1974)

Hanes (1932) drew attention to the statistical dangers, which attend any linear transformation of the H-
M-M equation, but his warning has been almost ignored until the appearance of works of Johansen and
Lumry (1961) and Wilkinson (1961) who examined seriously the statistical properties of linear plots.
These authors, along with Dowed and Riggs (Dowed & Riggs 1965) found equations (8), (9) and (10)
as statistically improper, especially when large errors of unknown source were involved in the experimental
measurements, as it was the case in enzyme kinetics [Mannervik 1982]. Alternatively, a different
transformation was proposed i.e. a straight line in (V_, K ) space shown in equation (11) (Eisenthal &
Cornish-Bowden 1974). Thus V| and K are linearly related for given values of v and [S], even though
v and [S] themselves are not (Eisenthal & Cornish-Bowden 1974). For each observation (/S], v), there
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exists a straightlinein (V. , K ) space, with intercepts at -/S]and v,onthe K_and V__axes, respectively,
and relates all values of V. _and K , which satisfy the H-M-M equation exactly for the particular values
of [S] and v. It follows that the co-ordinates of the point where all lines intersect provide the only values
of V. and K , which satisfy the H-M-M equation for every observation. For erroneous observations,
as it is the case in practice, straight lines are intersected by two, yielding n(n-1)/n intersections (Eisenthal
& Cornish-Bowden 1974). Excellent estimates are obtained for V. and Kby considering the median
of all intersections, which unlike the mean is not strongly affected by the usual parametric statistical
requirements; if n(n-1)/n is even number, then the mean of the two median values is taken. Fig. 3
illustrates both cases, what is in theory and what it happens in practice.

me
Vx|~ \
Vinax In i
practice /
7/ I
V"’"“”: In theory
V max(4) <— —
max(3)™<
Vnm(z)__
Vmax(l)

Ko Km(z)l lew) Ko Kn

s, sk
-1814 181y
~[s], [s], Km(S)

Ko

Figure 3: Two graphs of the direct linear plot introduced by Eisenthal and Cornish-Bowden. In theory, the
coordinates of the intersection point correspond to the estimates of V _ and K ; in practice straight
lines are intersected by two, yielding n(n-1)/n intersections, where the coordinates of the median
intersection point correspond to the estimatesof V__ and K|

However, we should yield model equations also when [E] is comparable to [S], as for example, in
case of in-vivo enzymatic reactions. In this incident we should take into account another mass-balance
equation concerning the substrate concentration: [S] = [S] + [ES]. By applying the same technique as
previously for the H-M-M equation, i.e. the QSSA, the quadratic equation (12) is formed, whose
negative root solution should be taken to form equation (13); the positive root solution of equation (12)
should be neglected because the situation requires that [ES] = 0 when either [S] = 0 or [E] =0
(Segel 1975).
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[ESF - {[E], + [S], + K JIES] + [E], [S], = O (12)
bV (IE], +[S],+ K, )~ \([E], +[S],+ K, } —4[E][S], (13)
max 2[E]I

Not often, the H-M-M equation cannot fit satisfactorily experimental data from enzymatic reactions. In
these cases, it is not uncommon to assume some reasonable simplifications to succeed the best fit;
however, it is recommended (NC-IUB 1983) to use rational equations having the general form of equation
(14), where n > m, whereas the meaning of parameters a, a,,...a, and b, b,,...b_, depends on the
reaction itself and the experimental conditions.

__alSI+ &S +a[S]’ +...+a,[S]"
1+b,[S]+b,[S]* +by[S] +...+b,[S]"

(14) v lol

TR+ ST (142)

We should note that the most acknowledged specific case of equation (14) is equation (14a) known as
the Hill equation (Hill 1913), which is applied in cases of polymeric enzymes containing n equivalent
binding sites usually located on » different monomers (subunits). One more assumption is necessary to
generate equation (14a), including those employed for the H-M-M equation, i.e. only one substrate
molecule is bound per subunit, according to Scheme II In equation (14a) K; no longer equals the

substrate concentration that yields half-maximal velocity except for n = 1, when it reduces to the H-M-
M equation.
Scheme II

E+nS &= ES, —*— E+nP

Occasionally, a preparation may contain two or more enzymes (or multiple forms of the same enzyme),
which catalyze the same reaction; then, the velocity should be the sum of the velocities contributed by
each enzyme. As an example, for two enzymes, the velocity is given by the so-called double Michaelis-
Menten equation (15) (Hsu & Tseng 1989).

Vo [S] . Voo [S]
VEX, +151 K, +1S] (15)

It is not uncommon a single enzyme to act simultaneously on two different substrates present in the
reaction medium. If the products of these substrates can be distinguished from each other, the system
can be treated easily. However, if products are identical, or appear as a result of the assay method used,
then the situation becomes complex. For example, suppose that a non-specific phosphatase catalyses
the reactions and where A and B are two phosphate esters, Q and R are two distinct alcohols, and P is
inorganic phosphate. In presence of A and B the equilibria are according to Scheme III. If the rate of
formation of P is measured, then the v, is the sum of two reactions, and equation (16), or its equivalent
equation (16a), describe the reaction Scheme III. Thus one enzyme, which can react with two substrates,
would yield results identical to those obtained by two enzymes.
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Scheme III
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2.1 Kinetics of immobilized enzymes

In biochemistry and biotechnology it is common to deal with enzymes immobilized on various artificial
or natural (biological) (Papamichael & Lymperopoulos 1998) solid matrices, where the immobilized
biocatalysts are found in dynamic equilibrium with a liquid (water) phase in a heterogeneous system.
The size of solid matrices of immobilization varies and sometimes approaches that of the colloid dispersion.
In addition, a “microenvironment” is formed along the matrix surface, the so-called Helmholtz-Stern
double layer, which depends on the type, structure and electrical charge of the immobilization matrix
and the enzyme. Under these circumstances the substrate meets diffusive resistance before each enzyme
to react and although excluding the case of porous matrices, however, it is almost unattainable to
produce any rate equation without introducing several reasonable assumptions.

At first, we should assume that immobilized enzyme follows H-M-M kinetics with the same substrate
before immobilization. Secondly, we should take into account the Fick’s laws for diffusion (Laidler &
Meiser 1982) and the fact that the concentration of the substrate, which reaches and reacts with the
immobilized enzyme is actually unknown; then we could form equation (17) and under steady-state

d[S]
condition, where (_at_) = 0, its equivalent equation (18), assuming also that [S], depends only from

X, the thickness of the double layer.

(_a[ﬂ _ (M) + (ﬂ) - i(Da[S]) _ kz‘ut [E][[S]S
a ) o ), o ), ox\ ox [S]. +K, an
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The indices ¢, dif, E, s, and /, in equations (17) and (18) stand for total, Diffusion, Enzymatic, surface
(of the immobilized enzyme molecules), and layer, respectively; D is the experimentally estimated diffusion
coefficient, which has been assumed equal for all three dimensions, and /S] is the concentration of the
substrate in solution. The differential equation (18) has not a general solution, and it could be solved only
under specific conditions ([S] <<K_or [S] >>K ); in addition, the introduced simplifications do not lead
to a handy solution of the problem (Thomas et al. 1972, Bunting & Laidler 1972). The key for a
relatively simple solution seems to be based on the assumption that each element j of the enzymatic
reaction (substrates, products, etc) is distributed between the surface of the immobilized enzyme (s)

. . o . g _ O
and the solution (sn) according to a distribution coefficient Ps[:l w = > however, we should assume an

1]

equilibrium between phases according to relation [j]. =—=[j],, (Heirwegh et al. 1988, 1989). By using

common assumptions and reasonable rearrangements, equation (19) is produced (Aiba et al. 1973).

_ ke [EL[S]
V= o (19)
[S]+K,
To understand what & and k! represent, let us take into account the rate of flux per unit surface

of substrate, from solution to the surface of the immobilized enzyme through the double layer due

d[s] _ DA[S] - S;)

to a homogeneous diffusion J =-D . However, it is not uncommon to

dx Ax
deal with charged surfaces of immobilization and/or charged reactants; hence another flux
DFY¥, [S] A¥, . .
Jy= TRT Ax should be accounted, where ‘¥, is the electrochemical valence of charged

reactants, ¥ is the electrostatic valence of immobilization matrix, and F = Ne (N is the Avogadro’s
number and e the electron charge). As it has been assumed that immobilized enzyme follows H-M-M

kinetics with substrate, equation (19a) is obtained, where ¥~ and o are the reaction rate per unit

"-ullll
surface of immobilized enzyme, and the surface of unit volume, respectively; K, and K, are the

well-known parameters for the reaction at the surface of the immobilized enzyme. Then, equation (19b)
could be written, whereas under steady-state conditions equation (19c) is obtained.

Kew, [E],

d[S], k.. [E][S] S,
= A0, e 19) y - o (195)

R T == T[S], +K,,
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By eliminating [S] from equation (19c), the quadratic equation (19d) is formed, whose an

: . _A _ ke, [E], FY¥, [S]AY,
approximate real solution is Vv, =3 where A = A O D[S] <1 - RT ,
D g sy s Sk lBl FHISIAY. L o e al, 1973). Sub ly, th
B = Ax m, Do RT (Aiba et al. ). Subsequently, the rate
equation (19e) is obtained, by means of which the features both K" = Z" and
Ax kcar [E]! RT . . .
K = R of equation (19) are illuminated.
" [K * Do ) \rToFw,aw ) Ofeawton ()
(Vi) =B(V,, ) +A=0 (19d)
k_[E
w (B, o
v, = o
- Ax kcal‘ [E]I RT (196)
[5r (Km; "D o ) \RT-F¥,A¥,

2.2 Alternative formulations of enzyme kinetics: fractal and virial approaches

The rate of any reaction depends on the number of contacts between the different kinds of molecules
and in isotropic systems is proportional to the product of concentrations of reactants. When the reactive
species belong to macromolecular systems the evaluation of the average number of their contacts
should take into account all different conformations of these macromolecules. This latter is rarely taken
into account in enzymatic reactions, which are handled as homogeneous ones (Mattiasson & Mosbach
1975). Thus, a variety of equations have been produced in order to describe different behaviour in
enzyme kinetics, where the steady-state differential equations may have analytical solutions only under
limiting conditions, or may have not any. Furthermore, the non-linear fitting of these multiparametric
equations to experimental data is not strictly objective depending on the weighting criteria and the
employed program and/or algorithm; besides, the encountered kinetic parameters, are surprisingly
complicated functions of the individual rate constants (Lopez-Quintela & Casado 1989, Lymperopoulos
et al. 1998). Attempts to counterbalance this situation led a number of authors to present alternative
mathematical formulations of the enzyme kinetic equations.
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Historically, first Lépez-Quintela & Casado (1989) presented a revision of the methodology in enzyme
kinetics, by introducing the fractal dimension D in the H-M-M equation. These authors adopted the
concept of Mandelbrot (1983) and by applying the QSSA in the reaction Scheme I, they obtained the

general rate equation (20), where V¥ and K7 are the effective individual H-M-M parameters. Equation

(24) offers an appreciable economy in numerical treatment of enzyme kinetic experimental data, compared
with the conventional methods of searching for numerous multiparametric equations, and allows an
overall view of the complexity of the reaction path of enzyme catalysis. When D = 1 equation (24) takes

on the form of equation (6), and V¥ | and K receive their ordinary meaning. Much later other authors,

based on the approach introduced by Lépez-Quintela & Casado developed suitable fractal enzyme kinetic
theories providing novel means to achieve important features of biochemical pathway design (Savageau
1995, 1998).

Veﬂ [S]2~D

V= s KT (20)

However, other attempts led to an alternative conception for a general enzyme kinetic equation, based on
a virial expansion of the H-M-M equation (Lymperopoulos et al. 1998). Equation (3) can be written as,

d[ES]
(-2

In this complex macromolecular system the dependence of C(E,S) i.e. the number and kind of contacts
of S on E is more complicated, and leads also to a complicated dependence on {S]. Therefore, the
number of these contacts can be written as: C(E,S) = [EJ[S](I + A[S] + AJSF + A[SF + .. .),
where A,, A, etc. are the equivalent virial coefficients, which can be estimated by means of molecular
models of statistical thermodynamics by taking into account all possible configurations of the
macromolecular system. These coefficients can be positive or negative expressing positive or negative
contributions to C(E,S) from pairs, triples etc. of S in the neighborhood of E. Then, under steady-state
conditions the rate equation (21) is generated, which can fit and explain a variety of experimental
observations and/or mechanisms.

) =k, C(E,S), where C(E,S) is the average number of contacts between the two reactants.

V. [SI(1+ A, [S]+ A, [S]? +....)

VT K A ISII+ A S]+ A S + ) 2h

2.3 Reversible enzyme inhibitors

Enzymes and substrates are not usually the only reactants of enzyme-catalyzed reactions. Other reactants
generally called ligands (including substrates) participate in enzymatic reactions and affect their rate.
Ligands, which reduce reversibly the rate of enzymatic reactions, and they act bound to enzyme molecules,
are called reversible enzyme inhibitors (NC-IUB 1983); other ligands, enzyme activators, increase the
rate of enzymatic reactions. In this part we deal only with reversibly inhibited enzymatic reactions,
comprising single substrate and inhibitor molecules, as it is depicted in Scheme IV.
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Scheme IV
E+S =2 ES —“ 5 E+P (a)
E+] &=—=EI (b)
ES + 1 —= ESI ()

In Scheme 1V, the parameters K and K, hold the meaning of K, , and express qualitatively similar relations.
As we worked out previously in expressing the H-M-M equation, we should now state other assumptions,
including the QSSA, in order to formulate the relation of velocity for inhibited enzymatic reactions. Thus,
firstly the mass-balance equation should be stated as [E], = [E] + [ES] + [EI] + [ESI]; in addition, the
velocity-dependence equation v = k,[ES], as well as the relations [E]<<[S] and [E]<[I], should be valid,
where [I] represents the concentration of the inhibitor. In cases of multi-reaction systems, as in Scheme IV,
alternatively to QSSA we could assume that, shortly after the beginning of the reaction, an equilibrium is

[E][S] [E]T] ,_ [ES][T]
established; accordingly, the relations, K, = JES] K= [EI] and i = [ESI]

could be written, and equation (22) is produced, known as the mixed inhibition equation. Equation (22)
takes on the form of equation (22a) for competitive inhibition, if { K/ — oo} i.e. equivalent to [ESI] = 0,

and reaction (c) in Scheme IV, should be neglected. Conversely, if {K— <} i.e. equivalent to [EI] =0,
reaction (b) in Scheme IV should be neglected; then equation (22) takes on the form of equation (22b)
for uncompetitive inhibition. However, in special cases where { K. = K}, equation (22) takes on the form
of equation (22c), the so-called non-competitive inhibition.

V= ‘/m(u [ S] (22 v = ‘/mu,\' [ S] (22 )
[1] ] ) - (1] a
[51(1+ K ) + K,,,(l + K ) [S] + K'"[H?,- )
o VH;;J[S] (226) V= el (220)
= C
ISJ[H % ] + K, (IS] + K..J(H%’ J

As it can be easily noticed equations (22) to (22c¢) are more awkward forms than the H-M-M equation,
having more parameters to be estimated. Therefore, it is recommended to use special tests to diagnose
the kind of inhibition, and then to use the proper equation (Cornish-Bowden 1974). The most commonly
used diagnostic test is based on the comparison of plots obtained by two specific linear transformations
of equation (22) (Cornish-Bowden 1974), which are expressed by equations (23 - Dixon plot) and (24

. . 1 [S]
- Cornish-Bowden plot). Both equations (23) and (24) represent straight lines in v’ (1] | and v (1
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space, respectively, as it is depicted in Fig. 4. The application of the diagnostic test is simple. The
experimenter should perform a series of measurements, by varying the concentration of inhibitor ([I])
for three to four different, however, constant concentrations of substrate ([S]), and to plot the results as
it is shown in Fig. 4. Then, it is easy to deduce the kind of inhibition, and to fit the experimental data
properly. Furthermore, it should be emphasized that by using only one equation either (18) or (19), it is
impossible to deduce on the kind of inhibition.
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Figure 4: Dixon plots (a,, b,, ¢,, d,), and Cornish-Bowden plots (a,, b,, c,, d,), as a diagnostic tool of the
kind of inhibition, which correspond to equations (23) and (24), for competitive, uncompetitive, mixed,
and non-competitive inhibition, respectively.
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1 _ 1 (K, 1 K, 1
v, (1_s7 * ])+ Vo (1511@ * K;) m (23)
[SI _ 1 1 (K, [S]
T=K(Km +[S])+'V; (—K,_+ K,-’][H (24)

In Fig. 4, a, b, ¢, d, sub-diagrams represent plots of equation (22) for competitive, uncompetitive,
mixed, and non-competitive inhibition, respectively, whereas, a,, b,, c,, d, sub-diagrams represent the
corresponding plots of equation (23). The coordinates of intersection points in a, b, ¢, ¢,, and d, or d,

correspond to (1/V_ , -K), (K /V_,-K), ([1 - K/K '}V, -K), (K [I -K/IK)V ., -K), and to -K
=K, respectively.

Recently, an important work has been published on the diagnosis of the kind of inhibition, which is
based on: (a) the dependence of the degree of inhibition, (b) the inhibitor concentration, and (c), the
substrate concentration present in the reaction (Antunes et al. 2003). As it is well known the degree of
inhibition is a ratio between reaction rates; in this way, kinetic data could be normalized by the rate of
uninhibited reaction, whereas the error associated with the kinetic measurements decreases and fewer
measurements are necessary to achieve diagnosis. This latter can be easily deduced from Fig. 5.
Additionally, in this new process the diagnosis of the kind of inhibition is facilitated by stepwise graphical
and/or non-linear fitting procedures, where only two rival models are evaluated in each step; the choice
of the best model is based on the application of suitable information statistic theories.

2.4 Substrate inhibition

It is not uncommon to observe a decrease in the rate of an enzymatic reaction, as the concentration of
the substrate is increased. In the absence of inhibitors, this is due to special binding effects of substrate
onto enzyme, which in a straightforward analogy to competitive inhibition, and by considering similar
assumptions and methodologies, is expressed by Scheme V and equation (25).

Scheme V

E+S —=2ES —*5E+P (a)
ES +S —=— SES (b)

v

max

K.  [S] 25)

1+
[S] K

3. MATHEMATICAL MODELS IN ENZYME KINETICS
Modeling of enzymatic reactions is not a simple task; a variety of prerequisites steps should be taken into
account as for example experimental determination and mathematical formulation of the initial reaction
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Figure 5: Strategy used to diagnose the type of inhibition (with permission from Antunes et al. 2003). The
diagnosis of inhibition is divided in a two-step approach where the character (A) and the nature (B) of the
inhibition are identified. Either a graphical (left part of the figure) or a non-linear fitting (right part of the
figure) procedure is possible, however it is suggested the combination of both procedures. In the graphical
procedure, only the two indicated plots are needed to completely diagnose the inhibition, while in the
non-linear one, this is achieved by two sequential fittings of the two pairs of shown equations to the data.
Note that diagnoses of the character (obtained with constant [S]), and of the nature of inhibition (obtained
with constant [l]) are independent.
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rate, parameter identification, mathematical formulation of an overall reaction rate, experimental verification
of the model prediction, and calculation and prediction on the basis of the developed model. However, of
great importance gets the information about a plausible structure for the transition state of the enzymatic
reaction under consideration, which could be based on the search in the literature, in the choice of the
appropriate experimental methodology, in theoretical calculations and/or computer simulations (K ¢dzierski
& Sokalski 2001). Below are given some examples demonstrating the benefits of enzyme kinetics in
modeling of enzymatic reactions and systems.

3.1 EXAMPLES DEMONSTRATING THE MODELING OF THE ENZYMATIC REACTIONS

3.1.1 Enzymatic dipeptide synthesis (Vasic-Racki et al. 2003)

Although advanced methods were developed for the synthesis of short-chain peptides, which acquire of
increased interest, however, their chemical and optical purity is influenced by side reactions and
racemisation effects, and it should be minimized during synthesis. These requirements use to be satisfied
by kinetically controlled enzyme-catalyzed peptide synthesis.

In Scheme VI an acyl-enzyme A transfers the acyl group either to a second amino acid B (a) or to water
W (b), and dipeptide product P or the amino acid Q is obtained, respectively; therefore, the reaction
conditions should be controlled, to minimize the secondary hydrolysis (c) (Fischer 1994, Fischer et al.
1994). Thus, enzymes and substrates should be as pure as possible and free from substances affecting
the enzymatic reaction, whereas the influence of the composition, pH-value and temperature of the
reaction medium and the substrate concentration have to be optimized in order to enzymatic peptide
synthesis to proceed under suitable conditions. In the examined case, kinetic equations were fitted data
from experimental measurements of the forward and reverse reaction at different substrate and/or
product concentrations using non-linear least-squares regression techniques and optimization algorithms
(Marquardt 1963, Ratkowski 1983). Firstly, the ping-pong mechanism, which generally leads to rather
unwieldy equations (26) to (26c) comprising too many parameters for practical application, and secondly,
the Michaelis-Menten double substrate equation (27) to (27c) considering a competitive substrate and/
or product inhibition, have been used. Both models were validated (Fischer 1994) with enzymatic
dipeptide (Tyr-Ser) synthesis catalyzed with a-chymotrypsine, by comparing the calculated and the
experimental concentration-time curves; it has been found a better agreement between the predicted
concentration-time curves and the observed experimental data, according to equations (27) to (27c).

VinaglAl[B] . VinarlAIll] VimaglAI[B] V, pi K, 4 [11[P]
_ d[A] - Km,B Km,l (26) d[P] - Km,B Km,le,PKm,BQ (268)
dr denominator dt denominator
VIII.AH[A ][B] _ vm.Pl KmAI[I][P] Vm.AI[A][1] _ Vm,PIKnLAI[II[P]
_ ‘I[B] - Km,B Km.l KvaKm,BQ (26b) d[Q] = Km,B Km,IKm,PKm.BQ (26(:)
dr denominator dt denominator

KIH.A/[B] KIII.AB[B][P] Km.Al[l] [A][B] [A][I] Km.AI[]][P]
+ + + + +

K Ki.P K K Km.l Km‘l Km.QKm‘PQ

where denominator =[A]+

Km.B m.B m.f m,B
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Scheme VI
Phth-Tyr-OR + SerOR > Phth-Tyr-Ser-OR (a)
A B P
Phth-Tyr-OR + H,0 > Phth-Tyr-OH + SerOR (b)
A W Q B
Phth-Tyr-Ser-OR + H,0 > Phth-Tyr-OH + SerOR (c)
P w Q B
R = Et- or NH,-

3.1.2 Computational analysis of substrate binding by phosphorylase kinase and
protein kinase A (Brinkworth et al. 2002)

The large number of protein kinases in eukaryotes makes impractical to determine their specificity by
considering also that they exhibit a variety of substrate specificities. By considering three-dimensional
structures of several protein kinases with bound substrates and nucleotides (Knighton et al. 1991, Kobe
et al. 1999, Brown et al. 1999), a common fold has been shown, made of two lobes forming a cleft
inside of which the active site is located, where nucleotides and peptide substrates bind in close proximity.
In an attempt to distinguish probable substrates from non-substrates, the binding enthalpies of modeled
enzyme-substrate complexes were analyzed by computational techniques and were correlated to
experimental enzyme kinetics measurements. Consequently, a number of models of phosphorylase kinase
and cAMP-dependent protein kinase with a series of known peptide substrates and non-substrates were
generated, and in addition, the crystal structures of their complexes with a substrate peptide have been
determined (Madhusudan et al. 1994, Lowe et al. 1997) from appropriate experimental data. Finally, it
has been found that V_  values were affected, however, there was little effect on K values, and no
obvious correlation appears to exist between the calculated enthalpies and V /K _values. Good substrates
showed better binding enthalpies than poor substrates and particularly non-substrates. Nevertheless,
this simple method can distinguish good substrates from inadequate ones, and non-substrates.
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3.1.3 Investigation of the catalytic mechanism of papain, a cysteine proteinase
(Theodorou et al. 2001)

The proton inventory method has been applied during the hydrolysis by papain of four peptide substrates
X-F-L-Y, where X={Suc, Pht}, and Y={pNA, Nmec, ONPh}; pNA, Nmec, ONPh, Suc, and Pht stand
for p-nitroanilide, 7-amino-4-methylcoumaryl, p-nitrophenyl, Succinyl, and Phthalyl, respectively. This
method comprises kinetic studies of solvent isotope effects in mixtures of H,O and D,0 (Schowen &
Schowen 1982). The reaction parameters are expressed as functions, of deuterium atom fraction »n in
the solvent, according to equation (28) (Szawelski & Wharton 1981); k, is the reaction parameter in
H,0, and ¢ and ¢$ are the isotopic fractionation factors of i transition state, and j* ground state
protons, respectively, which reveal the effect of solvent from a reactant to a transition state (Harmony
et al. 1975).

(I-n+n¢")
i=1

=~
=

1}
Q’?‘

(28)

<l ==

(l-n+n¢jG)

-
|

Accordingly, the hydrolytic mechanism of papain, which could be simplified by Scheme VII, has
been elucidated; additionally, the rate constants & , k , and k, were estimated, and it was found that
k. /K =k, (Theodorou et al. 2001). These results along with the magnitudes and shapes of proton
inventories of the kinetic parameters and rate constants, expressed by equations (29) to (32),
argue (a) for the formation of a tetrahedral adduct during the reaction governed by the k, parameter,
and (b) that both acylation and deacylation proceed through similar concerted reaction pathways,
whereas the movement of one proton accompanies a nucleophilic attack, according to Scheme
VIII (Theodorou et al. 2001), where A, B, and C, denote the enzyme, the so-called Michaelis

complex, and the acyl-enzyme, respectively.

Scheme VII
Ky Kk, ks
E+S == ES —=> E-acyl E+P,

k_1 + +H20
P1
1-n+n¢T 1-n +ng”

kn=k0_—¢(29) anKo——rl—rﬂL (30) n=k0(1-n+n¢T) (31)
1-n+n¢° 1-n +ngC®
(kz)n 1-n+n¢G’k’ k2 X I-n+nC, .

+ —_—_—
= 1. R k (32)
(kcat / Km )n t-n+ nCl (kcat / Km ) I-n+n ¢T !
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Scheme VIII
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However, previously a hybrid quantum-mechanical/molecular-mechanical (QM/MM) approach was used
where the effective Hamiltonian was written as: I?eff =H,+ I-}QM .y »and H, and ﬁQM e are the
Hamiltonian of the QM fragment, and the interaction between the QM and MM fragments, respectively,
according to equation (33) (Harrison et al. 1997). In this work, the amide hydrolysis was elucidated
through the stabilization of thiolate-imidazolium ion-pair of papain by means of the codes Gaussian94
(Pearlman et al. 1992) and AMBER (Frisch et al. 1995) for the QM, and MM calculations, respectively.
In equation (33) R and M label QM and MM centers, respectively, whereas its first term accounts for
the effect of the formal charges of the MM fragment (g,,) on the QM part and may readily be incorporated
into standard QM codes; the final two terms are the remaining Coulombic and Lennard-Jones interaction
requisites between the QM and MM fragments (Harrison et al. 1997).

. q
Hoyum = ° %——

v

P Tl R, RgM 3
Within the limitations of the AM1 method (Nemukhin et al. 2003) the transition state of this hydrolytic
reaction was identified and found that it is a concerted process without the involvement of a tetrahedral
intermediate. Besides, a mutation of the active site residue Asn-175 to Ala-175 showed a marked effect
on the ion-pair stability. Another QM/MM study of the active site of papain and its complex with N-
methyl-acetamide (Han et al. 1999) provided similar results as previously (Harrison et al. 1997).

In conclusion, the results of both these theoretical studies (Harrison et al. 1997, Han et al. 1999) are in
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complete agreement to those found experimentally (Theodorou et al. 2001) by applying the kinetic
methodology of proton inventory, thanks to which the nature of a tetrahedral adduct was assigned
to the Michaelis complex, and the transition state of the papain acylation (TS Acylation) 138 been
described in details, as it is depicted in Scheme IX; moreover rate constants as k,, k , and k,, were firstly
estimated.

Scheme IX
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3.1.4 Diagnostic tests on the mode of ligand binding to proteins
[Papamichael et al. 2002]

Biochemical analyses of glucose uptake of the Zymomonas mobilis derivative CU1Rif2 of strain ATCC
10988 showed biphasic responses in Eadie-Hofstee plots (Douka et al. 1999). On the other hand, it has
been accepted that Zymomonas mobilis transports glucose by means of a low-affinity, high-velocity
glucose-facilitated diffusion system based on GLF protein (Parker et al. 1995 & 1997, DiMarco &
Romano 1987), whereas other authors have suggested one or more similar protein molecules as glucose
transporters of Saccharomyces cerevisiae (Walsh et al. 1994). All series of collected data of glucose
uptake of Zymomonas mobilis derivative CUIRIf2 of strain ATCC 10988, failed to be fitted by one-
kinetic-component equation (analogous to H-M-M), and were given biphasic responses in Eadie-Hofstee
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plots. However, both the two-kinetic-components equations (34) and (35) were fitted glucose uptake
data equally likely, and therefore one cannot distinguish whether one glucose transporter having two
binding sites [equation (34)] exists or two transporters exist, each of them having one binding site
[equation (35)]. It should be noticed that equation (35) is the same equation (15). To resolve this
uncertainty two suitable diagnostic tests were developed (Papamichael et al. 2002), based on the alternative
formulations of enzyme kinetics by fractal and virial approaches, which are described by equations
(24) and (25) above.

1% [S]
V maxz
+ —2
max’ sz Vmaxl [S] ‘/mu,\'a [ S]
v(upmke)= ]+ I_(ﬂ + ﬂ (34) y(umake): Km/ + [S] + sz + [S] (35)
[S] K,

In this way, appropriate computer simulations were performed by using suitable software, and experience
(Papamichael & Evmiridis 1988, Evmiridis & Papamichael 1991, Box 1971, Cornish-Bowden 1974,
Ratkowski 1983). The fractal dimension, which corresponds to equation (34) was estimated as D =
0.75 = 0.16, whereas that of equation (35) as D = 0.50 + 0.09. Likewise, it was found that an equation
similar to (25) having two virial coefficients, the first of which was estimated as negative and the
second one as positive, could replace equations (34) and (35); the absolute value of the first virial
coefficient was estimated as 30 + 0.9 times larger than the second one, in case of equation (34),
whereas as 22952 + 100 times larger than the second one, in case of equation (35). Finally, by fitting all
available collected data of glucose uptake of Zymomonas mobilis derivative CUIRif2 of strain ATCC
10988 by means of equation (24) a fractal dimension D = 0.73 + 0.22 was estimated, whereas by fitting
the same data by means of a two virial coefficients equation, a negative first virial coefficient was
estimated whose absolute value founds as 76 + 12 times larger than that of the second positive one. In
conclusion, the system under investigation seems more likely to comprise only one proteinaceous factor,
which functions as glucose transporter having two binding sites, and where the binding of one glucose
molecule enhances the binding of a second one.

4. CONCLUSIONS

The first steps of enzyme kinetics, i.e. the theories developed by Henri, Michaelis, Menten, Hill and other
pioneers were based on rather simple chemical and mathematical concepts, and assumptions. In this
regard, the modeling of enzymatic reactions was poor in fitting the experimental data, and estimating
appropriate rate constants and kinetic parameters; in most cases a vague description of the mechanism
under consideration was obtained. Nowadays, with the aim of more powerful means (e.g. computers,
and computer assisted analytical instruments), of new theories and applications (e.g. nonlinear fitting
algorithms, non parametric statistics, QM/MM and fractal approaches, enzymes equipped by mutagenically
transformed active site residues, etc), enzyme kinetics became a powerful tool of studying complex bio-
catalyzed reactions offering robust estimation of rate constants and kinetic parameters, elucidation of
composite mechanisms, and development of appropriate mathematical models; however, it should not
be considered as panacea, and occasionally enzyme kineticists use to confirm their results by
complementary methods and means.
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This chapter has presented all conventional theories of enzyme kinetics applied in cases of single-
enzyme - single-substrate reactions, including the kinetics of immobilized enzymes, and alternative
formulations using fractal and/or virial approaches. This also includes several not uncommon effects,
which could influence enzymatic reactions as the activity of reversible enzyme inhibitors and the substrate
inhibition. Examples and applications concerning the mathematical modeling of specific enzymatic
reactions by means of the tool of enzyme kinetics have also been provided.
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Thermodynamics of
Enzyme-Catalyzed Reactions

Robert N. Goldberg and Yadu B. Tewari

1. INTRODUCTION

Chemical thermodynamics is the science that deals with transformations of matter and energy. As
such, it has found wide scientific and industrial applications in treating chemical reactions and
processes. The important practical side of this discipline is that it serves as a primary tool for
process design, optimization, and decision-making. Examples of chemical production where
thermodynamics play a major role are the production of synthetic diamonds from graphite and the
production of aviation fuel from hydrocarbons. In the much younger bioprocessing industry,
examples of thermodynamic applications are seen in the production of food and pharmaceutical
products such as high-fructose corn syrup and semi-synthetic penicillins. Indeed, many, if not
most, bioprocess applications involve enzyme catalysis.

In this chapter, we shall review the principles needed to treat the thermodynamics of both simple
and complex reactions. A full discussion of this topic is not possible in this Chapter and the reader
is referred to a recently published book on this subject (Alberty 2003). We shall discuss industrial
applications of thermodynamics, including enzyme-catalyzed reactions that use non-aqueous media,
as well as some physiological applications. We shall give an overview of the experimental methods
used to measure thermodynamic data as well as the use of thermochemical cycles and networks
that can be used both to check the accuracy of and to greatly expand the amount of useful
property values. We shall discuss estimation methods that can be used to provide approximate
property values in the absence of experimental data. Finally, recognizing that the desired macroscopic
property values can, in principle, be obtained from first principles by use of quantum chemistry,
there will be a brief discussion of this application.

This is an official contribution of the National Institute of Standards and Technology and is not subject to copyright in the
United States. Certain commercial equipment, instruments, or materials are identified in this paper to specify the experimental
procedures adequately. Such identification is not intended to imply recommendation or endorsement by the National
Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily
the best available for the purpose.
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2. GENERAL PRINCIPLES

2.1. Thermodynamics of reactions involving specific chemical species

Chemical thermodynamics provides the general principles that allow one to treat the transformations of
matter and energy associated with chemical reactions. For purposes of our discussion a chemical
reaction is a transformation that involves specific species. An example of such a reaction is

ATP*(aq) + H,0(l) f ADP*(aq) + HPO; (aq) + H*(aq), (N

where ATP is the abbreviation for adenosine 5’-triphosphate and ADP is adenosine 5’-diphosphate.

This is a useful example because ATP*(aq), ADP*(aq), and HPOf‘ (aq) all bind H*(aq) and metal ions

such as Mg*(aq) and Ca®*(aq). Later, this will be shown to result in a very complicated behavior of the
apparent equilibrium constant and thus makes this reaction an excellent model for illustrative purposes.
Additionally, the hydrolysis of ATP is a primary energy source for living systems. The designators for
the states of the reactants have also been given: (aq) for aqueous and (1) for liquid. Since the empirical

formulas of ATP* and ADP* are, respectively, C,(H,,N;O,,P;" and C,;H,,N;O,,P.", the fundamental

requirements that the number of atoms and that the charges balance is met. The thermodynamic functions
that are of primary interest to our discussion are:

A,G, - the standard molar Gibbs energy change,
AH? — the standard molar enthalpy change,

AS; - the standard molar entropy change, and

rm

ACp . — the standard molar heat-capacity change at constant pressure P.

The notation used here follows that recommended by the [IUPAC (Mills 1993). The symbolism is important:
A implies a change; the subscript “r” designates a reaction, the subscript “m” implies a molar quantity
and the “°” specifies that the change in the thermodynamic function pertains to the standard state.
While the choice of the standard state is arbitrary, the conventions adopted by the National Bureau of
Standards (now the National Institute of Standards and Technology) (Wagman et al. 1982) are commonly
used. For aqueous reactants the standard state for the solute is the hypothetical ideal solution at unit
molality; the standard state of the solvent is the pure solvent. The standard pressure P° = 0.1 MPa.
These formal statements are now clarified. In the hypothetical ideal solution at unit molality, the activity
of the solute a, = m,/m°, where m, is the molality of the solute and m° is the standard molality (m° = 1
mol-kg™). This is equivalent to the real solution where (a,/m,) = 1 as Zm, — 0 (i.e. infinite dilution). For
the solvent standard state, the activity of the solvent a, — 1 as x,— 1; here x is the mole fraction and the
subscript “1” denotes the solvent. The difference between the partial molar Gibbs energy of a solute G,
and the standard partial molar Gibbs energy of that solute G; is

G,- G2 = RT In a, = RT In m,y, )

where 7, is the activity coefficient of the solute, R is the gas constant (8.314472 J-K-'-mol™'), and T is the
thermodynamic temperature. The corresponding difference for the solvent is

G, - G’ =RTIna, (3)
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Thus, the properties of the solutes and of the solvent in their respective standard states are the same as
those as the real solution in the limit of infinite dilution. However, one must appreciate that, formally, the
standard state is not infinite dilution.

The natural variables for a chemical reaction such as reaction (1) above are the temperature 7, the
pressure P, and the amounts of the species n,. One can think of the natural variables as those independent
variables that make a difference in the description of a system or of a process. Thus, the fundamental
equation for the Gibbs energy G for a reaction {e.g. reaction (1)} is given by

dG = -SdT + VAP + Zudn, , 4)

where |1, and n, are, respectively, the chemical potential and the amount (moles) of species i. From the
fundamental equation one can obtain the relationship

AG,=AG? + RTIn Q, (5)

where Q is the reaction quotient. For reaction (1)

Q = m{ADP*(aq)}-m{ HPO; (aq)}-m{H*(aq)}/{m{ATP*(aq) }-(m°)*}. (6)

By convention, the activity of water has been omitted from eq. (6). Also, the quantity m° = 1 mol-kg"
has been used to make Q dimensionless and to avoid the impossibility of taking the logarithm of
“mol-kg"”. The absolute values of the stoichiometric numbers Vv, in reaction (1) are all equal to unity. If
this is not the case, it is necessary to raise the molalities in eq. (6) to the powers of their respective
stoichiometric numbers, which are positive for the products and negative for the reactants. At equilibrium,
the Gibbs energy of the system is a minimum and AG = 0. This leads to the important relationship

AG® = -RT In K, (7)

where K is the equilibrium constant (i.e. the value of the reaction quotient at equilibrium). If one knows
the equilibrium constant of a reaction and the initial molalities (calculations can also be performed using
concentrations) of the species, one can calculate the extent of reaction and the molalities of the various
species at equilibrium. Thus, the knowledge of the equilibrium constant for a given reaction provides
useful information. The temperature dependence of the equilibrium constant can be calculated by using

RinK = -{AG; (T )T} + AH, (T ){(UT ) — (1D} + AC, (T /D) - 1 + In(TIT )} (8)

Here, T, is a reference temperature (298.15 K is most commonly used); AGq(T,) and AH (T, ) are
AG? and AH?, respectively, evaluated at T, The above equation is a variant on the van’t Hoff
equation

AH® = RT*InK/oT), . 9)

In many cases one does not know A C° . However, neglecting this quantity generally causes only a

" p.m*
small error unless T is far removed from 7. The variation of A G¢, with pressure is given by

ref*

(dAGS, 10P), = AV°, (10)

T m
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where A V; is the molar volume change for the reaction. For the vast majority of chemical reactions
carried out in aqueous solutions, one finds only a negligible effect on A G? (and on K) until very high
pressures are reached.

It is important to recognize that, for chemical reactions, K does not depend on pH. In fact,
m{H*(aq)} = 1 under standard state conditions and, in this case, one can consider the pH to be zero.
In reaction (1) it is also seen that there is one hydrogen atom produced as a consequence of the reaction.
Thus, the change in binding of hydrogen atoms A N(H*) = —1 for this reaction.

The above treatment was for a single chemical reaction. If one has several chemical reactions that are
occurring, for example in a reactor, one can write equations for these various reactions. If one knows
the values of the equilibrium constants for these several reactions, the initial molalities, and the conservation
equations, one can again solve the pertinent set of equilibrium equations to obtain the molalities of the
various species at equilibrium. For more than a few reactions, this can turn into a very difficult calculation
if done by hand. However, numerical methods have been developed (Smith and Missen 1982; Krambeck
1991) that allow for easy solution of these equations with a computer.

The above discussion on equilibrium constants assumed ideal behaviour of the species in solution, i.e.
that the activity coefficients y, were equal to unity. Since % — 1 only in the limit of infinite dilution, one
must make adjustments for the non-ideal behaviour of the solute species when dealing with real solutions.
This can be done rigorously if one has information on the activity coefficients of the species in the actual
solution (Pitzer 1991). In general, and particularly for biochemical species, this is not always possible.
However, a reasonable approach is to use the extended Debye-Hiickel equation

Iny, =-A,z2 "1 + BI'?), (11)

where A is the Debye-Hiickel constant (A, = 1.1758 kg'?-mol'? at 298.15 K), z is the signed charge
of species i, / is the ionic strength {I=(1/2)Zmz?}, and B is an “ion-size” parameter which has often
been taken equal to 1.6 kg">mol'” (Alberty et al. 1994). Use of tabulated (Clarke & Glew 1980) values
of A, permits calculation of values of ¥ as a function of temperature and ionic strength. This, in turn,
permits the adjustment of equilibrium constants at / = 0 to higher values of /. How this can be done is
shown for the generalized reaction

SVR,=0 (12)

where R, is reactant i (species i in the case of a chemical reaction involving specific species) and v, is its
stoichiometric number. Note that reactants on the left-hand side of reaction (12) have negative values
of v.. The equilibrium constant K for this reaction is

K(I = 0) = {a(R)}* = T{m(R,)"}-(TT3,"), (13)

where g, is the activity of R;. Since K in eq. (13) was written in terms of activities, it is valid at / = 0 and
has been designated as such. Eq. (13) can be rewritten

K(I=0)= K0T, (14)
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where I' = [Tyv,. Thus, if one knows the value of the equilibrium constant at / = 0, one can use the
activity coefficient product I" to calculate K(I), the value of K at ionic strength 7; the inverse calculation
of K(I= 0) from K(/) is also possible. Thus, an equilibrium constant for a chemical reaction is, in
general, a function of the temperature, the pressure, and the ionic strength. All three of these quantities,
the reaction to which the equilibrium constant pertains, the definition of the equilibrium constant, and
the standard state should also be given to avoid any possible confusion about the equilibrium constant.

The above discussion shows how a knowledge of K(I = 0) and A H_? at a reference temperature
(e.g. T=298.15 K) (and perhaps a value of AC, ) together with a reasonable activity coefficient
model can be used to calculate K at the desired ionic strength and temperature. This calculated value of
K, together with a knowledge of the initial molalities of the species in a reaction, permits the calculation
of the extent of reaction and the molalities of the various species at equilibrium. This is the essential
information needed for predicting the feasibility of a reaction and for process optimization. Since reasonable
temperature control is needed for the proper operation of a reaction and a catalyst, a knowledge of A H?
also plays a role in process design. Thus, if | A H? | is large, the heat liberated or absorbed can cause
major temperature changes in the reactor. This can be remedied by the use of heating for an endothermic
reaction or cooling for an exothermic reaction.

It is possible to develop large collections and databases of equilibrium constants for chemical reactions.
However, an alternative and more general approach is to tabulate values of standard molar Gibbs energies
of formation A,G? and standard molar enthalpies of formation A H;,. Thus, for the generalized reaction
(12), one can calculate values of A G° and A H?, respectively, by using the relationships

AG? = IVAG (i), (15)
AH = SVAHC (i), (16)

where A,GS(i) and A;H?(i) are, respectively, the standard molar Gibbs energies of formation and standard
molar enthalpies of formation of species i. For inorganic substances and for organic substances containing
no more than two carbon atoms, extensive tables of AGS and AH; have been published by the NBS
(Wagman et al. 1982). These tables also contain values of the standard molar entropies S and standard
molar heat capacities C,; , as well as an excellent discussion on the construction of these thermochemical
tables and on the use of these quantities in performing thermodynamic calculations.

2.2. Thermodynamics of reactions involving sums of chemical species —
Biochemical reactions

Reaction (1) involves specific chemical species. However, it is well known that the biochemical reactant

ATP is a mixture of different species. Thus, the total molality of the various ATP species is given by

m(ATP) , = m(ATP*) + m(HATP*) + m(H,ATP>) + m(H,ATP") + m(MgATP*)

total

+ m(MgHATP") + m(MgH,ATP) + m(Mg,ATP). (17)

If other metal ions (e.g. Ca*) are present, eq. (17) would have to include additional terms for the
corresponding Ca*— ATP species. Similar considerations apply when one considers reactants such as
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ADP and phosphate. Thus, the hydrolysis of ATP to ADP and phosphate is generally written as

ATP + H,0 = ADP + phosphate, (18)

where it is understood that each biochemical reactant is a mixture of species. A group such as ATP,
ADP, or phosphate that differ only in the number of H* or Mg* or Ca? atoms bound to a central ionic
species is called a pseudoisomer group (Alberty 2003) when the pH and pMg are constrained. The
apparent equilibrium constant K’ for reaction (16) is

K = m(ADP)-m(phosphate)/{ m(ATP)-m°}. (19)

In eq. (19) it is understood that one is dealing with total molalities or sums of species. Also, the
designation “(aq)” has not been used in the above equations since it is implicit that we are dealing with
reactants in an aqueous solution. By convention, the molality of water has also been omitted in the
expression for K.

Reactions such as (18) will be referred to as (overall) biochemical reactions as distinct from chemical
reactions that involve specific chemical species. It is an observed fact that, for such reactions, K’
depends not only on temperature and ionic strength, but also on pH and pMg. Here, pMg is defined
analogously to pH as -log,,{m(Mg**)/m°}. Biochemical reactions do not balance hydrogens if the pH is
constrained or magnesium if pMg is constrained. Therefore, a biochemical reaction does not balance
charge (Alberty et al. 1994). Clearly, the other atoms in the reaction must balance. It is important to
distinguish clearly between these two different kinds of reactions and equilibrium constants. Unfortunately,
this is not always done in the literature and one sometimes sees hybrid reactions such as

ATP + H,O f ADP + phosphate + H* . (20)

The hybrid reaction (20) is neither a chemical nor a biochemical reaction. It is incorrect. Additionally,
the above reaction shows one hydrogen atom being released as a consequence of the reaction. This will
occur only for pH > 8. In general the number of hydrogen atoms released or absorbed in a biochemical
reaction is not an integer.

Thermodynamic formalisms and methods (Alberty 1968; Alberty 1969; Goldberg & Tewari 1991; Alberty
1991) have been developed to treat (overall) biochemical reactions in terms of the individual chemical
reactions that make up the system of reactions. An essential feature of these methods is that a system of
non-linear equilibrium equations must be solved. This can be done relatively easily by hand if only a few
equations are involved. However, this is impractical for more complex systems and several approaches have
been developed. Presently, the most general approach is to use numerical codes, which perform a minimization
of the Gibbs energy of the system, by using the Newton-Raphson method (Smith & Missen 1982, Krambeck
1991). The data needed in these codes are the equilibrium constants of the pertinent individual chemical
reactions that make up the overall biochemical reaction and the initial molalities of the species. If one wishes
to perform calculations at temperatures other than the reference temperature T, . one also needs values of
A H; (and possibly A C, ) for all of the pertinent reactions. The array of data needed for calculations on
the thermodynamics of ATP hydrolysis, reaction (18), is given in Table 1. The results of some calculations
performed by using this data and codes written in Mathematica (Akers & Goldberg 2001) are shown in
Figure 1. This package of codes written in Mathematica (Wolfram 1996) allows the user to specify
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Table 1. Thermodynamic quantities for the chemical reactions pertinent to the overall hydrolysis
reaction (ATP + H,O0 f ADP + phosphate) in aqueous solutions [Alberty and Goldberg 1992].

The equilibrium constant K and the standard molar enthalpy of reactions A H; pertain to T =
298.15 K and / = 0. The standard state is the hypothetical ideal solution of unit molality

Reaction . K A H:(kJmol)
ATP* + H,0 f ADP* + HPOZ + H* 0.295 -20.5
H,ATP* f H*+ HATP* 2.09-10° 15
HATP* f H*+ ATP* 251-10% -6.3
MgHATP- f Mg* + HATP* 2.34-10° -169
MgATP> f Mg + ATP* 6.61-107 229
Mg, ATP f Mg* + MgATP* 2.04-10° -10.8
H,ADP- f H*+ HADP* 4.37-10°% 17.6
HADP* f H*+ ADP* 6.61-10® -5.6
MgHADP f Mg* + HADP* 3.16:10° -125
MgADP- f Mg* + ADP* 2.24-10° -19
H,PO; f H*+ HPOXF 6.03-10°% 3.6
MgHPO, f Mg* + HPO* 1.95-10° -12.2

conveniently, using a chemical notation, an overall biochemical reaction in terms of the system of
chemical reactions from which it is formed as well as the necessary thermodynamic properties (X, pK,
AH; ,and ACp ) for the individual chemical reactions. The computer then solves the chemical
equilibrium equations to yield the molalities of the species and also calculates K’ as a function of 7, pH,
pMg, and /. Plots of K* as a function of these quantities can be obtained in two and three dimensions.
Additional capabilities include the calculation of A N(X) (X = H*, Mg*, etc.) and AH ¢ , the standard
molar transformed enthalpy accompanying a biochemical reaction at constant 7, P, pH, pMg, and I (see
below), and the treatment of experimentally determined values of K’ and calorimetrically determined
enthalpies of reaction. Systems of biochemical reactions can also be treated with these programs to
obtain equilibrium compositions. Specifically, the same programs are used, but with different input.

It is important to appreciate that while thermodynamics predicts that reaction (18) will proceed essentially to
completion, the actual reaction may take a very long time to reach equilibrium in the absence of an effective
catalyst — i.e. an enzyme such as an ATPase. It must also be recognized that the catalyst operates by
lowering the activation energy and thereby increasing the rate of reaction. The important point is that the
position of equilibrium is unchanged by the catalyst. This is illustrated in Figure 2.

The formal basis of the apparent equilibrium constant has been shown by Alberty (Alberty 1992) to rest
on the Legendre transform

G =G - n(HpuH") - nMg)uMg*), (20)
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Fig. 1. The apparent equilibrium constant K for the hydrolysis reaction (ATP + H,0 = ADP + phosphate) as
a function of temperature T, pH, pMg, and ionic strength /. Since it is not possible to represent a five
dimensional surface in two dimensions, we have shown three 3-D projections where appropriate constraints
have been applied in calculating each surface. These constraints are: T=298.15 Kand /=0.25 M (top figure);
/=0.25 M and pMg = 3.0 (middle figure); and T=298.15 K and pMg = 3.0 (bottom figure).
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AEa

Energy

S

Reaction coordinate

Fig. 2. The energy E of a reacting system as a function of the reaction coordinate. AE is the change in
energy for the reaction and AE, is the activation energy. The role of a catalyst is to lower AE, and thus
accelerate the rate of reaction.
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where n (H) and n (Mg) are, respectively, the amounts of the components hydrogen and magnesium in
the system; u (H*) and y(Mg?) are the chemical potentials of H*(aq) and Mg?*(aq) under the conditions
of the system. If other species (e.g. Ca* or, in general, species X) are pertinent to the description of
system, eq. (2) can be extended by the inclusion of additional terms of the form n(X)u (X). A Legendre
transform is a mathematical device (Alberty 1994; Alberty 2003) that can be used to define functions
that have the desired set of natural independent variables and that are appropriate for treating the system
of interest. For example, the Gibbs energy G is the thermodynamic function that is appropriate for
treating a chemical reaction at constant 7 and P. It is defined by using the Legendre transform

G=H-TS. (21)

This leads to the fundamental relationship {eq. (4)} where T, P, and n, are the natural variables.
As mentioned above, the Gibbs energy G provides the criterion for chemical equilibrium for a reaction
involving chemical species at constant 7, P, and /. However, the Legendre transform {eq. (20)} that
defines the transformed Gibbs energy G’ is appropriate for a biochemical reaction occurring at constant
T, P, pH, pMg, and I and thus provides the criterion of equilibrium for an overall biochemical reaction
under these set of conditions. The use of this Legendre transform leads to several useful relations:

AG,=AG.°+RTIn O, (22)

AG.°=-RTInK’ = AH.° - TAS.", (23)

AH,° = RT*OInK’/0T); s pe 1 (24)

ANH") = -(3log, K’ /0pH) 1 e 1 (25)

ANMg*) = ~(dlog K’ /dpMg); oy 1- (26)

Here AG,°,AH,°,and AS,° are, respectively, the changes in the standard molar transformed Gibbs

energy, enthalpy, and entropy accompanying a biochemical reaction at constant 7, P, pH, pMg, and /.
Q' is the apparent reaction quotient which is defined analogously to the reaction quotient for a chemical
reaction {see eq. (6)}, i.e. total molalities are used to define Q’. Egs. (22), (23), and (24) are similar in
form to the equations {see, respectively, egs. (5), (7) and (9) above} for reactions involving specific
chemical species. However, egs. (25) and (26) yield new information, namely, the changes in binding of
H* and Mg?* that accompany biochemical reactions. Since enzymes often operate optimally over a
narrow range of pH and pMg, this information is also useful for the design and operation of bioreactors.
Also, at constant T and P, A G” is the upper limit to the non-PV work that can appear in the surroundings.
It is critical to appreciate that the apparent and transformed quantities K, AG,, AG.°, AH °, AS,°,
@, and AN(X) are functions of temperature, pX, and ionic strength. These dependencies can be both
complex and dramatic (Alberty 1968; Alberty 1969; Rose 1968; Tewari & Goldberg 1988; Tewari et al.
1991). In some cases, the direction of reaction can be completely shifted by changes in the conditions
of reaction.

Another useful approach for handling these calculations is based on the use of standard molar transformed
Gibbs energies A.G_° and enthalpies A H’° of formation of biochemical reactants. Values of these
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properties can be calculated from the standard molar formation properties of chemical species by using
the principles of isomer group thermodynamics (Alberty 2003). The working formulas are:

AG; °(reactant) = — RTInZexp{-AG. °(species 1)/(RT)}, 27)
AH °(reactant) = Xr,-AH °(species i), (28)

r, = exp{[A;G, °(reactant) — A,G/ °(species )]/(RT)}, 29)
AG ° = - RTInK* = ZVvAG.°(i). (30)

Here. r, is the equilibrium mole fraction of species i in the pseudoisomer group and the v; are the apparent
stoichiometric numbers of the reactants in the overall biochemical reaction. In eq. (29), species i is one
of the species in the isomer group that defines the biochemical reactant. A detailed example of this type
of calculation has been given for the ATP hydrolysis reaction {reaction (18)} and for several related
reactions involving the ATP series (Alberty & Goldberg 1992). As expected, the values of K obtained
by using this approach and the approach based on solving the chemical equilibrium equations are identical.
An important point is that standard molar Gibbs free energies and enthalpies of formation provide an
extremely convenient way to store the essential thermodynamic data for species. A substantial body of
such data has been assembled by Alberty (Alberty 2001) in the form of a Mathematica package, which
allows the user to calculate values of A;G_ ° and of A,H,° for, respectively, 131 and for 69 biochemical
reactants. The package also allows the user to perform several additional and useful calculations:
AG.° K, and AN(H") as a function of pH, 7, and I; AH° as a function of pH and /; and the
calculation of equilibrium compositions of a single biochemical reaction or a system of biochemical
reactions at specified 7, pH, and 1.

It is important to recognize that the thermodynamic formalisms described above can be applied to
systems of essentially unlimited complexi.v and that they are not limited to enzyme-catalyzed reactions.
However, to use these formalisms for practical calculations one needs either equilibrium constants for
the reactions of interest or standard molar Gibbs free energies of formation of the pertinent species.
Thus, reliable results (data) are required for performing practical calculations. A substantial body of
experimental results for enzyme-catalyzed reactions has accumulated over many years and has been
systematized in review articles and on the web (Goldberg 1999). Essentially all of the equilibrium data
has been obtained by using a variety of analytical methods with chromatography and enzymatic assays
(often coupled with spectrophotometry) being the most commonly used methods. Calorimetry has
proven to be an important tool for the determination of molar enthalpies of reaction. These methods are
reviewed below (Section 5).

3. INDUSTRIAL APPLICATIONS

The fundamental principles of chemical thermodynamics needed for the practical treatment of both
chemical and biochemical reactions have been reviewed above. The information that thermodynamics
can provide for industrial applications involving enzyme-catalyzed reactions is:

» The ability to calculate the position of equilibrium. This determines the feasibility, the product
yield(s), and can be used to determine the optimal operating conditions for a process.



Thermodynamics of Enzyme-Catalyzed Reactions 73

e The heat released or absorbed by the reaction. This information can be used to optimize energy
efficiency.

e The change(s) in binding associated with a biochemical reaction. This information is important for
the maintenance of pH and/or pMg.

Having this information in hand is invaluable not only for the design of a bioreactor but also for the
industrial decision making process that should be used prior to the expenditure of large amounts of
capital on a given project. As an example, it makes little sense to engineer either a process or a catalyst
(i.e. an enzyme) if the desired product yield cannot be achieved. If these and the other necessary
engineering calculations are not performed early on, substantial resources may be wasted.

Fortunately, the thermodynamics of several of the major industrially prominent enzyme-catalyzed reactions
have been studied (Tewari 1990). These reactions include the conversions of penicillin G to 6-amino-
penicillanic acid using the enzyme penicillin acylase; starch to glucose using amylases; glucose to fructose
using glucose (xylose) isomerase (Tewari & Goldberg 1984; Tewari & Goldberg 1985); cellulose to
glucose using cellulase; fumaric acid and ammonia to L-aspartic acid using L-aspartase; transcinnamic
acid and ammonia to L-phenylalanine using L-phenylalanine ammonia-lyase; L-histidine to urocanic acid
and ammonia using L-histidine ammonia-lyase; lactose to glucose and galactose using lactase; and the
reactions catalyzed by amino-acylases and proteases. Additionally, there are extensive tabulations of
reaction property values available for enzyme-catalyzed reactions in published reviews and on the web
(Goldberg 1999). Considering the enormous potential of enzymology for carrying out useful reactions,
it is clear that there will be many useful applications that will be forthcoming in future years for which
additional thermodynamic investigations will prove useful.

Enzyme catalysis also works in non-aqueous media such as organic solvents. This has a particular
utility in carrying out reactions where the reactants have a very low solubility in water. It should be
noted that there is almost always a small amount of water present in any reacting system and the actual
catalysis may indeed be occurring in the very small aqueous phase present in the system. Nevertheless,
the reactants and products are partitioned between the aqueous and non-aqueous phases and, if one has
taken care to demonstrate that equilibrium has been achieved, one still has a valid determination of the
equilibrium constant pertinent to the reaction in the non-aqueous phase. In the case of ester hydrolysis
reactions, the position of equilibrium can be shifted significantly in the favour of the ester if the reaction
is carried out in a non-aqueous solvent. The information in the literature on hydrolysis reactions in
non-aqueous solvents is suggestive of the rule that the values of the equilibrium constants for hydrolysis
reactions in different solvents are comparable if the reaction refers to neutral species and the concentration
of water is included in the formulation of the equilibrium constant (Tewari et al. 1995). There is a very
recent thermodynamic investigation (Tewari et al. 2003) of the lipase-catalyzed transesterification of
benzyl alcohol and butyl acetate, which was carried out using supercritical carbon dioxide. This solvent
has the very nice feature that it is easily removed from the final reaction mixture simply by releasing the
system to the atmosphere. Thus, it is now possible to design the synthesis of a compound via enzyme
catalysis in supercritical carbon dioxide followed by the supercritical fluid extraction for the separation
of the reaction products. This completely avoids any problems associated with the presence of an
organic solvent. In the near future, biocatalysis in supercritical carbon dioxide could become the
preferable route for synthesis and separation of drug intermediates.



74 Enzyme Technology

4. PHYSIOLOGICAL APPLICATIONS

Enzyme-catalyzed reactions are an essential and important part of the chemical machinery whereby
cells and living systems are able to carry out the necessary transformations of metabolites to accomplish
useful work and to construct the building blocks of life. Since thermodynamics provides the foundation
for any quantitative discussion of this chemical machinery, equilibrium and calorimetric data have been
widely used in metabolic calculations (Minakami & Yoshikawa 1966; Thauer et al. 1977; Veech et al.
1979; Battley 1987; Alberty 1992; Kashiwaya et al. 1994). In this regard, it is particularly helpful to have
measurements of concentrations of the biochemical reactants (metabolites) under in vivo conditions.
With this information, one can obtain the value of the apparent reaction quotient Q’ for a given reaction.
This value can then be compared with the value of the apparent equilibrium constant X* determined
from in vitro measurements performed at or near the presumed physiological conditions. Since the ratio
K/Q is equal to exp(— A, G/RT) {see eq. (22)}, both K’/Q’ and A .G/, are quantitative measures of the
departure of a given reaction from equilibrium. As mentioned above, A G is also the upper limit to the
chemical energy available from a given reaction or series of reactions. Clearly, kinetic considerations are
also of importance in understanding the operation of a given metabolic pathway. An illustration of this
comes from a recent study (Kashiwaya 1994) in which both thermodynamic and kinetic data were used
with metabolic control analysis (Fell 1997) to quantitatively assess the effects of different physiological
states on the metabolic flux in glycolysis and glycogen metabolism in working perfused rat hearts. In a
related study (Masuda et al. 1990), the gradients of the major inorganic ions across the plasma membrane
of a perfused rat heart were also determined. The Gibbs energy changes involved in the formation of
these gradients are generally established by enzyme-catalyzed reactions. Thus, these Gibbs ¢nergy
changes can be evaluated by the usual thermodynamic methods.

5. EXPERIMENTAL METHODS

Equilibrium measursments on enzyme-catalyzed reactions have been performed using a wide variety of
techniques. Historically, the principal tool has been spectrophotometry, which has often been carried
out in conjunction with enzymatic assay(s). Here, the well-known spectral absorbance of reduced
B-nicotinamide-adenine dinucleotide (NADH) at the wavelength A = 340 nm has proven to be a very
useful tool. However, the advent of modern chromatographic methods offers a real advantage in that
one can frequently carry out both the separation of the reactants as well as the desired analyses for the
amounts of the substances present in solution. Both high-performance liquid chromatography (HPLC)
and gas chromatography (GC) are well-established methods, although the GC method usually requires
the additional step of the preparation of a derivative. Additionally, modern chromatography has a major
advantage in that a wide variety of commercially available columns and developed methods are available.
These established methods can also be modified by appropriate variations in the method of operation
(e.g. mobile phase, flow-rate, gradient, etc.). Essentially any type of detector can be attached to a
chromatograph. Thus, spectrophotometric, fluorescence, refractive index, electrical and thermal
conductivity, pulsed-amperometric, electron capture, flame ionization, and radioactivity detectors are
currently in wide use. The chromatograph can also be coupled with a mass spectrometer. This gives
additional analytical capability as well as a more positive identification of the substance(s) that are
analyzed. Other methods such as NMR, capillary-zone electrophoresis, and chemical analysis have
been, and will continue to be, useful tools for specific applications.
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A problem common to all equilibrium measurements is the establishment that the reaction(s) of interest
is at equilibrium. This can be a very serious problem for enzyme-catalyzed reactions because of possible
loss of enzymatic activity due to product inhibition and denaturation. Thus, it is important to demonstrate
that equilibrium has been established by showing agreement between results obtained by approaching
the position of equilibrium from different directions. Also, unless the method is capable of distinguishing
between pseudoisomer species, it is the apparent equilibrium constant K’ that is determined experimentally.

Calorimetry provides a direct measurement of the enthalpy change accompanying a biochemical reaction.
Microcalorimetry (Wadso 1970; Steckler et al. 1986) also allow one to work with relatively small
amounts of substances - a frequent concern in biochemistry. While the measurement of the enthalpy
change can be a straight-forward matter, one must also deal with the chemical part of the thermochemical
investigation. Specifically, “it is necessary to establish that the actual reaction or process that occurs is
the specified one, and second, to measure with the necessary accuracy the extent of the given reaction
or process that occurs in each experiment for which the heat energy has been evaluated” (Rossini
1956). Here, the aforementioned analytic methods can be used both to measure the extent of reaction
and to check for possible side reactions. Additionally, in calorimetric investigations of biochemical
reactions carried out in buffered solutions (the usual case), it is important to know A N(H*) the change
in binding of H*. A correction for the enthalpy of protonation of the buffer must then be applied (Alberty
& Goldberg 1993) to the calorimetrically determined molar enthalpy of reaction A H_(cal) in order to
obtain A H;° . Clearly, additional corrections are needed if other ions such as Mg* or Ca* also interact
with the buffer. A N(X) can be obtained from the dependence of K’ on pX {see eqgs. (25) and (26)}, by
measuring A H _(cal) in two different buffers that have sufficiently different values of enthalpies of
binding with the ligand X, or by using equilibrium modeling calculations.

Calorimetry often yields more accurate and precise values of AH?° and AH_° than can be obtained
from values of equilibrium constants determined at several temperatures {see egs. (9) and (24)}. In any
case, if one has agreement of values of AH_ and AH_° that have been obtained by using these two
different approaches, one has additional confidence in the correctness of the results.

6. THERMOCHEMICAL CYCLES AND TABLES

An important principle that greatly expands the power of chemical thermodynamics is the fact that the
Gibbs energy G, the enthalpy H, and the entropy S are state functions. Thus, the values of these
properties are independent of pathway. This permits one not only to compare property values obtained
by two different methods or pathways, but also to calculate property values of substances and reactions
that have not been measured directly. As an example, a thermochemical cycle was used to establish the
consistency of the series of reactions shown in Table 2 (Larson et al. 1993). Reactions (31) to (34)
form a thermochemical cycle which requires that

AHS(31) + AH2(32) — AH2(33) - AH2(34) = 0. (35)

When the values of A H? given in Table 2 are introduced into the left-hand side of the above equation,
the calculated value is (0.6 = 1.0) kJ-mol" and is in agreement with the prediction that the sum equal
zero. A second example involves the determination of the apparent equilibrium constant for reaction
(18), the hydrolysis reaction of ATP to (ADP + phosphate). Since the hydrolysis of ATP is essentially
complete under normal conditions, a direct equilibrium study does not appear to be possible with existing
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methods. However, it was possible (Guynn & Veech 1973) to measure apparent equilibrium constants
for the following three reactions

acetate(aq) + ATP(aq) = acetyl phosphate(aq) + ADP(aq), (36)

Table 2. Standard molar enthalpies of reaction A H,; for four chemical reactions in aqueous
solution at T=298.15 K and / = 0 (Larson et al. 1993). AMP and IMP are, respectively,
abbreviations for adenosine 5-monophosphate and inosine 5’-monophosphate. The standard
state is the hypothetical ideal solution of unit molality

Reaction A H_/(kJ-mol)
AMP?*(aq) + H,0(l) + H*(aq) f H-IMP*(aq) + NH}(aq) @31 -(49.6+£0.5)
H-IMP*(aq) + H,O(l) f H-Inosine(aq) + HPO; (aq) (32) 1.7+£0.2
Adenosine(aq) + H,O(l) + H*(aq) f H-Inosine(aq) I+ NH;(aq) (33) -(49.4+0.7)
AMP*(aq) + H,O(l) f adenosine(aq) + HPO?- (aq) 34) 09+04
acetyl phosphate(aq) + CoA(aq) f acetyl-CoA(aq) + phosphate(aq), 37
acetyl-CoA(aq) + H,O(l) f CoA(aq) + acetate(aq). (38)

The sum of reactions (36), (37), and (38) is reaction (18). Thus, by having (reliable) values of K’ for
the above three reactions under the same set of conditions (7, I, pH, and pMg), one can calculate the
values of K’ and A,G’,;’ under these conditions. Alternatively, one can use the values of K’ for the above
three reactions to calculate values of K and A G, for chemical reference reactions that correspond to
the respective (overall) biochemical reactions (36), (37), and (38). These values can then be used to
calculate values of K and A G, for reaction (1), the hydrolysis reaction of ATP*(aq).

The use of thermochemical cycles can be generalized in terms of thermodynamic networks that lead to
values of the standard molar formation properties A;G.°, A;H_?, and of the standard molar entropies S,
for the species. These networks also include and use values of standard molar enthalpies of formation of
the condensed phases, standard molar enthalpies of solution and saturation molalities (solubilities), pKs
and standard molar enthalpies of binding of ions such as H*(aq) and Mg*(aq). One of the earliest
tabulations of formation properties for biochemical substances appeared as an Appendix in the monograph
of Krebs and Kornberg (Krebs & Kornberg 1957). More extensive tables were produced later by Wilhoit
(Wilhoit 1969). More recent activities in this area include the tables on the metabolites in the Krebs cycle
(Miller & Smith-Magowan 1990) and the tables on the monosaccharides and their monophosphates
(Goldberg & Tewari 1989). All of the aforementioned tables contain values of standard molar Gibbs
energies of formation A.G ?. Values of standard molar enthalpies of formation and standard partial molar
entropies are also given in two of these tables (Wilhoit 1969; Goldberg & Tewari 1989). The computer
package developed by Alberty (Alberty 2001) also contains values of AG;? and of AH? — some of
which are from previously published tables as well as some newly calculated values. In spite of these
efforts, the calculation and tabulation of formation properties is rather limited and is significantly less
than what could potentially exist given the full extent of the data in the literature (Goldberg 1999).
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7. ESTIMATION METHODS AND QUANTUM CHEMICAL CALCULATIONS

In the absence of a needed property value, it may sometimes be possible to make progress by estimating
a value for that property. This approach has proven to be most useful for the estimation of values of S °.
The general principle in making such estimates is that of looking for property values for substances or
reactions that have molecular similarities to the substance or reaction for which the property value is
needed. This approach has been generalized in terms of the Benson method (Benson & Buss 1958;
Benson et al. 1969) in which specific molecular group contributions are assigned and then summed to
obtain the estimated property value. Extensive tables of parameters that use this method are available for
organic compounds in the condensed and gaseous phases (Domalski & Hearing 1993). However,
aqueous solutions remain the media of most general interest for enzyme-catalyzed reactions. While
there has been some development (Cabani et al. 1981; Domalski 1998) of the Benson approach for
organic solutes in water, the database is not nearly as extensive as that currently available for organic
compounds in the condensed and gaseous phases. This is unfortunate, as there are simply too many
reactions and substances for which one would like to have thermodynamic property values.

There have been very significant advances in quantum chemistry in the last several years. In one study
(Kast et al. 1997), quantum chemistry was used to calculate values of A H? and A S,° for the conversion
of chorismate*(aq) to prephenate’(aq). The calculated value of A H? for this reaction differed by only
9 kJ-mol" from the measured value A H° = — (55.4 +2.3) kJ-mol". This agreement between the
measured and the calculated value may have been due to a fortuitous cancellation in the calculations of
the solvation effects. In any case, it was concluded that the quantum mechanical method used was
capable of adequately describing the increased solvent-solute interaction of prephenate®(aq) relative to
chorismate*(aq). Clearly, very significant progress in treating solvation effects is needed for quantum
chemistry to be competitive with carefully done equilibrium and calorimetric measurements on enzyme-
catalyzed reactions.

The foregoing discussion leads to a need to state the fact that the development of both quantum chemistry
and the Benson and other estimation methods to biochemical thermodynamics are dependent on the
availability of accurate thermodynamic data for both “key” and representative biochemical reactions.
Specifically, the current Benson parameters (Domalski & Hearing 1993) are essentially based upon
enthalpies of combustion and third law entropies for condensed or gaseous phases. However, to use
these data in a thermochemical pathway that leads to the formation properties of the aqueous species,
one must also have the molar enthalpy of solution, the saturation molality m_, the number of water
molecules of hydration of the condensed phase, and a value of the activity coefficient of the solute at the
molality m = m_. The difficulty of obtaining all of this data with sufficient accuracy suggests that
thermodynamic data {K* and A H_(cal)} on enzyme-catalyzed reactions will most likely provide the
bulk of the data for the thermodynamic pathways needed for the development of tables of thermodynamic
data for organic and biochemical species in water. It is these tables of thermodynamic data that can
most profitably be used for the development of estimation methods and for testing quantum chemical
calculations. As pointed out above, these thermodynamic tables are useful not only for reproducing the
experimental results upon which they are based and for checking the consistency of these results, but
also for the calculation of thermodynamic quantities that have not been directly measured. Therefore,
the more extensive these tables are, the more valuable they become.
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8. CONCLUSIONS AND PERSPECTIVES

Thermodynamics provides a formalism that allows one to predict the position of equilibrium, extent of
reaction, and energy yield for both chemical and biochemical reactions. Consequently, thermodynamics
can be used to optimize product yields and the conditions of reaction for biochemical reactions. This
chapter has provided a brief and general outline of the thermodynamic principles that underlie the
calculations needed for these applications. Most importantly, the use of the thermodynamic formalisms
requires the availability of accurate and reliable property values for the substances and reactions of
interest. Fortunately, a substantial body of thermodynamic data has been collected and evaluated both in
the form of reaction properties and, in some cases, formation properties. In the absence of a given
piece of data, one can attempt to make an estimate for the value of the property by using property values
for structurally similar substances. In any case, there is still a real need for many additional equilibrium
and calorimetric measurements on key enzyme-catalyzed reactions. Also, the utility of the existing body
of thermodynamic data can be substantially enhanced by taking advantage of the fact that the
thermodynamic functions (properties) G, H, and S are state functions and independent of path. Thus,
thermochemical cycle calculations can be used to establish tables of standard molar formation properties
and standard molar entropies just as has been done for inorganic substances. Such tables would serve
to very significantly enhance the utility of the existing body of information.
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Glossary
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AG?

AG°

AH (cal)

~

ANX)

pH
pK
pMg

Name

activity

Debye-Hiickel constant
“lon-size” parameter
heat capacity

change in the standard molar heat capacity
accompanying a reaction at constant T, P, and I

energy

activation energy

Gibbs energy

transformed Gibbs energy

change in the standard molar Gibbs energy
accompanying a reaction at constant T, P, and I

change in the standard molar transformed Gibbs
energy accompanying a biochemical reaction at
constant T, P, pH, pMg, and 1

enthalpy
change in the standard molar enthalpy

accompanying a reaction at constant T, P, and I

change in the standard molar transformed enthalpy

accompanying a biochemical reaction at constant
T, P, pH, pMg, and 1

calorimetrically determined molar enthalpy of reaction
that includes the enthalpies of reaction of H* and Mg*
(consumed or produced) with any buffer in the solution

ionic strength

equilibrium constant

apparent equilibrium constant
molality

standard molality (m° = | molkg™")
amount of substance

change in binding in X in a biochemical reaction
pressure

-log,,{m(H*)/m°}*

-log,,K

-log,,{m(X)/m°}*

Unit
dimensionless
kg
kg
J K
J-K'-mol"!

12, mol'2

12,mol2

J-mol"
J-mol”!
kJ

kJ
kJ-mol*!

kJ-mol”!

kJ-mol”!

kJ-mol"!

kJ-mol"!

mol-dm™*
dimensionless
dimensionless
mol-kg"
mol-kg!

mol
dimensionless
Pa
dimensionless
dimensionless

dimensionless
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0 reaction quotient dimensionless

o apparent reaction quotient dimensionless

r mole fraction at equilibrium within a specified dimensionless
class of species

R gas constant (8.314472 J-K-'-mol ") J-K-'-mol"!

S entropy JK!

AS? change in the standard molar entropy kJ-mol!
accompanying a reaction at constant T, P, and I

AS.° change in the standard molar transformed entropy kJ-mol"!
accompanying a biochemical reaction at constant
T, P, pH, pMg, and 1

T temperature K

14 volume dm’

AVe change in the standard molar volume dm*mol"!
accompanying a reaction at constant T, P, and I

x mole fraction dimensionless

b4 signed charge dimensionless

Y activity coefficient dimensionless

r product of activity coefficients dimensionless

A wavelength m

u chemical potential dimensionless

v stoichiometric number of a species dimensionless

v apparent stoichiometric number of a reactant dimensionless

(aq) denotes an aqueous substance 00—

c(subscript) denotes a component e

f(subscript) denotes a formation reaction

i denotes a species

)] denotes a liquid —

m(subscript) denotes a molar quantity e

R, denotes reactanti

r(subscript) denotes a reaction

° denotes a standard quantity s

A denotes a change

*A definition more closely related to the measurement of this quantity uses the activity of the species rather
than its molality.
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Regeneration of Cofactors for
Enzyme Biocatalysis

Ryan D. Woodyer, Tyler W. Johannes and Huimin Zhao

1. INTRODUCTION

Industrial biocatalytic processes continue to become increasingly common as interest in the area multiplies
(Faber 2000, Koeller & Wong 2001, Schmid et al. 2001, Schoemaker et al. 2003). This interest is driven
by recent advances in genomics and genetic engineering coupled with the need for more selective, safer, and
cleaner reactions. Enzymes as catalysts meet many of the needs of industrial processes. However, most of
the biocatalysts in current use are limited to cofactor-independent enzymes such as hydrolases, which
perform relatively simple chemistry (Faber 2000). In contrast, cofactor-dependent enzymes, such as
oxidoreductases and transferases, can perform more complex chemistry. Many of these reactions are
synthetically useful. For example, nicotinamide adenine dinucleotide/(NAD)dependent oxidoreductases cataly7=
the asymmetric reduction of carbonyl groups to alcohols and amines (Stewart 2001, Li et al. 2002) and
acetyl-Coenzyme A-dependent (AcCoA) synthetases catalyze asymmetric carbon-carbon bond formation
(Patel et al. 1986, Ouyang et al. 1990, Jossek & Steinbuchel 1998, Satoh et al. 2003). However, because
these enzymes use cofactors, they have seen little use in large-scale applications.

Cofactors such as NAD and AcCoA are low molecular weight compounds that are essential for many
enzymatic reactions. Some cofactors such as adenosylcobalamin, pyridoxal phosphate, biotin, and
flavins are tightly bound to the enzymes and are self-regenerating in most cases. However, other
cofactors such as pyridine dinucleotides (NAD(P)(H)) and nucleoside triphosphates (NTPs) act more
like cosubstrates. They are loosely bound (K, ~ uM-mM) and act as functional group transfer agents,
and therefore are consumed in stoichiometric amounts (Chenault et al. 1988). The limited use of
enzyme-cofactor reactions in industry stems from the high cost of cofactors, which ranges from $30/
mmol for NAD, to several orders of magnitude more expensive for cofactors such as AcCoA and 3-
phosphoadenosine-5'-phosphosulfate (PAPS). This high cost prohibits stoichiometric addition of cofactors,
so they must be regenerated in situ for any large-scale reaction. Cofactor regeneration can also drive
the reaction to completion, simplify product isolation, and allow the removal of inhibitory cofactor by-
products, further reducing the cost of synthesis (Chenault et al. 1988). Various methodologies of
cofactor regeneration have been developed to allow the use of catalytic amounts of cofactors (Chenault
& Whitesides 1987, Chenault et al. 1988, Wong & Whitesides 1994, Koeller & Wong 2001, van der
Donk & Zhao 2003, Zhao & van der Donk 2003) and many are described in this chapter.

In order for cofactor regeneration to be economical and practical, several requirements must be met.
First and foremost, the total turnover number (TTN) or the total number of moles of product formed
per mole of cofactor during the course of a complete reaction must be high (Chenault & Whitesides
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1987, Chenault et al. 1988). TTNs of 10° to 10° are often large enough to make a regenerative process
economically viable. However, this depends greatly on the cost of the cofactor in comparison with the
value of the product being produced. If the value of the product is high, this number may be lower.
Conversely, if the cofactor is more costly, this number may need to be higher. The TTN of regeneration
reflects several important factors such as concentration and degradation of the cofactor over time,
regioselectivity of regeneration, rate of catalysis, and time of reaction. Additionally, the availability of
regenerative enzymes or reagents and their stability under process conditions is an important concern.
The equipment must also be readily available, inexpensive, and easy to operate. The regeneration step
should be favorable both kinetically and thermodynamically. Reagents or by-products of the reaction
should not interfere with product isolation or the other components of the system (i.e. regeneration
cosubstrate or product should not interfere with synthetic enzymes) unless they can be easily removed
(e.g. by ultrafiltration in a continuous flow reaction).

In order to meet all of the criteria listed above, enzymatic reactions are usually the choice for cofactor
regeneration. The primary factor is selectivity, which must be 99.99993% correct in order to reach a
TTN of 10° (Chenault & Whitesides 1987, Chenault et al. 1988). There are very few examples where
a catalyst other than an enzyme is this efficient. Chemical and electrochemical strategies often lack this
high selectivity and are frequently incompatible with the other components of enzymatic reactions.
However, in some cases chemical regeneration is as efficient as or better than the best enzymatic
process and some examples are presented below as in the regeneration of AcCoA. As listed in Table 1,
methods of regeneration have been described for oxidoreductions with NAD(P)(H), phosphoryl transfer
reactions with nucleoside di- and triphosphates (NDP, NTP), glycosylations with sugar nucleotides,
sulfuryl transfer reactions with PAPS, and acyl transfer reactions with AcCoA. Many of these have
been successfully implemented in large-scale synthesis. Herein we discuss what we believe to be the
current best, most widely used, and most interesting regeneration systems for these cofactors. Not
discussed are methods that are of little utility or cofactors such as S-adenosyl methionine (SAM), which
cannot currently be regenerated in situ.

2. NAD(P)(H) REGENERATION

The nicotinamide cofactors NAD(P)(H) play a pivotal role in numerous biochemical oxidation and
reduction reactions. Generally, NAD(H) functions in dehydrogenase (DH)-catalyzed reactions involved
in biodegradation reactions whereas NADP(H) functions in DH-catalyzed reactions involved in
biosynthesis. Both cofactors are involved in a broad range of synthetically useful redox reactions.

Several enzymatic methods have been developed for the regeneration of NADH, such as reduction with
formate/formate dehydrogenase (FDH), glucose/glucose dehydrogenase (GDH), glucose/glucose-6-
phosphate dehydrogenase (G6PDH), and isopropanol/Pseudomonas alcohol dehydrogenase (ADH). The
most widely used method for NADH regeneration uses formate dehydrogenase (FDH) isolated from
Candida boidinii to convert formate into carbon dioxide (Wichmann et al. 1981). Degussa currently
produces L-tert-leucine on an industrial scale using FDH to regenerate NADH (Bommarius et al. 1998).
Continuous large-scale enzymatic regeneration systems typically use ultrafiltration (UF) membrane reactors
in which the enzymes and cofactors are retained within the reactor. The cofactor NADH is usually
covalently coupled to a large macromolecule such as polyethylene glycol (PEG) to increase its effective
size such that it is larger than the molecular weight cut-off of the UF membrane. Various other reactor
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Table 1. Common cofactors required for biotransformation and their representative in situ
regeneration methods (Table adapted from Zhao & van der Donk 2003).

Cofactor Reaction type Representative regeneration method Reference
NAD* Removal of hydrogen Glutamate dehydrogenase with (Lee & Whitesides
a-ketoglutarate 1986)
NADH Addition of hydrogen Formate dehydrogenase with formate (Wichmann et al.
1981)
NADP* Removal of hydrogen Glutamate dehydrogenase with (Lee & Whitesides
a-ketoglutarate 1986)
NADPH Addition of hydrogen Glucose dehydrogenase with glucose (Wong et al. 1985)
ATP Phosphoryl transfer Acetate kinase with acetyl phosphate (Crans & Whitesides
1983)
Sugar Glycosyl transfer Bacterial coupling (Koizumi et al. 1998)
nucleotides
CoA Acyl transfer Phosphotransacetylase with (Billhardt et al. 1989)
acyl phosphate
PAPS Sulfuryl transfer Aryl sulfotransferase IV with (Burkart et al.
p-nitrophenyl! sulfate 1999)
SAM Methyl transfer No demonstrated method (Koeller & Wong
2001)
Flavins Oxygenation Self-regeneration” (Faber 2000)
Pyridoxal Transamination Self-regeneration (Faber 2000)
phosphate
Biotin Carboxylation Self-regeneration (Faber 2000)
Metal Peroxidation, Self-regeneration (Faber 2000)
porphyrin oxygenation
complexes

*: Many flavin-dependent mono- or di-oxygenases require additional NAD(P)H as an indirect reducing agent.

configurations have been reviewed elsewhere (Devaux-Basseguy et al. 1997, Leonida 2001). Advantages
of the FDH regeneration system include the use of formate as an inexpensive, stable, innocuous substrate
and the production of CO,, which can be easily removed from the reaction. Disadvantages of FDH are
its initial expense, low specific activity (~ 6 U mg') (Slusarczyk et al. 2000), and general sensitivity to
organic solvents.

NADP-dependent enzymes are far less common than their NAD-dependent counterparts (Faber 2000).
Two general regenerative approaches have been used for NADP-dependent enzymes. The first strategy
focuses on regenerating NADPH using G6PDH, ADH from Thermoanaerobium brockii or an engineered
FDH that can accept NADP* instead of its natural substrate NAD* (Tishkov et al. 1999). G6PDH
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catalyzes the oxidation of glucose-6-phosphate to 6-phosphoglucolactone, which spontaneously hydrolyzes
to the corresponding gluconate. The enzyme from Leuconostoc mesenteroides accepts both NAD* and
NADP* whereas yeast-G6PDH accepts only NADP*. Although the specific activity of G6PDH is quite
high compared to FDH, a major disadvantage of this method is the high cost of glucose-6-phosphate.
The current best method for NADPH regeneration is based on the engineered FDH isolated from
Pseudomonas sp. 101 (mut-Pse FDH), which is available from Jiilich Fine Chemicals (Jiilich, Germany).
In the second general approach, the production enzyme is engineered so that it can utilize NAD*. This
approach eliminates the need for more costly NADP* cofactor and allows the use of the more stable
NAD* cofactor.

A particularly promising new method for NAD(P)H regeneration uses a newly discovered enzyme,
phosphite dehydrogenase (PTDH) (Costas et al. 2001, Vrtis et al. 2001) (Fig 1). This enzyme catalyzes
the nearly irreversible oxidation of phosphite to phosphate. Although the wild type PTDH has a preference
for NAD* over NADP* by about 100-fold, a mutant PTDH was created by rational design with relaxed
specificity toward both nicotinamide cofactors (Woodyer et al. 2003). The mutant PTDH has a similar
specific activity toward NAD* as FDH, and a 33-fold higher catalytic efficiency toward NADP*
(Ko Kynapp) than mut-Pse FDH with a comparable turnover number. Thus, the mutant PTDH can
efficiently regenerate both cofactors. This phosphite/PTDH system has features similar to the formate/
FDH system, including inexpensive substrate, easily removable byproduct, and both substrate and
byproduct are innocuous to enzymes.
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Figure 1. Enzymatic regeneration of reduced nicotinamide cofactors using the phosphite/phosphite
dehydrogenase method.

3. NAD(P)* REGENERATION

Although NAD(P)H regeneration has been heavily investigated, methods of recycling NAD(P)* in situ
remain far fewer and less developed. Motivation to develop a practical regeneration scheme for NAD(P)*
stems from the potential to either synthesize ketones, which can be difficult to create chemically or use
DHs to resolve racemic mixtures of chiral alcohols and amines. The best general method for NAD(P)*
regeneration has been achieved by using glutamate dehydrogenase (GluDH) to catalyze the oxidation of
ammonium o-ketoglutarate to glutamic acid. Disadvantages of GluDH are its moderate specific activity
(40 U/mg) and its by-product, glutamate, which can complicate product isolation (Chenault et al. 1988).

4. ATP/NTP REGENERATION

Nucleoside triphosphates (NTPs) are utilized as sources of nucleosides, nucleoside phosphates and
phosphate in living organisms. NTPs, particularly adenosine triphosphate (ATP) can be used as cofactors
to phosphorylate compounds or enzymes frequently making high-energy bonds. Other NTPs such as
uridine triphosphate (UTP) and cytidine triphosphate (CTP) usually form activated intermediates by
donating the nucleoside phosphate moiety. For example, CTP activates choline by the formation of
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CDP-choline for the synthesis of phospholipids. ATP is one of the cheapest cofactors, costing about
$11/mmol, while other NTPs cost around $160/mmol (Sigma catalog 2003). Consequently, ATP is more
frequently used as a phosphorylating agent and it has received more attention than other NTPs. The
products of NTP catalyzed reactions are usually the corresponding nucleotide diphosphates (NDPs) or
monophosphates (NMPs) and regeneration of these to the NTPs would allow recycling.

Several enzymatic and whole-cell based methods have been described for regeneration of ATP from
ADP or AMP. Due to the high specificity of these systems, chemical methods are inferior and will not
be discussed here. However, it should be noted that production of nucleotide analogs by chemical
synthesis has been very successful for treatment of cancer and viral diseases such as HIV (Gulick
2003). There are four enzymes commonly employed in the regeneration of ATP from ADP, including
the use of phosphoenolpyruvate (PEP) in a coupled reaction catalyzed by pyruvate kinase (PK),
acetylphosphate coupled with acetate kinase (AK), creatine phosphate (CP) coupled with creatine kinase
(CK), and polyphosphate (pPi) coupled with polyphosphate kinase (PPK). Since these enzymes have
broad substrate specificities, other NTPs such as guanosine 5'-triphosphate (GTP), UTP and CTP can
be regenerated by these ATP regeneration methods.

PK catalyzes the phosphoryl transfer from PEP to ADP to produce ATP and pyruvate. This method has
been coupled to several enzymatic syntheses at 50-900 mmol scale (Gross et al. 1983, Bolte & Whitesides
1984, Bednarski et al. 1988) and typically the TTNs are on the order of 100. The advantage of this
system is that the reaction has a favorable K, and PEP is very stable. The disadvantages are that PEP
is very expensive and the product of reaction (pyruvate) inhibits PK. PEP can be prepared on the mole
scale from pyruvate (Hirschbein et al. 1982), cutting down its cost as a substrate. PPK catalyzes the
transfer of phosphoryl groups from pPi to ADP to form ATP. pPi is a low cost and high stability linear
polymer of orthophosphate, which has high-energy phosphoanhydride linkages (Kornberg 1995, Kuroda
& Kornberg 1997, Shiba et al. 2000). PPK/pPi has been used in several ATP regeneration schemes
including those where ATP is regenerated from AMP and are discussed in more detail below. The
biggest advantage of this system is that polyphosphate is by far the cheapest phosphoryl donor per
phosphate of any ATP regeneration system. AK catalyses the hydrolysis of acetylphosphate with transfer
of the phosphoryl group to ADP to form ATP and acetate. This method was once the most widely used
method, primarily because acetylphosphate (also used for AcCoA regeneration, see below) can be
prepared cheaply and easily on the mole scale (Crans & Whitesides 1983). However, due to the very fast
hydrolysis of acetylphosphate, with a half-life of less than nine hours in neutral solution (Zhang
et al. 2003), this regeneration scheme cannot be used for long-term regeneration. Finally, CK catalyzes
the phosphoryl transfer from creatine phosphate to ADP forming creatine and ATP. This reaction occurs
with a high K, because the free energy of hydrolysis of creatine phosphate is higher than that of ATP by
about —13 kJ/mol (the same as acetyl phosphate, but smaller than —30 kJ/mol of PEP) (Zhang et al.
2003). This method has been used to regenerate ATP in the synthesis of fructose 1,6-diphosphate
(Sakata et al. 1981) and to regenerate ATP, CTP, and UTP in the synthesis of sugar nucleotides (discussed
further below) (Zhang et al. 2003) achieving TTNs of around 10. The expense of both the enzyme and
substrate for this system are low and the enzyme has broad nucleotide specificity and therefore this
regeneration method deserves further attention in the future.

The ATP regeneration methods discussed above are effective for enzyme-catalyzed synthesis. However,
an additional method has been developed specifically for cell-free protein synthesis (Kim & Swartz
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2001). The methods above are not well adapted to this application because the accumulation of phosphates
in the cell-free system will eventually inhibit protein synthesis and uncoupled enzymes in the cell extracts
would degrade the phosphoryl regeneration substrates (Kim & Swartz 2001). This novel ATP regeneration
approach takes advantage of the enzymes normally present in cell extracts, and rather than using expensive
phosphoryl sources such as PEP or creatine, it utilizes glycolytic intermediates such as glucose-6-
phosphate. In this study it was discovered that endogenous enzymes convert pyruvate into acetylphosphate
upon NAD*addition. Acetylphosphate then regenerates ATP by endogenous acetate kinase. Furthermore,
glucose-6-phosphate can regenerate ATP in two steps by being first converted into pyruvate and then
acetate. The economic efficiency of cell-free protein synthesis will be improved by this system. This
improvement results from the lower cost of the substrates used in this system and either comparable or
higher synthetic protein yield (for pyruvate/NAD* or for glucose-6-phosphate/NAD*, respectively) than
systems using PEP (Kim & Swartz 2001).

There has also been a significant interest in regenerating NTPs from the corresponding NMPs. Many
ATP-dependent enzymes produce AMP rather than ADP making an efficient method for regenerating
ATP from AMP highly desirable. It has been shown that AMP can be converted to ADP by adenylate
kinase (AdK), which converts one ATP and one AMP to two ADPs. This enzyme was used in combination
with AK and acetylphosphate to convert AMP into ATP in a bioreactor at 99 % yield for six days (Kondo
et al. 1984). Drawing upon this principle, Whitesides and coworkers (Kim & Whitesides 1987, Simon
et al. 1988) created a NMP regeneration system based on AdK and PK with PEP as the phosphoryl
donor. This system was further used to regenerate CTP from CMP for production of CMP-N-
acetylneuraminic acid (CMP-NeuAc) by CMP-NeuAc synthetase from NeuAc and CTP in batch reactions
on the gram scale (Simon et al. 1988). A novel enzymatic method using pPi as a phosphoryl source has
also been used for the regeneration of CTP from CMP (Ishige et al. 2001). In this scheme, the collective
activity of PPK and CMP kinase from E. coli converts CMP into CDP, while PPK further phosphorylates
CDP to CTP. This regeneration system was coupled with CMP-NeuAc synthetase to synthesize CMP-
NeuAc. CMP-NeuAc can also be produced by a recombinant E. coli strain containing an acetylphosphate/
acetate kinase-based ATP regeneration system (Lee et al. 2002). More details about these systems will
be discussed in the sugar nucleotide section.

An important advance in ATP regeneration from AMP is the use of inorganic pPi and the enzyme
polyphosphate-AMP phosphotransferase (PAP) (Resnick & Zehnder 2000, Kameda et al. 2001). Using
pPi with PAP and AdK, Resnick and Zehnder (Resnick & Zehnder 2000) designed an ATP regeneration
system in which AMP is converted to ADP by PAP. AdK then converts two ADPs into one AMP and
one ATP. This regenerative system was successfully applied to the synthesis of glucose-6-phosphate
with hexokinase, which produces ADP, thus the only AMP created comes from AdK. The advantage of
this over previous approaches lies in the use of relatively inexpensive AMP and poly(P) as the substrates.
The drawbacks of this system are the low TTN of 3—4 and the need for a cloned PAP gene. A similar
process was developed in which PAP and a recombinant PPK from E. coli were used together to
regenerate ATP from AMP and pPi (Kameda et al. 2001). This method was coupled with acetyl-CoA
synthase to synthesize AcCoA (described in AcCoA section) and inorganic pyrophosphatase (PPase)
helped to alleviate the inhibitory effect of pyrophosphate and to provide an additional driving force in this
method (Fig 2). This approach has several advantages, including a TTN of 40 for ATP, low cost of the
phosphate donor pPi, and loose substrate specificity that allows regeneration of guanosine triphosphate
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Figure 2. The PAP-PPK ATP regeneration system from AMP coupled with the acetyl-CoA synthetic
reaction adapted from (Kameda, Shiba et al. 2001).

(GTP) from GMP using the same system. Unfortunately, PAP and PPK are both specific for their
particular nucleotide substrate (NMP and NDP, respectively) (Ishige & Noguchi 2000). Consequently,
NTP regeneration from NMP requires two enzymes at this point.

The regeneration of ATP and other NTPs from their corresponding NDPs is now a routine process
using a selection of several enzymes. The most widely used enzyme is PPK with pPi as a substrate.
This method uses low cost substrate and when coupled with PAP, regeneration of NMPs is also possible.
An interesting endeavor would be to engineer a PPK that could phosphorylate both NMPs and NDPs,
thus allowing a one-enzyme conversion to NTPs. For cell-free protein synthesis, a novel ATP regeneration
method using glycolytic intermediates was developed for cost-effective synthesis. One of the remaining
challenges for ATP regeneration is the production of immobilized derivatives with high activity.
Unfortunately, most immobilization methods for nucleotides cause a significant loss in biological activity.

5. SUGAR NUCLEOTIDE REGENERATION

There is an increasing interest in glycobiotechnology as glycoconjugates and polysaccharides are being
explored as potential pharmaceuticals (Thematic Issue 2001, Zhang et al. 2001, Nahalka et al. 2003).
This research has resulted from discovery of their roles in transmembrane signaling, molecular recognition
(especially in bacterial and viral infections), tumor development, and many other physiological and
pathological pathways. Of the many known potential sugar-based drugs, only a few have been used in
pharmaceutical industry due to the complexity of their chemical synthesis and other limiting factors like
the high cost of individual oligosaccharides. In order to overcome the complexity of carbohydrates and
their synthesis, biosynthetic pathways are usually used for their synthesis. There are many methods
developed for oligosaccharide synthesis. However, the Leloir-glycosyltransferase mediated method,
with its high regioselectivity and stereoselectivity, is acknowledged as the most useful approach for
large-scale preparation (Bulter & Elling 1999, Thematic Issue 2001, Nahalka et al. 2003). The down
side to this methodology is that glycosyltransferases require a sugar nucleotide as donor substrate. In
order to make the process economically feasible, the sugar nucleotide must be regenerated in situ by
recycling the nucleotide moiety. There are many possible sugar nucleotides in different organisms that
could act as donors for glycosyltransferases in the biosynthesis of oligosaccharides. However, the
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primary research interest to this point has been the nine sugar nucleotides that function as donor substrates
in mammalian systems, including CMP-NeuAc, UDP-glucose (UDP-Glc), UDP-galactose (UDP-Gal),
UDP-glucuronic acid (UDP-GIcUA), GDP-mannose (GDP-Man), GDP-fucose (GDP-Fuc), UDP-N-
acetylglucosamine (UDP-GIcNAc), UDP-a-D-xylose (UDP-Xyl) and UDP-N-acetylgalactosamine (UDP-
GalNAc) (Ichikawa et al. 1994, Bulter & Elling 1999, Liu et al. 2002). A detailed review of the enzymatic
synthesis of each of these sugar nucleotides has been recently published (Bulter & Elling 1999).

Regeneration of UDP-Gal, UDP-Glc, UDP-GIcNAc, CMP-NeuAc and GDP-Fuc for preparative functions
has been the focal point of several new approaches. Bacterial coupling may be the most notable approach.
In this technique, combinations of different strains are used together to produce the final product from
whole cells. For instance, Corynebacterium ammoniagenes can produce UTP from orotic acid by
producing UMP, which is converted inside the cell to UDP and then UTP. This strain has been coupled
with recombinant E. coli strains expressing the enzymes required for sugar nucleotide generation (Fujio
& Maruyama 1997; Fujio et al. 1997). Since all of the regenerative and synthetic catalysis occurs inside
the cells, no enzyme purification has to be preformed. However, the cells often have to be permeabilized.
Using this approach, sugar nucleotides including UDP-Gal (44 g I''), CMP-NeuAc (17 g 1), UDP-
GIcNAc (7.4 g I''y and GDP-Fuc (18.4 g I'') have been successfully produced on a large-scale (Koizumi
et al. 1998, Endo et al. 1999, 2000, Koizumi et al. 2000, Tabata et al. 2000). This method has also been
shown to be an effective method for making CDP-choline (11 g I''), which is an important intermediate
in phospholipid biosynthesis and is given as a treatment for brain injuries (Fujio & Maruyama 1997,
Fujio etal. 1997). As shown in Figure 3, this method was used to obtain CMP-NeuAc by the combination
of C. ammoniagenes and two E. coli strains; one expressing CTP synthetase (converting UTP to CTP)

Recombinant E. coli #2

o - - —-—— -~

NeuAc —~ \
| enA /\ ! LAC
et CMP-NeuAc |

// Recombinant E. coli #3

. /
Recombinant

1
1
E. coli #1 ! i€ 1
NRa RN \ U L
Pptyduiptuded ol ittt
3y
1

i
]
i
]
! UDP
i
1
i

-~

Orotic Acid ————» UMmP

-
~

C. ammoniagenes

Figure 3. A CMP-NeuAc regeneration system by bacterial coupling. The system consisted of C.
ammoniagenes that converts orotic acid into UTP and two recombinant E. coli strains expressing the
CTP synthetase gene (pyrG) from E. coli K12 and the CMP-NeuAc synthetase gene (neuA) from E. coli
K1, respectively. Further coupling of a recombinant E. coli strain over-expressing the a-(2, 3)-
sialyltransferase gene from N. gonorrhoeae led to the large scale production of 3’-sialyllactose using
NeuAc, orotic acid and lactose (LAC) as substrates (adapted from Endo et al. 2000).
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and the other expressing CMP-NeuAc synthase (converting NeuAc and CTP to CMP-NeuAc) (Endo et
al. 2000). Coupling of these CMP-NeuAc or GDP-Fuc regeneration systems with other recombinant E.
coli strain(s) over-expressing the desired glycosyltransferase(s) allowed the large-scale production of
important oligosaccharides including globotriose, 3'-sialyllactose and Lewis X (Endo et al. 2000, Koizumi
et al. 2000) as well as the sialyl-Tn epitope of the tumor-associated carbohydrate antigen (Endo et al.
2001) and NeuAc (Tabata et al. 2002).

Bacterial coupling is one of the most efficient methods for sugar nucleotide regeneration, especially
when one considers that the enzymes do not have to be purchased or purified and the starting materials
are often inexpensive. However, there are a few drawbacks to the method as well, including the need to
permeabilize certain strains and the slow transport of intermediates in other strains. Additionally, many
bacteria have different optimal growth conditions and thus compromises sometimes have to be made
for fermentation of several strains at once. One possible solution to these problems is a new approach
using a single recombinant bacterial strain or “superbug”. This method has been recently demonstrated
(Chen et al. 2001, Chen et al. 2002, Lee et al. 2002) where one strain contains all the necessary enzymes
for sugar nucleotide regeneration and oligosaccharide synthesis. CMP-NeuAc regeneration (Lee et al.
2002) was achieved by cloning and expressing CMP kinase, sialic acid aldolase and CMP-NeuAc synthetase
in a single E. coli strain. In this system several biomedically important trisaccharides were produced by
simply choosing different galactosyltransferases. Once these recombinant strains were created they
were used for large-scale production of Galal,4Lac (globotriose) and Galal,3Lac (a-Gal epitope)
while regenerating UDP-Gal in a two-step process. The engineered strains were first fermented and
then harvested, permeabilized, and used as whole-cell biocatalysts for oligosaccharide synthesis. Similarly,
the a-Gal epitope was produced when a biosynthetic pathway was created from five genes from the
Galal,3Lac producing pathway and transferred into an E. coli strain (Chen et al. 2002).

When weighed against the whole-cell based approaches, enzymatic methods can offer more flexibility
for sugar nucleotide regeneration and oligosaccharide synthesis in some cases. Additionally, using
immobilized enzymes allows greater productivity and a simplified process for product isolation when compared
to the whole cell methods. A cost-effective enzymatic UDP-Gal regeneration method was developed by
Wang and coworkers (Liu et al. 2002, Nahalka et al. 2003) in which seven enzymes involved in the biosynthesis
of UDP-Gal were immobilized onto nickel agarose beads (“‘superbeads”). First, the genes were cloned,
expressed, and purified individually as 6His-tag fusions. Then the corresponding enzymes were immobilized
by their 6His-tags to the nickel containing beads (Chen et al. 2001) by simply mixing them in the desired
amounts. Incubating equal amounts of UMP and galactose with catalytic quantities of ATP and glucose-1-
phosphate, resulting in the formation UDP-Gal with a 50 % yield based on UMP. Later, this methodology
was used for the preparation of several oligosaccharides including globotriose and the o-Gal epitope (Nahalka
et al. 2003). Ishige and coworkers (2001) described a new efficient enzymatic method for CMP-NeuAc
regeneration based on purified enzymes. In this method, the gene encoding a novel CMP-NeuAc synthetase
was cloned and the corresponding enzyme was coupled with the pPi/PPK enzymatic CTP regeneration
system discussed in the previous section. Zhang and coworkers also described preparation of CMP-NeuAC
by CMP-NeuAc synthetase, where they used AdK and CK in the presence of CP to regenerate the CTP to
form CMP-NeuAc, which was used to synthesize 3’-sialyllactose. This same regeneration system was used
to regenerate UTP from UDP to make UDP-gal, which was used to make o-Gal epitope with the cloned
galactosyltransferase (Zhang et al. 2003).
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As mentioned above, there are nine sugar nucleotides donors involved in mammalian glycobiology.
However, there are other sugar nucleotides that have gained some interest. For example, the dTDP- and
UDP-activated deoxyhexoses utilized in plant and bacteria secondary metabolism (Liu & Thorson 1994)
have recently received a lot of attention. They have potential applications in modifying the structures of
antibiotics that are decorated with carbohydrates (Walsh et al. 2003) possibly allowing the creation of
antibiotic analogs. Many of the glycosyltransferase genes involved have been cloned and expressed
heterologously. Additionally, the chemoenzymatic syntheses of various pyrimidine diphosphosugars
with sugar nucleotide regeneration have been reported (Stein et al. 1995, Amann et al. 2001, Jiang et al.
2001). Although there are only a few examples where sugar nucleotides have actually been regenerated
in situ, there are many newly developed sugar nucleotide production methods. Of those methods, the
whole-cell approaches, using bacterial coupling or a single strain with several genetically engineered
genes, represent the most cost-effective and efficient routes. These methods have been successfully
used to create sugar nucleotides and pharmaceutically important oligosaccharides. Purified enzyme and
bead chemistry should not be dismissed either as it also has been proven effective at regenerating sugar
nucleotides in situ where other methods have not. These methods will continue to improve as genomic
and proteomic researches bring about the discovery of more bacterial glycosyltransferases. The
development of more efficient and versatile protein expression systems for these glycosyltransferases
will allow a large number of glycosyltransferases to become available, making the synthesis of very
diverse carbohydrates possible.

6. PAPS REGENERATION

Sulfated carbohydrates and glycopeptides play an important role in specific cell signaling and recognition
events of both normal and disease processes such as chronic inflammation, cancer metastasis, and
hormone regulation (Bowman & Bertozzi 1999). The cofactor PAPS (3’-phosphoadenosine 5°-
phosphosulfate) is the universal sulfate donor in organisms. Sulfotransferases catalyze the transfer a
sulfuryl group (SO,) from PAPS to an acceptor molecule.

Traditional regeneration schemes for PAPS involve multi-enzyme systems. These regeneration schemes
have typically focused on the in vivo metabolic machinery of PAPS. Key enzymes identified in the in
vivo synthesis of PAPS were ATP sulfurylase, adenosine-5’-phosphosulfate (APS) kinase, 3’-nucleotidase,
myokinase and pyruvate kinase. However, a recent study has shown that recombinant rat liver aryl
sulfotransferase IV can be used to sulfonate 3’-phosphoadenosine-5’-phosphate from simple available
chemicals (Burkart et al. 1999). In this cycle (Fig 4), a high concentration of p-nitrophenyl sulfate
drives the in situ regeneration of PAPS. Coupling this regeneration reaction to the enzymatic sulfation of
N, N',N”, N""-diacetylchitobiose resulted in an 95% yield of N, N’,N”, N’”-diacetylchitobiose 6-sulfate
(Burkart et al. 2000). Several other sulfated oligosaccharides and glycopeptides have been produced by
recycling the sulphotransferase cofactor PAPS.

The large-scale production of enzymatically sulfated products has been hampered by the high cost and
instability of PAPS ($27,902/mmol (Sigma catalog 2003); 1,,= 20 h at pH 8.0). Another limiting factor
to large-scale applications has been the product inhibitory effect of 3’-phosphoadenosine-5’-phosphate.
Even micromolar concentrations of 3’-phosphoadenosine-5’-phosphate in the reaction mixture can
result in product inhibition of sulfotransferases. A practical regeneration system would remove 3’-
phosphoadenosine-5’-phosphate from preparative reactions and increase the stability of PAPS. While
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Figure 4. A novel PAPS regeneration method consisting of a recombinant aryl sulfotransferase and
p-nitrophenyl sulfate (Reproduced from Zhao & van der Donk 2003).

small-scale synthesis of PAPS can produce research quantities of PAPS, a multi-gram method of synthesis
has yet to be demonstrated.

7. ACETYL-COENZYME A REGENERATION

As mentioned above most enzymes used in industry are hydrolytic enzymes and there has not been any
large effort toward carbon-carbon bond formation in biocatalysis. This is in part due to the small
number of commercially available enzymes that catalyze these reactions. However, the larger problem
is that cofactors are often required in these reactions. In fatty acid, cholesterol/steroid, and polyketide
biosynthetic pathways, there is a requirement for acetyl-coenzyme A (AcCoA). One of the primary
pharmaceutical targets for lowering cholesterol is hydroxymethylglutaryl-CoA reductase, which catalyses
the first committed step of cholesterol biosynthesis (Grundy 1988). It has been estimated that about 4%
of all known enzymatic reactions require coenzyme A (CoA) in some form as a substrate (Martin et al.
1992). CoA functions as an acyl carrier, activating acyl groups as thioesters toward nucleophilic
substitutions and Claisen or aldol condensations at the o-carbon, while serving as a good leaving group.
CoA is a very expensive cofactor at nearly $1400/mmol and the thioester forms of the coenzyme are
even more expensive (Sigma catalog 2003), making regenerative processes necessary.

There are several enzymatic and chemical methods that have been employed for the regeneration of
AcCoA from CoA. The chemical methods include reacting CoA with acyl chlorides (Seubert 1960),
acid anhydrides (Simon & Shemin 1953), N-hydroxysuccinimide esters (Al-Arif & Blecher 1969), or
thioacetic acid (Wilson 1952). Chemical acylations of CoA in general are unattractive because they
experience non-specific acylation and cannot be preformed in situ due to the use of organic solvents,
making batch extraction and acylation of CoA necessary for each turnover. However, there are a few
notable exceptions in which the chemical regeneration of AcCoA is very attractive. Ouyang and Walt
showed that S-acylthiocholine iodide could be used to transfer acyl groups to CoA in aqueous buffer
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with high efficiency (Ouyang & Walt 1991). With these inexpensive and commercially available reagents,
they were able to charge CoA with acetyl, proponyl, butyryl, and benzoy! groups. The reaction to form
AcCoA appeared to occur with a relatively high K, as the reaction proceeded to apparent completion
when monitored by HPLC. They then examined the possibility of regeneration for the conversion of
oxaloacetate to citrate by AcCoA-dependant citrate synthase (CS). By adding S-acetylthiocholine iodide,
oxaloacetate and catalytic amounts of CoA and CS, they were able to obtain citrate with a TTN for
AcCoA of 1160. They tested this method on a second system for the conversion of carnitine to L-
acetylcarnitine catalyzed by th. AcCoA-dependant carnitine acetyltransferase and were able to obtain a
TTN of 340. The same group also showed that acid anhydrides could regenerate AcCoA effectively in
a two-phase system. In the organic phase, acetic anhydride was used to acylate the phase transfer
catalyst dimethyl aminopyridine, which would then transfer to the aqueous phase and acylate CoA. This
system was used in conjunction with CS to produce citrate. However, it required a lot of fine-tuning to
optimize the TTN, which ranged from 17 to 964. Although it would also allow diverse and unnatural
acyl groups transferred, additional challenges such as enzyme stability in trace organic solvent and acid
anhydride water stability would have to be solved.

Among the enzymatic regeneration schemes, the same enzymes are typically used for recycling AcCoA.
These have included, but are not limited to, phosphotransacetylase (PTA), carnitine acetyltransferase
(CAT), and AcCoA synthetase (ACS). PTA transfers the acetyl group of acetylphosphate to CoA to
form AcCoA with a high K, of ~150 (Bergmeyer et al. 1963). This enzyme has been coupled with
production of citrate by CS on a small scale (0.3 mmol) and a large scale (5 mmol) with TTNs of 11,800
and 560, respectively (Patel et al. 1986). In this same study, PTA regeneration of AcCoA was coupled
with CAT in the resolution of DL-carnitine to L-acetylcarnitine with a TTN ranging from 400 to 2,500.
Additional benefits of PTA include its ability to catalyze the transfer of some unnatural and short chain
alkanoyl groups to CoA from the corresponding phosphates (Billhardt et al. 1989). Some problems with
PTA regeneration include the loss of enzymatic activity in solution (Billhardt et al. 1989), and the hydrolysis
of acyl phosphates in neutral solutions (Patel et al. 1986).

ACS catalyzes the coupling of a broad range of carboxylic acids to CoA in the presence of ATP (Patel
& Walt 1987). ACS has been used to regenerate AcCoA for the production of citrate catalyzed by
CS with a TTN of 1000 for a mmol scale reaction (Patel et al. 1986). The obvious disadvantage
of this system is that ATP is consumed by ACS and must be regenerated, used in whole cells, or
added in stoichiometric amounts. The effectiveness of ACS for regenerating AcCoA has been
shown by two groups, both for the production of poly 3-hydroxybutyric acid (P3HB). In the first
system, AcCoA regeneration was coupled to propionyl-coenzyme A transferase and 3HB to make
3HB-CoA, which was then coupled to polyhydroxyalkanoic acid (PHA) synthase to produce P3HB
(Jossek & Steinbuchel 1998). A TTN of 60 for AcCoA by ACS in a small-scale reaction was
achieved. The second system was based on three enzymes from the P3HB biosynthetic pathway
in Ralstonia eutropha (Satoh et al. 2003). In this biosynthetic pathway (Fig 5), two regenerated
AcCoAs are condensed by B-ketothiolase to form acetoacetyl-CoA, which are then converted to
3HB-CoA by NADPH-dependent acetoacetyl reductase (phaB) and further polymerized by PHA
synthase (phaC) as in the first system. When these three enzymes were coupled to ACS regeneration
of AcCoA, a TTN of 26 was obtained when additionally utilizing the NADPH recycling method by
glucose dehydrogenase (GDH) (described in nicotinamide regeneration section).
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Figure 5. A novel AcCoA regeneration method based on the three enzymes B-ketothiolase (phaA),
phaB and phaC from the P3HB biosynthetic pathway in Ralstonia eutropha.

Additional systems described for acyl-CoA regeneration include using CAT in the reverse reaction
(converting acyl camitine to carnitine while producing AcCoA from CoA). This system was used
successfully for citrate production (a TTN of 690) when coupled to CS (Billhardt et al. 1989). This
system accepts other acyl derivatives of L-carnitine, but they are difficult to prepare and the TTN is
lower than several other systems described above. Regeneration of succinyl-CoA was demonstrated by
a-ketoglutarate dehydrogenase (Hunter & Ferreira 1995), which catalyzes the reaction between NAD,
a-ketoglutarate, and CoA to produce succinyl-CoA, NADH, and CO,. The synthetic utility of this
system has yet to be demonstrated and it would require the regeneration of NAD from NADH. In
general, high TTNs have not been obtained for AcCoA or other acyl-CoA derivatives. Using S-
acylthiocholine iodide chemical regeneration is thus by far the best non-enzymatic method, but large-
scale use requires the preparation of large amounts of S-acylthiocholine iodide. Since AcCoA is expensive
and must be turned over many times to make a process economically feasible, it is likely that the
enzymatic and whole cell methods will prevail. Acyl carnitine/CAT and acyl phosphate/PTA are the
most straightforward enzymatic systems for AcCoA regeneration. However, the acyl substrates are
difficult to prepare and are unstable. ACS does not require substrate synthesis or use unstable substrates,
but does require ATP. Since ATP regeneration has been well studied (described in section 4), ACS may
provide an interesting alternative to CAT or PTA. In the end, there is no clear advantage of one system
over another among these AcCoA regeneration methods.
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8. CONCLUSIONS

Although substantial progress has been made in the past two decades, further improvements on existing
regeneration methods for nicotinamide cofactors, ATP/NTP, sugar nucleotides, PAPS, and AcCoA need
to be accomplished to make their use more widespread in industrial biocatalysis. Advances in metabolic
engineering and protein engineering will be increasingly important in making cofactors more applicable
in large-scale operations. Future work should also focus on cofactors for which there is not a practical
regeneration method such as S-adenosyl methionine (SAM). The development of inexpensive and
efficient in situ regeneration methods for the different cofactors should greatly expand their use in the
pharmaceutical and chemical industries in the coming years.

Abbreviations:

AcCoA acetyl-Coenzyme A

AdK adenylate kinase

ADH alcohol dehydrogenase

ADP adenosine 5'-diphosphate

AK acetate kinase

AMP adenosine 5'-monophosphate

ATP adenosine 5'-triphosphate

CK creatine kinase

CoA Coenzyme A

Cp creatine phosphate

CMP-NeuAc cytidine 5'-monophosphate N-acetylneuraminic acid
CS citrate synthase

CTP cytidine 5'-triphosphate

dTTP deoxy thymidine triphosphate

DH dehydrogenase

FDH formate dehydrogenase

G6PDH glucose-6-phosphate dehydrogenase
GDH glucose dehydrogenase

GDP-Fuc GDP-fucose

GTP guanosine 5’-triphosphate

HIV human immunodeficiency virus

NAD(H) nicotinamide adenine dinucleotide (reduced form)
NADP(H) nicotinamide adenine dinucleotide phosphate (reduced form)
NTP nucleoside triphosphate

NDP nucleoside diphosphate

NMP nucleoside monophosphate

PAP polyphosphate: AMP phosphotransferase
PAPS 3-phosphoadenosine-5'-phosphosulfate
PEP phosphoenolpyruvate

pPase pyrophosphatase

PPK polyphosphate kinase

pPi poly phosphate

TTN total turnover number

UDP-Gal, UDP-galactose

UDP-GlcNAc UDP-N-acetylglucosamine

UF ultrafiltration

urp uridine 5'-triphosphate
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Biocatalysis in Organic Media using Enzymes

Adrie J.J. Straathof

Although water is the default solvent for enzymatic reactions, organic media can be used as an alternative.
This requires the proper selection of organic solvent type, water activity and enzyme formulation. The
application of organic media for enzymatic reactions is particularly interesting for reversing hydrolytic
reactions or for preventing hydrolytic side reactions that compete with a desired synthetic reaction.
Besides, substrate solubility and product recovery can be improved by using organic media. This has led
to a significant number of industrial applications. Immobilized lipases dominate these applications.

1. INTRODUCTION

In nature, water is the predominant solvent. Although some enzymes are associated with membrane
structures containing mainly hydrophobic lipids, it is not surprising that studies of enzymes traditionally
have been carried out mainly in aqueous media. Despite the high selectivities and rapid catalysis performed
by enzymes under ambient reaction conditions, synthetic chemists used to be reluctant to employ
enzymes as catalysts. The reason was that aqueous media were supposed to be required for enzyme
activity, whereas many organic compounds are poorly water-soluble and many traditional organic reagents
decompose in water. Carrying out reactions in an aqueous-organic mixture would be a solution to
overcome the solubility problem. This was only partly successful due to the limited stability of enzymes
in these systems. Hence, other approaches were sought.

When it was found that enzymes can retain and, in some cases, improve their high specificity in nearly
anhydrous solvents (Zaks & Klibanov 1984), the scope of enzymatic catalysis as a tool in synthetic
organic chemistry was widened dramatically. In the absence of water, hydrolytic enzymes now could
be used for synthetic reactions, and some organic reagents that are unstable in aqueous solution now
could be used in highly selective enzyme-catalyzed synthesis reactions.

1.1. Solvent systems

The addition of a solvent is not a prerequisite for enzymatic reaction. For example, a liquid ester may be
hydrolyzed upon mixing with only the amount of water needed for the hydrolysis, in the presence of a
lipase. Even the presence of a liquid phase is not a prerequisite for enzymatic reaction. Solid peptides
have been shown to be formed in solventless mixtures of their solid precursors with protease powder
(Gill & Vulfson 1994). However, the use of solvents or other fluids will usually improve the conversion
rate and simplify the conversion process.
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Fluids for enzymatic catalysis may be categorized as:

1. Aqueous solvents
2. Organic solvents

Ionic solvents, i.e. salts that are liquid at room temperature such as 1-ethyl-3-methylimidazolium
tetrafluoroborate (Van Rantwijk et al. 2003)

4. Supercritical and near-supercritical fluids (Hartmann et al. 2000)
5. Gaseous fluids (Lamare & Legoy 1993)

Often mixtures of these five fluids are used, in particular:
¢ Water: water-miscible solvent mixtures (monophasic aqueous-organic or aqueous-ionic liquids)

* Water: water-immiscible solvent mixtures (biphasic aqueous-organic or aqueous-ionic, including
emulsion systems with reverse micelles and systems where the two phases are on either side of
a membrane)

More categories would be required to indicate that frequently not all components in the reaction system
are dissolved. Enzymes are often suspended as solids in the reaction medium. Substrates and products
may be partly suspended as solids as well, dispersed as gases (O, for glucose oxidase, for example), or
emulsified as non-miscible liquids.

2. ENZYME INACTIVATION IN ORGANIC SOLVENTS
Enzymes that are in their native conformation and that are added to organic media may lose their
intrinsic activity because of

*  Denaturation, i.e. unfolding of the protein chain

*  Dehydration, i.e. essential water molecules are removed from the microenvironment of the
enzyme by dissolution in the organic solvent, but unfolding does not occur

* Inhibition, i.e. organic solvent molecules reversibly bind to the enzyme molecule, for example
at the active site

*  Chemical modifications, i.e. the organic solvent causes reactions that change the primary structure
of the enzyme

The two latter reasons are relatively rare and the associated problems can usually be circumvented by
changing the solvent type. The two former reasons will be treated here.

Denaturation is a very general phenomenon that will also occur to some extent in aqueous solution,
especially at higher temperatures. Therefore, understanding of the effects of temperature on enzyme
structure may also help to understand the effects of different solvents on enzyme structure (Cowan
1997). In general, enzymes are thought to occur in their native structure due to a large amount of
hydrophobic interactions between amino acid residues in the interior of the folded structure. Hydrophilic
and charged residues may support the stability, by forming hydrogen bridges and charge-charge
interactions, respectively. The latter two interactions occur in particular at the enzyme surface, and may
be stabilized by structural water molecules.
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Comparison of structures of enzymes from organisms living at different temperatures has shown that the
3-dimensional folding of the protein chains of hyperthermophilic enzymes is generally more compact than
for corresponding mesophilic enzymes that share most of the sequence. The hyperthermophilic enzymes
contain many charged amino acid residues at positions where the corresponding mesophilic enzymes contain
hydrophilic amino acid residues. Presumably this leads to a relatively large number of salt bridges in the
native protein chain structure of hyperthermophilic enzymes, at the expense of the weaker hydrogen bridges.
Therefore, hyperthermophilic enzymes will have a relatively rigid structure, and high temperatures are
required for unfolding. For enzymatic activity, however, there should be a certain degree of conformational
flexibility in the protein structure, facilitating entry of the substrates into the active site and attainment of the
transition state structure. Mesophilic enzymes will have the required flexibility at much lower temperatures
than their hyperthermophilic counterparts (Spiller et al. 1999).

This delicate balance that exists between hydrophobic interactions, charge interactions and hydrogen bonds
in aqueous solvents can easily be disturbed by an organic solvent. If the organic solvent is relatively polar, it
may strip the structural water molecules from the enzyme. Moreover, it may break the hydrogen bonds and
the hydrophobic interactions in the native protein structure, allowing rapid unfolding and inactivation of the
enzyme. Examples of such polar organic solvents are ethanol, acetone and dimethyl sulfoxide. The amount
of these water-miscible solvents that can be added without much negative effects on the enzyme varies
depending on the enzyme and the solvent, but is typically 30-60% (Khmelnitsky et al. 1991). There are
various exceptions of which lipases are a particular case. For instance, porcine pancreatic lipase was shown
to be active in 100% pyridine or acetone (Zaks & Klibanov 1985).

When hydrophobic solvents such as toluene or methyl-ters-butyl ketone (MTBE) are added in intermediate
proportions (10-90 % v/v) to an aqueous enzyme solution, a two-liquid phase system will be obtained. The
enzyme may remain relatively stable and active within the aqueous phase. Then, inactivation of the enzyme
may be caused mainly by contacts with the aqueous-organic interface, depending on the enzyme and the
organic solvent. Unfolding of enzymes at interfaces by exposure of the hydrophobic protein interior to the
interface is a common cause for inactivation. Lipases, however, are usually stable at aqueous-organic
interfaces due to their particular structure.

If the ratio of water to hydrophobic solvent is decreased, one may reach the situation that enzyme molecules
with only a layer of tightly bound structural water molecules are dispersed in the hydrophobic solvent. In the
absence of bulk water or hydrogen-bonding organic solvents, unfolding of the protein structure slows down
due to reduced conformational flexibility. The reduced flexibility in hydrophobic solvents, however, may not
only be a reason for increased stability but also for reduced catalytic activity.

The ratio of water to hydrophobic solvent may be decreased further, for example by addition of strong
drying agents to the aforementioned system. At some stage, the enzyme will lose structural water
molecules and consequently its catalytic activity, perhaps due to a too low flexibility. This is the
“dehydration” phenomenon mentioned at the beginning of this section.

3. WATER ACTIVITY CONTROL

In the absence of a bulk aqueous phase, the total amount of water will be the sum of the amounts water
bound to the enzyme, bound to the organic solvent, bound to the immobilization matrix, etc. Different
solvents and different immobilization matrices will have a different affinity for water, leaving different
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amounts bound to the enzyme at the same overall water concentration. The activity and stability of the
enzyme in an organic medium will depend on the amount of water bound to it, and not on the overall
concentration of water. Therefore, instead of measuring and controlling the water concentration, it is
more convenient to measure and control the thermodynamic water activity (a,) (Halling 1994). The water
activity is defined so that it is 0.0 in a completely dry system and 1.0 in pure water. Dilute aqueous solutions
have water activities close to 1. Organic media are found in the whole range of water activities between 0
and 1. When they are water-saturated their water activity will be close to 1, so the same concentration of
water will lead to widely different water activities for different organic solvents. There is a good correlation
between the water activity and enzyme hydration and thus enzyme activity in organic media. In different
solvents, the maximal reaction rate will be observed at widely different water concentrations.

Water dissolved
in solvent

Water
bound to

Water
bound to

enzyme salts
(solid salt at
equilibrium with
Water vapor in solid salt
gas headspace hydrate)

Figure 1. Water activity is the same at all phases at equilibrium.

The thermodynamic activity of a component is the same in all phases at equilibrium (see Fig 1). The
water activity in the liquid is most conveniently determined by measuring the water activity in the
gas phase with a special sensor, after equilibration. To control water activity at a desired level for
an enzymatic reaction, one can equilibrate the reaction mixture via the gas phase with another
compartment that contains a saturated salt solution of known water activity. If water is formed or
consumed in the reaction, water activity will remain the same, because the water will be taken up
or released by the salt solution, provided that the equilibration of the phases is fast enough. One
way to achieve this is to pass the saturated salt solution through silicon tubings that are immersed
in the reactor (Wehtje et al. 1997).

An alternative method is based on the fact that salt hydrates containing different numbers of water
molecules are inter-converted at fixed water activities. Salt hydrates are crystalline compounds like
Na,CO,.10 H,0. This compound is at equilibrium with Na,CO,.7 H,0 at a water activity of 0.74 at 24°C.
The salt hydrates act as a water buffer. As long as both salt hydrates are present the water activity remains
at 0.74. The salt hydrates can be added directly to the organic reaction mixture. The pair of salt hydrates
should be chosen to give a water activity suitable for the enzymatic conversion (Zacharis et al. 1997).
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For developing a process, such salts may have to be avoided. Then it will be more attractive to use a
reflux with a water trap (Bloomer et al. 1992) or an organic solvent with such a high capacity for
dissolving water that a,, will not shift easily (Slotema et al. 2003). Other techniques are pervaporation or
addition of molecular sieves (Wehtje et al. 1997).

4. PREDICTING SOLVENT EFFECTS ON ENZYMATIC REACTIONS

4.1. Solvent effects on enzyme stability

As dehydration inactivates enzymes, a scale that quantifies solvent polarity will be useful to predict
enzyme stability in organic solvents. The most popular parameter is the log P value, which is defined as
the logarithm of the partition coefficient of the solvent between 1-octanol and water. Log P values can
be determined experimentally or can be calculated using a group contribution method (Rekker 1977).
Table 1 gives some values.

Enzymes are usually more stable in water-immiscible solvents with high log P values (>4) (hydrophobic
solvents) than in more polar solvents (Laane et al. 1987). For some applications, solvents from the
former group do not dissolve the substrates well enough and a compromise taking into account enzyme
stability and substrate solubility must be made.

4.2. Solvent effects on equilibrium yields
In aqueous-organic biphasic systems, the equilibrium yield of an enzymatic reaction can be shifted

Table 1. Log P values for some organic solvents
http://www.syrres.com/esc_kowdemo.htm

Solvent Log P
dimethyl sulfoxide -14
methanol -08
acetone -0.2
butanone 03
ethyl acetate 0.7
butan-1-ol 09
methyl tert-butyl ether 09
diethyl ether 09
dichloromethane 1.3
toluene 27
dibutyl ether 32
cyclohexane 34
hexane 39
octane 5.2
dodecane 6.1

dioctyl phtalate 85
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dramatically by changing the phase ratio, the initial substrate concentration, the pH and the organic
solvent type. An experimental screen of the influence of all these variables will be time-consuming, and,
moreover, will require enzyme that remains active at all experimental conditions until equilibrium is reached.

As the influence of the different variables is reasonably well understood, it may be worthwhile to try a
quantitative prediction (Martinek & Semenov 1981, Martinek et al. 1981, Semenov et al. 1988). If calculations
show that interesting yields might be obtained for particular reaction conditions, the experimental program
can be targeted at those conditions. To perform these calculations, the partitioning equilibria, dissociation
equilibria and solubilities of the substrates and products have to be measured or calculated. Figure 2
schematically indicates an example of such equilibria for the penicillin G hydrolysis in butyl acetate —
water (Diender et al. 2002). In this example, 12 species are present: PenGe (org), PenG® (aq), PenG
(aq), PAA° (org), PAA® (aq), PAA" (aq), APA° (org), APA* (aq), APA* (aq), APA" (aq), APA* (s) and H*
(aq). The superscripts indicate the charges. It is generally assumed that concentrations of charged
species in organic phases are negligible. For a given pH, there are 11 unknown concentrations. These
are related by the 8 equilibria shown in Figure 2. The remaining 3 equations required to solve the system
are the enzymatic reaction equilibrium, which is usually known in water, and two stoichiometric equations.
For either product, the number of moles of substrate added equals the sum of moles of substrate and
product at equilibrium, and the numbers of moles can be converted into concentrations.

The system of 11 equations can conveniently be solved in a mathematic solver for different values of
phase volume ratio, initial substrate concentration and pH. Figure 2 shows some yields that follow from
calculated equilibrium concentrations. For widely different conditions, good yields can be obtained. For
varying the organic solvent type, the partition coefficients in the calculations have to be changed, so the
influence of the solvent can be screened less easily.

organic phase

Pen G° PAA° APA®

|2 o T
I I ;

Mapa

Ka,PenG Ka,PAA Ka.APM Ka.APAz
Pen G° G Pen G+ H* PAA® 2 PAA +H* APA* T APA* + H* @ APA +2H"*
l lSAPA
APA* .
aqueous phase solid phase

Figure 2. Penicillin G (Pen G) and its enzymatic hydrolysis products 6-aminopenicillanic acid (APA)
and phenylacetic acid (PAA) in a aqueous-organic-solid 3-phase system. Equilibrium constants
indicated are for acid dissociation (K), partitioning (m), and solubility (S).
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Figure 3. Calculated equilibrium yield for the enzymatic hydrolysis of 0.1 mol Pen G per L mixture at
25 °C in water and in 1:1 and 10:1 (w/w) biphasic mixtures of butyl acetate and water, with optional
precipitation of 6-aminopenicillanic acid. (Adapted from Diender et al. 2002)

For a particular organic solvent type, the highest yield of a reverse hydrolysis reaction will be found for
infinite ratios of organic solvent phase to aqueous phase, i.e. for a monophasic organic solvent rather
than for an aqueous-organic biphasic solvent. In this monophasic organic solvent, the water activity
should be as low as the enzyme allows, and pH is undefined. The organic solvent type will be the key
variable. The highest equilibrium yield can be expected in the solvent with the highest concentration-
based equilibrium constant, K. For a conversion of HAc and EtOH to water and ester, K. = ¢,/
(Cyac-Cron)» and the ratio of these constants for solvents A and B at the same water activity is:

A AlB Alug Alag Alug
K coo_ m(’.\‘l(’r _ mexu'r ( mHA ¢ mEIOH
B A/B _AIB Blug Blug Blaqg
K, tac “Meon Mooy (Mg~ Moy

Here m,# is the partition coefficient of ester between solvent A and B.In general these partition coefficients
will not be available. Instead, the use of partition coefficients between organic solvent and water, according
to the right-hand side of the equation, may lead to useful estimations. However, activity coefficient
ratios should be used instead of partition coefficient ratios for a formally correct treatment (Straathof et

al. 1992, Halling 1994).

4.3. Solvent effects on reaction rates

In an aqueous-organic biphasic system, the enzyme will usually be in the bulk aqueous phase and may
show its normal rate of catalysis, when the mass transfer rate of the substrate between both phases is
taken into account (Straathof 2003). Lipases are exceptional in the sense that they may be activated by
the interface. In the absence of a bulk aqueous phase, enzymatic reactions usually become slower.
Partly this can be attributed to phenomena that have been described in earlier sections, like enzyme
denaturation. Another reason is the following.

Suppose that a hydrated enzyme is converting a substrate S, and the enzyme conformation is not affected
by the bulk liquid. Then, once the substrate is bound in the active site, the reaction rate will be the same
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in any solvent. However, binding of the substrate to the active site may be more difficult than in water
if the substrate is solvated better by the solvent than by water. Improved solvation will be reflected by a
partition coefficient m; (between organic solvent and water) that is larger than 1. Organic media are
mostly used for substrates that do not dissolve very well in water, so this situation is very common.

Using transition state theory, an increase in the Michaelis constant of S is predicted (Straathof et al. 1992):
K* =K. -m

Higher Michaelis constants lead to lower reaction rates at a given substrate concentration. In addition,
often lower k_, values are found than in water. This may be due to a reduced flexibility of enzymes in
organic media, so that the transition state is reached slower.

4.4. Solvant effects on enantioselectivity

If only the aforementioned phenomena would apply, enzyme enantioselectivity would be the same in all
solvents, because the effects of the solvent would be the same for either enantiomer. In some cases, the
enantioselectivity was indeed independent of the solvent (Wolff et al. 1997), but usually dependencies
are found. This means that the solvent will for example influence the enzyme conformation (Overbeeke
et al. 2000) or conformational flexibility (Broos 2002). Methods for reliable predictions of such effects
are still in development.

5. CONTROLLING ENZYME FORMULATION IN ORGANIC MEDIA

The microenvironment of the enzyme, and thus the enzymatic reaction, is not only determined by the
properties of the bulk solvent but also by the physical state of the enzyme when added to the solvent. A
large variety of formulations have been investigated. Different formulations will be preferable for large-
scale applications, for laboratory syntheses and for enzymological studies. Diffusion limitation has to be
taken into account for most enzyme preparations.

5.1. Lyophilized enzymes

The most straightforward way of using enzymes in organic media is to suspend solid enzyme powder
directly in the solvent. For quick results, this method is the obvious first choice, and there are many
examples in the literature where the results were positive. Negative results have also attracted the
attention of many researchers. Most enzyme powders are prepared by lyophilization (freeze drying)
which might reversibly denature the enzyme to some extent. Refolding will be much easier in water than
in organic solvent. Often the measured number of active sites is lower in organic solvent than in water
(Wangikar et al. 1996). To increase the activity of lyophilized enzymes in dry organic solvents, the
lyophilization should be carried out in the presence of lyoprotectants such as sugars or, preferably,
inorganic salts (Ru et al. 2000). Also, it is important to carry out the lyophilization starting from a
suitable pH for the enzyme. The enzyme keeps its ionization state from the aqueous solution. This has
been called the “pH memory” of enzymes in organic media (Zaks & Klibanov 1985). To increase the
buffering capacity of the system, buffer salts are often present in the enzyme preparation.

5.2. Solubilized and micelle-bound enzymes
Enzymes can be made soluble in organic media by covalent attachment of polymers. The most common
method is to couple polyethylene glycol chains to the amino groups of the enzyme (Koops et al. 1999).
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When solubilized enzymes are used, diffusion limitations will be absent, but product isolation and enzyme
recovery are usually more difficult than with solid enzyme preparations. However, solubilized enzyme
preparations are well suited for many fundamental studies, for example for spectroscopic investigations
requiring transparent solutions.

The inactivation of the enzyme that can occur during the derivatization procedure can be avoided by
using surfactants to solubilize enzymes (Okahata & Mori 1997). One method starts with mixing aqueous
solutions of the surfactant and the enzyme. The enzyme-surfactant complex precipitates and can
subsequently be dissolved in organic media.

By mixing water, organic solvent and surfactant, one can obtain microemulsions. Reversed micelles
(water droplets surrounded by a surfactant film and dispersed in the bulk organic phase) may be formed.
One way to solubilize an enzyme in a reverse micelle is to add a small amount of an aqueous solution of
the enzyme to a solution of the surfactant in the organic solvent. After mixing, a transparent solution is
formed and the enzyme sometimes expresses high catalytic activity (Creagh et al. 1993). These
microemulsions can be considered as aqueous-organic biphasic systems with a very large interfacial
area, allowing rapid mass transfer. Their main drawback is that the surfactant will cause problems in the
isolation of the reaction product.

5.3.Adsorbed enzymes

Most enzyme immobilization methods used for organic media rely on adsorption of the enzyme on a
porous support. The reason for not requiring covalent binding is that enzymes normally have a low
tendency to dissolve in organic media. Popular supports are porous polypropylene, polyacrylamide,
glass and Celite particles (Barros et al. 1998). Wetting the particles with an aqueous enzyme solution,
optionally followed by drying, may be sufficient to obtain active and stable preparations. The most
successful enzyme for use in organic media, immobilized Candida antarctica lipase B, is sold as an
adsorbed enzyme preparation uder the trade name Novozym 435.

5.4.Entrapped enzymes

Encapsulation of enzymes is often more time-consuming than adsorption on supports, but may offer a
better protection from organic media. Entrapment has been performed using photo-crosslinkable polymers,
and hydrogels such as 2-hydroxyethylmethacrylate (Vulfson et al. 2001). Efficient procedures have also
been developed for encapsulation of enzymes in sol-gel materials produced by hydrolysis of mixtures of RSi
(OCH,), and Si(OCH,), (Reetz et al. 2003). Sol-gel lipase immobilizates showed excellent activity and
stability in organic media.

5.5. Cross-linked enzyme crystals and aggregates

The most pure and concentrated form of an enzyme is its crystal. For some enzymes, crystallization has
been developed as a large-scale purification technique. Upon cross-linking with bifunctional reagents
such as glutaraldehyde, the crystals may be used as catalysts in organic media. Very high catalytic
activity and stability have been reported for such cross-linked enzyme crystals (Margolin & Navia
2002). However, crystallization is slow and needs expensive pre-purification steps for most enzymes.

Enzyme precipitation is much faster and easier than enzyme crystallization. Precipitation may be performed
at conditions that minimize protein unfolding. When enzyme precipitates are cross-linked with glutaraldehyde,
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enzyme aggregates may be obtained that are active and stable in organic media (Cao et al. 2003).

6. APPLICATIONS

The main reasons to apply enzymes in organic media are

» To reverse enzymatic hydrolytic reactions

e To suppress side-reactions that require water

» To increase the substrate solubility

e To simplify product recovery

For a set of 134 published biotransformation processes (Straathof et al. 2002), about 20% involve the

use of organic media (Fig 4). For processes using enzymes this percentage is about the same as for

processes using cells. The latter are not treated here. The number of synthetic applications on laboratory

scale of enzymes involving organic solvents is very large. Therefore, the subsequent overview only
mentions examples that have been developed to industrial scale.

aqueous solvent

organic solvent

monophasic mixture

biphasic mixture

0 20 40 60 80 100

Number of processes

Figure 4. Solvents use in published industrial biotransformations.

6.1. Kinetic resolution of enantiomers

Chiral building blocks have become the most important type of fine-chemicals produced by enzymes
(Straathof et al. 2002). A common synthetic route to chiral building blocks is to convert one of the
enantiomers of a racemic mixture using an enantioselective catalyst such as an enzyme. For an
acceptable yield there are several requirements. The enzyme’s enantioselectivity, expressed as the
enantiomeric ratio, should be sufficiently high, typically £ > 20 (Straathof & Jongejan 1997).
Besides, the reaction should not stop at an equilibrium if the undesired enantiomer has to be converted
completely.

Table 2 gives some industrially important enzymatic kinetic resolutions that are performed using organic
media. Kinetic resolution of some chiral alcohols or amines is being performed in anhydrous organic
solvents by esterification and amidation, respectively. For full conversion of the undesired enantiomer,
activated carboxylic acids have to be used instead of free carboxylic acids. Vinyl acetate is a typical
example of a useful acylating agent. A simpler situation occurs when esters are hydrolyzed. At neutral
pH, such hydrolysis reactions usually run to completion. However, the substrates typically have a low
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Table 2. Some enzymatic kinetic resolutions that have been scaled up to commercial quantities

Racemate Reagent Medium Enzyme Company Reference
Amine Ethyl Methyl tert- B. plantarii BASF (Balkenhohl et al.
methoxyacetate  butyl ether lipase 1997)

Piperidine Trifluoroethyl Methyl tert- P. aeruginosa  Schering- (Morgan et al.
derivative isobutyrate butyl ether lipase Plough 2000)
2-methoxy- Vinyl acetate Cyclohexane C. antarctica Glaxo (Stead et al. 1996)
cyclohexanol lipase B Wellcome
Glycidyl Water Substrate Porcine DSM and (Kloosterman et al.
butyrate emulsion with  pancreas others 1988)

water lipase
Phenylglycidyl Water Toluene-water  S. marcescens  Sepracor, DSM  (Matsumae et al.
ester lipase 1999)
Allothronone  Water Substrate Arthrobacter Sumitomo (Hirohara et al.
acetate emulsion with  lipase 1985)

water
Phe ester Water Toluene-water  d-chymotrypsin Stauffer (Dahod & Empie

1987)

aqueous solubility, so that using a biphasic aqueous-organic mixture is quite common. The hydrolysis of
glycidyl butanoate is a typical example of a kinetic resolution where the organic phase consists of liquid
reactant only, without organic solvent addition.

The processes are typically performed in batch mode in a stirred tank. Sepracor, however, has developed
the use of kinetic resolution in membrane reactors, with aqueous and organic phase on either side of the
membrane and enzyme adsorbed on it.

6.2. Asymmetric synthesis of enantiopure hydroxynitriles

Hydroxynitriles are useful synthetic intermediates, especially when they are in the form of pure (R)- or
(S)-enantiomer. Pure enantiomers can be prepared using enzymatic synthesis in reactions between
aldehydes or ketones and hydrogen cyanide (Brussee & Van der Gen 1999). A commercial-scale
example is the production of (S)-3-phenoxymandelonitrile by DSM (P6chlauer 1998). The
hydroxynitrile lyase from rubber tree (Hevea brasiliensis) has been cxpressed in a microbial host
and is being used in a batch stirred tank for this reaction. Other hydroxynitrile lyases can be used
in the same way, so the formation of a large range of enantiopure (R)- and (S)-hydroxynitriles is
possible.

The aldehyde and HCN used as reactants can react spontaneously as well, leading to undesired
racemic product. To suppress this spontaneous reaction as much as possible, the aldehyde concentration
in the aqueous phase that contains the enzyme should be quite low. On the other hand, high aldehyde
loads to the reactor and high conversion rates are desirable. Therefore aqueous-organic biphasic liquids
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are used. The organic phase serves as a reservoir for aldehyde. A low aqueous phase aldehyde
concentration is obtained by using so much enzyme that the rate of transfer of aldehyde from organic
phase to aqueous phase becomes limiting (Gerrits et al. 2001, Willeman et al. 2002). The latter mass
transfer rate will depend on the interfacial area and therefore on the aqueous/organic phase volume ratio,
amongst others.

6.3. Peptide and semisynthetic penicillin synthesis

Activated esters are not only used for esterification and amidation in pure organic solvents but, when the
reactants are insoluble in organic solvents, also in monophasic aqueous-organic mixtures. In this case
some hydrolysis of the activated ester occurs. This undesired hydrolysis competes with its conversion
in the desired synthesis reaction. Secondary hydrolysis of the synthesized product will also occur. By
using cosolvent, the hydrolysis reactions are suppressed to some extent. This approach is applied for
example by Novo Nordisk for converting pro-insulin to human insulin using trypsin (Mollerup 1999).
Similar approaches can be used for other peptides (Gill et al. 1996), and for semisynthetic penicillin
antibiotics. If the enzymes are compatible with anhydrous organic solvents, and the substrates sufficiently
soluble, water can be left out. However, an opposite trend is to develop enzymes that hardly catalyze the
undesired hydrolysis reactions, so that the organic solvent can be left out.

6.4. Glycoside synthesis and esterification

A conceptually related reaction is glycoside synthesis. In water-organic solvent mixtures, enzymatic
transglycosylation can be carried out, but in the ¢’ sence of water the reaction yield may be better
because the competing hydrolysis reactions are suppressed (Van Rantwijk et al. 1999). BioEurope has
developed a process for converting maltose in butanol to butyl a-glucoside using a transglucosidase
(iMonsan et al. 1996). Subsequently, an enzyme-catalyzed esterification was carried out. Enzymatic
glycoside esterification has been developed to process scale by Novo Nordisk (Bjorkling et al. 1991).
Candida antarctica lipase B (CaLB) was used in a reaction medium to which no solvent was added.

6.5. Fats and their derivatives

In addition to the aforementioned esters, a range of esters such as isopropyl palmitate and isopropyl
myristate have been produced industrially using immobilized CaLB (Bjorkling et al. 1991). The reactions
are carried out in solvent-free systems containing melted fatty acids. In order to get high yields in the
reactions, water is removed continuously. The esters are common components in cosmetics and skin-
care products.

Lipases are also used as transferase for exchanging fatty acids in fats. This is of considerable interest to
the food industry. The enzymatic production of cocoa butter substitutes is the best known example.
Cocoa butter is the fat component of chocolate. It melts at body temperature, but natural cocoa butter
is rather expensive. Fats with melting behavior virtually identical to that of natural cocoa butter are now
produced industrially starting from cheap palm oil fractions. The catalysts used are lipases which are
specific for the 1- and 3-positions in the triglyceride molecules (Bjorkling et al. 1991). The most
common reaction of fats is their hydrolysis. This is commonly done using inorganic bases as
catalyst, but in Japan lipases are also applied (Hoq et al. 1984). Aqueous-organic biphasic systems
are used, without organic solvent addition, and continuous reactors may be used.
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6.6. Effects on safety and environment

From the industrial point of view, it is advantageous to work with minimal amounts of solvents. This
minimizes the reactor size and costs, and the product recovery costs. The extreme case is to omit the
solvent completely. This is also attractive because organic solvents cause hazards with respect to
explosions, health and environment.

It is ironic that in the same time that chemical industry started trying to shift towards water as the
solvent, enzymatic catalysis in organic solvents was being developed. Therefore it is very important that
for applied studies on enzymatic catalysis only organic solvents are used that are still acceptable for
industrial purposes. Table 3 list extraction solvents for natural flavorings recommended by the IOFI
Committee of Experts. Carrier solvents, other flavoring substances and some natural materials also can
be used as extractions solvents; their limits have not been specified.

In addition to toxicity, fire and explosion hazards will have to be considered. For ionic liquids, investigation
of health and safety properties is still in its infancy. Supercritical carbon dioxide is worth mentioning in
particular, because it is nontoxic and nonexplosive, and can be removed easily after the enzymatic
reaction (Hartmann et al. 2000). As solvent, supercritical carbon dioxide resembles hexane, hence it is
water-immiscible and dissolves hydrophobic compounds easily. The main drawback with supercritical
reaction media is that high pressures must be used, which requires special reactors and other equipment.

Table 3. Extraction solvents for natural flavorings recommended by the
I0FI Committee of Experts as of January 1997, and their maximum
concentrations in the flavorings when used for food purposes

Solvent Max. concentration / p.p.m.

Propane
Butane
Isobutane

1
1
1
Hexane 1
Cyclohexane 1
light petroleum 1
Toluene 1
Methanol 10
butan-1-ol 10
Acetone 2
Butanone 2
diethyl ether 2
dibutyl ether 2
methyl tert-butyl ether 2
ethyl acetate 10
Dichloromethane 2
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Biotransformations with Crude
Enzymes and Whole Cells
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1. INTRODUCTION

Biotransformation can be defined as a process dealing with the conversion of a compound, often called
precursor, into structurally related compound(s) by a biocatalyst in a limited number of enzymatic steps.
Such operation is also called microbial transformation or even bioconversion. Straathof et al (2002) thus
define biotransformation as “a reaction or a set of simultaneous reactions in which a pre-formed precursor
molecule is converted, in contrast to a fermentation process with de novo production from a carbon and
energy source such as glucose via primary metabolism”. The biocatalyst can be whole cells, spores,
crude enzymes or purified enzymes.

Several other terms, such as biodegradation or biocatalysis, are also used in this area. They have similar
meanings, but are used in more restricted contexts. The term biocatalysis is used similarly to
biotransformation, but it has the additional connotation of making a useful compound by an enzymatic
system, which is not necessarily purified but can be engineered. For example, the synthesis of acrylamide
by microorganisms is often referred to as biocatalysis. The term biodegradation, by contrast, is most
typically used when the focus is on taking a compound away, ideally, a process by which a potentially
toxic compound is transformed into a nontoxic one or, better, to carbon dioxide. Bioremediation is a
more recently coined term, which refers to the application of biodegradation reactions to the practical
cleanup of a medium such as soil containing a pollutant (Wackett 2001a,b).

2. HISTORY OF BIOTRANSFORMATIONS

Most of biotechnological productions of food have been practised for hundreds or even thousands of
years. For example, Sumerians and Babylonians practised beer brewing before 6000 B.C. references to
wine making can be found in the book of genesis, and Ancient Egyptians used yeast for baking bread.

Biotransformations were observed by humans well before they were appreciated as having an underlying
microbial cause. Indeed, the knowledge of chemical’s production by biotransformation is relatively
recent and the first reports in the literature appeared only in the second half of the 19th century. One of
the oldest examples of biotransformation processes is vinegar production, which dates back to some
2000 years B.C. but has only been clearly described 200 years ago.

Since the important discoveries of Pasteur and other scientists at the end of 19th century, many chemicals
as alcohol or organic acids have been produced by microorganisms or resting cells. Details about
history of industrial biotransformations are developed in a recent paper by Vasic-Racki (2000). Rapidly,
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scientists were interested by this green technology. This approach, compared to chemical transformations,
is generally carried out at ambient temperature, neutral pH and without the need for high pressure and
extreme conditions. Moreover their chemo-, regio- and stereoselectivities reported at the end of the
1800’s simplify manufacturing processes and make them even more economically attractive. The properties
of enzymes became generally understood from kinetic studies conducted in the early 1900’s (Michaelis
& Menten 1913). Enzyme research has led to the introduction of new processes involving immobilized
cells or biocatalysis in organic media. This development of biotechnological processes allowed to produce
a variety of very important substances, e. g. penicillin, streptomycin and other antibiotics, steroids or
amino acids.

In the 1950’s, one of the main scientific achievements has changed the approach of biotransformation.
The discovery of double helix structure and the chemical nature of RNA and DNA has led to used
molecular biology to develop new biotransformation processes. Applications of this technology to the
industrial production of small molecules began in the 1980’s. Since this time, a lot of processes such as
optimization of enzyme activity by site selective mutagenesis, transfer of the gene into high productivity
microorganisms, and overexpression by incorporation of a promoter into a gene are used to improve
biotransformations.

Currently, microbiology is entering an important stage with respect to understanding and using the
catalytic potential of microorganisms. Microbes have become important tools for chemical synthesis, a
trend that will almost surely accelerate. Based on its past, the future of microbial transformation looks
attractive.

3. BIOCATALYST SELECTION

3.1. Introduction

The discovery of new biocatalysts can be a chance as for Penicillium notatum strain isolated by Fleming,
coming from accidental contamination of an agar plate seeded by Staphylococcus aureus. But most of
the time, important strains selections were carried out by screening methods. Primary screening is
designed to detect and isolate microorganisms with potentially interesting commercial applications,
eliminating many unwanted microorganisms and or products and allowing detection of the small
percentage of potentially interesting isolates. It is a key step in process development, but it is obviously
very difficult to propose a rational method of screening for novel enzymes or microorganisms. However,
there are three important stages in a general strategy:

» designing the process and deciding the type of enzymatic activity desired;
¢ deciding which groups of microorganisms have to be selected and screened;

* designing an appropriate, convenient and sensitive assay that will allow as many microorganisms as
possible to be screened.

3.2. Use of existing biocatalysts

A well-known way to accomplish a desired biotransformation is the use of existing microorganisms or
enzymes on natural and unnatural substrates. In order to select the most appropriate biocatalyst, it is at
first necessary to search for informations in the literature. Nowadays, Internet services have revolutionised
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the rate at which information can be retrieved, and searches that used to take hours can now be done in
seconds. Many of these services have restricted access or require a fee, but some are free and the web
enables them to be accessed over national boundaries (Kelly 1998). For example, the National Centre for
Biotechnology Information (http://www.ncbi.nlm.nih.gov) provides links to genomic, peptide sequences,
bibliographic and many other databases. Similar information and links are provided by the European
Bioinformatics Institute (http://www.ebi.ac.uk/). Moreover, searches in these databases can be linked
so that query results in one database can be used to search another. This is by this way that University
of Minesota has structured its website (http://umbbd.ahc.umn.edu/) which is the most interesting and
complete database on biocatalysis and biodegradation, since it is directly connected to Kyoto University
Ligand Chemical Database (DGBET), Kyoto Encyclopedia of Genes and Genomes (KEGG) and the
EMBL Nucleotide Sequence Database (also known as EMBL-Bank).

Information can also be found on electronic supports such as the “Biotransformations” CD-ROM (http:/
/www.accelrys.com) which covers the metabolism of drugs, agrochemicals, food additives, and industrial
and environmental chemicals. It included over 40,000 reactions in the first release alone but it is very
expensive except for institutional use.

Microbial cultures can be obtained from permanent culture collections, the number of which is
continuously growing. For example, Martin and Skerman (1972) list 349 collections in their “World
Directory of Culture Collections of Microorganisms, while 476 are now registered at the Culture
Collections in the World website (http://wdcm.nig.ac.jp/hpcc.html). An important list is also given on
the Deutsche Sammlung von Mikroorganismen und Zellkulturen GmbH (DSMZ) website (http://
www.dsmz.de/species/abbrev.htm).

3.3. Genetic modification of existing biocatalysts

As soon as an useful organism emerges from a screening programme, it becomes necessary to improve
its productivity for the metabolite under evaluation. The initial phases of the biotransformation development
will often consist of modifications of the medium and bioconversion conditions used, but the major
source of progress will be to improve the performance of organisms by selection and genetic manipulation.

Modern methods for the mutational creation of diversity start with sequencing of the gene of the
desirable enzyme. For many bacterial genes, complete sequences are already available in databases.
Most enzymes can be expressed in heterologous well characterized hosts like E. coli, B. subtilis, or
yeasts. After establishing a heterologous expression system, various methods may be used for creation
of diversity by mutagenesis, directed evolution, or by combinatorial methods. Most popular are random
mutagenesis, error prone polymerase chain reaction (epPCR) (Mihara et al 2000), and gene shuffling
(Crameri et al 1998). All these techniques are described in more details in this book in the chapter on
protein engineering of industrial enzymes written by Kammonen et al.

3.4. Screening for novel biocatalysts

Despite the fact that to date more than 3000 different enzymes have been identified and many of these
have found their way into biotechnological and industrial applications, the present toolbox is still not
sufficient to meet all demands, in particular because they do not withstand industrial reaction conditions.
That’s why considerable efforts have been devoted to the search for new biocatalysts and new enzymes.



126 Enzyme Technology

Screening may be achieved by genetic selection. A system must be set up in which the presence of the
catalytic activity provides a growth advantage to the bacteria or microorganism hosting it. This approach
includes the simple use of the substrate of interest as sole carbon source for growth, as well as a range
of other schemes for linking catalytic activity to a survival factor as summarized in Table 1.

Table 1. Isolation procedures for specific types of microorganisms

Conditions Property or organism selected for

Carbon source Specific catabolic functions

Nitrogen source Specific catabolic functions; ability to use specific N
Temperature Psychrophile, mesophile, or thermophile

pH Acidophile, alkophile, or growth near neutrality
Heat-shock resistance Spore and cyst former

Oxygen tension Anaerobe, microaerophile, or aerophile

Frequency of transfer Fast- or slow-growing organisms

Metals Organism needing metals in high concentration
Organic solvents Organic solvent resistance

Although microorganisms are ubiquitous, the most common sources of industrial microorganisms are
soils, lake and river mud. Isolation of microorganisms from the environment is an important way to
obtain new enzymes and to improve the productivity of known compounds of industrial interest.

The past few years have seen a great increase in the availability of enzymes from the so-called extremophile
organisms that grow under extremes of temperature, pH, pressure, or salt concentration. This increased
availability is attributable to some extent to advances in the technologies for cultivating organisms from
extreme environments, but more to the ability to move genes from extremophiles into conventional
hosts, and, thus, produce enzymes with extremophilic properties under milder, less expensive growth
reaction.

Table 2 lists extremophiles by habitat and some applications of their enzymes. Most of the work has
been devoted to thermophiles and hyperthermophiles, but other groups have received more attention
recently because of their biotechnological potential.

3.5. General procedures for isolation and selection of microorganisms

3.5.1. Selective media — Culture enrichment

The more classical method to isolate new bacteria is direct selection on solid media. A natural microbial
source, for example a soil sample, is plated directly or diluted to give a microbial cell concentration such
that aliquots either applied directly or sprayed using a variety of procedure. For example, Kleinheinz &
Bagley (1997) have developed a rapid and inexpensive method to recover and cultivate microorganisms
that are able to grow on petroleum hydrocarbons (PHCs) by placing the growth substrate on a filter pad
in the lid of a Petri dish containing a minimal agar medium and microorganisms.

Enrichment culture is also frequently used in order to isolate microorganisms having special growth
characteristics. It allows selective cultivation of one or more bacterial strains obtained from a complex
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Table 2: Industrial applications of enzymes isolated from extremophiles
(adapted from Demirjian et al 2001)
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Extremophile Habitat Enzymes Representative applications
Thermophile High temperature Amylases Glucose, fructose for sweeteners
Moderate thermophile Xylanases Paper bleaching
(45-65°C) Proteases Baking, brewing, detergents
Thermophile (65-85°C) DNA polymerases Genetic engineering
Hyperthermophile (>85°C)
Psychrophile Low temperature Proteases Cheese maturation, dairy production
Dehydrogenases Biosensors
Amylases Polymer degradation in detergents
Acidophile Low pH Sulfur oxidation Desulfurization of coal
Chalcopyrite Valuable metals recovery
concentrate
Alkalophile High pH Cellulases Polymer degradation in detergents
Halophile High salt concentration Ion exchange resin regenerant
disposal. producing poly
(y-glutamic acid) (PGA) and poly
(B-hydroxy butyric acid) (PHB)
Piezophile High pressure Whole microorganism  Formation of gels and starch granules
Metalophile High metal Whole microorganism  Ore-bioleaching, bioremediation,
concentration biomineralization
Radiophile High radiation levels Whole microorganism  Bioremediation of radionucleide

Microaerophile

Growth in < 21% O,

contaminated sites

mixture such as that found for example in most soils. The method typically relies on using a particular
organic compound as the sole carbon source or, less frequently, as the nitrogen, sulphur, or phosphorus
sources. The choice of medium composition or the conditions used in the enrichment culture favours
the growth of desired forms.

Resistance to organic solvents is often an important criterion in the selection of suitable biocatalysts. For
example, Pseudomonas strains have been isolated with the ability to grow in the presence of toluene and
aromatic and aliphatic hydrocarbons and long chain alcohols. Many techniques have been improved to
avoid toxic effect of these compounds. The problem of volatile and water-insoluble compounds can be
overcome by providing the substrate as a vapor, with the liquid suspended in a glass bulb above the
growth medium in an enrichment medium or by flushing a volatile compound in the gas phase. Biphasic
systems can also be used with organic solvents having low toxicity (log,, Kow>4) (Fontanille & Larroche
2002).

When a toxic or unnatural compound is used as a substrate, an acclimatation technique can be applied,
and usually run long term to isolate microorganisms which are not easily isolated by enrichment culture.
An adaptation to a synthetic medium containing a target compound often results in the isolation of
microorganisms having a new enzyme. Genetic changes in the microorganisms may be expected (Asano
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2002). Microorganisms isolated by these procedures are called ‘extrachemophiles’, showing characteristics
on the ability to transform toxic compounds or synthetic compounds, in contrast to microorganisms
living in extreme environments named ‘extremophiles’.

3.5.2. High-throughput screening

High-throughput screening methods for catalysis have a key role in the search for new enzymes and
biocatalysts. Indeed, today, massive screening of diversity is perceived as the most efficient way to find
new enzymes. These methods can be applied for screening libraries generated artificially by randomizing
the gene that encodes an existing enzyme or collected directly from the biosphere, which is a rich
reservoir for new enzymes. In practice, the diversity being considered exists either in libraries of plasmids
or phages expressed by bacteria, orin libraries of microorganisms growing in culture. In these conditions,
screening is performed by activity detection compared to classical methods where screening is achieved
by genetic selection.

There have been recent advances in catalysis assays applicable for screening biocatalyst libraries in
high-throughput format. These include instrumental assays such as high-performance liquid
chromatography, mass spectrometry, capillary electrophoresis and IR-thermography, reagent-based
assays producing spectroscopic signals (UV/VIS or fluorescence) in response to reaction progress, and
assays based on fluorogenic or chromogenic substrates. Some of these methods recently developed are
summarized in Table 3.

Table 3: Assays for biocatalysts screening

Method type Techniques References

HPLC Stahl et al (2000)

MS Greenbaum et al (2000)
Instrumental methods CE Reetz et al (2000)

IR-thermography
RMN
Flow Cytometry

Holwarth et al (1998)
Entzeroth (2003)
Katsuragi & Tani (2000)

Selective substrate-binding
or product-binding proteins

Sophisticated reagents

Chromometric/fluorometric

Phage display

QUEST

Cat-ELISA
Competitive cat-ELISA
TLC

FRET

Product staining

Firestine et al (2000)

Tawfik et al (1993)

McBeath & Hilvert (1994)
Walher & Reymond (2001a)
Olsen et al (2000)

Taylor et al (1999)

Marrs et al (1999)
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3.5.2.1. Instrumental methods

By monitoring the exact reaction of interest, instrumental approaches such as analysis by HPLC, MS
and capillary array electrophoresis (CE) are amenable to detect biocatalysts targeted for a particular
application. This assay is expensive, however, and limited to a few hundred samples per instrument per
day in the best cases. IR- thermography might provide a general solution by monitoring the heat evolution
of reaction in microtiter plates. Techniques recently reported such as flow cytometry used in combination
with single-cell sorting can be a powerful method for the identification and isolation of microbial cells
with particular characteristics, especially when such cells grow more slowly than other ones in a large
heterogeneous population.

3.5.2.2. Selective substrates

The most convenient reactions used as assay in high-throughput screening are those involving
chromogenic or fluorogenic substrates. Many such substrates are selectively taken up by live cells and
can be used to monitor catalysis in vivo. Moreover, fluorogenic substrates enable the assaying of a
variety of enzymes in enantioselective and stereoselective manner.

Another possibility is the preparation of product-specific monoclonal or polyclonal antibodies (cat-
ELISA) either on solid phase or by direct reaction monitoring in solution (homogeneous cat-ELISA).
Unfortunately the preparation of antibodies is not always possible. A well-developed database on the
methodologies to be used for new biocatalysts identification has recently been described by Demirjian et
al (2001) and Whaler & Reymond (2001b).

3.6. Conclusions

Today, massive screening of diversity is perceived as the most efficient way to find new enzymes.
Diversity is either generated artificially by randomizing the gene that encodes an existing enzyme, or
collected directly from the biosphere, which is a rich reservoir for new enzymes. New assays afford a
lot of possibilities to determine biocatalysts activity and allow to discover new classes of organisms and
facilitate the development of new biotransformations.

4. BIOCATALYST TREATMENT AND MODE OF OPERATION

4.1. Biocatalyst form

When a biocatalyst has been found for a target reaction (see below), the main question is how to ensure
maximal activity and stability at the lowest cost. The first step is then to decide if the entity to be used
will be under the form of a purified enzyme or of whole cells. The first criterion for the choice is the
complexity of the reactions to be performed. Hence, it remains difficult to obtain good results when
more than two purified enzymes are involved in the same medium. An example of this situation is methyl
ketone synthesis from fatty acids, which can be performed only by whole cells (see paragraph 6). Also,
use of whole cells can be advantageous to carry out oxidation reactions since the respiratory chain will
provide an efficient tool to re-oxidize reduced cofactors. It should be noticed that this may not be true
for the reverse process (reduction) because the supply of reduced cofactors can be rate-limiting. Main
features belonging to each biocatalyst form are summarized in Table 4.

If it is a one-step process, an enzymatic approach can be envisaged. The main question at this stage is to
check whether the enzyme is commercially available or not. In the later case, the necessity of enzyme
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Table 4: Main characteristics of purified enzymes and whole cells when used as biocatalysts

Purified enzyme Whole cell
— maximal specific activity — able to carry out complex reactions involving
— generally good selectivity of the reaction several enzymes
(one product from a given precursor) — no enzyme purification cost
— generally good enantio-and/or regio selectivity — useful in oxidation reaction
— commercially available ? (cofactors readily re-oxidized by
— purification cost therespiratory chain)

— yields can be lowered by

* incorporation of the precursor in biomass
(carbon accumulation).

Especially true with fungi
* lowering of the selectivity
(synthesis of by-products)

» lowering of the enantio/regio-selectivity
if several enzymes are able to carry out
the same reaction within cells.

— transport of substrate/product across cell
wall/membrane can be rate-limiting

— cells are often more sensitive to inhibition
phenomena than purified enzymes

purification has to be proven. Key points for that are of course an analysis of separation costs, but also
parameters such as selectivity of whole cells for the target reaction, specific activity, need for cofactors,
etc (Table 4).

4.2. Biocatalyst treatment

Although some special procedures, especially freeze-drying, can be useful for enzymes to be used in
organic media (see chapter on this topics), this section applies mainly to whole cells. The goal is again
to find the way to achieve the best rates and yields. The first point to be addressed is to decide if the
biocatalyst has to be used as growing or resting cells, which has a tremendous influence on the process
which will be used. Hence, the first approach will need a complex medium including all nutrients for
growth, and the entire process will be one-staged.

The second one will involve two steps, the first being the biocatalyst production itself, followed by the
biotransformation in a simple medium (generally a buffer containing the precursor and sometimes an
energy source).

The need for growing cells often means that the precursor is metabolized by the so-called cometabolism
phenomenon. It corresponds to the situation where a micro-organism uses the enzyme apparatus elicited
by growth on a given carbon source for simultaneous metabolism of related or even quite unrelated
compounds which act mainly as energy suppliers. This phenomenon is quite common in xenobiotic
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degradation and allows full oxidation of the precursor to carbon dioxide and water (Engesser &
Plaggemeier 2000). More interesting here is the incomplete cometabolism, which allows a metabolite to
be accumulated, as in the case of B-ionone hydroxylation by Aspergillus niger (see the chapter on
bioreactor analysis and design).

The use of resting cells, when possible, offers the possibility to separately optimize growing conditions
(for biocatalyst production) and biotransformation parameters. As pointed out in Table 4, precursors/
products have to enter/go out of the cells, i.e. they must cross the membranes. This transport phenomenon,
which is often of passive nature for most of biotransformation cases, may be rate-limiting. A way to
improve this point can be cell permeabilization. This operation can allow both better solute entrance in
the cells and enzyme efflux, i.e. the reaction can take place inside and outside the biocatalyst. It is also
possible to make cells permeable to low molecular weight molecules while enzymes and other
macromolecules remain within cells at unchanged concentrations (Freire et al 1998).

Possible treatments can be of physical and/or chemical nature. Chemical methods mainly involve the use
of polar organic solvents such as diethylether, chloroform, toluene (Felix 1982, Jackson & Demoss
1965) or detergents like Triton® X-100 (van der Werf et al 1995, Felix 1982, Galabova et al 1996).
Other compounds such as antibiotics, enzymes chelating agents (EDTA) can be useful in some cases
(Freire et al 1998, Ferrer et al 1996). The main difficulty associated with detergents is that those
compounds are very hard to eliminate from the medium, giving a more difficult further product purification.
This drawback does not exist with organic solvents (Fontanille & Larroche 2003).

Physical treatments include osmotic or thermal shocks, or sonication. Thermal treatments are only
applicable to thermostables enzymes (Sangiliyandi & Gunasekaran 1998, 2000). Ultrasounds are an
efficient tool to disrupt cells and to obtain crude cell extracts (Sangiliyandi & Gunasekaran 2000), but
this technology is difficult to scale-up. Application of freezing and thawing cycles can allow the release
of low molecular weight proteins (Johnson & Hecht 1994, Fontanille & Larroche 2003). Combination
of two operations can sometimes give an additive effect (Felix 1982, Griffith & Wolf 2002).

It should be noticed that this kind of treatment (permeabilization) appears to be useful when enzyme(s)
to be used are autonomous, i.e. they do not require any cofactors. In the last case, it appears to be very
difficult to improve membrane transports without lowering the metabolic activity of the biocatalyst,
which decreases the rate of cofactor regeneration processes.

4.3. Mode of operation

Most of modern biotransformation processes can be considered as being immobilized systems.
Immobilization deals with any situation where a component of the system cannot readily access to some
part of the medium. This very wide definition considers that the “component” can be either the biocatalyst
or a solute (substrate and/or product)

4.3.1. Biocatalyst immobilization

A wide range of basic immobilization procedures with their specific variations has been described in a
large number of reviews (Cabral 2001, Rosevear 1984, Hartmeier 1985, Bucke 1983, Larroche & Gros
1997, Willaert & Baron 1996). A series of papers dealing with immobilized cells applications in the food
area has also to be pointed out (Norton & Vuillemard 1994, Divies et al 1994, Masschelein et al 1994,
Champagne et al 1994, Groboillot et al 1994).
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Several classification schemes have been proposed. A simplified and broad version close to that in
Cabral (2001), is proposed in Figure 1. It should be noticed that all methods are not useful for all kinds
of biocatalysts. For example, the carrier binding technique is practically restricted to isolated enzymes,
while entrapment within a matrix is useful only for whole cells. The most popular support for this last
approach is Ca-alginate, obtained from Na-alginate by ionotropic gel formation in the presence of CaCl,
(other divalent cations can also be used) (Smidsrgd & Skjak-Braek 1990). Several devices are commercially
available to produce beads with defined diameter (see for example http://www.nisco.ch, http://
www.instech.ch).

It should be pointed out that the frontier between entrapment and encapsulation is not always obvious in
the literature. Hence, many authors consider that microcapsules (encapsulation technique) and
microspheres (entrapment) both belong to the microencapsulation technology, at least in the case of
controlled release of molecules (Richard & Benoit 2000).

Another remark deals with systems involving a water immiscible organic solvent, being thus of biphasic
nature. They are considered as an immobilization technique, since the biocatalyst is confined in the
aqueous layer. Use of whole cells in this kind of medium sometimes affords an emulsion, which is
naturally stabilized by surfactants or proteins present in the biocatalyst (Fontanille & Larroche 2003).

Immobilized
biocatalyst

v

no interaction
interaction interaction between no interaction
bectween the biocatalyst entities

biocatalyst and

the soid support r—j
| attachment | cell | enzyme l entrapment l
aggregation crosslinking

v v

v v
- |
binding (micro)-encapsulation membrane

bioreactors

confinement

| biphasic systems ' (micro) emulsion
or micelles

Figure 1: General methods for biocatalysts immobilization
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This point again enphasizes the difficulty (and the variety) while attempting to classify immobilization
procedures.

Among problems associated with the use of organic solvents, we can consider their generally non-
negligible volatility, which can be an environmental concern. New developments in this area are room-
temperature ionic liquids (RTILs), especially those based on the n-alkylimidazolium cation. These
environment friendly solvents have many useful properties, among them negligible vapor pressure and
excellent chemical and thermal stabilities (up to 400°C). Additionally their physical properties, such as
density, viscosity, melting point, polarity, and miscibility with water or organic solvents, can be finely
tuned by changing either the anion or the substituents in the cation or both (Lozano et al 2001, Brennecke
& Maginn 2001). It has been shown that RTILs can be used in biotransformation processes (Lozano et
al 2001, Howarth et al 2001, Erbeldinger et al 2000). The more widely used compound in this area is 1-
butyl-3-methylimidazolium hexafluorophosphate (bmim) PF, (Fig 2). Their quite high cost yet prevents
the generalization of their use.

CHy
N + N

Figure 2 : Chemical structure of (bmim)PF;

4.3.2. Solute immobilization

The biocatalyst can here occupy nearly all the liquid reaction medium, while the substrate and/or the
product are preferentially located elsewhere. This situation arises in mainly two cases. The first deals
with the use of substances poorly soluble in water, at concentrations higher than their solubility. It exists
then an organic layer made of nearly pure organic solute, which can be present under the form of
droplets if the volume is too low to form a continuous layer. An example of such situation is illustrated
in Grivel et al (1999). Another possibility is the use of solid adsorbents. These materials are devoted to
act as scavengers, generally for a product. Improvements of reaction productivities, due to prevention
of metabolite(s) inhibition have been reported (Bais et al 2001, Zorn et al 2004).

5. BIOTRANSFORMATIONS

5.1. Asymmetric synthesis

Biotransformations often are preferred to chemical processes when high specificity is required, to
attack a specific site on the substrate and to prepare a single isomer of the product. While chemical
methods usually lead to the formation of a mixture of isomers and by-products, biotechnological methods
are suited to achieved this type of transformation, as enzyme generally show a pronounced regio- and
stereoselectivity.
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Methods in chiral chemical synthesis have progressed remarkably, but enzymes are still the catalyst of
choice when a product is needed in 100% enantiospecificity. For example the drug thalidomide has
important medicinal value only in one specific enantiomeric configuration, the non-active one leading to
birth defects. Lot of pharmaceutical or fragrance products have one or more chiral carbon atoms in the
structure (Figure 3). In those cases, decision to use a biocatalyst in synthesis was driven by the desire
to obtain an enantio-specific product. Many reviews give a general idea on the importance of chiral
carbon in medicine and a way to obtain chiral building blocks or synthesis of drugs and other organic
compounds (Souza de Peirera 1998, Patel 2001)

CH;j
0
R H s
HO < —
B, \[QL
O// ”%CO{
Amoxicillin D-Ephedrine
(Antibiotic) (CNS stimulant)

_COCH,4

H S

NHA H,
0
He
-0,C
L-Ascorbic acid Aspartame
(Vitamin C) (Sweetener)

Figure 3: Examples of chiral commercial compounds produced by combined microbial-
transformation and organic-synthesis steps

5.2. Steroids

The production of steroid drugs and hormones is one of the best example of the successful application
of microbial technology in large scale industrial processes. Importance of microbial production of
steroids, which are compounds structurally derived from cyclopentanoperhydrophenantrene, was realized
around 1950 with the announcement of the pharmacological effects of two endogenous steroids, cortisone
and progesterone.

Since the patent of Murray and Peterson in 1952 about process of 11o-hydroxylation of progesterone
by a Rhizopus species, many researchs have been carried on microbial transformation steps focusing
mainly on steroid hydroxylations, A'-dehydrogenation and sterol side chain cleavage. An entire book
would be necessary to review steroids biotransformation history. Overview of recent advances in microbial
steroid biotransformations has been recently published by Mahato & Garai (1997) and Fernandes et al
(2003).
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5.3.Terpenes and terpenoids

Terpenes and terpenoids are the primary flavor and fragrance impact molecules found in the essential
oils of higher plants. They are naturally branched chain C-10 hydrocarbons formed from isoprene units
and are widely distributed in nature (Berger 1995). Terpenes are traditionally isolated from essential oils.
They are extracted or distilled from odorous plant material but this source of natural products has
several serious drawbacks. It’s actually difficult to control seasonal variation or variability in the
composition and yield of the final product. As a result the price of the given essential oil is a highly
fluctuating variable. Biotransformation is an efficient way to avoid these inconvenients.

The first work dealing with microbial transformation of terpenes can be attributed to Mayer and Neuberg
who reported in 1915 the synthesis of (+)-citronellol from (+)-citronellal by yeast (van der Werf et al
1997). Since this time, many research has been performed, and some recent reviews have summarised
results obtained (van der Werf et al 1997, Schrader & Berger 2001).

These compounds are generally both volatile and lipophilic, which poses several problems. Their low
water solubility often leads to the presence of an excess substrate that gives an organic layer. They also
often exhibit a rather low chemical stability when poured into an aqueous environment, and undergo
spontaneous autooxidation processes. Their high volatility can additionally give rise to loss by air stripping,
especially when the reaction is performed aerobically (Grivel et al 1999; Grivel & Larroche 2001).
Another difficulty, encountered when whole cells are used as biocatalyst, is their high toxicity. This
feature is generally attributed to a high accumulation in the cytoplasmic membrane, where hydrophobic
compounds preferentially accumulate (Sikkema et al 1995, Berger et al 1999).

As a consequence, only a few biotransformation processes have been proposed up to now at an industrial
scale in the area of terpenes. Nevertheless, this kind of biotransformations remains of great commercial
interest for the food and perfume industry since one of the main advantages in using biotechnological
methods for the production of flavor and fragrances is that products can be labelled as natural. This
label is particularly attractive for customers and more and more used in food products.

Comprehensive reviews by Krasnobajew (1984) and more recently by Schrader and Berger (2001)
focussed on many transformations of terpenoids of interest to the flavor and fragrance industry. These
reactions can be carried out by bacteria, fungi or yeasts. A few examples of microbial transformations
are summarized in Tables 5a and 5b.

Here we will focus on monoterpenes which represent the main starting material for the majority of
microbial transformation of terpenes. These compounds like limonene, o-pinene or B-pinene and their
derivatives (terpenoids), are widely occurring in nature and have a strong and pleasant odour which
make them important components in the manufacture of flavors and fragrances.

5.3.1. Acyclic monoterpenes

Among this class of compounds, we will consider on geraniol, nerol and citral which are some of the
most studied acyclic monoterpenoids. These compounds are generally transformed by fungi and
Demyttenaere et al (2000) recommend the use of filamentous fungi culture of Aspergillus niger and
Penicillium species. In this case, the main bioconversion products obtained from geraniol and nerol by
liquid cultures of A. niger are linalool and a-terpineol. Linalool, o-terpineol and limonene are the main
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Table 5 a: Examples of terpenoids biotransformations with bacteriael strains

Microorganisms Substrate Biotransformation products References
BACTERIA
Pseudomonas putida N
F
>/\/\/ Vanderbergh et al 1989
T o o Demyttenaere & de
A~ Pooter 1998
Geraniol 6-methyl-5-heptene-2-one
Corynebacterium ANA
hydrocarboclastum ~ Hasekawa 1972
FERM-P 401
X P
-)-L-Carvone
~~— )
Pseudomonas gladioli
§ X Cadwailader et al 1989
Escherichia coli (+)-Limonene Chang et al 1995

Tan & Day 1998
van der Werf et al 1999

2 )

a-Terpineol

v

Nocardia pl18.3 Ho -
i Z CHO 7 Griffiths et al 1987a
Psendomonas fluorescens
NCIMB 11671 F A Best et al 1987
Fontanille & Larroche
a-Pinene oxide 2002

Pseudomonas rhodesiae

CIP 107491 Isonovalal Novalal
Nocardia restricta JTS 162 RS Mikami 1988
= OH
AN
Rhodococcus erythropolis ~
JTS 131 OH

>/\/\coon (1)

¢

Cis-abienol

3

OH
CH.OH (2)
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. Microorganisms Substrate Biotransformation products References
COOH COOH
< <>
‘ ~_ ~_—
| Pseudomonas sp. o-Pinene  {3-Pinene A Yoo & Day 2002
. Strain PIN Perillic acid  Cumic acid
P
~~~
PR
OH
o-Terpineol
. RECOMBINANT CH, 00
' BACTERIA | H
: Vi
. Escherichia coli XL1- Blue
Overhage et al
2003
OCH; OCH;
OH OH
Eugenol Ferulic acid

Table 5 b: Examples of terpenoids biotransformations with yeast and fungi strains

Microorganisms

Substra& »

Biotransdimatidh products Refe;'ejl;cé’s
YEAST ’ /L
Rhodotorula minuta
CHO CH,OH Kieslich 1976
Candida reukaufii AHU 3032
N S

B-(-)-Citronellal

B-(-)-Citronellol

FUNGI

Aspergillus niger
ATCC 9142

Ve Ya Ve Yavayd

HO

Trans-nerolidol

/\/\/\/\/\/
HO
o#H

@hydroxy-trans-nerolidol

Abraham et al 1988

Penicillium digitatum
DSM 62840

Penicillium digitatum
strains

Cladosporium

Vs

R-(+)-Limonene

OH

ocTerpineol

van der Werf et al
1997

Adams et al 2003
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6-methyl-5-heptene-2-one

Microorganisms Substrate Biotransformation products References
Calonectaria decora j\ \/
ATCC 14767 0
H
Cephalosporium coremioides ° ~N
NRI,U“_ 1,1003 Krasnobajew 1984
Penicillium rubrum CH.OH
FERM P-3 796 z
Paecilomyces carneus
FERM P-3 797 Patchoulol 10-Hydroxy-patchoulo!}
Aspergillus niger
NCIM 612 H /0 Bhattacharyya &
Ganapathy 1965
~_ ~_" N~
o:Pinene Pinocarveol  Pinocarvone
Penicillium digitatum
7N PN
N CHO N Non Babicka & Volf,
1955
PN 2N
Citronellal Menthol (93%)
Aspergillus niger '
N oH SNNow SN"ow Harayama et al
1992
S /\/OH
PN OH
L-Menthol B1%) (35%)
Hydroxymenthol
Aspergillus niger
X >/\/\/
Demyttenaere et al
N W:COH 1) 2000
P 6-methyl-5-heptene-2-one
Geraniol
X
F
N R° >/\/\/ Demyttenaere et al
2000
PN °
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products obtained from nerol and citral by sporulated surface cultures, whereas geraniol is converted
predominantly to linalool. Bioconversion of nerol with Penicillium chrysogenum yielded mainly a-terpineol
and some unidentified compounds. With P. rugulosum the major bioconversion product from nerol and
citral is linalool (Figure 4).

OH
X
Aspergillus niger |
H —_—
l | OH
Nerol Linalool o-Terpineol
OH
AN
OH Penicillium sp. | 0
e
Geraniol Linalool Methylheptenone

Figure 4: Main products obtained by conversion of nerol and geraniol by various microorganisms
(adapted from Demyttenaere et al 2000 and Schrader & Berger 2001).

Methylheptenone is also the main product in biotransformation experiments with Penicillium digitatum,
starting from both the alcohol nerol and the aldehyde citral, of which the latter is the racemate consisting
of the cis and trans isomers geranial and neral (Demyttenaere et al 2000).

5.3.2. Monocyclic monoterpenes: limonene

The two enantiomers of limonene are the most abondant monocyclic monoterpenes in nature. They are
the major constituents of citrus essential oils and by-products of the citrus processing industry, amounting
to about 50 million kg year' (Schrader & Berger 2001). The biosynthesis of limonene and other
monoterpenes in plants was recently reviewed by Wise & Croteau (1999). Consequently, this terpene is
a very interesting substrate for the production of a variety of terpenoid flavor and fragrance compounds
and is probably one of the most studied in biotransformation research. Its biotransformation, especially
with regard to the regiospecificity of microbial biocatalysts, has known significant progress during the
past five years (van der Werf et al 1999, Chatterjee & Bhattacharyya 2001, Schrader & Berger 2001,
Duetz et al 2003). On the basis of literature, five different microbial biotransformation pathways for
limonene have been proposed (Fig 5).

Whereas earlier only regiospecific biocatalysts for the 1,2 position (limonene-1,2-diol) (Dhavalikar &
Bhattacharyya 1966) and the 8-position (¢-terpineol) (Abraham et al 1988) were available, recent reports
describe microbial biocatalysts specifically hydroxylating the 3-position (isopiperitenol) (van Dyk et al 1998),
6-position (carveol and carvone) (Duetz et al 2001a) and 7-position (perillyl alcohol, perillylaldehyde, and
perillic acid) (Duetz et al 2001b). Recently, a novel pathway by Xanthobacter sp. C20 has been described by
van der Werf et al (2001). This strain converted both enantiomers of limonene quantitatively into limonene-
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8,9-epoxide, a not previously described bioconversion product of limonene. More informations about this
topics are contained in an interesting and complete paper by Duetz et al (2003) who reviewed recent
progress in biotranformation of limonene by bacteria, fungi, yeasts and even plants.

\
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Figure 5: Microbial conversion pathways for limonene (adapted from van der Werf et al 1999)
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5.3.3. Bicyclic monoterpenes : a-pinene and B-pinene

Pinene, the principal constituent of turpentine, is one of the most popular bicyclic monoterpene
hydrocarbon, and has a great commercial importance as a raw material for several industries (Schrader
& Berger 2001). It has been known that - and B-pinenes can be hydrated and rearranged into bornane,
camphane, and p-menthane derivates in the presence of acid catalysis.

Research on microbiological transformation of o-pinene was initiated by Bhattacharyya and his colleagues
(1965) who reported that oxidation of this compound by the fungus Aspergillus niger yielded cis-
verbenol, verbenone and trans-sobrerol. Later, Draczynska et al (1985) reported the transformation of
both isomers by Armillariella mellae into verbenol, verbenone and 7-hydroxy o-terpineol (Figure 6).

The first metabolic pathway of a-pinene degradation was reported by Shukla et al (1968a, b) who
showed that a soil pseudomonad capable of utilizing a-pinene as sole carbon source metabolised this
compound to a wide variety of neutral and acidic compounds, including myrtenol, myrtenic acid, borneol,
perillic acid and B-isopropyl pimelic acid. Microbial oxidations of o-pinene accompanied by ring cleavage
were also demonstrated with Pseudomonas putida (Gibbon & Pirt 1971, Tudrozen et al 1977).

More recently, Yoo & Day (2002) have isolated a new soil pseudomonad strain able to transform both
o~ and B-pinene to several bicyclic and p-menthene derivates such as limonene and p-cymene

(Figure 7).
" OH
/"ns -verbenol

o -pinene \

cls-verbenol verbenone

CH20H
H
/%-OH OH
trans-sobrerol 7-hydroxy-alpha-terpineol

Figure 6 : Biotransformation of a-pinene by strains of Aspergillus niger and Armillariella mellae
(adapted from Draczynska et. al. 1985)



142 Enzyme Technology

Microbial catabolic pathways leading to acyclic compounds, isonovalal and novalal were described too
(Trudgill 1986, Trudgill 1994, Colocousi et al 1996). The route to aldehydes (Figure 8) starts with o-
pinene oxide (Best et al 1987; Griffiths et al 1987a) and is claimed by several patents (Harries et al 1989,
Burfield et al 1989). The initial double ring cleavage step is lyase catalysed, and the respective enzymes
from Nocardia sp P18.3 (Griffiths et al 1987b) and from Pseudomonas putida NCIMB 10684 (Ratledge,
1994) have been characterized. In a recent review, Zorn et al (2004) even proposed a complete degradation
pathway of o-pinene by Pseudomonas fluorescens NCIMB 11671. Recently, Fontanille & Larroche (2002),
have isolated a new pseudomonad strain, Pseudomonas rhodesiae PF1, able to growth on o-pinene as sole

o-Terpineol
OH

COOH
+
— - —

o-Pinene o «
Limonene Perillic acid

' / COOH

B-Pinene
-~ p-Cymene Cumic acid

Figure 7 : Degradation pathway of o and B-pinene by a strain of Pseudomonas PIN
(adapted from Yoo & Day 2002)

carbon source, and very efficient for production of isonovalal from o-pinene oxide. The best results achieved
allowed recovery of ca. more than 800 g/ organic solvent of isonovalal in 5 h operation, which is the most
efficient process to date in the area of terpene biotransformations (see later).
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6. PROCESSES OF PRODUCTION OF MOLECULES WITH FLAVORING PROPERTIES
BY BIOTRANSFORMATION: CASE STUDIES

Design, control and improvement of processes of production of molecules with property of flavors by

microorganisms can only result from a global approach integrating, in term of strategy of culture and

separation, the constraints imposed by the microorganisms used and those related to their environment,
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Oxzde lyase
CHO

Cis-2-Methyl-5- Trans-2-Methyl-5-
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isopropylhexa-2,5- isopropylhexa-2,5-
dienoic acid X dienoic acid
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COOH
P
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3-4 Dimethylpentanoic acid

Figure 8 : Proposed degradation pathway of a-pinene by Nocardia P 18.3 and Pseudomonas
fluorescens NCIMB 11671 (Best et al 1987; Griffiths et al 1987b). The same scheme is probably valid
for Pseudomonas rhodesiae CIP 107491 (Fontanille & Larroche 2002)



144 Enzyme Technology

and taking account of legislation. This part will give some recent results on the analysis of the biological
constraints, the characterization of the physicochemical environment and the determination of the limiting
steps at the time of the design or the operation of these processes. The production of methylketones,
alkylpyrazines and terpenoids will be used as illustration.

6.1. Production of methylketones

Methylketones formation from fatty acid by spores of Penicillium roquefortii was reported for the first
time in 1958. This pioneering work concerned the formation of heptanone-2 from octanoic acid. Since
this date, many works were devoted to this reaction and more generally to the formation of ketones in
CS5, €9, CI1, in consequence of their potential interest in the production of blue cheese flavors. The
general reaction is as follows:

R-CH,-CH,-COOH + O, ———> R-CO-CH, + CO,+ H,0

The process is aerobic and involves an enzymatic chain (7 reactions) whose first links are common to
the classical fatty acids -oxidation. It is possible to observe a reduction of ketones to alcohols, but this
reaction is strongly inhibited when the biotransformation is carried out in a simple synthetic medium.
The energy balance of the whole set of biosynthesis reactions to a methylketone shows that the system
is autonomous and thus likely to function with an output of biotransformation equal to 1, without
contribution of energy substrate (glucose), provided the ratio of rates of energy-rich intermediates
production to oxygen uptake - i.e. the P/O ratio is equal to or higher than 1. This can be achieved if the
oxygen transfer is sufficient so that the dissolved oxygen concentration is not limiting.

Table 6 recapitulates the series of the limiting steps which were met when designing and operating the
process of production of methylketones by P. roquefortii. It also shows how the process was changed
to be freed from these limitations.

Table 6: List of the limiting steps and improvements made to raise these limitations in the
case of biotransformation of fatty acids in methylketones

Limiting step Process improvement

Mycelial proliferation Use of spores as biocatalyst
Transfer of oxygen in the viscous medium

Substrate inhibition Controlled sequential feeding of fatty acid

Low solubility of ketones in aqueous medium
Stripping of ketones by the aeration gas Use of a biphasic organic solvent-water system

The organic solvent must obey the classical rules of choice of a solvent compatible with a microorganism.
The organic phase must thus have a high molar mass and a log,K,,, > 4. The solvent selected is a
heavy, isoparaffinic industrial solvent. The reaction medium was made up to 85% by this solvent and
15% (v/v) by the aqueous phase containing the spores. It was possible to obtain at the end of the
reaction approximately 80 to 100 g.L' of 2-heptanone with an apparent yield of 80%. One can also
obtain 20 g.L' 2-pentanone starting from hexanoic acid, or 60 g.L"' 2-nonanone starting from decanoic
acid (Larroche et al 1992). The ketones are recovered by simple distillation of the organic phase.
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6.2. Production of alkylpyrazines

Pyrazines are nitrogen heterocycles discovered during the 1960’s responsible for the taste and flavor of
roasts or roasted foods. It is in 1962 that one showed for the first time that microorganisms, especially
Bacillus subtilis, could produce alkylpyrazines (Seitz 1994). Their threshold of smell is relatively low
(about 500 pg.L! in water at 20°C) and they are produced in general in very small quantities. In this
example, the goal was to make maximum the dimethyl- and tetramethyl-pyrazines concentrations. The
limitations, here, were initially of biological nature and the research effort focussed on the determination
of culture medium composition and on the search for the precursors of these two pyrazines. The strain
chosen, Bacillus subtilis IFO 3013, was cultivated on a medium containing soya flour (5 to 10%, w/w).
The study of the bioconversion pathways showed that dimethylpyrazine was produced according to the
following stoichiometry:

2 threonine + 3/2 O, — dimethylpyrazine + 5 H,0 + 2 CO,
and tetramethylpyrazine according to:
2 acetoine + 2 NH, + 1/2 O, e tetramethylpyrazine + 5 H,0

The two pathways were distinct (Figure 9) and corresponded to two physiological states of the cells.
One could thus plan to separately maximize the concentrations of dimethyl- and tetramethyl-pyrazines,
or to obtain a given distribution of the two compounds in the reaction system. In addition, the precursors
of a pathway were inhibitors of the other one. Conversion of threonine into 2,5 dimethylpyrazine was
carried out by growing cells, while that of acetoin to tetramethylpyrazine was the fact of resting bacteria.
This information resulted in adopting a culture strategy in a reactor, with controlled pH, which was as
follows:

» addition of threonine at the beginning of a culture, possibly followed-up by sequential additions;
¢ then, addition of acetoin and ammonium in the formSf ammonium acetate.

This allowed to recover 4 g.L"' 2,5 dimethylpyrazine and 1 g.L."!, which were recovered by extraction
and distillation (Gros et al 1996, Larroche et al 1999). This process was patented by Sanofi-Bio-Industries,
now Degussa Flavors & Fruit Systems. It should be noticed that this patent claimed the possible use of
two microorganisms, Bacillus subtilis and Brevibacterium linens.

6.3. Production of isonovalal in a biphasic medium

Terpenes structures have been previously described. One of the difficulties encountered in their
biotransformations, particularly of mono- and sesqui-terpenes is partly due to their strong antimicrobial
activities. Compounds such as citral, geraniol, or thymol are respectively 5, 7, 5 and 20 times more
efficient that phenol. This is why a preliminary phase of biomass production is necessary before the
biotransformation itself. Two procedures can be used:

» the precursor is added directly to the culture medium at the end of a given time;

¢ Dbiomass is separated from the growth medium and then fed to the biotransformation medium,
which has a different composition. This solution makes it possible to adjust the b Hcatalyst
concentration.
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Isonovalal (Z-2-methyl-5-isopropyl-hexa-2,5-dien-1-al) is a molecule whose odor is described as “citrus,
spiced, timbered, resinous”. It can be obtained from a-pinene oxide by a rearrangement catalysed by a
specific decyclase produced by Pseudomonas rhodesiae PF1, which breaks the three cycles of
o-pinene oxide and gives an acyclic aldehyde (Figure 8).

One found in this process the constraints already quoted for the other treated examples: strict aerobic
microorganism, therefore requiring aeration during its growth; toxicity, significant volatility, and low
water solubility of the precursor; delicate strain storage. Nevertheless a process was proposed. It
included the following steps:

1. Preculture for the production of the inoculum used in the following phase.

2. Production of the catalyst. Growth occurred in an aerated stirred-tank reactor, in a complete medium
with o-pinene as the carbon source at 30°C. During growth, a-pinene caused the induction of
enzymes. Before end of growth, the medium was recovered, concentrated (25 g.L! of biomass) by
centrifugation and resuspended in a phosphate buffer (pH = 7.5). The suspension was frozen and
stored at -20°C until use.

3. Biotransformation step. It was carried out in a stirred-tank reactor, without aeration, in a biphasic
organic water-solvent medium. The volume ratio of the aqueous to organic phases was 1:1. The
organic layer initially contained 600 g.L"' o-pinene oxide, and a fed-batch technique was applied to
aprovide further precursor amounts. Cells were permeabilized before use by means of two
procedures. At first, the biomass was freezed and thawed, then treated by an organic solvent such
as diethylether or chloroform (5%, v/v) during one hour. This treatment allowed the enzymatic
activity to be recovered outside the cells, and the biotransformation was in fact carried out with a
crude enzymatic system.

One could obtain more than 800 g.L"! isonovalal in five hours, with a molar yield close to 80% (Figure
10). It is, at our knowledge, one of the most efficient process in the area of terpene biotransformations.

The development and optimization of production processes for molecules with aroma properties goes,
as for all the processes, through a fine analysis of limiting steps. As in the chemical or oil industry
processes, the study of catalyst - here biocatalyst - is of primary importance and its environment must
be controlled perfectly.

7. CONCLUSIONS

Optimization of a biotransformation process must take into account all components of the system, i.e.
the biocatalyst itself and environmental parameters. The first issue to address is the finding of the so-
called limiting step, which can be of biological or physical nature. In the first case, the biocatalyst has to
be improved by using techniques such as screening for a new microorganism or genetic engineering. In
the second one, it is an engineering problem, the aim being here to be sure to be able to express the full
biocatalytic activity in the system. It is, thus, an integrated, multidisciplinary issue that must optimize the
coupling between the biocatalyst, the reaction medium and the mode of operation. This approach, if
systematically used, would allow a better industrial development of this kind of operation for biomolecules
production.
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Figure 10: Time-course of a-pinene oxide (W), total products (@) and isonovalal (A) concentration
during a biotransformation of a-pinene oxide in a biphasic system (hexane/phosphate buffer, volume
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Enzymes as Tools for the Stereospecific
Carbon-Carbon Bonds Formation in
Monosaccharides and Analogs Synthesis

Jean Bolte, Virgil Hélaine, Laurence Hecquet and Marielle Lemaire

1. INTRODUCTION

The control of the absolute configuration of asymmetric centres is a major challenge in organic
synthesis. Among the advantages provided by the use of enzymes compared to chemical catalysts,
(regioselectivity, green chemistry conditions), stereospecificity is of special interest for carbon-carbon
bond formation. For this purpose, every enzymes acting in the biosynthesis of natural products could be
useful. However, up to now, only a few of them have led to preparative scale applications. Indeed, some
special characteristics are needed for an enzyme to be a good catalyst for organic synthesis: it has to
display a large substrate specificity to extend its application field; it is better if it is not dependent on a
coenzyme difficult to provide, like PEP, ATP, NAD or acetylCoA; and, moreover, it has to be available in
large amount. These requirements are not always easy to fulfil so that many potentially interesting
enzymes, especially those acting in the secondary metabolism, for the biosynthesis of terpenes, steroids,
alkaloids or antibiotics have been sligthly used. These last years, however, due to the progress of the
molecular biology technology, new enzymes have appeared in organic syntheses: cloning and
overexpression of the genes, easily provide large amounts of enzymes of high purity. Moreover,
mutagenesis methods allow to extend their substrate specificity, or to improve their stability in non
conventional conditions.

In this review, we will focus on C-C bond forming enzymes used for the synthesis of monosaccharides,
where the structure complexity is a major challenge. They catalyze nucleophilic addition reactions onto
aldehydes. They are aldolases belonging to the class of lyases, transferases or thiamine pyrophosphate
dependent ligases (Gigsen et al 1996, Machajewski et al 2000, Wymer & Toone 2000).

2. DHAP aldolases

Aldolases are enzymes which catalyze reversible or irreversible addition of a ketone (donor), here
dihydroxyacetone phosphate (DHAP) on an aldehyde (acceptor). Aldolases are classified in two groups
depending on their reaction mechanism. Type I aldolases, found mainly in plants and animals, are
activating the donor by forming a Schiff base intermediate. Type II aldolases need a Zn** cation in the
active site to facilitate enolate formation on the donor (Fig 1).

The most widely used DHAP aldolase is the fructose 1,6-diphosphate aldolase (FDP aldolase). This
enzyme is a key enzyme of the glycolytic pathway, reversibly catalyzing the clivage of fructose diphosphate
into two three carbon units, DHAP and glyceraldehyde-3-phosphate (G3P). In vitro, the equilibrium is
shifted to the condensation reaction and the enzyme creates the C3-C4 bond with (35,4R) stereochemistry.
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Fig. 1. Reaction mechanism for Class | and Class |l aldolases

The three other stereoisomers are accessible using other aldolases which are forming C3-C4 bond with
a specific stereochemistry (Fig 2).

Commercial FDP aldolase is extracted from rabbit muscle. Whitesides, who initiated the name RAMA
(for RAbbit Muscle Aldolase), published in 1983 together with Wong the first papers illustrating the
synthetic potential of this enzyme (Wong & Whitesides 1983). They have established that the enzyme is
very specific towards its donor substrate, tolerating only very close DHAP analogues but accepting a
large number of aldehydes as acceptors. Up to now, a great number of strategies for obtaining sugars
and analogues using RAMA catalyzed reaction for the stereochemistry control, have been published
(Fig 3).

Other FDP aldolases from plants or micro-organisms have been also proposed. The most promising has
been extracted from Staphylococcus carnosus. This enzyme belongs to type I aldolase and has Shown
the same stereospecificity and substrates tolerance as RAMA does. In addition the enzyme is remarkably
stable under the synthetic reaction conditions (pH and temperature). This powerful enzyme has been
cloned in E. coli (Zannetti et al 1999). Two other DHAP aldolases, rhamnulose-1-P and fuculose-1-P
aldolases are also of interest. These enzymes from micro-organism are difficult to produce from wild
strain so they were not used until they were cloned and overexpressed.
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Py i " OPOs* FET s [ opos®
OH OH OH OH
D-Fructose 1,6-diP \ / D-Tagatose 1,6-diP
FDP aldolase TDP aldolase
Z04P0. .
Fuc 1-P ald:)lase/ DHAP Rha 1-P aldolase
o 0 OH
20,0 LR 20,,0 . RJ\
. l R i ~ s : OH
OH OH OH OH

L-Fuculose 1-P L-Rhamnulose 1-P

Fig. 2. Stereospecificity of DHAP aldolases
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Fig. 3. FDP aldolase catalyzed syntheses

For chemical use, DHAP is required. But this unstable compound must be prepared just before being the
emzymatic reaction. The possible routes for DHAP preparation are depicted in Figure 4 (Ferroni et al
1999). The two first are improvement of the Colbran’s original strategy published in 1967. We have
proposed a method starting from dibromoacetone (Gefflaut 1997). DHAP can also be synthesized by
enzymatic reaction where L-glycerolphosphate is oxidized into DHAP by a glycerolphosphate oxidase
(Schoevaart et al 1999).

In Figure 5, some examples are illustrating syntheses via a DHAP aldolase. Among them, numerous
iminocyclitols as glycosidases inhibitors are found. Glycosidases are playing a role in different pathologies.



160 Enzyme Technology

O

\2!:!\ 0 OEt
OH j/\OH
HO\/FOJ HO\/}i o
OH EtO
DHA (dimer) 0

POCI,
Cl—P-OPh

e

) N
g OH OH
O° OPh
O
Ho\/U\/op
| |
oH o_ .0 é c£> o]
OH o 1 — —
—=—=Ho._L_OP PhO-P—O  Br CY
Ho._A_OH Ph OH Br Br Br
Fig. 4. Dihydroxyacetone phosphate (DHAP) syntheses
O OH 0 ,,wé,_ﬁm p OH O . \/:N QH QH 9 0,~ .
Loz f A . SR |
OH
T o
HO
H
HO HO  OH .
..... ~OH j—— HO™~ \/N/ . ;j 0. OH
HO/,,(/ “OH HO ‘/ \rAOH \ / NHAC to \/\R
()‘.‘t / \ }r{ = OH ) ‘{ 0‘
M ~~,\N,,» HO ,E
u H HO OH
H
-~ s MRS
HO \\: NHAc
o/
HO OH

biuld by the enzyme, in the biue frame the glycosidase inhibitors.

Fig. 5. Compound provided by DHAP aldolase catalysis: in blue pattern form DHAP, in red, the bond



Enzymes as Tools for the Stereospecific Bonds Formation 161

Effenberger (Ziegler et al 1988) and Wong (Pedersen et al 1988), who respectively initiated this work,
have published the first papers on deoxynojirimycin and deoxymannojirimycin syntheses, demonstrating
by this way that DHAP aldolases are one of the most versatile tools to prepare Such compounds.

3. PYRUVATE ALDOLASES

Different recent reviews have been published about pyruvate aldolases (Augé & Crout 1998, Augé &
Gautheron-Le Narvor 1997). Pyruvate aldolases have been used for obtaining a-ketoacids with 2-oxo-
3-deoxyulosonic acid skeletons (heptulosonic: DAH, octulosonic: KDO, nonulosonic: KDN or N-
acetylneuraminic acid: sialic acid). In vivo, these enzymes are working in the degradation way, whereas
phosphoenolpyruvate aldolases (belonging to ligase class) give the same products using a biosynthetic

o] 0 OH Pyruvate aldolase
Jo, (KDO aldolase) O OH OH
‘00C + : -— ] :
: OH ny 00C : OH
OH OH in vitro S OH

| H Phosphoenolpyruvate aldolase O OH OH
"00C + : op (KDO 8P synthetase) _

- 00C OoP

OH OH 5H OH

Fig. 6. Aldolisation reactions from pyruvate

pathway (Fig 6). These latter are less often used due to their low substrate specificity.

Commercially available N-acetylneuraminic acid aldolase (sialic acid aldolase) was the first studied. Like
most aldolases, it’s very specific for the donor substrate (here pyruvate) and able to accept many
aldehydes. The first enzymatic synthesis of sialic acid was carried out by David and Augé (Augé et al
1984). Other syntheses of this compound or analogues were published (Fitz et al 1995) (Fig 7).
Surprisingly, the stereospecificity of this enzyme depends on the aldehyde substrate used: if C3 is of
natural configuration (S), carbonyl attack is performed on the si face rising to a new asymmetric center
of S configuration whereas attack takes place on the re face in the other case.

KDO aldolase leads to ulosonic acids of 4R configuration on reaction with its natural substrate, D-
arabinose, as well as with D-ribose, D-xylose, D-lyxose and L-arabinose (Fig 7). Aspergillus terreus
whole cells were used for preparative purposes. KDPG aldolase, having the same stereospecificity for
the newly created C4 asymmetric center, was also used in organic synthesis (Henderson et al 1998).

4. THIAMINE PYROPHOSPHATE DEPENDENT ENZYMES (SPRENGER & POHL 1999,
SCHORKEN & SPRENGER 1998).

Enzymes using thiamine pyrophosphate (ThDP) such as o-ketoacid decarboxylases, first subunit (E1)

of o-ketoacid dehydrogenase complexes, transketolase and acetolactate synthase catalyze both C-C

bond cleavage and formation. In the condensation way, these reactions are biological equivalents of

aldehydes coupling reactions catalyzed by thiazolium salts (Fig 8).
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Fig. 8. Coupling reaction catalysed by thiazolium salts

The carbanion obtained by deprotonation of ThDP reacts with the carbonyl group of a a-ketoacid (case
of decarboxylases, transketolases) or a ketol (case of transketolase). After decarboxylation, the carbanion
thus obtained can evoluate in three different ways: a) be protonated (rising to a new aldehyde:
decarboxylation reaction) ; b) be transferred to another subunit (rising to a carboxylic acid — case of a-
ketoacid dehydrogenase complexes) ; ¢) be added to an aldehyde to lead to a ketol (which is the
transketolase reaction) (Fig 9).

It’s noteworthy that, for decarboxylases, protonation is the “normal” biological reaction and that ketol
formation is a side reaction (they are so called lyases because there is a C-C bond cleavage), whereas for
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transketolase, although it’s using a-ketoacid substrate which is decarboxylated, C-C bond cleavage is
followed by formation of a new C-C bond, so it’s belonging to transferase class of enzymes.

5. TRANSKETOLASE (TK)

This enzyme has led to many applications for 15 years. Although its activity towards unnatural substrates
(unphosphorylated aldoses) has been noted since 1955, we first proposed its use for preparative scale
syntheses of ketoses and analogues (Bolte et al 1987). For synthesis, we often used spinach enzyme
extracts, easy to isolate. Enzyme from yeast was also used, we have started to produce and use it after
its overexpression (André et al 1998). Transketolase from E. coli has also been overexpressed and is a
versatile tool for organic chemistry.

Transketolase transfers o-hydroxyacetyl group from either hydroxypyruvate or a ketose on a 2R
configuration o-hydroxyaldehyde (in vivo erythrose-4-phosphate) leading to a ketose with (3S,4R)
configuration, found in fructose. Giving compounds with the same stereochemistry as these obtained
with FDP aldolase, transketolase is an interesting alternative for obtaining a ketose with n carbons, FDP
aldolase will need a n-3 carbons aldehyde whereas TK will need a n-2 one. Depending on the ease of
getting the aldehydes, and on the enzyme activities towards these particular substrates, one or the other
possibility will be retained (Fig 10).
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Fig. 10. Transketolase (TK) and fructose-1,6-disphosphate aldolase (RAMA) are complementary tools

Few syntheses carried out using TK are reported in Figures 11 and 12.

In these syntheses, hydroxypyruvate has been used in almost each case instead of a ketose donor
because in that case the reaction becomes irreversible. The enzyme is enantioselective towards -
hydroxyaldehyde acceptor, which accordingly can be employed as a racemic mixture for kinetic resolution.

6. a-KETOACID DECARBOXYLASES AND DEHYDROGENASES
Pyruvate decarboxylase (PDC) has been the most studied enzyme for C-C bond formation. Obtaining
(R)-phenylacetylcarbinol from benzaldehyde and glucose with yeast is one of the oldest industrial
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Fig. 11. Transketolase (TK) catalyzed syntheses
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bioconversion reaction: it was performed for synthesis of ephedrine (Fig 13) (Hildebrandt & Klavehn 1932,
Idin et al 1998).

This reaction consists of an acetyl group transfer from pyruvate obtained during fermentation process
to benzaldehyde, catalyzed by pyruvate decarboxylase. Baker’s yeast (Saccharomyces cerevisiae) was
widely used as catalyst in this reaction. Nevertheless, the presence of other enzymes, particularly alcohol
dehydrogenase, leads to by-products. The way of solving this problem is a good example of biocatalysis
development: obviously in this case, purified PDC is required. PDC was isolated from many sources:
yeasts, fungi, bacteria or plants. The enzyme from Zymomonas mobilis has many advantages considering
enzyme stability and activity. But, for ligase activity, it is less powerful compared to S. cerevisiae
homolog. A comparison between structures of these two enzymes showed that the residue 392 is an
alanine in PDC from S. cerevisiae whereas it is tryptophane in Zymomonas mobilis one. Mutating Trp
392 into Ala or Ile has given a carboligase activity four times higher without lowering neither catalytic
activity nor stability (Idin et al 1998).

Other aromatic aldehydes were also substrates in this reaction (Fig 13).

7. INCREASING SUBSTRATE SPECIFICITY OF A GIVEN ENZYME BY MUTAGENESIS
Determining crystalline structure of an enzyme allows to know which aminoacid residues are present in
the active site, enabling to have an idea on their respective role in the formation of the enzyme-substrate
complex and in the reaction itself. Replacing a residue by another using mutagenesis is a routine task for
molecular biologists. Thus, by this technique, the type of reaction catalyzed, the reaction stereospecificity
or the substrate specificity can be modulated.

Yeast transketolase, the enzyme we used, was crystallized and its structure analyzed by Schneider and
Coll. The structure showed that Asp177 could interact with the hydroxyl group in the second position of
the acceptor aldehyde and therefore could be responsible for enantioselectivity of the enzyme towards
substrate with 2R configuration (Fig 14). Avoiding this interaction could enable the enzyme to catalyze
reactions with 2§ configuration substrates and thus could lead to ketoses with (35,4S) configuration
(the same as D-tagatose). Mutation of Asp477 to Ala was carried out and confirmed our hypothesis: the
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enzyme has lost its enantioselectivity, but its efficiency was lowered 100 times, limiting its use for
synthetic applications (Nilsson et al 1998, Hecquet et al 2001).

This loss of activity is very often occurring during site-directed mutagenesis experiments. This was due
to other modifications hard to foresee. Most of the modifications enabling to improve efficiency of an
enzyme were obtained by random mutagenesis also called directed evolution (Arnold 1998, Bornschener
& Pohl 2001).

In this technique, the modification is carried out in vitro randomly on one or two nucleotides in the
enzyme gene. Mutated genes are introduced in E. coli cells and library of clones was thus obtained, able
to express a modified protein. A screening test is then achieved on this library enabling to select the cell
expressing the enzyme with the best improvement. This mutant will be submitted to another cycle of
mutation and so on till obtaining a satisfying enzymatic activity.

This method is suitable if the screening test is efficient to select the right clones over thousands obtained
each generation. It was used recently on a pyruvate aldolase (Fong et al 2000): 2-oxo0-3-deoxy-D-
phosphogluconate aldolase (KDPG aldolase) which was very specific for D-glyceraldehyde, but was
able to catalyze reaction of L-glyceraldehyde leading to sugars from the L series (Fig 15).

More recently, the N-acetylmeuraminic aldolase has been altered to improve its catalytic activity towards
enantiomeric substrates including N-acetyl-L-mannosamine and L-arabinose to produce L-sialic acid and L-
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KDO the mirror-image sugars of the corresponding natural D-sugars (Figs 16 and 17) (Wada et al 2003).

8. EXPLORING THE BIODIVERSITY TO FIND NEW CATALYSTS
Progress in screening methods to find new microorganism, new biotechnological tools to produce
enzymes slightly expressed, as well as the decoding of the genome of many species will allow new

enzymes to emerge as useful catalysts for enzymatic synthesis. Three recent examples from the literature
look promising (Fig 18).
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A few years ago, Rohmer and Sahm groups showed that 1-deoxyxylulose-5-phosphate is the isopentenyl
pyrophosphate in various organism, which consequently did not use the mevalonic acid pathway (Rohmer
et al 1996, Putra et al 1998)

Studying this new way, Sprenger and Coll (Sprenger et al 1997, Taylor et al 1998) found in E. coli a
hithérto unknown enzyme which catalyzes the formation of 1-deoxy-ketoses from pyruvate and an
aldose. It is a thiamine pyrophosphate enzyme closely related to transketolase.
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Fig. 18. New found enzymes : Deoxy-xylulose phosphate synthase, fructose-6-phosphate aidolase,
and 6-oxo-norcamphorhydrolase

More recently, the same group discovered in the E. coli genome a non-expressed sequence, with a
strong analogy with the transaldolase gene. After cloning and expression of this gene, they have shown
that the protein produced had a fructose-6-phosphate aldolase activity, allowing the reversible condensation
of dihydroxyacetone onto glyceraldehyde phosphate (Schiirmann 2001). This new enzyme could be an
attractive alternative to FDP aldolase for the synthesis of fructose analogs.

The last example is a 6-oxo-camphorhydrolase found on a Rhodococcus sp. grown on (+)-camphor as
a sole carbon source. Camphor metabolisation pathway provides 6-oxo-camphor which undergoes a
retro Claisen reaction leading to optically pure o-campholinic acid, so carrying out the desymmetrisation
of 6-oxo-camphor. The enzyme responsible for this reaction has been overexpressed in E. coli and used
for the desymmetrisation of various meso bicyclic -diketones (Grogan et al 2001).
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9. PRODUCING A CATALYTIC ANTIBODY

The catalytic antibody concept which has been developed quickly from the initial works of Schultz and
Lerner (Schultz 1989, Schultz & Lerner 1995) led in the last years to new enzymes really useful for
synthetic purposes. When an antibody is directed against a hapten which presents a structure mimicking
the transition state of a given reaction, this antibody can be able to catalyse this reaction, since, having
a better affinity for the transition state than for the fundamental one, it decreases the activation energy of
the reaction. This concept was applied to aldolases (Reymond et al 1995, Barbas I1I et al 1997, Hoffmann
et al 1998). In the works summarized in the Figure 19, antibodies recognising a diketone were produced.
The selected antibody reacts with the diketone, by a lysine residue, leading to a Schiff base. The imine-
enamine tautomery gives a structure very close to the reaction intermediate observed for class I aldolases
(Fig 1). This antibody showed a surprising ability to catalyse stereospecific aldolisation reactions between
ketones like acetone, hydroxyacetone or cyclopentanone and aldehydes, especially aromatic or unsaturated
ones. These antibodies are also able to resolve racemic 3-aldols, by catalysing a retro-aldolisation reaction
onto only one enantiomer.
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Fig. 19. Catalytic antibodies

10. CONCLUSIONS

For the last twenty years, enzymes have appeared to be useful tools for the obtention of chiral structures
by organic synthesis, and very important results have been gained for the carbon-carbon bond formation.
Chemists have learned how to exploit the stereospecificity of available enzymes, and tried to extend their
usefulness, looking for new natural substrate analogs. The most spectacular progress have been provided
by the interactivity of chemists and biologists, and there is no doubt that new important results will
appear in the future for academic works as well as for industrial applications.
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Enzymes Engineered for New Reactions-
Novel Catalysts for Organic Synthesis

Per Berglund

1. INTRODUCTION

Enzyme catalysis is an established powerful synthetic tool in the synthesis of complex compounds with
precise and defined stereochemistry. Enzymatic processes are environmentally benign acting at ambient
temperature and pressure, and many enzymatic reactions are possible to carry out in an aqueous reaction
medium. Bridging the gap between molecular biology and synthetic chemistry is now a productive
success in many chemistry laboratories worldwide. This has revolutionized the field of organic synthesis
and much effort is being focused on tailoring enzyme catalysts in terms of stability and specificity. The
progres can be seen in the area of enzyme redesign where new chemical reactions are created in the
enzyme active site. These enzymes with engineered reaction specificity are of great interest in organic
synthesis. Examples of this from various enzyme classes, such as the pyridoxal phosphate enzymes,
thiamine diphosphate enzymes, and hydrolases will be discussed in this chapter.

1.1 Enzymes in Organic synthesis

Enzyme-catalyzed synthesis in a non-aqueous reaction medium is a standard synthetic tool in chemistry
laboratories and there is extreme progress implementing enzymatic processes in multistep industrial organic
synthesis (Roberts 1999, Faber 2000, Liese et al 2000, Lye et al 2002). The use of a non-aqueous reaction
medium for an enzyme was considered to be a non-conventional process only twelve years ago (Tramper et
al 1992). The principle of using modified substrates and substrates different from the natural substrate for an
enzyme process was not standard in those days but are conventional processes today (Vulfson et al 2001).
Now, the progress of the field has shifted from substrate- and medium engineering. Modern enzyme technology
now offers the opportunity to alter the reaction mechanism by which a certain enzyme catalyses the
transformation of its natural substrate so that a reaction, which is non-natural to the particular enzyme, can
occur. This is a process that can be considered non-conventional today in the field of applied catalysis, but
is a very powerful strategy to generate new enzyme catalysts for chemical transformations that are difficult
in organic synthesis and where potent alternatives are needed.

1.2 Engineering reaction specificity

The opportunities that biotechnology offers in terms of redesigning and adapting enzymes for a predefined
task is a challenging and exploding field today, which creates new powerful catalysts for applied chemistry
(Hult & Berglund 2003). The engineering of new catalytic activities into an existing enzyme, i.e. alteration
of reaction mechanisms of enzymes to catalyze formation or breaking of new bonds, is perhaps the
most challenging area in this field. Engineering of new catalytic activities is the “Holy Grail” of enzyme
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redesign (Penning & Jez 2001). A new enzyme variant with a new catalytic activity is said to possess
“altered reaction specificity”, a term defined by Graber et al (1999) as a new catalytic activity not
inherent in the wild type and a suppressed original activity to a level significantly below that of the
new one. One of the early examples of this is the engineering of subtilisin (EC 3.4.21.62) for
synthesis of peptides in water (Abrahmsén et al 1991). This study illustrates the power of rational
design and that careful changes of an active site based on good knowledge of both the three-
dimensional structure and the mechanism of an enzyme can lead to impressive and useful changes.

There are in principle three possible routes to alter a pre-existing enzyme activity into a new one (Cedrone
et al 2000). These are (i) change of substrate specificity, (ii) reinforcement of a promiscuous reaction,
and (iii) change of enzyme mechanism. The latter implies engineering of the reaction specificity (Graber
et al 1999). Some examples of reinforcement of promiscuous reactions and engineering of reaction
specificity will be discussed below.

2. PROTEIN ENGINEERING STRATEGIES

2.1 Reactions with pyridoxalphosphate dependent enzymes

Pyridoxal-5'-phosphate (PLP) from vitamin B, (pyridoxine) is a cofactor utilized by nature in a wide
variety of chemical transformations catalyzed by enzymes with diverse reaction mechanisms (John
1995, Paiardini et al. 2003), (Scheme 1). The formed protonated PLP-imine functions as an “electron
sink” to facilitate any elimination at the o-carbon of the amino acid substrate. The resulting a-
carbanion electrons are then delocalized all the way to the pyridinium nitrogen in a quinonoid
structure. Although PLP enzymes use similar reaction mechanisms there are generally only two
conserved amino acid residues among the various enzymes; the lysine bound to the cofactor in the
resting state (Momany et al. 1995), and either an aspartate or glutamate (as in transaminases)
hydrogen-bonded to the protonated pyridinium nitrogen, or alternatively an arginine (as in racemases)
coordinated to the unprotonated pyridine nitrogen. There is usually also an arginine residue bound
to the a-carboxylate group (John 1995). The position of this arginine is important in directing the
reaction to either deprotonation or decarboxylation.
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Scheme 1. The common first steps in the mechanism of PLP enzymes leading to a quinonoid
intermediate. In decarboxylases the o-carboxylate leaves the a-carbon of the imine (route a). In
racemases, transaminases and B-decarboxylases, the a-proton leaves (route b). In serine
hydroxymethyl transferase, a retro-aldol reaction produces formaldehyde (route c).

The protein part of each different PLP enzyme directs the catalytic properties of PLP so that only
one single reaction proceeds with unique substrate specificity. The basis behind this was
rationalized for the PLP enzymes already in 1966 (Dunathan 1966) and it was suggested that
the bond that breaks must lie in a plane orthogonal to the plane of the PLP-imine n-electrons
for maximal o-m-orbital overlap (Fig 1). The enzymes control the orientation around the o-
carbon-imine nitrogen 6-bond by restricting its rotation by a positively charged amino acid
residue, often an arginine, which forms a salt bridge to the carboxylate group. Depending on
where this positively charged residue is located in the 3D structure of the enzyme, the enzyme
catalyzes either a-deprotonation, o-decarboxylation, or o-dealkylation.

OPO52
N
[ the a-proton

]

—_— ’y I\h/

HN® cO " 2 ’
A nfen, O Qoo

HC O H R the a-proton (L"\;

_—

planar

Figure 1. View of the planar aromatic pyridinium ring system, from above (left) and from the side
(right), showing the orthogonal orientation of the a-proton on the stereocenter of an L-amino acid
necessary for a-deprotonation. In order for c-deprotonation to occur, the proton has to be locked in an
orthogonal orientation by the enzyme (racemase, transaminase or -decarboxylase). In a-decarboxylation,
the a-carboxylate is locked in an orthogonal fashion (decarboxylase) or in o-dealkylation, the R-group
is locked orthogonal (such as in serine hydroxymethyl transferase) (Dunathan 1966).

When an amino acid is heated with PLP in the absence of enzyme, both a-decarboxylation and oi-racemization
products, among others, can be found. Recently, Breslow’s group synthesized modified pyridoxal phosphate
analogs in order to block the transamination activity in preference to racemase activity in transformations of
amino acids without an enzyme (Liu & Breslow 2001). They found that transamination activity, i.e. re-
protonation of the quinonoid intermediate at the 4' position, is favored when the pyridine nitrogen is protonated,
and that racemization, i.e. re-protonation of the quinonoid intermediate at the a-position, is favored in the
unprotonated case. This agreed well with the enzymes aspartate aminotransferase (EC 2.6.1.1) versus
alanine racemase (EC 5.1.1.1), where in the former case the protonated pyridinium nitrogen is hydrogen
bonded to an aspartate carboxylate group, and in the latter case the unprotonated pyridine nitrogen is
hydrogen bonded to a weakly acidic arginine (Scheme 1).

2.1.1 Transamination
The enzyme alanine racemase (EC 5.1.1.1) from Bacillus stearothermophilus is a PLP enzyme. A
double active-site mutation of this enzyme altered its reaction specificity from racemization to D-amino
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acid transamination (Yow et al 2003). The pyridinium nitrogen of the cofactor is hydrogen bonded to
arginine 219 in this alanine racemase and the corresponding residue in the amino transferases is a
carboxylate. Consequently, mutation of arginine 219 into glutamate resulted in a 5.4-fold increase in the
forward half transamination activity with p-alanine and a thousand-fold decrease in the racemase activity.
A second mutation, Tyr265Ala, completely eliminated the racemase activity. This study demonstrates
the importance of the residue coordinated to the pyridinium nitrogen for controlling the reaction specificity
of PLP enzymes.

Enantiomerically pure amines are very important building blocks in organic synthesis. Interestingly, a
promiscuous reaction of a PLP wild type enzyme has been found where amines react (Shin & Kim
1997, Shin & Kim 2001, Shin et al 2001). This enzyme is a transaminase obtained from a number of
different microorganisms (EC 2.6.1.18). The fact that an amine is a substrate shows that the first step
in the reaction mechanism, removal of the o-proton, is possible without the a-carboxylate present in a
natural amino acid substrate of a PLP enzyme. A number of amines in high stereoisomeric purity were
prepared with this enzyme both in the stereoselective synthesis mode leading to S-amines (> 99% ee)
through enantioselective amination of ketones (Shin & Kim 1999), and in the Kinetic resolution mode
leading to R-amines (>95% ee) in a biphasic aqueous-organic solvent to avoid inhibition by the
acetophenone product (Shin & Kim 1997), Scheme 2.
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NH, . 0
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CO,H ~>COo,H
(Rac)-1-phenylethyl amine (R)-1-phenylethyl amine L-Ala

Scheme 2. The stereoselective synthesis mode of an S-amine (Shin & Kim 1999) and the kinetic resolution
mode of a racemic amine (Shin & Kim 1997).

2.1.2 B-Decarboxylation

L-Aspartate-B-decarboxylase (EC 4.1.1.12) is a PLP enzyme catalyzing decarboxylation at the 4-position
of aspartate to form L-alanine in nature (Rosenberg & OLeary 1985), Scheme 3. The high similarity
allowing for the possibility to switch reaction specificity between PLP enzymes has been elegantly
demonstrated by Christen and collaborators (Graber et al 1995, Graber et al 1999). They introduced the
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L-aspartate-B-decarboxylase activity into the enzyme aspartate aminotransferase (EC 2.6.1.1). The
transamination activity of a triple active-site mutant decreased 18000-fold compared to the wild type
and the new B-decarboxylase activity increased 1300-fold (k_, = 0.08 s™') from the wild type to a level
eight times higher than the remaining transamination activity (Graber et al 1999). This work is a good
example of a true modification of enzyme reaction specificity.

o NH, aspartate-f— NH;
0.C. decarboxylase -
LiNeg, ——= ~Neo;  *+ co,
L-Asp L-Ala
o NH, 0 aspartate- NH, o (0]
: aminotransferase :
OQC\/\CO(;) + @OZC/\)LCO? phiibhhatbitbitirdy eozc/\/\co? + OzC\)J\COGZD
L-Asp 2-oxoglutarate L-Glu oxaloacetate

Scheme 3. The L-aspartate-f-decarboxylase activity engineered into aspartate aminotransferase (upper
part). The natural activity of aspartate aminotransferase is shown in the lower part.

2.2. Carbon-carbon bond forming reactions

The stereoselective formation of new carbon-carbon bonds is of special interest to synthetic chemists.
Enzymes catalyzing such reactions are therefore very important and this area has recently been reviewed
by Breuer & Hauer (2003). The earliest commercialized example of a modified enzymatic reaction is

found in this group of reactions, namely the formation of an acyloin catalyzed by a decarboxylase
enzyme (Neuberg & Hirsch 1921).

2.2.1 Thiamine diphosphate dependent enzymes

Pyruvate decarboxylase (EC 4.1.1.1) is an enzyme utilizing thiamine diphosphate, from vitamin B,
(thiamine), as a cofactor to catalyze decarboxylation of pyruvate in nature. It has been used commercially
for a long time for the production of (R)-phenylacetyl carbinol, a precursor of important drugs such as
L-ephedrine, pseudoephedrine and norephedrine. This process was discovered by Neuberg & Hirsch
(1921) and is a carbon-carbon bond forming reaction called acyloin (o-hydroxyketone) condensation
which is not a natural reaction for the enzyme. The process was commercialized already in 1932 and is
said to be the first chiral biotransformation process commercialized (Engel et al 2003). It is a fermentative
process using the yeast Saccharomyces cerevisiae, glucose and benzaldehyde. The presence of
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benzaldehyde directs the reaction to the carboligation product instead of the natural decarboxylation
product acetaldehyde (Han¢.& Kaka¢ 1956), Scheme 4.
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Scheme 4. The reaction mechanism of pyruvate decarboxylase (R! = CH, for pyruvate). The benzaldehyde
present (R? = phenyl) traps the formed enamine intermediate and an acyloin is formed instead of the
natural formation of acetaldehyde.

Scheme 5. Natural reaction of acetolactate synthase forming an S-acetohydroxy acid. R' = CH, (pyruvate)
or CH,CH, (o-ketobutyrate) (Engel et al 2003).

An alternative process for production of (R)-phenylacetyl carbinol was developed by Engel et al (2003)
using the isolated thiamine diphosphate enzyme acetolactate synthase (EC 4.1.3.18) from Escherichia
coli. In contrast to pyruvate decarboxylase, the natural reaction of acetolactate synthase actually is
carbon-carbon bond formation through condensation of pyruvate with another pyruvate or with o-
ketobutyrate, but not condensation of pyruvate with aldehydes similar to the acyloin condensation of
pyruvate decarboxylase (Scheme 5).
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Three isoenzymes of acetolactate synthase were found, overexpressed and purified and their potentials
for (R)-phenylacetyl carbinol production from pyruvate and benzaldehyde were investigated (Engel et al
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2003). Two mutants of isoenzyme II were created. One of these, Met250Ala, suppressed the natural
product acetolactate in favor of (R)-phenylacetyl carbinol. The other mutant, Trp464Leu, showed
a low sensitivity to accumulation of the product (R)-phenylacetyl carbinol. All three isoenzymes
and the two mutants investigated showed excellent stereoselectivity and the product was obtained
with more than 97% ee. The enzymes showed broad substrate specificity. Both substituted
benzaldehydes and other aromatic aldehydes have been explored. Acetolactate synthase has therefore
a high potential to become a versatile and stereoselective carbon-carbon bond forming catalyst
suitable for practical use.

2.2.2 Hydrolases

Serine hydrolases belong to the o/B-hydrolase fold superfamily of enzymes. This is an example of
a superfamily with conserved mechanistic features that catalyze a wide variety of different reactions
in nature (Ollis et al 1992, Holmquist 2000). Such a superfamily provides strong evidence for the
important role of divergent evolution (Babbitt & Gerlt 1997, O’Brien & Herschlag 1999), and the
potential to alter reaction specificity of such enzymes is therefore high. Serine hydrolases have
been the major enzyme class used in organic synthesis (Bornscheuer & Kazlauskas 1999), and
among them lipases are the enzymes most extensively studied.

Many lipases show broad substrate specificity, high stability in organic solvents and excellent
stereoselectivity. They catalyze acyl transfer reactions of various esters and carboxylic acids and
are frequently used in preparative synthesis for kinetic resolutions of racemates (Berglund & Hult
2000, Bornscheuer et al 2002). For this purpose, numerous engineering studies have been made in
order to improve lipase enantioselectivity (Berglund 2001, Bornscheuer 2002, Reetz 2001). We
recently explored the possibility to rationally engineer a lipase scaffold to catalyze new reactions
such as aldol additions with the hope to obtain a catalyst with all advantages of a lipase including
broad substrate acceptance range and high stability in an organic solvent (Branneby et al. 2003).
Candida antarctica B lipase (EC 3.1.1.3) is one of the most well-studied lipases (Rotticci et al
2001). Its reaction mechanism is shown in Scheme 6 for a hydrolysis (R* = H), or transesterification
(R* # H). In the first steps (acylation of the enzyme), the active-site serine 105 is activated by
histidine 224 and aspartate 187 and attacks the carbonyl carbon of the substrate acyl donor forming
a tetrahedral intermediate which is stabilized by three hydrogen bonds in an oxyanion hole formed
by the side chain of threonine 40 and the backbone amide protons of threonine 40 and glutamine
106. The leaving group then leaves and an acyl enzyme is formed. The subsequent steps (deacylation)
are similar leading to the product after deacylation of the enzyme by a second nucleophile.
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Scheme 6. The mechanism of Candida antarctica lipase in acyl transfer reactions. R', R?, or R* can be a
chiral entity.

Ab initio calculations on a minimal model system suggested that an aldol addition reaction would be possible,
where the histidine acts as a general base abstracting a o-proton from a substrate carbonyl compound. The
resulting enolate is stabilized in the oxyanion hole and then reacts with a second carbonyl compound leading
to an aldol product after proton transfer from the protonated histidine (Scheme 7), (Branneby et al 2003).
Mutants were then created with the active-site serine 105 replaced. These mutants lack the nucleophilic
feature of the active site but the histidine 224 and the electrophilic oxyanion hole still remains.
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Scheme 7. The mechanism of an aldol reaction catalyzed by the mutant Ser105Ala of Candida antarctica
lipase B. R' = n-butyl and R* = H in the case of hexanal as Substrate 1 and Substrate 2 (Branneby et al 2003).
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The reaction was studied in cyclohexane with a number of aldehydes and ketones and the reaction rates
were found to be in the same range as those of catalytic antibodies. Wild type lipase expressed some
aldol addition activity, yet lower than that of the Ser105Alamutant. Moreover, the Ser105Ala mutant had
no measurable hydrolase activity. Lipase inhibited with the covalent inhibitor methyl p-nitrophenyl n-
hexylphosphonate (Rotticci et al 2000) was completely inactive confirming that the active site is necessary
for the reaction (Branneby et al 2003). This study shows the catalytic plasticity of an enzyme and
demonstrates the advantages of a lipase (broad substrate specificity and stability in organic solvent)
being utilized for a new reaction such as an aldol addition.

Reactions involving enolate intermediates have been studied with serine hydrolases before. In 1986,
Kitazume and collaborators showed that conjugate addition reactions can be catalyzed by the wild type
enzymes o-chymotrypsin (EC 3.4.21.1), porcine liver esterase (EC 3.1.1.1), and Candida rugosa lipase
(EC 3.1.1.3) (Kitazume et al 1986). The reactions studied were Michael-type additions of thiols, amines
and alcohols on a o, B-unsaturated carboxylic acid.

2.3. Nitrile hydrolysis

Nitriles are important intermediates used in organic synthesis. They are generally quite resistant to
chemical hydrolysis, but are hydrolyzed in nature by enzymes from either of the two classes nitrile
hydratase (EC 4.2.1.84) or nitrilases (EC 3.5.5.X). Nitrile hydratase produces the amide that can be
further hydrolyzed to the corresponding carboxylic acid by an amidase, whereas a nitrilase directly
yields the carboxylic acid. Nitrile hydratase has been successfully used industrially for production of
acrylamide (Kobayashi et al 1992). The group of Ménard has demonstrated an alternative for nitrile
hydrolysis in the installation of nitrile hydratase activity into the cysteine protease papain (EC 3.4.22.2)
(Dufour et al 1995), an enzyme well studied under a wide range of reactions conditions and known to be
active in organic solvents
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Scheme 8. Hydrolysis of peptide nitriles by the papain mutant Gln19Glu. The nitrile hydratase activity of
the mutant hydrolyzes the thioimidate to the amide which is hydrolyzed by the amidase activity of the
mutant. R' = H or CH,. (Dufour et al 1995).

Peptide nitriles are reversible inhibitors of cysteine proteases (Thompson et al 1986). They react with
the active-site cysteine to form thioimidates. The structure of a thioimidate resembles that of the acyl
enzyme intermediate in the natural hydrolysis reaction of papain, where the carbonyl oxygen is hydrogen
bonded in the region termed the “oxyanion hole”. This consists of two hydrogen bond donors on the
backbone amide nitrogen of cysteine 25 and the side chain amide of glutamine 19. Similar to a natural
substrate, the nitrogen of the thioimidate was assumed to be bound in the oxyanion hole of papain.
Hydrolysis of a thioimidate in solution is acid catalyzed suggesting that a protonated thioimidate is more
reactive. The new activity was therefore installed by introducing an active-site residue that could provide
a proton in the oxyanion hole vicinity. Consequently, the single mutation Gln19Glu caused a dramatic
increase in the hydrolysis rate of the thioimidate to the amide at pH 5, as reflected by the more than 10°-
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fold increase in k_,. The mutant had an unchanged amidase activity which led to immediate hydrolysis

of the formed amide to the acid as the final product (Dufour et al 1995), Scheme 8.

This is the product that would be obtained from a nitrilase. The difference between a nitrilase and the papain-
GIn19Glu mutant is that no amide is generated in a nitrilase reaction. The papain mutant was active also in an
aqueous organic reaction medium, containing up to 50% acetone, on aromatic nitriles that contained a
peptide-like bond (Versari et al 2002). The reaction has recently been investigated by molecular dynamics
simulations on the nanosecond scale confirming protonation of the thioimidate by Glu 19 as the key reason
for the nitrile hydratase activity of the papain-Gln19Glu mutant (Reddy et al 2002).

3. CHEMICAL MODIFICATION STRATEGIES

Rational redesign through site-directed mutagenesis and evolution through random mutagenesis methods
constitute powerful strategies for altering reaction specificity of enzymes. However, work on altering
enzyme reaction specificity was made prior to the discovery of genetic methods through chemical
modification. The pioneering work in the area of chemical modification for new enzyme activities was
simultaneously made by Polgar and Bender (1966) and Neet and Koshland (1966). They made
thiolsubtilisin by chemically converting the active-site serine residue to cysteine.

The group of Kaiser investigated the potential of semisynthetic enzymes further and introduced cofactors
like flavines into the active site of papain (EC 3.4.22.2) to create a new dehydrogenase activity which
was comparable in activity to a number of the natural occurring enzymes (Kaiser & Lawrence 1984).

Reetz suggests a completely different approach for engineering the reaction specificity of enzymes,
namely a concept of directed evolution of hybrid catalysts (Reetz 2002). The idea is to use an enzyme
with a group prone to chemical modification, such as the cysteine side chain, and produce libraries of
mutant genes, express these enzymes followed by chemical modification and then screen for the desired
unnatural activity. The process is then repeated in a directed evolutionary fashion. The similar strategy
of using covalent chemical modification to alter enzyme properties, including reaction specificity, has
been summarized in a review by DeSantis and Jones (1999).

OOH suptiisin-seoH Q1 | QOH
R'” "R? ArSH R1”R2 R17R2

Scheme 9. Kinetic resolution of hydroperoxides through enantioselective reduction catalyzed by the
semisynthetic enzyme seleno-subtilisin in the presence of thiophenols (Héring et al 1999).

Another important example in this area is the conversion of the protease subtilisin (EC 3.4.21.62) into
selenosubtilisin by chemically substituting the active-site serine hydroxyl for a selenol (Wu et al 1989).
Selenosubtilisin was later shown to be a potent hydroperoxidase, catalyzing reduction of a wide variety
of functionalized racemic hydroperoxides, with opposite enantioselectivity compared to the natural
peroxidases horse radish peroxidase (EC 1.11.1.7) and chloroperoxidase (EC 1.11.1.10) (Héring et al
1999). Thus, this semisynthetic enzyme effectively complements the naturally available enzymes for
enantioselective reduction of hydroperoxides. Selenosubtilisin was used for kinetic resolution of
hydroperoxides leading to alcohol products and remaining hydroperoxide in high enantiomeric excess
(Héring et al 1999), Scheme 9.
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4. CONCLUSIONS

Numerous review articles have appeared in recent years addressing the issue of rational design versus
directed evolution to obtain enzyme variants with improved properties. One conclusion that can be
drawn from most of these review articles is, not surprisingly, that combined approaches of rational
design and directed evolution have advantages over the single methods alone.

To install new enzymatic activity into existing enzymes is a challenging task. To do this in a predictive
manner requires detailed understanding of catalytic mechanisms both of the natural reaction and of the
expected new one, as well as detailed knowledge of the three-dimensional structure of the active site.
Rational redesign of enzyme reaction specificity is therefore an area well suited for site-directed
mutagenesis to create mutant enzymes at pre-selected positions. Maximizing activity, on the other hand,
is better suited to directed evolution.

The redesign of enzyme reactions and creation of new chemistry in well-studied enzyme active sites
have expanded the field of enzyme technology and the already large interest for applications within
applied chemistry will most certainly increase. New alternative and selective synthetic methods in organic
synthesis are highly needed and enzyme technology, representing an area of explosive growth, can solve
many new problems where stereo-, regio-, or chemoselectivity is an issue.
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o-Amylases

T. Satyanarayana, J. L. Uma Maheswar Rao and M. Ezhilvannan

1. INTRODUCTION

Among starch-hydrolysing enzymes that are produced on an industrial scale, o-amylases (EC. 3.2.1.1)
are of considerable commercial intcrest. a-Amylases randomly hydrolyse o-1,4 glycosidic linkages in
starch or its hydrolysis products. Bacteria belonging to the genus Bacillus have been widely used for the
commercial production of thermostable o-amylases, which include, Bacillus licheniformis, B. coagulans,
B. stearothermophilus, B. caldolyticus, B. brevis, B. acidocaldarius, and B. thermoamyloliquefaciens.
The extracellular enzymes produced by various Bacillus species play a vital role in the biotechnology
industry (Priest 1977, 1984). By 2005, the annual worldwide sale of industrial enzymes is estimated to
be around US$ 1.7 - 2 billion (Godfrey & West 1996), and a half of this would be produced by Bacillus
species (Meima et al. 2003). The sale of amylolytic enzymes accounted for almost US$ 225 million
world-wide (Walsh 2002). Today, a large number of microbial amylases are available commercially and
these have almost completely replaced chemical hydrolysis of starch in starch processing industry
(Vihinen & Mantsala 1989, Pandey et al. 2000, Van der Maarel et al. 2002). Industrial processes for
starch hydrolysis to glucose rely on inorganic acids or enzyme catalysis. The use of enzymes is preferred
as it offers a number of advantages including improved yields and favourable economics. Enzymatic
hydrolysis allows greater control over amylolysis, the specificity of the reaction, and the stability of the
generated products (Antranikian 1992, Pandey et al. 2000). The milder reaction conditions involve
lower temperatures and near neutral pH, thus reducing unwanted reactions (Fogarty & Kelly 1980,
Hamilton et al. 1999a, Veille & Zeikus 2001). Enzymatic methods are favoured because they also lower
energy requirements and eliminate neutralization steps.

The history of amylases is as old as 1811 when the first starch-degrading enzyme was discovered by
Kirchhoff, followed by several reports on digestive amylases and malt amylases. It was much later in
1930 that Ohlsson suggested the classification of starch digestive enzymes in malt as o- and B-amylases
according to the anomeric forms of sugars produced by the enzyme reaction. Amylolytic enzymes that
produce specific malto-oligosaccharides from starch in high yields have received a considerable attention.
High maltose syrups have an increasing demand due to their potential uses in the food, chemical and
pharmaceutical industries. A number of reviews have dealt with amylases and their applications (Vihinen
& Mantsala 1989, Pandey et al. 2000, Van der Maarel et al. 2002, Gupta et al. 2003). However, there are
very few exclusively on a-amylases (Pandey et al. 2000, MacGregor et al. 2001,Van der Maarel et al.
2002). This chapter deals with the production, characterization and potential applications of a-amylases
from various microbial sources.
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1.1. Starch

Starch, one of the most abundant polysaccharides, is produced by plants and is composed of two high-
molecular weight compounds, amylose (15% to 25%) and amylopectin (75% to 85%). High-amylose
starches have a low average degree of polymerization (Jacob & Rendleman 2000). Amylose consists of
linear chain in which the glucose residues are linked between C-1 and C-4 in the alpha orientation. One end
of the chain has a free, C-1 hydroxyl and is called the reducing end. Amylopectin, on the other hand, is a
branched polymer containing o- 1,4 linked glucose with a-1,6 —linked branching points every 17
to 26 glucose residues; it is one of the largest molecules in nature and may have a molecular weight
>10° kDa.

1.2. Starch hydrolyzing enzymes

Microorganisms produce a variety of enzymes for complete hydrolysis of starch. Amylolytic enzymes
are categorized into endo-amylases [0-1,4-glucan-glucanohydrolase; EC 3.2.1.1]; exo-acting amylases
[B-amylase (EC 3.2.1.2), glucoamylase (1,4-a-D-glucan glucanohydrolase), o-glucosidase (EC 3.2.1.20),
cyclodextrin glycosyl-transferase (EC 2.4.1.19), maltogenic a-amylase (EC 3.2.1.133),
maltooligosaccharide-forming amylase and maltohexaose-forming amylase (EC 3.2.1.98)]. Debranching
enzymes exclusively hydrolyze o-1,6 glycosidic bonds. Isoamylase (EC 3.2.1.68), pullulanase (EC
3.2.1.41) and amylopullulanase cleave a-1,6-glucosidic bonds at the branching points of amylopectin.

1.3. a-Amylases

Endo-acting enzymes, such as o-amylase, hydrolyse linkages in the interior of the starch polymer in a
random fashion, that leads to the formation of linear and branched oligosaccharides. The sugar reducing
groups are liberated in the o-anomeric configuration. Most starch hydrolyzing enzymes belong to the
o-amylase family (Janecek 1997), which contain a characteristic catalytic (B/ot)s-barrel domain. a-
Amylase family is also known as family 13 glycosyl hydrolases (Henrissat 1991). This group comprises
the enzymes with the following features:

(i) They act on o-glycosidic bonds and hydrolyze this bond to produce a-anomeric mono-or
oligosaccharides (hydrolysis), form a-1,4 or 1,6 glycosidic linkages (transglycosylation), or a
combination of both activities.

(i) They possess a (B/a), or TIM (Fig. 1) barrel structure containing the catalytic site residues.

Fig. 1. Schematic representation of the (B/o), barrel (A)and 3D structure of the o-amylase of
Aspergillus oryzae or Taka amylase (B), obtained from protein database.
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(iii) They have four highly conserved regions in their primary sequence, which contain the amino
acids that form the catalytic site, as well as some amino acids that are essential for the stability
of the conserved TIM barrel topology (Kuriki & Imanaka 1999).

2. SOURCES OF a-AMYLASES
The ability to utilize starch as a carbon and energy source is widely prevalent among animals, plants and
microorganisms. The microbial sources of o-amylases are shown in Tables 1a and 1b.

3. PRODUCTION OF a-AMYLASE

The production of o-amylase by submerged fermentation (SmF) as well as solid-state fermentation
(SSF) has been thoroughly investigated. A variety of physicochemical factors affect synthesis and
secretion of o-amylases (Francis et al. 2003). Most notable among these are the composition of the
growth medium, pH, phosphate concentration, inoculum level and age, temperature, aeration, and carbon
and nitrogen sources.

3.1. Physiochemical parameters

The role of various physico-chemical parameters, such as carbon and nitrogen sources, surface acting
agents, phosphate, metal ions, temperature, pH and agitation has been studied. Bacillus spp. are able to
synthesize and secrete large quantities of proteins into the extracellular fluid. Their growth requirements
are simple, and physio-chemical parameters such as carbon, nitrogen, phosphate, metal ions, pH,
temperature, aeration and agitation affected the enzyme production (Fogarty & Kelly 1979a, 1979b,
Lonsane & Ramesh 1990).

Mostly o-amylases are inducible enzymes and are generally induced in the presence of starch or its
hydrolytic product, maltose (Yabuki et al. 1977, Tonomura et al. 1961, Lachmund et al. 1993, Babu and
Satyanarayana 1993a). Most reports available on the induction of o-amylase in different strains of
Aspergillus oryzae suggest that the general inducer molecule is maltose. Apart from maltose, other
carbon sources such as lactose, trehalose, a-methyl-D-glycoside also served as inducers of o-amylase
in some strains (Yabuki et al. 1977). Amylase production by Geobacillus thermoleovorans is constitutive
since the enzyme synthesis takes place not only in starch but also in other simple carbon sources
(Narang & Satyanarayana 2001). Moreover, the amylase yield was similar in carbon sources such as
starch, glucose, maltose and lactose, and therefore, this was not considered to reflect inducibility.
a-Amylase production is also subjected to catabolite repression by glucose and other sugars as observed
in A. oryzae (Morkeberg et al. 1995) and B. coagulans (Babu & Satyanarayana 1993a). Although carbon
sources such as glucose and maltose have been utilized for the production of a-amylase, the use of
starch remains prominent and ubiquitous. A number of other non-conventional substrates such as
lactose (Kelly et al. 1997), casitone (Cheng et al. 1989b), fructose (Welker & Campbell 1963), oilseed
cakes (Krishnan & Chandra 1982) and starch processing waste water (Jin et al. 1999) have also been
used for the production of oi-amylase. While the agro-residue, wheat bran has been extensively used for
the economic production of o-amylase by SSF (Lonsane & Ramesh 1990, Babu & Satyanarayana
1994). Wheat bran was also used in liquid surface fermentation for the production of a-amylase by A.
‘fumigatus (Kekos et al. 1987) and Clavatia gigantea (Domingues & Peralta 1993). High o-amylase
production by A. fumigatus was also reported in o--methyl-D-glycoside (a synthetic analogue of glucose)
as substrate (Goto et al. 1998).
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a-Amylase production by A. oryzae DSM 63303 was not repressed by glucose; rather a minimal level of
the enzyme was induced in its presence (Lachmund et al. 1993). Xylose and fructose have been classified
as strongly repressive though they supported good growth (Arst & Bailey 1977); similar findings have
also been recorded with the transformed A. nidulans.

A 2-fold increase in a-amylase secretion was reported in G. thermoleovorans in the presence of 0.03%
cholic acid, probably due to its role in enhancing cell membrane permeability (Uma Maheswar Rao &
Satyanarayana 2003a). In the thermophilic fungus Thermomyces languinosus (ATCC 200065), Triton
X-100 had no observable effect, while Tween 80 effected nearly 2.7-fold increase in 0-amylase production
(Amnesen et al. 1998). a-Amylase secretion by Aspergillus oryzae and A. nidulans, at high biomass
concentration, occurred due to slow mixing of the concentrated feed solution in the viscous fermentation
medium (Agger et al. 2001).

3.2. Nitrogen sources

As regards to the use of nitrogen sources, organic nitrogen sources have been preferred for the production
of a-amylase. Among nitrogen sources, tryptone (0.3%) supported a high amylase secretion in G.
thermoleovorans (Malhotra et al. 2000). Tryptone and peptone have also been reported to support good
a-amylase secretion in B. sterothermophilus (Chandra et al. 1980). The concentration of yeast extract
was critical for obtaining maximum enzyme yields. Yeast extract was used in production of o-amylase
by Streptomyces sp. (McMahon et al. 1999), Bacillus sp. IMD 435 (Hamilton et al. 1999a) and Halomonas
meridiana (Coronado et al. 2000). Yeast extract was also used in conjunction with other nitrogen
sources such as bactopeptone in Bacillus sp. IMD 434 (Hamilton et al. 1999a), with ammonium sulfate
in B. subtilis (Dercova et al. 1992), with ammonium sulfate and casein for Calvatia gigantea (Kekos
1987) and with soybean flour and meat extract for A. oryzae (Imai et al. 1993). Organic nitrogen
sources viz. beef extract, peptone and corn steep liquor supported high a-amylase titres in several
bacterial strains (Emanuilova & Toda 1984; Krishnan & Chandra 1982, Hayashida et al. 1988, Cheng et
al. 1989a). Soybean meal and casamino acids (Ueno et al. 1987) and corn steep liquor (Shah et al. 1990)
have also been used for the economical and efficient production of o-amylase.

Amino acids in conjunction with vitamins been shown to affect a-amylase production in
G. thermoleovorans (Narang & Satyanarayana 2001, Uma maheswar Rao & Satyanarayana 2003b).
a-Amylase production by B. amyloliquefaciens ATCC 23350 increased tremendously by a factor of
300 in presence of glycine (Zhang et al. 1983). The effect of glycine was not exactly as a nitrogen
source, rather it affected a-amylase production by controlling pH. B-Alanine, valine and D-methionine
were found to be effective for the production of alkaline amylase by Bacillus sp. A-40-2 (Ikura &
Horikoshi 1987). Asparagine also supported good enzyme yields (Kundu et al. 1973). Arginine influenced
a-amylase production in B. subtilis (Lee & Parulekar 1993).

3.3. Role of phosphate

The presence of inorganic phosphate (0.1%) in the production medium caused a marked enhancement
in o-amylase production in G. thermoleovorans and Bacillus coagulans (Malhotra et al. 2000; Babu &
Satyanarayana 1994). In addition to its role as an important constituent of cellular biomolecules such as
cAMP, nucleic acids, phospholipids and coenzymes, phosphate is known to play a regulatory role in the
synthesis of primary and secondary metabolites in micro-organisms (Demain 1972, Weinberg 1974,
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Mertz & Doolin 1973). A significant increase in the enzyme production and conidiation in A. oryzae
above 0.2M phosphates was reported (Ueno et al. 1987). Similar findings were corroborated in B.
amyloliquefaciens, where low levels of phosphate resulted in severely low cell density and no o-amylase
production (Hillier et al. 1997). High phosphate concentrations were, however, inhibitory to the enzyme
production in B. amyloliquefactens (Zhang 1983).

3.4. Role of other ions

K*, Na*, Fe**, Mn*, Mo*, CI, SO,* had no observable effect, while Ca?* was inhibitory to amylase
production by Bacillus coagulans (Babu & Satyanarayana 1994). Ca* was not required for o-amylase
production in G. thermoleovorans (Narang & Satyanarayana 2001). The enzyme production was reduced
to 50% when Mg?* was omitted from the medium. Na* and Mg* showed coordinated stimulation in
enzyme production by Bacillus sp. CRP strain (Wu et al. 1999). Addition of zeolites, to control ammonium
ions in B. amyloliquefaciens, enhanced yield of a-amylase (Pazlarova & Votruba 1996). Inverse
relationship between o-amylase production and growth rate was observed for Streptomyces sp. in the
presence / absence of Co?* (McMahon et al. 1999). The presence of Co** enhanced the final biomass
levels by 13 fold with the concomitant reduction in the enzyme yield.

3.5. pH

Among physical parameters, pH of the growth medium plays an important role by causing
morphological changes in the organism and in enzyme secretion. The pH changes observed during
the growth of the organism also affect the product stability in the medium. Most of the Bacillus
strains, used commercially for the production of o-amylases, optimally grow and secrete a-amylase
in the pH ranging between 6.0 and 7.0. This is also true in case of strains used in the production
of the enzyme by SSF. In most cases the pH used is not specified excepting pH 3.2-4.2 in the case
of A oryzae DAE 1679 (Jin et al. 1999), 7.0-8.0 in A. oryzae EI 212 (Kundu et al. 1973) and pH 6.8
for B. amyloliquefaciens MIR-41 (McMahon et al. 1997). In fungal processes, the buffering
capacity of some media constituents some times eliminates the need for pH control (Castro et al.
1992). The pH values also serve as valuable indicator of the initiation and end of enzyme synthesis
(Chahal 1983). It is reported that A. oryzae 557 accumulated

o-amylase in the mycelia when grown in phosphate or sulfate deficient medium, and released when the
mycelia were placed in a medium with alkaline pH above 7.2 [Yabuki et al. 1977].

3.6. Temperature

o-Amylase has been produced at a much wider range of temperatures among the bacteria. Continuous
production of amylase from B. amyloliquefaciens at 36°C has been reported (McMahon et al. 1997).
Elevated temperatures such as 105, 95 and 70°C have been used for amylase production by extreme/
hyper thermophiles Desulfurococcus mucosus (Canganella et al. 1994), Thermococcus celer (Canganella
et al. 1994) and Geobacillus thermoleovorans (Malhotra et al. 2000), respectively. The influence of
temperature on amylase production is related to the growth of the organisms (Table 1a & 1b). Optimum
yields of a-amylase were achieved at 30°C-37°C for A. oryzae (Ueno et al. 1987; Kundu et al. 1973).
o-Amylase production was also reported at 70°C by thermophilic bacterium Thermomonospora fusca
(Friedrich et al. 1989) and at 50°C by a thermophilic mould Thermomyces lanuginosus (Mishra &
Maheshwari 1996).
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3.7. Agitation

Agitation intensity influences the mixing and oxygen transfer rate in many microbial fermentations, and
thus, influences the morphology and product formation (Humphrey 1998). Agitation rates in the range
of 100 to 250 rpm are generally reported for the production of o-amylases (Antranikian et al. 1987).
The higher agitation might hinder the uptake of nutrients from the outer environment in Bacillus
thermoamyloliquefaciens KP1071 (Suzuki et al. 1987). In fungi, higher agitation is sometimes detrimental
to mycelial growth leading to decline in enzyme production. The variations in mycelial morphology as a

Table 1a. Culture conditions for the production of microbial a-amylases

Organism Growth | Temp. pH- Reference

Temp. (°C) Optimum Optimum

O

Bacteria
Acinetobacter sp. 30 50-55 70 Onishi & Hidaka 1978
Bacillus acidocaldarius A- 2 50 70 35 Kanno 1986
B. alcalophilus subsp.halodurans 37 - 10.5. Yamamoto 1972
B. amyloliquefaciens 37 50-70 55 Granum 1979
B. cereus 30 55 6.0 Yoshigi et al 1985a & b
B. coagulans B 49 30 60 7.0 Babu & Satyanarayana 1993 a
B. coagulans 35 45-55 6.5-8.0 Campbell 1955
B. licheniformis 30 90 7.09.0 Morgan & Priest 1981
B. macerans 40 - 6.0 DePinto 1968
B. subtilis 37 55 6.5 Mitricia & Granum 1979,
Halobacterium halobium 37 55 6.5 Onishi 1972
Bacteroides amylophilus 37 43 6.3 Weber et al. 1990,
Micrococcus halobius 30 50-55 6.0-7.0 Onishi 1972
Streptococcus sp. 40 48 5.5-6.5 Hobson & Macpherson 1952
Fungi
Aspergillus niger 30 50 5.0 Bhumibhamon 1983
A. oryzae 30 50-55 4.5-5.0 Kundu & Das 1970
Fusarium oxysporum 27 25 4.0 Chary & Reddy 1985
Humicola insolens 45 50 6.0 Ogundero 1979
H. lanuginosa 45 50 6.0-7.0 Mishra & Maheshwari 1996
Mucor pusillus 45 50 6.0 Ogundero 1979
Trichoderma viride 29 - 5.0-55 Ebertova 1963
Yeasts
Candida Japonica 30 55 5.0-6.0 Ebertova 1963
Endomycopsis fibuligera 21 3040 5.0-6.0 Sills et al. 1983
Lipomyces starkeyi 28 50 3.04.0 Kelly et al. 1985
S. castellii 28 60 6.0 Oteng-Gyang et al. 1981
Pichia polymorpha 28 40 40 Moulin et al. 1982
Sachwanniomyces alluvius 30 40 6.5 Lusena et al. 1985
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Table 1b. Culture conditions for the production of a-amylases by thermophilic bacteria

Organism Growth Temp. pH- Reference
Temp. (°C) Optimum Optimum
0

o-Amylases
Geobacillus thermoleovorans 55 70 7 Malthora et al 2000
Thermococcus celer 80-100 95 6.0 Canganella et al 1994
Desulfurococcus mucosus 85-110 105 6.0 Canganella et al 1994
B. caldolyticus 72 70 55 Emanuilova & Toda 1984
B. stearothermophilus 55 70-80 5.0-6.0 Pfueller & Elliott 1969
Thermomonospora curvata 53 65 5.5-6.5 Glymph & Stutzenberger 1977
C. thermosaccharolyticum 60 70-75 5.5 Koch et al 1987
C. thermohydrosulfuricum 60 85-90 55 Plant et al. 1987
Strain TY 90-105 100 6.0 Canganella et al 1994
Dictyoglomus sp. Rt 46-B1 68 - - Plant et al 1987
Fervidobacterium sp. 70 90 5.5 Plant etal 1987
Pyrococcus woessi 100 100 55 Koch et al 1991, Brown et al 1990
P. furiosus 100 100 5.0 Ladermann et al 1993a, Koch et al

1990, Brown et al 1993
Thermoanaerobacter ethanolicus 65 90 5.5 Koch et al 1987
T. finnii 65 90 55 Koch et al 1987
Thermobacteriodes acetoethylicus 65 90 55 Koch et al 1987

consequence of changes in agitation did not affect enzyme production at a constant specific growth rate
(Cui et al. 1997). Agitation intensities between 100-300 rpm have normally been employed for the
production of amylase by various microorganisms.

3.8. a-Amylase productions in fermenters

The effect of environmental conditions on the regulation of extracellular enzymes in batch cultures is
well documented (Amanullah et al. 1999). a~Amylase production and biomass of B. flavothermus
peaked twice and highest production was attained after 24h in 20 L fermenter (Kelly et al. 1997).
The enzyme synthesis was more of the growth-associated than nongrowth -associated type
(Emanuilova & Toda 1984). Similar findings were cited in another investigation with B.
amyloliquefaciens (Hillier et al. 1997). A 70% enhancement in the production of a-amylase was
achieved when G. thermoleovorans was cultivated in a laboratory fermenter (Uma Maheswar Rao
& Satyanarayana 2003b). The production of a-amylase by B. subtilis TN106 (pATS) was enhanced
substantially by extending the batch cultivation with fed-batch operation (Lee & Parulekar 1993,
Baig et al. 1984). The bulk enzyme activity was nearly 54% greater in a two-stage fed-batch
operation at a feed rate of 31.65 mL h"! of medium than that attained in the single stage batch
culture. At a feed rate of 1 g h'', the yields of a-amylase were twice that obtained in batch
cultures. When the fed-batch cultivations were performed in a pilot scale rotary draft tube fermentor
at a feed rate of 24 g h'', the biomass and a-amylase yields were higher than those obtained in the
laboratory scale jar fermentor (Imai et al. 1993).



196 Enzyme Technology

A model was proposed to simulate steady-state values for biomass yield, residual sugar concentration
and specific rate of o-amylase production, which simulated the experimental data very well (Spohr et al.
1997). Furthermore, it was found in chemostat experiments that the specific rate of a-amylase production
decreased by upto 70% with increasing biomass concentration at a given dilution rate. The shifts in the
dilution rate in continuous culture could be used to obtain different proportions of the enzymes by the
same strain (McMahon et al. 1997). A high production of a-amylase occurred in continuous culture at
a dilution rate of 0.15 h'!, and it was low at the dilution rates abovel.2 h'. In contrast, the switching of
growth from batch to continuous cultivation resulted in a change of a-amylase producing strain of
Bacillus sp. to a nonamylase-producing variant (Hillier et al. 1997). A decline in enzyme production was
accompanied by morphological and metabolic variations during continuous cultivation (Agger et al.
1998, Heineken & Conner 1972).

The industrial exploitation of SSF for enzyme production has been confined to process involving bacteria
and fungi (Lonsane & Ramesh 1990). The use of SSF techniques in o-amylase production and its
specific advantages over other methods have been discussed extensively (Babu & Satyanarayana 1994,
Hagq et al. 2003).

3.9. Aqueous two-phase system

A two-phase system can be obtained by simply mixing incompatible polymers in an aqueous solution.
Specifically, a mixture of polyethylene glycol (PEG) and dextran becomes turbid above certain
polymer concentrations and subsequently separates into two distinct phases when left undisturbed.
While both phases have a high water content of typically over 90%, the top phase is rich in PEG
and bottom phase is rich in dextran (Anderson et al. 1984, 1985, Brooks et al. 1985). As compared
to conventional extractive systems based on organic solvents, an aqueous two-phase system has
a low liquid-liquid interfacial tension and is highly biocompatible and nontoxic. For the last 30
years, there have been several developments in aqueous two-phase systems. Aqueous two-phase
systems have been used to maximize o-amylase yields (Anderson et al. 1984,1985, Gupta et al.
1999). In single-phase batch fermentation, a lower maximum cell density, longer stationary phase,
and generally higher a-amylase titres were attained in the presence of PEG or dextran (Park &
Wang 1991). The rate of a-amylase synthesis decreased at high concentrations of dextran but not
PEG in B. amyloliquefaciens (Park & Wang 1991).

3.10. Statistical optimization

Optimization through factorial design and response surface methodology (RSM) is a common practice
in biotechnology for the optimization of media components and culture conditions (Rao et al. 1993,
Chen 1996). In order to obtain optimum yield of an enzyme, development of a suitable medium
and cultural conditions is obligatory (Dey et al. 2002). Statistical optimization not only allows
quick screening of a large experimental domain, but also reflects the role of each of the components
(Uma Maheswar Rao & Satyanarayana 2003b). A 1.25 -2.0-fold increase in a-amylase production
was reported in Bacillus circulans GRS 313 (Dey et al. 2001), Aspergillus oryzae (Gigras et al.
2002) and Nocardiopsis sp. (Stamford et al. 2001). A 70 % enhancement in enzyme production
was reported in Geobacillus thermoleovorans due to optimization using statistical methods (Uma
Maheswar Rao & Satyanarayana 2003b).
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4. ASSAY OF o-AMYLASES

4.1. Determination of a-amylase activity

Microbial o-amylases are generally assayed using soluble starch or modified starch as the substrate.
o-Amylase catalyses the hydrolysis of a-1, 4 glycosidic linkages in starch to produce glucose, dextrins
and limit dextrins. The reaction is monitored by an increase in the reducing sugar levels or decrease in
the iodine color of the treated substrate. Various methods are available for the determination of
o-amylase activity (Priest 1977), which are based on decrease in starch-iodine color intensity, increase
in reducing sugars, degradation of color-complexed substrate and decrease in viscosity of the starch
suspension.

4. 2. Dinitrosalicylic acid (DNSA) method

This method determines the increase in the reducing sugars as a result of amylase action on starch and
was originally described by Bernfeld (1955). The major defect in this assay is slow loss in the amount of
color produced and destruction of glucose by various constituents of the DNSA reagent.

To overcome these limitations in the DNSA reagent, a modified method for the estimation of reducing
sugars was developed (Miller 1959). In the modified reagent, the Rochelle salts were excluded and
0.05% sodium sulfite was added to prevent the oxidation of the reagent. Since then the modified
method has been used extensively to measure reducing sugars without any further modifications in
the procedure.

4.3. Determination of dextrinizing activity

The dextrinizing activity of a-amylases employs soluble starch as substrate and after terminating the
reaction with dilute HC1, and adding 0.1mL of iodine solution. The decrease in optional density at 620
nm is then measured against a substrate control. Ten percent decline in OD is considered as one unit of
enzyme (Fuwa 1954, Babu & Satyanarayana 1994). Recently, a modified dextrinizing method was
suggested for determining the dextrinzing activity (Nguyen et al. 2002).

The major limitation of this assay is interference of various media components such as Luria broth,
tryptone, peptone, corn steep liquor, etc. and thiol compounds with starch iodine complex. Copper
sulfate and hydrogen peroxide protect the starch-iodine color in case of interference by these media
components (Manonmani & Kunhi 1999a). Further, zinc sulfate was found to be the best for counteracting
the interference of various metal ions also. Various workers (Hansen 1984, Carlsen et al. 1994) have
successfully used the original assay procedure in combination with flow injection analysis (FIA). The
flow system comprised an injection valve, a peristaltic pump, a photometer with a flow cell and 570 nm
filter and a pen recorder. The samples were allowed to react with starch in a coil before iodine is added.
The absorbance is then read at 570 nm. This method has many advantages such as high sampling rates,
fast response, flexibility and simple apparatus.

4.4. Decrease in starch-iodine color intensity

Starch forms a deep blue complex with iodine (Hollo & Szeitli 1968) and with progressive hydrolysis of
the starch, it changes to red dish brown. Several procedures have been described by various groups for
the quantitative determination of amylase based on this property. This method determines the dextrinizing
activity of a-amylase in terms of decrease in the iodine color reaction.
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4.5. SKB (Sandstedt Kneen and Blish) method

SKB method (Sandstedt et al. 1939) is one of the most widely adopted methods for determination of
amylases used in the baking industry. The potency of most of the commercial amylases is described in
terms of SKB units. This method is used generally to express the diastatic strength of the malt and not
for expressing a-amylase activity alone (Kulp 1993).

4.6. Indian pharmacopoeia method

As described in the Indian Pharmacopoeia, this method is used to calculate o-amylase activity in terms
of grams of starch digested by a given volume of enzyme (Indian Strandard). This procedure involves
incubation of the enzyme preparation in a range of dilution in buffered starch substrate at 40°C for one
hour. The solutions are then treated with iodine solution. The tube, which does not show any blue color,
is then used to calculate activity in terms of grams of starch digested. This method is usually employed
for estimating the o-amylase activity in cereals. Other assay methods for a-amylase have been described
recently (Gupta et al. 2003).

5. PURIFICATION AND CHARACTERIZATION OF MICROBIAL o-AMYLASES

Isolation of a protein from the biological environment requires a series of purification steps, each step
removing some of the impurities and bringing the product closer to the final specification. The
choice of procedure for enzyme purification depends on their location. The strategies used for
purification of a-amylases are enormous. Initial processes include crude fractionation, clarification,
concentration of crude enzyme using processes such as centrifugation, ultrafiltration (Bohdziewicz
1996) and salt/solvent precipitation {Babu & Satyanarayana 1993b). The concentrate is then further
purified using high-resolution techniques based on chromatographic and electrophoretic separations.
It is designed to remove aggregates, degradation products and to prepare a solution suitable for the
final formulation of the purified enzyme. The commercial use of a-amylases generally does not
require purification of the enzyme, but enzyme applications in pharmaceutical and clinical sectors
require high purity amylases. The enzyme in purified form is also a prerequisite in studies of
structure-function relationships and biochemical properties. Some purified microbial a-amylases
and their characteristics are listed in Tables 2a and 2b.

5.1. Substrate specificity

As it holds true for other enzymes, the substrate specificity of a-amylase also varies from
microorganism to microorganism. In general, a-amylases display highest specificity towards starch
followed by amylose, amylopectin, cyclodextrin, glycogen and maltotriose (Antranikian 1992, Nirmala
& Muralikrishna 2003).

5.2. pH optima and stability

The pH optima of a-amylases varied from 2.0 to 12.0 (Vihinen & Mantsala 1989). o-Amylases from
most bacteria and fungi have their pH optima in the acidic to neutral range (Pandey et al. 2000).
a-Amylase from Alicyclobacillus acidocaldarius showed an acidic pH optima of 3.0 (Bohdziewicz
1996), while alkaline amylase of Bacillus sp. exhibited optima at pH 9-10.5. (Schwermann et al. 1994).
Extremely alkalophilic a-amylase with pH optima of 11.0-12.0 has been reported from Bacillus sp.
GMB8901 (Shinke et al. 1996). In B. stearothermophilus DONK BS-1, pH optimum was dependent on
temperature (Kim et al. 1995), and on Ca* in B. stearothermophilus (Ogasahara et al. 1970).
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Table 2a. Characteristics of bacterial a-amylases
Strain Tem. pH K, Protein Inhibitors Reference
(Opt) (Opt) (mg/ml) (Da)
B. coagulans 70 6-7 1.53 66,000 Mg*,
Fe* Hg** Babu & Satyanarayana 1993
B. stearothermophilus 40-45 54-6.1 - 51,600 - Pfueller & Elliot
-do- 5570  46-5.1 1.0 53,000 EDTA Manning & Campbell 1961
-do- 70 7.4 0.0485 - - Isono 1970
B. subtilis 60-65 6.8 - 55,000 - Yamane et al. 1973
B. subtilis 60-65 6.0 - 68,000 - Hayashida et al 1988
B. amyloliquefaciens 65 5-9 2.63 - - Welker & Campbell 1963
B. amyloliquefaciens 65 59 2.63 - - Welker &Campbell 1967
B. licheniformis 90 7-9 1.27 28,000 Hg*,Ag"™, Krishnan &
Ni**, Co**,  Chandra 1982, 1983
Cu*, Fe
B. circulans 60 8.0 0.65 76,000 Hg*, Zn**, Takasaki et al 1982
Cu*, Fe+*
B. coagulans - 6.5-80 - - - Campbell 1955
B. cereus 55 6.0 - 55,000  Hg*, Ag*, Yoshigietal. 1985a
Cu*, Fe**
B. thermoamyloliquefaciens (i) 70 5.6 0.21 78,000 Hg* Suzuki et al. 1987
(ii) 63 6.2 0.25 67,000 Hg*, Cu*,
Zn++,Pb++
B. brevis 80 5-9 0.8 58,000  Fe* Tsvetkov & Emanuilova 1989,
B. megaterium 70 - - 59,000 - Brumm et al 1991
B. acidocaldarius 70 35 0.16 66,000  Cu*Fe*, Kanno 1986
Zn ++
Streptococcus bovis JBI 50 5.0- 0.88 77,000  Hg*, p- Freer 1993
6.0/5.5- chloromercu
8.5 ribenzoic
acid
Micromonospora 45-50 7.0 - 12,500 - Robyt & Ackerman 1971
melanosporea
Thermomonospora 65 6.0 - 60,900 - Collins et al 1993
curvata
Escherichia coli 50-70 6.5-70 - 48,000  Hg*Fe***, Marco et al 1996
Al+-&¢
Lactobacillus plantarum 65 3.0-80 2.38 50,000  N- bromosuc- Girand et al 1993
g/ml cinmide,
iodine,
acetic acid,
Hg*,
dimethyl
aminobenzal-
dehyde
Lactobacillus kononenkoae 70 5.0 0.8g/ml 76,000 DTT,Cu**, Prieto et al 1995
CBS Ag+

Contd...



200 Enzyme Technology

Strain Tem. pH K, Protein Inhibitors Reference
(Opt) (Opt) (mg/ml) (Da)
B. stearothermophilus 55-70 4.6-5.1 - - EDTA Manning & Campbell 1961
B. licheniformis 85-90 6.5-85 - 56,000 - Ramesh & Lonase 1990b
T. curvata 65 55-60 0.3 62,000 Bovine Glymph & Stutzenberger 1977
serium
albumin
Bacillus sp. IMD 434 55 4090 19mm 69,200 N-bromo- Hamilton et al 1999
succinimide,
p-hydroxymer-
curibenzoic
acid
B. subtilis 65 60-65 6.0-90 338 68,000 Cu**Fe, Hayashidaet al 1988
Mn++’Hg++'
ZH‘H,Ca*’ s
wa’ APH,
Cd*,Ag*,
EDTA
Pyrococcus furiosus 115 5.6 48,000 DTT Savchenko et al 2002
Table 2b. Characteristics of fungal a-amylases
Strain Tem. pH K, Protein Inhibitors Reference
Opt) (Opt) (mg/ml) (Da)
Thermomyces lanuginosus 80 4.0 0.68 61,000 Zn* Nguyen et al 2002
Paecilomyces sp. 45 4.0 - 69,000 - Zenin & Park 1983
Cryptococcus S-2 60 6.0 - 66,000 - Iefuji et al 1996
Aspergillus usamii 65 4.0 - 54,000 - Suganuma et al. 1996
A. orvzae M13 50 4.0 0.13% 52,000 - Yabuki et al 1977
A. flavus LINK 60 6.0 05g/ml 52,500 Ag* Hg™  Khoo et al 1994
A. awamori ATCC 22342 55 5 1.0 54,000 Ag*,Cu*,
Fe*Hg™  Bhella & Altosaar 1985
A. chevalieri NSPRI 60 55 0.19 68,000 EDTA, DNP Olutiola 1982
A. hennebergi 50 55 - 50,000 - Alazard & Baldensperger 1982
A. niger ATCC 13469 50 5.0 - - - Bhumibhamon 1983
A. fumigatus 55 6.0 - - - Domingues & Peralta 1993
A. oryzae 50 5.0 0.13% - Yabuki et al 1977
A. foetidus ATCC 10254 45 5.0 2.19 41,500 - Michelena & Castillo 1984
Trichoderma viride 60 55 - - - Schellart et al. 1976
Thermomyces lanuginosus S5 5.6 2.5 42,000 - Mishra & Maheswari 1996

HSc91
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5.3. Temperature optima and stability

The temperature optimum for the activity of oi-amylase is related to temperature optima for the growth of
the microorganism (Vihinen & Mantsala 1989). The lowest temperature optimum 20-30 °C has been reported
in E oxysporum amylase (Robyt & Ackerman 1971) and the highest of 100°C and 130°C for amylases of
archaebacteria, Pyrococcus furiosus and P. woesei (Chary & Reddy 1985, Fogarty & Kelly 1980, Giri et al.
1990). Temperature optima of enzymes from Micrococcus varians were Ca™ dependent (Ray et al. 1995)
and the one from Halomonas meridiana was sodium chloride dependent (Coronado et al. 2000).

Thermostabilities have not been estimated in many studies. Thermostability as high as 3 hours at 100°C has
been reported for Geobacillus thermoleovorans (Malhotra et al. 2000). Many factors that affect thermostability
include-presence of calcium, substrate and other stabilizers (Vihinen & Mantsala 1989). The stabilizing
effect of starch was observed in a-amylases from B. licheniformis CUMC 305 (Saito 1973), Lipomyces
kononenkoae, (Kobayashi et al. 1986) and Bacillus sp. WN 11 (Prieto et al. 1995). Thermal stabilization of
the enzyme in the presence of Ca** has also been reported (Prieto 1995, McKelvy 1969).

5.4. Molecular weight

Molecular weights of oi-amylases vary widely. The lowest value, 10 KDa was reported for o-amylase
of B. caldolyticus (Grootegoed et al. 1973) and the highest of 78 KDa for that of B.
thermoamyloliquefaciens (Suzuki et al. 1987). Molecular weights of microbial a-amylases are usually
50 to 60 KDa as shown directly by analysis of cloned a-amylase genes and deduced amino acid sequences
(Vihinen & Mantsala 1989). Carbohydrate moieties raise the molecular weight of some o-amylases.
Glycoprotein a-amylases have been detected in A. oryzae (McKelvy & Lee 1969, Eriksen et al. 1998),
Lipomyces kononenkoae (Kobayashi et al. 1986), B. stearothermophilus (Srivastava 1984) and B. subtilis
strains (Yamane et al. 1973; Matsuzaki et al. 1974b). Glycosylation of bacterial proteins is rare.
Carbohydrate content as high as 56% was recorded in Saccharomyces castellii (Sills et al. 1984), and it
was about 10% for other o-amylases (Vihinen & Mantsala 1989).

5.5. Inhibitors

Many metal cations, especially heavy metal ions, sulthydryl group reagents, N-bromosuccinimide, p-
hydroxy mercuribenzoic acid, iodocetate, BSA, EDTA and EGTA are known to inhibit o-amylases
(Hamilton et al. 1999b)

5.6. Calcium and stability of a-amylase

The a-amylase is a metalloenzyme, which contains at least one Ca?* ion (Vallee et al. 1959). The affinity
of Ca* to o-amylase is much stronger than that of the other ions. The amount of bound calcium varies
from one to ten. Crystalline Taka-amylase A (TAA) contains ten Ca* ions but only one is tightly bound
(Oikawa & Maeda 1957). In other systems usually one Ca* ion is enough to stabilize the enzyme. Ca*
can be removed from amylases by dialysis against EDTA or by electrodialysis. Calcium-free enzymes
can be reactivated by adding Ca*. Some studies have been carried out on the ability of other ions such
as strontium to replace Ca* in B. caldolyticus amylase (Heinen & Lauwers 1975). Calcium in Taka-
amylase A has been substituted by strontium and magnesium in successive crystallizations in the absence
of Ca* and in excess of Sr** and Mg* (Oikawa 1959). EDTA inactivated TAA can be reactivated by
Sr*, Mg* and Ba* (Oikawa 1959). Some Bacillus spp. produces chelator resistant amylases (Burhan
et al. 2003). In the presence of Ca*, o-amylases are much more thermostable than without it (Vihinen
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& Mantsala 1989, Robyt & French 1963, Savchenko et al. 2002). a-Amylase from A oryzae EI 212 was
inactivated in the presence of Ca®, but retained activity after EDTA treatment (Kundu & Das 1970).
There are also reports where Ca?* did not have any effect on the enzyme activity (Laderman et al. 1993,
Malhtora et al. 2000), and inhibition by Ca* in B. coagulans (Babu & Satyanarayana 1993).

5.7. Catalytic mechanism of a-amylase

The a-glycosidic bond is very stable having a spontaneous rate of hydrolysis of approximately
2 x 10"® x s at room temperature (Wolfenden et al. 1998). Members of the a-amylase family enhance
this rate of hydrolysis to 3s' (Van der Veen et al. 2000b), and thereby increasing the rate by 10" fold.
The generally accepted catalytic mechanism of the o-amylase family is that of the a-retaining double
displacement. The mechanism involves two catalytic residues in the active site, a glutamic acid as acid/
base catalyst and an aspartate as the nucleophile, and it involves five steps (Koshland 1953):

(1) After the substrate is bound in the active site, the glutamic acid in the acid form donates a
proton to the glycosidic bond oxygen, i.e. the oxygen between two glucose molecules at the
subsite-1 and +1 and the nucleophilic aspartate attacks the C1 of glucose at subsite-1

(i1)) An oxocarbonium ion-like transition state is formed followed by the formation of a covalent
intermediate

(iii) The protonated glucose molelcule at subsite +1 leaves the active site while a water molecule or
a new glucose molecule moves into the active site and attacks the covalent bond between the
glucose molecule at subsite —1 and the aspartate.

(iv) An oxocarbonium ion-like transition state is formed again

(v) The base catalyst glutamate accepts a hydrogen from an incoming water or the newly entered
glucose molecule at subsite +1, the oxygen of the incoming water or the newly entered glucose
molecule at subsite +1 replaces the oxocarbonium bond between the glucose molecule at subiste-
1 and the aspartate forming a new hydroxyl group at the C1 position of the glucose at subsite
—1 (hydrolysis) or a new glycosidic bond between the glucose at subsite —1 and +1
(transglycosylation).

Double displacement mechanism proposed by (Koshland 1953) is given in Fig. 2. Neutral a-amylase
from A. oryzae consisted of single polypeptide chain of 478 amino-acid residues and its aminoacid
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Fig. 2. Double displacement and the formation of a covalent intermediate by which retaining
glycosylhydrolases act (Van der Maarel et al 2002)
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sequence was determined (Toda et al. 1989). The enzyme of A. oryzae contains three main domains,
and the tertiary structure is stabilized by four disulfide bonds (Carlsen et al. 1996).

5.8. Calcium and sodium ions

All known a-amylases contain a conserved calcium ion, which is located at the interface between
domains A and B (Boel et al. 1990, Machius et al. 1995, Machius et al. 1998), and which is known to be
essential for having a stable, enzyme activity (Vallee et al. 1959). The calcium ion is bound very tightly,
as is shown by the dissociation constant, in pig pancreatic o-amylase (PPA) and Alteromonas haloplanktis
a-amylase (AHA), which have been shown to be 44 nM (Feller et al. 1994) and 0.005 nM (Levitsky &
Steer 1974), respectively. It has been suggested that the role of the conserved calcium ion is mainly
structural (Buisson et al. 1987, Machius et al. 1998, Larson et al. 1994), since it is too far away from the
active site to participate directly in catalysis. One or more additional calcium ions have been found in
several structures (Boel et al. 1990, Machius 1998, Kadziola et al. 1998), and a particularly interesting
case is the linear Ca-Na-Ca arrangement found in Bacillus licheniformis o-amylase (BLA) (Machius
et al. 1998, Brozozowski et al. 2000). X-ray structures are available for both the calcium-depleted wild
type and for a three-fold mutant of this enzyme (Machius et al. 1995, 1998). This has allowed Machius
et al. (1998) to propose a disorder — order transition that should supposedly occur when Ca* is bound
to the calcium-depleted form of the enzyme (Machius et al. 1995). It is unknown, whether the calcium-
depleted oi-amylase can be reactivated by the addition of calcium, thus making the disorder — order
transition theory hypothetical.

5.9. Chloride ions

Several a-amylases contain a chloride ion in the active site, which has been shown to enhance the
catalytic efficiency of the enzyme. Presumably by elevating the pKa of the hydrogen-donating residue in
the active site (Levitsky & Steer 1974, Feller et al. 1996). Chloride ions have been found mainly in
mammalian o-amylases (Ramasubbu et al. 1996, Brayer et al. 1995, Larson et al. 1994), although a
chloride ion has also been reported in a psychrophilic o-amylase (AHA) from the Alteromonas haloplanktis
bacterium (Aghajari et al. 1998). It has been observed that the affinity for the conserved calcium ion
increases dramatically upon chloride binding (Levitsky & Steer 1974), and it is therefore, conceivable
that chloride ion binding also induces conformational changes around the active site. A puzzling feature
of chloride containing a-amylase is a serine protease like Glu-His-Ser triad in the interface between
domains A and C. Aghajari et al. (1998) proposed that this triad is capable of performing an autoproteolytic
cleavage. The experimental evidence for an autoproteolytic event is mostly indirect (Aghajari et al.
1998), and the hypothesis still awaits experimental confirmation.

5.10. Active site cleft

The active site cleft is located in the interface between domain A and domain B, and is found at the
C-terminal end of the B-strands in the TIM barrel. X-ray structures of o-amylases complexes with the
inhibitory pseudo tetra-saccharide, acarbose have shown that the substrate binding cleft can accommodate
four to ten glucose units (depending on species). Each glucose unit is bound by certain of the amino acid
residues to constitute the binding subsite for that glucose unit. Subsite nomenclature has been defined
by Davies et al. (1997), i.e., subsites are numbered according to location of the scissile bond, with
negative subsite numbers on the non-reducing side of the scissile bond. In o-amylases, there are two or
three subsites present on the reducing end of the scissile bond (subsites +1, +2 and +3), whereas the
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number of subsites on the non-reducing side of scissile bond varies between two and seven (MacGregor
1988, Brzozowski et al. 2000).

5.11. Sequence

In the CAZY database, the o-amylases are grouped with different kinds of glyucosylhydrolases in
Family 13. In order to identify a sequence in this very large group as an a-amylase sequence, one
ultimately needs experimental results. A more convenient approach, however, is to align the protein
sequence in question to a known o-amylase sequence and look for conserved sequence patterns. O-
Amylase sequences contain at least four such conserved patterns (numbered I-IV), which are found in
the TIM-barrel on -strands 3,4 and 5 and in the loop connecting B-strand 7 to a-helix 7. The residues
that form region I are found in the C-terminal end of the third B-strand of the TIM barrel (b3). This
region contains the three fairly conserved amino acids Asp 100, Asn104 and His105 (BLA numbering).
Furthermore, there is a preference for Val at position 102, which is not readily explainable. Asp100 is
important for the active site integrity as it hydrogen bonds to Arg229, which is a fully conserved residue
within hydrogen bond distance of both the catalytic nucelophile Asp231 and the proton donor Glu26.
Asn104, on the other hand, does not participate directly in the stabilization of the active site structure,
but coordinates the conserved calcium ion between the A and B domains (Boel et al. 1990, Machius et
al. 1995, Machius et al. 1998). His105 stabilizes the interaction between the C-terminal of b3 and the rest
of TIM barrel by hydrogen bonding to Asn104 and to the backbone oxygen of Tyr56 (BLA numbering),
which is situated in the loop connecting B2 to a2. Region II is located in b4 and contains the catalytic
nucleophile Asp231 and the invariant residue Arg229. These two residues are found in all o-amylases
and are believed to be indispensable for catalytic activity (Svensson 1994). Lya234 and His235 are also
found in this region, which form part of subsite +2 and are thus supposed to bind the reducing end of
the glucose chain in the substrate-binding cleft (Svensson & Sogaard 1994, Svensson 1994).

5.12. Gene structure, cloning and sequencing

Genetic engineering has been used extensively for cloning o-amylase genes from amylase-producing
strains. A great deal of work has been done on the cloning of o-amylase genes in different microbes,
mostly in E. coli or Saccharomyces cerevisiae (Table 3). o.-Amylase was one of the first proteins
adopted for molecular biological studies for several reasons: (1) easy screening assays exist (2) amylase
negative strains are available and (3) the genetics, protein production, and fermentation technology of
a-amylase in B. subtilis is well known. The Bacillus strucutural gene amyE, its promoter, and a regulatory
element, amyR, have been cloned from several strains. Lieble et al. (1987) described the gene structure
of the o-amylase from Thermotoga maritima MSBS; it is a chromosomal c-amylase gene, designated
amyA, and was predicted to code for a 553 amino acid preprotien with significant amino acid sequence.
The T. maritima o-amylase appeared to be the first known example of lipoprotein a-amylase that
appeared to be the first known example of a lipoprotein a-amylase. Following the signal peptide,
25-residue putative linker sequence rich in serine and threonine residues, putative linker sequence rich in
serine and threonine residues were found. Suganuma et al. (1996) studied the N-terminal sequence of
the amino acids of the a-amylase of Aspergillus usanii and the amylase gene was expressed in E. coli.
The sequence of the first 20 amino acids was identical to the a-amylase from A. niger. Kim et al. (1992)
described a gene encoding a new a-amylase of Bacillus licheniformis, which was cloned and expressed
in E. coli. The genomic DNA of B. licheniformis was double-digested with EcoR1 and BamH1 and
ligated in the pBR322. The transformed E. coli carried the recombinant plamid pIJ322 containing a 3.5
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Table 3. Cloning of a-amylase genes

Donor Plasmid Vector Host Reference
Aeromonas hydrophila pJP3101 Escherichia coli Gobius & Pemberton 1988
MP636 pUC12]
Bacillus sp. 707 pTUE306 pBR322 E. coli B. subtilis Tsukamoto et al 1988
pTUBS812 pUB110
B. amyloliquefaciens E 18 pKTHI10 pUB110 B. subtilis Takkinen et al 1983
B. stearothermophilus pUCI13BS pUC13 E. coli Gray et al 1986
pBS42BS pBS43 B. subtilis
B. stearothermophilus CU21  pATS pTBS3 B. subtilis Aiba et al 1983
B. subtilis 168 pBR322 E. coli Yang et al 1983
Saccharomycopsis pSf2 pYll S. cerevisiae Yamashita et al 1985
fibuligera HUT 7212
Streptomyces pPOD1039  plJ702 S. lividans McKillop et al 1986
hygroscopicus
S. limosus ATCC 19778 pSYC1318 plJo41 S. lividans Long et al 1987

kb fragment of B. licheniformis DNA. The purified enzyme encoded by plJ322 was capable of hydrolyzing
pullulan and cyclodextrin as well as starch. Iefuji et al. (1996) described the cloning and sequencing of
a raw starch -digesting and thermostable a-amylase from Cryptococcus sp. S2. An open reading frame
of the cDNA specified 611 amino acids. Including a putative signal peptide of 20 amino acids. The N-
terminal region of the enzyme (from the N-terminus to position 496) shared 49.7% similarity with that
of A. oryzae (Marco et al. 1996).

5.13. Enzyme engineering for improved thermostability

The interesting so-called proline rule for thermo-stabilization of proteins proposed by Suzuki and co-
workers (Suzuki et al. 1987, Suzuki 1989) has been demonstrated on the enzyme from the a-amylase
family, oligo-1,6-glucosidase (Watanabe et al. 1994). An increasing number of prolines (19 in Bacillus
cereus, 24 in Bacillus coagulans and 32 in Bacillus thermoglucosidasius enzymes) was observed with
the rise in thermostabilities of the oligo-1,6-glucosidase. The prolines at the second sites of B-turns and
in the first turn of o-helices have been found to contribute to the thermostability (Watanabe et al. 1994).
This appears to have a clear evolutionary implication for how the proteins have achieved their naturally
enhanced thermostability (Janecek 1997, Turner 2003).

The conditions prevailing in the industrial applications in which enzymes are used are rather extreme,
especially with respect to temperature and pH. Therefore, there is a continuing demand to improve the
stability of the enzymes and thus meet the requirements set by specific applications. An o-amylase from
Pyrococcus woesei (Antranikian et al. 1990) had better thermostability than the currently available
commercial enzymes; however, none has been introduced into the market yet. One of the reasons being
that besides thermostability and activity, other factors such as activity at high concentrations of starch
(more than 30% dry solids) and the protein yields of the industrial fermentation are important criteria for
commercialization (Schafer et al. 2000, Nielsen & Borchert 2000). Most, if not all, a-amylase family
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enzymes found by screening new and exotic strains do not meet these criteria. The other well-known
approach to find new and potentially interesting enzymes is to use the nucleotide or amino acid sequence
of the conserved domains in designing degenerated PCR primers. These primers can then be used to
screen microbial genomes for the presence of genes putatively encoding the enzyme of interest. This
approach has been used successfully by Tsutsumi et al. (1999) to find and express a novel thermostable
isoamylase enzyme from two Sulfolobus spp. and Rhodothermus marinus.

6. INDUSTRIAL APPLICATIONS OF a-AMYLASES

Today, amylases have the major world market share of enzymes (Aehle & Misset 1999). Several different
amylase preparations are available with various enzyme manufacturers for specific use in varied industries.
A comprehensive account on commercial applications of a-amylases has been provided by Godfrey
and West (1996). Bacterial amylase, however, is generally preferred over fungal amylase due to several
characteristic advantages that it offers (Hyun et al. 1985, Babu & Satyanarayana 1994, Malhotra et al.
2000). Mostly thermostable ci-amylases are generally preferred as their application minimizes contamination
risk and reduces reaction time, thus providing considerable energy saving (Sonnleitner & Fiechter 1983,
Pandey et al. 2000). Thermophilic o-amylases are used in starch, detergent, paper, textile, baking and
other industries.

7. CONCLUSIONS

During the last three decades, a-amylases have been exploited by the starch processing industry as a
replacement for acid hydrolysis in the production of starch hydrolysates. This enzyme is also used for
removal of starch in beer, fruit juices, or from clothes and porcelain. A new and recent application of
maltogenic amylase is as an anti-staling agent to prevent the retrogradation of starch in bakery products.
In the light of modern biotechnology, oi-amylases are now gaining importance in biopharmaceutical
applications. Their application in food and starch based industries is the major market, and further the
demand for a-amylases would always be evergreen in these sectors.

8. PERSPECTIVES

Despite the fact that a-amylases have been used in a wide variety of technical applications for several
years, there have not been many new developments. The available enzymes are good and have fulfilled
until recently the needs of the customers. The interest in new and improved o-amylase is growing, and
consequently the research is intensified as well. Genetic engineering approaches are required to develop
the enzyme with desired characteristics for specific purpose. Further, there is a need for Ca**-independent
and hyper-thermostable o-amylases, which are functional above 100° C at acidic pH for the improved
starch saccharification.
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1. INTRODUCTION

Starch from cultivated plants is one of the most important storage forms of polysaccharides in nature
and is the most ubiquitous and accessible energy source on the planet. It is found in crops such as corn,
wheat, rye, potato, cassava, rice, barley, etc. Natural starch is insoluble in water and is present in plants
in the form of microscopic granules. It is a mixture of 15-20% amylose (¢-1,4- linked glucose polymer)
and 75-80% amylopectin (0-1,4- linked glucose polymer branched by o-1,6- linkages). If starch is
heated in water, the hydrogen bond, which binds the granules weakens and this results in swelling and
gelatinisation. Generally, amylose consists of about 1000 glucose units and amylopectin consists of
shorter -1, 4- linked linear chains of 10-60 glucose units, and o~ 1,6- linked side chains with 15-45
glucose units.

1.1. Amylases

The amylase family of enzymes plays an important role in the enzyme industry due to its wide range of
application. Amylases are used in a number of industrial processes such as food fermentation, textiles,
paper industries, etc. In the history of enzyme technology, the first enzyme to be produced industrially
was a fungal amylase, viz. takadiastase, in 1894, which has been used for the treatment of digestive
disorders.

Three main classes of amylases act on starch, which include a~amylase (EC 3.2.1.1), - amylase (EC
3.2.1.2, exo-amylase) and glucoamylase (GA, EC 3.2.1.3). o—amylase splits randomly a-1, 4- glucosidic
bonds between adjacent glucose units in linear amylose chains, while glucoamylase hydrolyses single
glucosidic residues from the non-reducing ends of amylose and amylopectin in a stepwise manner. GA
also hydrolyses the 1, 6 a-linkages in the branching points of amylopectins, although at a slower rate
than the o-linkages (Najafpour & Shan 2003, Gupta et al. 2003, Sauer et al. 2000, Pandey et al. 2000a,
b, Ellaiah et al. 2002, Pandey 1995, Crabb & Mitchinson 1977, Goto et al. 1998). Starch saccharification
is a multi-step process involving several enzymes such as a-amylase, -amylase, GA, pullulanase and
isoamylase. Liquefaction is the first step, where o-amylase disrupts the granular structure of starch and
also causes thinning by breaking down amylose and amylopectin. This usually occurs at pH 6.0-6.5 at
105°C for 5-10 min, and then at 95°C for 2h. This is followed by saccharification of starch by GA at pH
6.0 and 60°C. B-amylase is used in the saccharification step only if maltose is needed as a product.
Pullulanase is required to obtain a higher dextrose/maltose concentration. Amylases have replaced the
use of acid hydrolysis of starch as they offer potential benefits.
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2. GLUCOAMYLASE

GA degrades starch to glucose in theoretically 100% yield. The reaction rate decreases with the decreasing
chain length of the dextrin substrate. GA is capable of catalysing a reverse of the normal hydrolysis
reaction to produce mainly maltose and isomaltose. This reaction is important in industrial processes in
which high concentrations of up to 40% sugars can occur, which favour some maltose formation.

GA finds application in the food and fermentation industries for the saccharification of starch, brewing,
distilling, etc (Ellaiah et al. 2002, Myoung-Hee et al. 2002, Najafpour & Shan 2003, Pandey 1995).
Fungal GA is widely used in the manufacture of glucose and fructose syrups, and in the production of
sweeteners. Enzymatic process to produce high-glucose syrups is widely used in food industry, and
alternatively, glucose may be an important substrate for fermentative processes to produce other products
such as ethanol, amino acids or organic acids (Polakovic & Bryjak 2004). GA also helps in reducing the
dough viscosity to improve the texture and appearance of bread. Further, they are used in the manufacture
of pharmacologically active digestive aids.

2.1. Classification of GA

GA has been classified by Fleming (1968) into two groups, one which converts starch and B-limit
dextrins completely into glucose, and the other which converts 80% starch and 40% B-limit dextrins
into glucose. However, both the groups completely hydrolyse panose and o-limit dextrins to glucose.
Hydrolysis rate by the GA depends on the molecular size, structure, position and nature of bonds
present in the sequence of substrate (Kulp 1975). Pretreatment of substrate also helps in better hydrolysis
rate and improved product recovery. The enzyme acts on substrates such as starch, amylose, amylopectin,
dextrins, maltodextrins, maltose, isomaltose, dextran, panosan and oligo-, di- and polysaccharides, etc.

3. SOURCES

GA occurs in plants (Takahasi et al. 1971), animals (Azad & Lebenthal 1990) and microorganisms,
including bacteria, fungi and yeasts. (Aleshin et al. 2003, Najafpour & Shan 2003, Ellaiah et al. 2002,
Pandey et al. 2000a, Chiarello et al. 1997, Pandey 1995). Table 1 shows some microorganisms reported
as the sources of GA.

3.1. Fungal source

GA is mostly produced by molds, mainly Aspergillus sp, Rhizopus sp and Endomyces sp; production is
generally extracellular and enzyme can be recovered from culture filtrates (Saha & Zeikus 1989, Pandey
et al. 2000a, Pandey 1995). Most of the industrial processes use GA obtained from Aspergillus awamori
or A. niger (Koutinas et al. 2003, Polakovic & Bryjak 2003, Christensen et al. 2002, MacKenzie et al.
2000, Pandey et al. 2000a, Selvakumar et al. 1996a). Species of Rhizopus such as Rhizopus sp All, R.
oryzae, R. niveus, R. delemar, R. javanicus are also potent producers of GA (Yu & Chang 1991, Fujio &
Morita 1996, Pazur et al. 1990, Kusunoki et al. 1982, Saha & Ueda 1983). A few species of Penicillium
(Gombert et al. 1999) and Mucor (Yamasaki et al. 1977a) have also been reported to produce GA.
Monascus sp, which generally produces pigment, can also produce GA (Yongsmith et al. 2000). Few
species of Trichoderma have also been reported to produce GA, namely, 7. viride (Schellart et al. 1976),
T. reesei (Fagerstrom & Kalkkinen 1995), etc.

Few thermophilic fungi have also been reported as the sources of GA. Some examples are Thermomyces
lanuginosus (Nguyen et al. 2000, 2002), Scytalidium thermophilum (Cereia et al. 2000), Thermomucor
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Strains

References

Bacillus stearothermophillus
Flavobacterium sp.

Clostridium thermosaccharolyticum
C thermohydrosulfuricum
Lactobacillus amylovorus

Candida antarctica

Pichia subpelliculosa
Saccharomyces diastaticus
Saccharomycopsis fibuligera
Streptosporangium sp.
Thermoanaerobacterium thermosaccharolyticum
Aspergillus sp. A3

A. awamori

A. fumigatus

A. niger

A. oryzae

A. saitri

A. terreus

Humicola grisea
Monascus sp. KB9
Mucor rouxianus

M. javanicus
Penicillium restrictum
Rhizopus sp. MKU 40

R. oryzae

R. delemer

R. javanicus

R. niveus

Sclerotinia sclerotiorum
Sclerotium rolfsii
Streptomyces rimosus
Streptosporangium sp.
Talaromyces flavus
Thermomucor indicae-seudaticae
Thermomyces lanuginosus
Thermotoga maritima
Trichoderma viride

T. reesei

Srivastava 1984

Bender 1981

Specka et al 1991

Hyun & Zeikus 1985

James & Lee et al 1995

Mot & Verachert 1987

Kumar & Satyanarayana 2001

Furuta et al 1997

Futatsugi et al 1993

Stamford et al 2002

Aleshin et al 2003

Ellaiah et al 2002

Koutinas et al 2003

da Silva & Peralta 1998

Pandey 1990, Pandey & Radhakrishnan 1993,
MacKenzie et al 2000, Christensen et al
2002, Polakovic & Bryjak 2004

Miah & Ueda 1977

Takahashi et al 1981

Ghosh et al 1991

Campos & Felix 1995

Yongsmith et al 2000

Yamasaki et al 1977a

Yamasaki & Kano 1991

Gombert et al 1999

Fujio & Morito 2000

Yu & Chang 1991

Kusunoki et al 1982, Pazur & Okada 1967
Sana & Ueda 1983

Pazur et al 1990

Martel et al 2002

Kelkar & Deshpande 1993

Yang &Wang 1999

Stamford et al 2002

Hang et al 1993

Kaur & Satyanarayana 2001

Nguyen et al 2000, Nguyen et al 2002
Myoung-Hee et al 2002

Schellart et al 1976

Fagerstrom & Kalkkinen 1995
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indicae-seudaticae (Kaur & Satyanarayana 2001), Humicola grisea (Campos & Felix 1995), Talaromyces
flavus (Hang & Woodams 1993) and Streptosporangium sp (Stamford et al. 2002).

3.2. Bacterial sources

A few aerobic bacteria such as Bacillus stearothermophillus, Flavobacterium sp, Lactobacillus
amylovorus, Halobacterium sodamense, Sclerotinia sclerotiorum and Sclerotium rolfsii (James & Lee
1999, Srivastava 1984, Bender 1981, Martel et al. 2002, Kelkar & Deshpande 1993) are known as the
sources of GA. Some anaerobic bacteria such as Clostridium thermosaccharolyticum (Specka et al.
1991) and C. thermohydrosulfuricum (Hyun & Zeikus 1985) have also been reported as the source of
GA.

3.3. Yeast sources

Some species of yeast such as Candida antartica, Saccharomycopsis fibuligera, Pichia subpelliculosa,
Saccharomyces diasticus have been described as the source of GA (Mot & Verachert 1987, Futatsugi
et al. 1993, Kumar & Satyanarayana 2001, Furuta et al. 1997, Sevcik et al. 1998).

4. PRODUCTION OF GA

Traditionally, GA has been industrially produced by submerged fermentation (SmF); however, in recent
years, solid-state fermentation (SSF) has also been considered promising for GA production (Pandey
1992a, b, ¢, 1994, 2003, Pandey et al. 1999, 2000c, 2001). For this, agro-industrial residues are generally
considered good substrates (Ellaiah et al. 2002, Pandey et al. 1999, Pandey & Soccol 2000, Pandey et al.
2000d, e, f). Some examples include wheat bran, rice bran, rice husk, gram flour, wheat flour, corn
flour, tea waste, copra waste, etc (Pandey 1990, 1991a, 1992b, 1992¢, 1994, Pandey & Radhakrishnan
1992, 1993, Pandey et al. 1994a, b, 1995a, Selvakumar et al. 1998). In SSF, several parameters such as
particle size, moisture content and water activity of the substrate have been shown to be important
factors affecting the enzyme production (Pandey 1991a, 1992c, Pandey et al. 1994a). Particle size of
the substrate has strong influence on growth rate and enzyme producing activity of the organism due to
the influence of surface area on hydrolysis/growth rates. Particle size determines the void space, which
is occupied by oxygen. Smaller particles result in a high degree of solubilisation whereas larger particles
provide less surface area. Pandey (1991a) reported maximum GA with substrate (wheat bran) particles
of 425-500 microns. Lowest GA activity was attained when the substrates contained particles bigger
than 1.4 mm and smaller than 180 microns. Hence, a compromise has to be made in selecting a suitable
particle size, which would enhance mass transfer. Water activity of the medium is also a fundamental
parameter for mass transfer of the water and solutes across the cell membrane. When the initial water
activity values of substrate were higher, the GA yields were also found to be higher (Pandey et al.
1994a).

SSF for GA production is generally carried out at mesophilic temperature (~ 30°C) and depending upon
the nature of the substrate, the moisture content varies, e.g. starchy substrates may have about 50-70%
moisture, which, however, could be higher too (depending up on the composition of the substrates for
starch, cellulose, etc). Sometimes, the substrates may require supplementation with another carbon
source (easily accessible source), which could enhance culture’s activity. This could be simple sugars
such as glucose, maltose, sucrose, etc or polymeric compounds such as starch from some other
source. For example, supplementation of corn starch to wheat bran medium generally enhances GA
production by fungal cultures (Pandey 1990). Similarly, supplementation of the substrate with external
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nitrogen sources (organic or inorganic nature) has been practised successfully to increase the yields of
GA in SSF. N-sources too could be simple compounds such as ammonium or nitrate salts, or urea, or
complex sources such as corn steep liquor. The latter has often been found useful for GA production in
SSF.

Addition of fructose, ammonium sulphate, urea and yeast extract in the substrate such as wheat bran
has beneficial effect on GA production in SSF by Aspergillus sp and A. niger (Ellaiah et al. 2002,
Bertolin et al. 2002, Morita & Fujio 2000, Pandey et al. 1995b). GA production by A. awamori showed
100% increase when ammonium sulphate was replaced by urea, with C/N 4.8; however, C/P ratios in
the range 5.1 to 28.7 did not influence GA production (Bertolin et al. 2002).

An important aspect related to the production of GA in SSF has been use of different kinds of laboratory
model bioreactors such as Erlenmeyer flasks, roux bottles, trays and glass columns to evaluate their
performance and the influence of the bioreactor design on GA production (Pandey 1991b, 1992a, 1994,
Pandey & Radhakrishnan 1992, Ashakumary et al. 1994, Pandey et al. 1996). The enzyme production
with A. niger showed to be faster in trays (36 h) comparing to flasks (96 h) (Pandey 1990).

As has been mentioned earlier, traditionally SmF has been used for the production of GA. In SmF,
however, nutritional requirements are generally more complex than in SSE. Composition of the media
greatly influences the production of GA. Generally some kind of starch is needed as carbon source and
fermentation is carried out under acidic pH (~ 4.5) with continuous aeration. Rhizopus sp. A-11 produced
GA to a high concentration in a basal liquid medium supplemented with zinc and calcium ions (Fujio &
Morito (1996). Nguyen et al. (2000) reported that the medium pH, salts such as K,HPO,, KH,PO,, and
the nature of nitrogen and carbon sources greatly affected GA production by Thermomyces lanuginosus.
Thermostable glucoamylase was produced by Streptosporangium sp. cultured on starch-czapek medium.
Maximum glucoamylase activity was obtained at pH 4.5 and 70°C. Queiroz et al. (1997) conducted a
study on GA production by A. awamori in order to define the rheological parameter consistency index
(K) from the Power law and another between either the specific growth rate or the specific GA production
rate. Aeration is an important factor to be considered for GA synthesis (Kostka & Kaczkowski 1989).

Design of a fermentation media for industrial production of GA also depends upon the kinetic parameters
of a fungal culture. Kinetic parameters of a fungal culture may vary significantly according to culture
conditions, such as temperature, oxygen, pH, etc (Koutinas et al. 2003). The specific glucose consumption
rate (§) was used as an indicator of GA and for feed rate control. The statistical regression mod<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>