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Introduction to Advanced
Dynamics

11.1. Introduction

At the age of 19, recognized for his extraordinary mathematical abilities,
Joseph Louis de Lagrange (1736-1813) was appointed professor of geometry and
mechanics at the Royal Artillery School at Turin, Italy, his birthplace. Here he
developed his method of variations , invented earlier by Euler (in 1744) who later
named it the calculus of variations. Lagrange left Turin in 1766 to become director
of the Berlin Academy of Sciences until 1787 when, at the invitation of King Louis
XVI of France, he was appointed to the Paris Academy of Sciences .l! Shortly
thereafter his most celebrated work, Mecanique Analytique, appeared in 1788,
nearly a century after the appearance of Newton' s Principia. Therein , Lagrange
sets down an energy based approach for dynamics-the analysis ofmotion.

Inspired and strongly influenced by his senior contemporaries D' Alembert
(1717-1785) and Euler (1707-1783), Lagrange linked the classical concepts and
postulates of others in an invariant formulation of the equations of classical me­
chanics , now known as Lagrange's equations. The method begins with con­
struction of a single scalar function of the total kinetic and potential energies,
called the Lagrangian function , and for general dynamical systems it employs
the method of virtual work to identify the nonconservative generalized forces.
Although Lagrange's analytical mechanics embraces the theories of Newton and
Euler, as it must, but in terms of work and energy, we shall see that it does not
explicitly identify specific concepts of momentum , moment of momentum, center
of mass, and rigidity. With these classical concepts in hand, Lagrange' s method
provides a systematic scheme for the formulation of the equations of motion and

It Lagrange 's life and times are sketched in the translators' "Introduction" in Lagrange's Analytical
Mechanics cited in the chapter References. See also Truesdell' s Essays.
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496 Chapter 11

their first integrals for any multidegree of freedom dynamical system consisting
of any number of particles and rigid bodies.

Although a detailed study of Lagrange's analytical dynamics is beyond the
scope of this Introduction, still, we can accomplish a great deal. Our objective
is to derive Lagrange's equations of motion for all sorts of classical (holonomic)
dynamical systems, both conservative and nonconservative, consisting of a par­
ticle, a system of particles, a rigid body, several connected rigid bodies, in fact,
any combination of these objects . First, various kinds of system constraints are
discussed. Then, Lagrange's equations of motion for a particle are formulated and
illustrated in some applications. Their straightforward extension for a system of
particles follows. Hamilton 's principle of stationary action, a method based upon
the calculus of variations , is introduced, and Lagrange's equations are then derived
from this principle without mention of any specific dynamical system. A number
of examples are exhibited along the way.

11.2. Generalized Coordinates, Degrees of Freedom,
and Constraints

We begin with a description of degrees of freedom and system constraints.
Recall from Chapter 2 that the number of degrees of freedom of a dynamical
system is the number of independentcoordinates required to uniquely specify the
location and orientation of all material points of the system relative to an assigned
reference frame. A rigid disk free to move in the xy-plane, for example, has three
degrees of freedom; two coordinates (x p, yp) specify the location of any disk point
P and one coordinate () provides the angle of rotation of the disk about its normal
axis, say. If P is constrained to move on a specified path yP = !(xp ) , only two
coordinates x p and () are independent and hence the disk now has two degrees of
freedom . In general, if there are c independent kinematical constraint equations
relating the n coordinates, there remain n - c = d independent coordinates, i.e.
degrees of freedom .

The number of degrees of freedom is strictly a property of the system; it is
independent of the particular coordinates used to uniquely specify the configura­
tion of the system. Imagine, for example, that the dynamical system requires m
Cartesian coordinates xi, k = 1,2, . .. , m, to uniquely specify its configuration
in a Cartesian frame 1ft at an instant t ; and these m coordinates are related by r
kinematical equations of constraint. Then d = m - r . Suppose , on the other hand,
that the Xk coordinates are related to another set of p generalized coordinatesqi,

I = I , 2, . . . , p , that uniquely specify the system configuration in 1ft at the instant
t so that, in general , Xk = Xk(q\ , qz, .. . , qp , t) == Xk(q/ , t), say. These equations
describe the transformation from the set of ordinary coordinates Xk to the set of
generali zed coordinates q / for a fixed t . If the new coordinates q k are related by s
kinematical equations of constraint, then, regardless of the particular set of coor­
dinates used to specify the configuration in 1ft at time t , d = m - r = p - s, the
number of degrees of freedom of the system is the same. It may not be possible,
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however, to solve the constraint equations and thus eliminate the dependent vari­
able s. Thi s is discussed next.

11.2.1. HolonomicConstraints

Kinematical constraints are classified as either holonomic or nonholonomic.
First consider a system described by p generalized coordinates q[ related by s
algebraic, kinematical constraint equations

j = 1,2, . .. , s < p . (1Ll)

Kinematical constraints of this kind, or any that can be recast in this form as
discussed later, are called holonomic constraints. In principle, these constraint
equations for s coordinates can be solved in terms of the remaining p - s = d
coordinates and the time t, thus retaining only as many generalized coordinates
as there are degrees of freedom. The elimination of s variables among the p
generalized coordinates by use of (11.1), however, generally is quite awkward.
In most cases, we try to find a set of generalized coordinates that describe the
constrained system without our actually having to use the constraint equations.

For illustration, consider a simple pendulum whose bob is supported by a
rigid rod of length £ and negligible mass , and pivoted at a support O . The general
configuration of the bob is specified by the three Cartesian coordinates (x, y, z)
in a reference frame 1{J = {O; ik } . Now, suppose that the motion is confined to the
vertical xy-plane in 1{J. The two obvious con straint equations of the form (11 .1) are
ft (x , y , Z, t) = z = Oand !2 (x , y , z, t) = x 2(t ) + y2(t) - £2 =orelating x andy,
and therefore this system has 3 - 2 = 1 degree of freedom. On the other hand,
for the plane motion of the pendulum, we also may write x = £ cos q, y = £ sin q,
relating each of the Cartesian coordinates to the single generalized coordinate
angle q == B(t) which completely describes the single degree of freedom motion
of the pendulum without violating the constraints and without our having actually
to use the constraint equations.

The aforementioned holonomic constraints do not depend explicitly on the
time t, so these are further classified as scleronomic constraints. Holonomic con­
straints that depend explicitly on time are called rheonomic constraints. A holo­
nomic dynamical system, therefore, is respectively classified as rheonomic if one or
more constraints are time-dependent, or scleronomic when all constraints are time­
independent. Suppose that a particle P at x = x(X, Y) in the frame <1> = (O; Id
is constrained by forces to move on an inclined plane of slope b that is moving to­
ward the right with a speed v(t) , a prescribed function of t. Then the coordinates of
P must satisfy the holonomic con straint f(X , Y, t) = Y - b(X - J~ v(t)dt) = 0,
and now the position vector of P may be written as an explicit function x = x(X , t)

ofonly one independent coordinate and the time .This is an example of a rheonomic
con straint of the type (ll.l ) in which q I = X, q2 = Y. The holonomic con straint
on the motion of a pendulum suspended from a moving support is another example.
Sometimes a holonomic equation of con straint may be an inequality f (q[, t ) ::: 0
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j = 1, 2, .. . .s < p , (11.2)

restricting the values of the generalized coordinates. We shall not encounter these
kinds of bounded constraints in our studies here .

11.2.2. Nonholonomic Constraints

Kinematical constraints that are not of the form (11.1), or cannot be recast
in that form , are called nonholonomic constraints. These kinds of constraints are
expressible only in terms of differentials of the generalized coordinates and time
in the form

p

L ajk(q/, t)dqk(t) + bj(q/ , t)dt = 0,
k=l

where ajk and bj are certain functions of the p generalized coordinates q/ and the
time t , Clearly, nonholonomic constraints are characterized by their being nonin­
tegrable; otherwise, upon integration they would reduce to holonomic constraints
of the type (11.1). As a consequence of their nonintegrability, the nonholonomic
constraint equations (11.2) cannot be used to reduce the number of generalized
coordinates. Therefore, nonholonomic systems always require more coordinates
to specify the configuration of the system than there are degrees of freedom.

A circular disk of radius a situated in the vertical plane and rolling without
slipping along a curved path .(fj' in the horizontal plane is described by two non­
holonomic constraint equations. Suppose the point of rolling contact has Cartesian
coordinates (x, y ) in the frame <I> = {o ; ik }. Let da denote the elemental arc length
along (fj', and let ¢ denote the angle between the tangent vector to .(fj' and the x -axis.
Then for rolling without slipping, we have do = adti, the elemental arc length
traced by the rim of the disk rotating through an angle de . Thus, constraint equa­
tions of the kind (11.2) describing rolling contact without slip may be written
as

dx - a cos¢de = 0, dy - a sin¢de = o. (11.3)

(11.4)

These are two independent constraint equations in four coordinates x , y , ¢, and e
that cannot be used to reduce the number of generalized coordinates; nevertheless,
the system has 4 - 2 = 2 degrees of freedom. Because neither of these equations
can be expressed as an exact differential of the form

df(x, y , ¢ , e) = of dx + of dy + of d¢ + of de = 0,
ax ay o¢ ae

they are not integrable. If this were true , the constraints (11.3) could be recast as
a holonomic constraint f (x , y , ¢, e) = 0 of the type (11.1). The difficulty arises
because the value of the angle of rotation e cannot be specified unti l the path
or the length of the path along which the disk has rolled in reaching the point
(x , y ) is known . When the path is specified by the additional constraint that the
disk roll parallel to the y-axis so that ¢ = JT/ 2 in (11.3), the system becomes
holonomic with the integrable constraints dx = 0 and dy = ade = do that yield
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x = Xo, Y = a = Yo+ ae, where xo, Yo are constants for which the origin 0 may
be chosen so that these vanish.

A kinematical constraint given as a differential relation among the generalized
coordinates may be holonomic or nonholonornic . This may prove quite difficult
to decide. To assess its type, the relation must be tested for its integrability to
determine the existence of integrals of the differential equations (11.2). The case
p = 2 in (11.2) is exceptional , because a differential relation between two vari­
ables is always integrable , though not always exactly in closed form, and therein
lies the difficulty. If relation (11.2) for any fixed s < p is integrable, then that
differential constraint is holonomic, otherwise not. If anyone of the s constraints
is not integrable, the system is nonholonomic. To illustrate the test procedure,
let us consider a single differential , scleronomic constraint relation among p = 3
generalized coordinates (ql' qi , q3); say, aiidq; + alzdqz + a13dq3 = 0, in which
the coefficients ajk = ajk(ql, qz.q3) are certain nonzero , differentiable functions
of qk(t) . Then solving this relation for dq-; and writing Citq, qz, q3) == -alkia13,
k = 1, 2, we form the differential relation

(11.5)

If there is a holonomic condition relating the three variables so that q3 =
q3(ql, qz), then in accordance with (11.5) we must have C1(ql , qi . q3) = oq3/oql,
CZ(ql ' qi , q3) = oq3/oqZ, and hence the integrability condition oZq3/oqZoql =
oZq3 /oq,oqZ, that is,

(11.6)

must be satisfied identically for all values of ql and qz- If this result is an identity,
then (11.5) is integrable and hence holonomic ; but integration of the constraint
to obtain f(ql ' qi . q3) may not be apparent. We learn that an integral exists, but
it is not revealed . On the other hand, if (11.6) yields a relation q3 = q3(q" qi) .
then we test this relation to see whether or not oq3/oql = C1(ql ' qi ,q3) and
oq3 /oqZ = CZ(ql , qz, q3). If these hold, then the relation qs = q3(ql , qz) yields
the desired holonomic constraint equation f(q" qi. q3) = O. See Problem 11.1
for an equivalent alternative method.

Exercise 11.1. Show that the following differential, scleronomic constraint
is holonomic, and determine its algebraic form (11.1):

(sirr' y - eZx - z)eXdx + (z - sinz y - eXsin y ) cos ydy + eXdz = O. 0

This concludes the discussion of kinematical constraints. In this book, only
holonomic constraints, mainly of the scleronomic type and usually so evident
as to require no special attention, are encountered. The further study of non­
holonomic constraints is left for advanced study. See the texts listed in the
References .
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11.3. Lagrange's Equations of Motion for a Particle

Our immediate objective is to derive the first fundamental form of Lagrange's
equations of motion for a particle. Later, however, independent of the specific na­
ture of the dynamical system, it is shown that the same energy based equations
of motion hold for far more complex, multidegree of freedom dynamical systems
consisting of several particles and rigid bodies . For simplicity, however, let us be­
gin with a particle P with position vector x(P, t) = xkik in a Cartesian reference
frame <I> = {O; ik } . The use of rectangular Cartesian coordinates xi , as we know,
is not always convenient; so, a more suitable set of independent generalized co­
ordinates qk , say, that also may serve to specify uniquely and more naturally the
configuration of P in <I> is introduced. Then the coordinates Xk are certain functions
of these generalized coordinates qk and perhaps time t . For example, if cylindrical
coordinates (r, ¢, z) are chosen as the generalized coordinates ql = r, q2 = ¢, and
q3 = zto describe the motion of a particle in a frame 1{! that has a specified motion
~(t) along the z-axis in <1>, these are related to the regular Cartesian coordinates
(x, y, z) in <I> by the coordinate transformation relations

x=rcos¢ , y=rsin¢, z=z+~(t)=z(z,t).

This typical sort of change of variables may be written as Xk = xk(r, ¢, Z, t) =
Xk(ql, qi . q3, t) ; or briefly, Xk = Xk(qj , t) in which qj = qj(t). We thus introduce,
more generally,

(II.7)

in which the qj are independent generalized coordinates, the actual number of
which will depend on the number of degrees of freedom, hence the number of
holonomic constraints, if any be imposed.

11.3.1. Two Useful Identities

We now derive two important identities relating partial derivatives that arise
in the formulation of Lagrange's equations. Since qj = qj(t) are functions of time
t, differentiation of (11.7) with respect to time gives the velocity vector

ax axx= -q. + - . (11.8)
oq, J at

Here and throughout this chapter the summation rule (see Chapter 3) applies to
twice repeated indices, unless explicitly noted otherwise. The quantities qj are
named the generalized velocity components, or briefly the generalized velocities.
In view of (11.8), the particle 's velocity vector is a function of the independent
variables qb qb and t : namely, x= X(qb qb t) . Notice , however, that axjaqj and
axjat are independent of the generalized velocities ql :Consequently, recalling the
definition (3.2) of the Kronecker delta and noting that aqj jaqk = 8jb we obtain
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from (11.8) our first identity, the rule ofcancellation ofthe dots:

ax ax
- -
aqk aqk

Further, since aX/aqk are functions of qk and t alone, we have

d (ax) a2x a2x

dt aqk = aqjaqk qj + ataqk'

By (11.8), however,
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(11.9)

ax a2x a2x

-=--qj+--'
aqk aqkaqj aqkat

We shall require that X(qb t) has continuous second partial derivatives with respect
to qk and t in the domain considered. Then the last two expressions are identical,
and hence follows our second identity, the rule for interchange ofderivatives:

:t (::J = :~ = a:
k
(~;) . (11.10)

11.3.2. First Fundamental Form of the Lagrange Equations of Motion

We are now prepared to derive Lagrange's equations for a particle, based on
its kinetic energy. In the Lagrangian theory, however, it is customary to denote the
kinetic energy by T so that in an arbitrary motion of the particle

I
T = K = -mx ·x. (11.11)

2

Because x = x(% qb t) in (11.8), T = T(qb qb t) as well. Hence, from (11.11),

aT. ax aT . ax . ax- =mx·- - =mx·- =mx·- (11.12)
aqk aqk ' aqk aqk aqk '

wherein the rule of cancellation of the dots (11.9) is introduced. Further, differen­
tiation of the second equation in (11.12) with respect to t and use of rule (11.10)
for the interchange of derivatives yields

d (aT) .. ax . ax
dt aqk = mx - aqk +mx - aqk'

Therefore, use of this relation and the first equation in (11.12) yields the result

d (aT) aT .. ax- - - - =mx ·-. (11.13)
dt a~ a~ a~

Thus far, no laws of motion have been imposed; so (11.13), except for the
presence of the mass m, is essentially a purely kinematical result. Now introduce
on the right-hand side of(II .13) the Newton-Euler equation of motion F = mx for
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a particle of mass m acted upon by a force F = F(qb qb t) , where x is its position
vector in an inertial reference frame <t> = {O; id, and define thegeneralizedforces
Qk = Qk(qb qb t) by the relation

ox
Qk=F·-. (11.14)

oqk

Then (11.13) yields the first fundamental form ofLagrange's equations,

d (OT) st
dt oqk - oqk = Qb (11.15)

for the unconstrained (k = 1, 2, 3) or at most holonomic constrained (1 ::: k < 3)
motion of a particle. The force F(qj, qj , t), hence the generalized forces Qk =
Qk(q j, qj , t), includes all sorts of applied forces, such as conservative, noncon­
servative, time varying driving forces, and forces of constraint.

11.4. The Generalized Forces and Virtual Work

The generalized forces Qk(qb qb t) may be found from the virtual work done
by the total force F(qb qb t) acting on a particle over a small virtual (imaginary)
displacement OX(qk) corresponding to arbitrary small virtual increments Oqk in the
generalized coordinates during which time is held fixed and the applied forces do
not change. The virtual increments oqk, also called virtual displacements, must re­
spect the kinematic constraints, any moving constraints being momentarily halted
with time. By (11.7), the virtual displacement vector ox is given by

oxox = -Oqk . (11.16)
oqk

In the presence of any holonomic constraints (11.1), the virtual displacements
must respect the corresponding constraint conditions o/j = (O/j joqk)Oqk = 0,
valid for both scleronomic and rheonomic systems. This is not the same as the
differential of /j for "real" displacements dq, for which d/j = (o/j j oqk)dqk +
(o/j jot)dt = 0. Here df, is the infinitesimal change in /j(qb t) when both qk and
t are varied, whereas O/j(qb t) is the infinitesimal change in /j(qb t) when only qk
are varied. These are the same only for scleronomic constraints. The nonholonomic
constraints given in (11 .2) for real displacements are replaced by 'Lf=1 ajkOqk = °
for virtual displacements in both scleronomic and rheonomic systems; however,
nonholonomic constraints are not encountered in this text.

The virtual work 011/ done by the total force acting on the particle over its
virtual displacement ox is defined by

011/= F· ox.
Substitution of (11.16) and the use of (11.14) yields, equivalently,

011/ = QkOqk .

(11.17)

(11.18)
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This is the virtual work done by the generalized forces frozen in time, i.e. treated
as constants, and acting over the generalized virtual displacements that satisfy the
constraints. The generalized forces may be found from these results.

If the virtual work done by the total force F in a virtual displacement com­
patible with the constraints vanishes in (11.17), by (11.18), the generalized total
forces Qk also are workless. Moreover, for holonomic systems, the 8qk may be
independently chosen, and hence, by (11.18 ), Qk = 0, the corresponding gen­
erali zed total forces must vanish. Consider the part P of the total force F with
corresponding generalized forces Qf = p . aX/aqb defined in accordance with
(11.14), which does no virtual work. Then Qf = 0. Hence , nontrivial generalized
forces arise only from those applied forces that do virtual work .* Consequently,
workless forces of constraint contribute nothing to Lagrange's equations (11.15)
for the motion of a particle.

Example 11.1. Apply Lagrange's equations (11.15) to derive the equations
of unconstrained motion of a particle in cylindrical coordinates.

Solution. The three independent generalized coordinates and generalized ve­
locity components for the unconstrained motion of a particle in terms of cylindrical
coordinates are defined by

(l1.19a)

(l1.I9c)

(l1.19b)

It should be noted that the generalized coordinates and velocities are not the respec ­
tive physical scalar components of either the actual position vector x = re, + ze,
or the velocity vector v =re, + r¢e¢ + ze, in cylindric al coordinates. The kinetic
energy function in cylindrical coord inates is given by

T = ~mv . V = ~m(r2 + r2¢ 2 + Z2).
2 2

Hence , with (l1.19a) and (ll.lS) in mind, we use (l1.I9b) to first derive

d(aT) et d . '2 .. ' 2- - . - - = - (mr ) - mrd: = mer - r¢ ) ,
dt ar ar dt

d (aT) aT d 2 ' d 2 '- - . - - = -(mr ¢) = m-(r ¢) ,
dt a¢ a¢ dt dt

~ (aT) _aT = ~(mz) = mi,
dt az az dt

To comp lete the formulation of the equation s of motion from the Lagrange equa­
tions (11.15), we next consider the generalized forces in (11.15). The virtual work

• We may think of the result (1 1.18) in the space of the qt Sas a generalized scalar product QP . oq that
vanishes if and only if QP is "perpendicular" to oq . Because the only vector perpend icular to every
vector is the zero vector, QP. oq= 0 for all oq# 0 implies that Q P = 0 for all workless holonomic
constraints.
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(11.17) done by the total force F = F,«, + Fq,eq, + Fzez in the virtual displacement
8x = sre; + r8¢eq, + 8zez is given by

811/ = Fr8r + r Fq,8¢+ Fz8z. (l1.19d)

By (11.18), the virtual work done by the generalized forces (QI, Q2, Q3) =
(Q r, Qq" Qz) acting over the generalized virtual displacements (8q" 8q2, 8q3) =
(8r, 8¢ , 8z) is

(l1.1ge)

Since there are no constraints, the virtual work relations in (11.19d) and (11.1ge)
must be equal for all arbitrary virtual displacements Br, 8¢, 8z, and hence the
generalized force components are given by

o, = r: Qq, = rFq" Qz = r; (l1.19£)

Notice that [Qq,] = [FL] has dimensional units of torque . We thus see that the
generalized forces need not have dimensional units of force , as do Qr and Qz.

Use of the two sets of results (l1.19c) and (lU9£) in the Lagrange equations
(11.15) now yields the familiar equations of unconstrained motion for a particle
in terms of its cylindri cal coordinates:

m d 2 '
--(r ¢) = Fq"
r dt

These agree with equations (6.4) based on Newton's second law.

(l1.19g)

D

Exercise 11.2. (a) Recall the position vector in cylindrical coordinates and
note that e, and eq, are known functions of ¢ alone . Apply the definition (11.14)
to derive the generalized force components (11.19f). (b) In view of (11.9), the
generalized forces (11.14) also may be written as

ov
Qk = F . -. . (11.20)

oqk

Use this result to derive the generalized forces in (lU9f). This is the simpler of
these two methods , because the basis vectors depend on the generalized coordinates
qi, not the generalized velocities qk. D

Exercise 11.3. Apply Lagrange's equations (11.15) to derive the equations
of unconstrained motion of a particle in spherical coordinates (r, (), ¢). Find the
generalized forces (a) by use of the method of virtual work, and (b) by application
of both (11.14) and (11.20) . Compare the results with (6.5). D

We have seen that the generalized force components corresponding to a work­
less applied force P, including any workless force of holonomic constraint, must
vanish . The same result follows readily from (11.20). To see this, consider a force
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(11.24)

P that does no work in the real motion. This force is perpendicular to the particle's
path, and hence to its velocity vector v = V(i]b qb t) = V(i]b qb t)t(qb t), where
t(qb t) = dx(qb t) /ds is the unittangent vector. By (11.20), since p . t(qb t) = 0,
the corresponding generalized forces Qf = ov(i] j , qj , t) /oi]kP · t(q j , t) == O. For
a specific illustration, let the reader consider the workless force of constraint
P = T(O)n(O) that acts on the bob of a simple pendulum having a single degree of
freedom with ql = 0, the usual angular placement. Note that v = 18t(0), and thus
confirm that the corresponding generalized force Qf = Q: = O.The gravitational
part W of the total force, however, does virtual work W . 8x = W · 180t = Q't'80
from which Q't' = <mgl sin e .

11.5. The Work-Energy Principle for Scleronomic Systems

For holonomic systems of scleronomic type, the first integral of Lagrange's
equations with respect to the generalized displacements is the familiar work­
energy principle (7.36) . To demonstrate this result, let us consider only those
dynamical systems for which (11.7) is not an explicit function oft so that ox/ot == 0
in (11.8) ; then,

. ox .
x = x(qr(t)) , x =-qk. (11.21)

oqk

This is a special case for which all of the previous results apply.
First, recall (7.21) and introduce the second relation in (11.21) to obtain

71/ = {F .dx = ( F ·~dqb (11.22)
l ee lei oqk

in which F = F(x(qr)) and {8 is the particle's path. Then use of (11.14) in which
Qk = Qk(qr) delivers the work done by the generalized forces acting over the
generalized displacements:

71/ = 1Qkdqk . (11.23)

The kinetic energy (11.11) may be cast in terms of the generalized velocities
by use of the second expression in (11.21) to obtain

1
T = 2Mjk(qr)i]ji]k.

Remember that repeated indices are summed over their range, and note that
Ttq. , i]r) is not an explicit function of time, which is generally the case when
there are no moving constraints. Hence , (11.24) is a homogeneous function of de­
gree 2 wherein the symmetric coefficient matrix M jk = Mkj , which need not have
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(11.25)

physical dimensions of mass, is a function of the generalized coordinates only:

ax ax
Mjk(qr) == m- ·-.

aqj aqk

It thus follows from (11.24) that

Finally, we consider

aT
- . qk =2T.
aqk

(11.26)

(11.27)

(11.28)

dT(q"qr) et ; sr , d (aT.) d (aT) . et .
dt = aqk qk + aqk qk = dt aqk qk - dt aqk qk + aqk qi,

Use of (11.26) in the first time derivative on the far right-hand side yields

dT(qr , qr) = (~ (a~) _~) qk.
dt dt aqk aqk

This is equivalent to our multiplying the k1h Lagrange equation (11.15) by qk
and adding the results, as indicated by the right-hand sum of (11.27) , to obtain

dT(q" qr) Q '
= kqk·

dt

Integration of this equation in accord with (11.23) yields the work-energy principle
for scleronomic systems:

'W=D.T, (11.29)

as a first integral of the Lagrange equations (11.15). Moreover, based on (7.38),
this result also provides an expression for the mechanical power: r:r = dT[dt =
d'W/dt. Notice that if T were to depend explicitly on time, additional terms would
arise in (11.24) and (11.27), and the work-energy equation (11.29) would not hold.

Exercise 11.4. Begin with (11.11) for the kinetic energy of a particle and
derive (11.26) . 0

Exercise 11.5. Begin with (11.7) and (11.8) and show that the kinetic energy
for a particle has the general explicit time dependent form

T(q" q. , t) = Aij (qr , t)qiqj + Bj(qr, t)qj + Ciq», t), (11.30)

in which Aij = Ais- Identify the coefficient functions and thus establish that for
scleronomic systems, Bj(qr, t) = 0, Ctq., t) = 0, and 2Aij(qr, t) = Mij(qr) de­
fined by (11.25). Clearly, the general form of the time dependent kinetic energy
function in generalized coordinates is far more complex than its scleronomic
furm. 0
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11.6. Conservative Scleronomic Dynamical Systems
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(11.31)

When the total force is conservative, there exists a potential energy function
V(x(qd) == V(qk) that depends only on the general ized coordinates such that F =
- V V.Then, in accordance with (11.14),

A ax av ax
Qk = -VV · - = -- '-,

aqk ax aqk

and hence the conservative generalized f orces are given by

av
Qk = --.

aqk

The same relation holds if a part of the total force is workless and the remaining
part is conservative. The generalized forces for the workles s part vanish and the
conservative part yields (11.31). In all such cases , the dynamical system is called
conservative. If the system also is scleronomic, it follows from (11.23) that the
work done by conservative generalized forces ofa scleronomic dynamical system
is equal to the decrease in the total potential energy:

''fI/ = -~ V (qr). (11.32)

This is equivalent to (7.45). Moreover, by (11.29), the total energy f or a conser­
vative, scle ronomic dynamical system is constant throughout the motion:

T (qk, qd + V( qd = E , a constant. (11.33)

Exercise 11.6. For conservative forces, the virtual work (11.18) may be ex­
pressed as 811/ = - 8V . Begin with this relation and show conversely that for
unconstrained or holonomic systems (11.31) follows. D

11.7. Lagrange's Equations for General Conservative Systems

Let us return to the first fundamental form of Lagrange's equations (11.15) in
which T = T(qr , qr , t) and all the QkSare derivable from a potential energy func­
tion in accord with (11.31) . Now, introduce the Lagrangian fun ction L(qr , qr, t)
defined by

L (qr , qr, t ) == T (q" q" t ) - V (qr), (11.34)

called briefly the Lagrangian . The potential energy does not depend on the gen­
eralized velocities, so av/aqk == O. Therefore, upon substitution of (11.31) in
(11.15) and introduction of the Lagrangian (11.34), we obtain the classical form
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(I 1.35)

of Lagrange's equations ofmotion for a general conservative dynamical system:

d (OL) e:
dt oi]k - oqk = 0,

with k = 1, 2, 3 for a single, unconstrained particle .
This result also holds more generally for holonomic systems in which the

potential function V = V(qr , t) may depend on time. The virtual work 8/f/=
-8V(q" t) = Qk8qk yields Qk(qr , t) = -oV(q" t) /oqk . Therefore, with the
Lagrangian defined by L(i]r, qr , t) == T(i]r, qr, t) - V(qr , t), (IU5) again trans­
forms to (I1.35). The principle of conservation of energy, however, does not
hold for a time dependent potential energy function. See the discussion regarding
(7.79).

Thus, to obtain the equations of motion for a general conservative dynamical
system, we need only determine the Lagrangian function (11.34) and apply (I 1.35).
Lagrange's method, like the work-energy method, provides no information about
the inessential workless forces of constraint.

Example 11.2. Derive Lagrange's equations of motion for the simple pen­
dulum shown in Fig. 6.15, page 138.

Solution. The motion of the pendulum is restricted to the vertical plane and a
rigid wire of negligible mass constrains the motion to a circle , so the scleronomic
constraints are z = °and r = £. The tension in the string is workless, and the
weight of the bob is a conservative force for which V = mg e(I - cos 8). Hence,
this scleronomic system is conservative with one degree of freedom described by
ql = 8. The kinetic energy of the bob is T = !meze z. Therefore, the Lagrangian
(11.34) is

and hence with

L = T - V = ~mezez - mge(I - cos 8) , (ll.36a)

d(OL) d z · 2 "- - . = -(me 8) = me 8,
dt 08 dt

oL
08 = -mge sin 8, (I1.36b)

the Lagrange equations (11.35) yield the differential equation of motion for the
pendulum bob:

me2ij + mgt. sin 8 = O. (I1.36c)

The inessential, workless string tension of constraint , an incidental result of
the Newton-Euler law in (6.67b), does not explicitly enter the argument. Of course ,
since only derivatives of V with respect to the generalized coordinates appear in
Lagrange's equations (11.35), any constant in the potential energy function also
is unimportant. Thus, in the present problem we could have written , for example ,
V = -mgecos8 . 0
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Example 11.3. Derive the equations of motion for a particle of mass m mov­
ing in a plane under a central force F = -(J-tm/r2)e

r , where u. is a constant and
cylindrical coordinates are used.

(11.37a)

Solution. The holonomic constraint z = 0 is evident, and the velocity vector
is v = ie, + r¢el/>. Hence, the kinetic energy is given by

T = ~m(f2 + r 2¢2).
2

The central force is conservative with potential energy

v = -s um f r , (11.37b)

(11.37c)

as shown in (7.62) with J-t == MG . Thus , the Lagrangian (11.34) for this conser­
vative scleronomic dynamical system is

1 2 2 ' 2 um
L = -mer + r ¢ )+-.

2 r

The generalized coordinates are (QI,q2) = (r, ¢) , the generalized velocity
components are (til, ti2) = (r, ¢), and with (11.35) in mind we use (11.37c) to
obtain

ol: . 2 um
-=mr¢ --,
ar r2

ei. 2'
- . =mr ¢,
a¢

aL-=mrar '
aL
a¢ =0.

(11.37d)

Lagrange's equations (11.35) thus yield the equations of motion for this conser­
vative system with two degrees of freedom :

.. ,j,2 + u. - 0r - r'l' 2 - ,
r

d 2 '
-(r ¢)=O.
dt

(11.37e)

o

11.8. Second Fundamental Form of Lagrange's Equations

Suppose that some of the generalized forces are conservative with a total
potential energy V (qd . Let the remaining generalized forces that are not workless
be denoted by Qf = Qf(tir, qr, t) ; these are called nonconservative generalized
forces. The dynamical system, in this case, is called nonconservative. In the absence
of any constraints, with Qk = -a V / aqk + Qf, and use of (11.34) , (11.15) may
be rewritten to obtain the secondfundamentalform ofLagrange's equations:

(11.38)
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If it happen s that the nature of a force is uncertain, the ambiguous force
may be treated as a "nonconservative force" in the formulation of (11.38). More­
over, generalized forces of rheonomic constraints that are specified functions of
time alone do no virtual work; for, with time held fixed, the corresponding vir­
tual displacements are zero . Hence, these nonconservative forces do not enter the
Lagrange equations of motion. On the other hand, these same nonconservative
forces generally do work in the real motion of the system. This is illustrated in a
subsequent example.

Example 11.4. Derive the equati on of motion for a particle P that falls from
rest in a Stokes medium .

Solution. The kinet ic energy of P is T = ! myl, its gravitational potential
energy is V = -mgy, and the nonconservat ive Stoke s force is F = - ev = - eyj ,
where j is the downward direction of the motion . Let the reader apply the
method of virtual work to find Q~. Here we consider (11.20). Accordin gly, with
q, = y, the nonconservative generalized force in (11.3 8) is Q~ = F · avja ij] =
- eyj . j = -ey. Now form the Lagrangian L = T - V = ! myl + mgy, and ap­
ply (11.38) to obtain the equation of motion my - mg = -eY. That is, with v = y
and v = cfm, we recover (6.34a): dvjdt = g - vv. 0

Example 11.5. (a) Derive the Lagrange equations of motion for a heavy bead
of mass m that slides free ly in a smooth circular tube of radius a, as the tube spins
with constant angular speed rP = w about its fixed vertical axis, as shown in the
diagram for Problem 6.66. Obtain the first integral of the equation of motion, and
find the tangential constra int force normal to the plane of the tube. (b) Relax the
rheonomic constraint, treat ¢(t) as an independent generalized coordinate, and
derive the Lagrange equations of motion for the bead.

Solution of (a). Introduce the spherical coordinates (a, ¢ , (J) of the bead
in its constrained motion referred to a moving, spherical reference frame 1/J =
{0 ; en eq" eo} in which ek are in the directions of their increasing coordinates,
and note that the angle betwe en k and e, in the problem diagram is IT - (J . The
workless scleronomic constraint is r = a , constant, and the working rheonomic
constraint is rP = w, a constant , that is, ¢ = ¢o + wt. Notice, alternatively, that a
rheonomic constraint rP = w(t) , a specified function of t , also is holonomic with
¢ = ¢o + t ' w(t )dt. In either instance, ¢ is a specified function of time; it isJ,o
not a generalized coordin ate. The radial component of the nonconservative force
F = - Ne, + Req, exerted by the tube on the mass m is workless, but due to the
moving tube constraint the component R perpendicular to the plane of the tube is
not, so the system is nonconservative. Nevertheless, the virtual work done by this
force in the virtual displacement 8x = a8(Jeo + a sin (J8¢ eq, compatible with the
constraint 8¢ = w8t == °vanishes, 8 "II' = F · 8x = Ra sin (J8¢ = 0, because the
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moving constraint in the virtual displacement is frozen . The bead has one degree of
freedom described by q\ = ewith the correspondin g generali zed force Q: = O.

The gravitational potential energy of m is given by

v = mga (l - cos e) . (ll.39a)

The absolute velocity of the bead is v =a¢ sin ee</J + aeeo, and hence its total
kinetic energy is

(l1.39b)

Now introduce ¢ = w, a constant, form the Lagrangian function (11.34),

L = ~ma2(w2 sin2 e+ (2) - mga(l - cos e), (ll.39c)

and thus derive

d(aL) 2"- - , =ma e
dt ae '

aL 2 2 ' , e- = ma W sm ecos e- mga sm .
ae

(ll .39d)

(ll.3ge)

Collecting the results in (11.38), we reach the Lagrange equation of motion for the
bead :

(j + sine(! -w2 cose)= O.

Notice that the result is independent of the mass m.
Equation (ll.3ge) written as (j = ede /de= f ee) has an easy first integral

given by

(1l.3 9f)

in which eo = e(O) and eo = e(O) denote the initial values. For small angular hoop
speeds the term in w2 may be neglected to obtain from (11.3ge) and (11.39f ) the
equation of motion and its first integral for the finite amplitude oscillations of the
bead as an equivalent simple pendulum.

The constraint force R is not determined; it is inconsequential to the determi­
nation of the general motion of the bead by Lagrange's method. Nevertheless, we
can find R easily by writing the moment of momentum equation about the z-axis,
The bead is at the instantaneous distance a sin e from this axis, and its momentum
in the direction perpendicular to the plane of the tube is ma w sin e, Therefore, the
moment of momentum of the bead about the axis of rotation is h, = ma io: sin2 e.
The constraint driving torque relation about the spin axis is given by hz = Ra sin e;
and hence

R = 2mawe cos e, (11.39g)
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(11.39h)

aL
a¢ = 0. (11.39i)

Solution of (b). Now consider a different situation in which we ignore the
rheonomic constraint and treat ¢(t) as an independent variable . The bead now
has two degrees of freedom described by (ql ' q2) = (e , ¢) with the corresponding
nonconservative generalized forces (Q~, Q~). The virtual work done by these

forces is given by 811/ = F · 8x = Ra sin e8¢ = Q~8e + Q~8¢ for all 8e and
8¢ , and hence

Q~ = 0, Q~ = Ra sine .

The Lagrangian L = !ma2(¢2 sin2 e + 02) - mga(1 - cos e) is the same as

(11.39c) in which w = ¢. In addition to (11.39d), we now have

d(aL) 2 " 2 2 . .- - . = ma ¢ sin e + 2ma ¢e sin e cos e,
dt a¢

Assembling the results (11.39d), (11.39h), and (11.39i) in (11.38), we obtain the
e-equation (11.3ge) , as before, and the new ¢-equation:

ma¢ sine + 2ma¢0 cos e' = R. (11.39j)

If R(O, ¢,e,¢ , t) is some specified function, (11.39j) is a nonlinear differential
equation for ¢(t) coupled with (11.3ge) in which co = ¢(t). On the other hand,
for a specified function ¢(t), and with e(t) determined by (11.3ge) , (11.39j) is
an equation that determines R(t). In particular, for ¢ = w, a constant, (l1.39j)
gives R = 2mawO cos e, which is the same nonconservative, rheonomic constraint
force obtained in (11.39g) . The original Lagrange method eliminates the need to
determine the inconsequential working rheonomic constraint force, which may be
found by other methods, if needed. D

Exercise 11.7. Apply Lagrange's equations (11.38) to derive the equation of
motion for the forced vibration of the system shown in Fig. 6.20, page 152, for a
linear viscous damper and a linear elastic spring. D

11.9. Lagrange's Equations for a System of Particles

Lagrange's equations for a single particle are equivalent to the Newton-Euler
equations of motion ; they contain no new principles. Unlike the Newton-Euler
approach, however, the Lagrangian method never involves workless forces ofholo­
nomic constraint, the sometimes laborious calculation of accelerations is avoided,
and for conservative systems the equations of motion are readily derived from
a single scalar Lagrangian function . A bit more effort is required to determine
nonconservative generalized forces, but the procedure is straightforward. In all,
Lagrange's method often is easier to apply because only generalized coordinates
and velocities are involved. On the other hand, the physics of the analysis is not
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always apparent. Subsequent developments, however, will shed light on the phys­
ical interpretation of certain terms that arise in the Lagrange formulation.

The aforementioned advantages are significantly magnified in applications of
Lagrange's method to more complex systems. Recall that the equation of motion
(5.41) for a system of particles "determines" only the motion of the center of mass.
Finding the motions of the individual particle s requires formulation of a vector
equation of motion (5.39) for each particle , so it is necessary to include all of the
forces that act on each particle separately, including mutual forces exerted by all
of the other particles, and to introduce all of their accelerations. This procedure,
even for simple problems , is cumbersome. The Lagrangian approach avoids these
difficulties.

So far, the Lagrangian theory is strictly valid only for a single particle. We
shall see that precisely the same equations and analytical structure emerge for a
system of N particles. Without constraints, this system has 3N degrees offreedom,
and hence 3N generali zed coordinates are required to describe its configuration.
When the constraints are holonomic, some of the genera lized coordinates may
be eliminated. In this case the number of degrees of freedom n is fewer than
3N , and the remaining generali zed coordinates are independent variables. In the
following description, all function s of the n independent generalized variables
ql , q i , . . . , qnand theirtime derivatives are abbreviated by use of q, and q, alone, as
done previously for a single particle for which n ::: 3. For example, I (q" q" t ) ==
I V/I, q2, ... , qn, qi , q2, · ·· , qn, t ).

Consider a system of N particles. The position vector (11.7) for the i 1h par­
ticle is written as Xi= Xi(q" t ) in frame <t> = {o ; id , Xi = (ax;jaqk)qk + ax;jat
coincides with (11.8), and corresponding rules of the form (11.9) and (1UO)
hold as well. Here we suppose that the function s Xi(q" t ) have continuous
second partial derivatives in the domain of interest so that 32x;j3qj3qk =
a2x;j3qkaqj and a2x;j3qja t = a2x;ja taqj . The total kinetic energy is defined by

T (q" q" t ) == L~I ! mixi . Xi, in accordanc e with (8.50). Therefore, upon retrac­
ing the steps starting from (11.11), introducing the equation of motion F, = mixi
(no sum) for the total force on the i 1h particle , and noting that Qk(q" q" t ) ==
L~I Fi (x l : Xj, t) . 3Xi(q" t )/ 3qk, the reader will find that Lagrange's first funda­
mental form (1U5) holds for a general holonomic system of N particles having
k = n degrees of freedom . Clearly, collinear, mutual internal forces between pairs
of particles of the system contribu te nothing to the total force and they are work­
less. And workless forces of holonomic constraint of any sort contribute nothing
to the generalized forces , so these forces of constraint do not enter Lagrange's
equations for a system of particles.

For scleronomic systems, we can say more. In this case, the total kinetic energy

is given by (11.24) in which the symmetric matrix Mjk(q, ) == L~I miax;jaqj .
ax;jaqk, with j, k = 1,2, . . . , n ::: 3N for a system having n degrees of freedom,
and the work-energy principle (11.29 ) thus holds for a system of particles, as
shown differentl y in (8.60). For conservative forces Fi(xj (qd ) = -3 V;j axi (no

sum), we recall (11.31) in which V(q,) = L~= I Vi(Xj(qk)) is the total potential
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Smooth Surface

Figure 11.1. A conservative holonomic system of two particles .

Chapter 11

energy derived from all of the conservative forces that act on the separate particle s,
both external and internal as described in (8.84). It is not necessary, however, to
elabo rate on these details in the construction of the total potential energy function .
It thus follows from (11.29) and (11.32) that the principle of conservation of energy
(11.33) holds for a system of particles under sclero nomic constraints, which is a
more precise description of (8.86).

The Lagrangian ( I 1.34) for a general holonomic conservative system is now
defined as the difference of the total kinetic and potential energies . It is readily
seen that the second fundamental form of Lagrange's equations (11.38) holds
for general holonomic constraints. We now explore an application of Lagrange's
equations for a conservative system of two mass points and study the problem
solution in a special case .

Example 11.6. (i) Derive the equations for the uniaxial motion of the spring­
mass system shown in Fig. I 1.1. The supporting surface is smooth and all springs
are linearly elastic and unstretched initially. (ii) Determine the motion of the system
for the special symmetric case when m I = m2 = m and k ] = k2 = k .

Solution of (i). The holonomic constraints for the uniaxial motion are evident.
Let each mass m I and m2be displaced uniaxially an amount XI and X2, respectively.
The syste m has two degrees of freedom with independent generalized coordinates
(q ], q2) = (XI, X2) . The total kinetic energy for the system of particles is

(I1.40a)

Not ice that this has the form (1 1.24) in which [Mj k ] =diag[m], m2] is a diagonal
matrix . The spring forces are conservative, and all other forces are workless. In
consequence, the system is conservative with total potential energy

(I 1.40b)
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Therefore, the Lagrangian (I 1.34) is given by

and hence
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(I1.40c)

Use of (I1.40d) and (I1.40e) in (I 1.35) for k = I, 2 delivers two coupled, ordinary,
linear differential equations of motion for the conservative system :

Solution of (ii). The general solution of this coupled system of equations may
be readily obtained; however, to simplify the analysis and preserve the essential
methodology, the motion will be determined for the special symmetrical case when
m, = m2 = m and k, = k2 = k. Then with p2 = kim , the equations in (I1.40f)
simplify to

(I 1AOg)

The typical procedure for solving this class of problems is to assume a trial
solution for XI and X2 having the same circular frequency ex and initial phase ¢.
We thus consider a trial solution of the form

xi = C1 sin(ext + ¢), Tx2 = C2 sin(ext + ¢), (I I AOh)

in which CI and C2 are constant amplitudes. Substitution of (1I AOh) into (1IAOg)
yields a system of two homogeneous algebraic equations that determine ex and the
amplitude ratio C, I C2:

(2 p2 - ex2)C1 - p2C2 = 0,

- p2C, + (2 p2 - ex2)C2 = O.

For nontrivial amplitudes Ci, we must have

[
2p2 _ ex2 _p2]

det 2 2 2 2 = O.-p p -ex

(I1.40i)

(1IAOj)

This leads to thequadratic equation (2p2 - ex2)2 - p4 = 0 with the following two
solutions for the circular frequency in (lI AOh):

(1IAOk)
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Equation (11.40j) is called the characteristic equation for the system, and its
positive roots (11.40k) are called characteristic frequencies. The latter also are
known as eigenfrequencies, normal mode , or natural frequencies.

For each of these frequencies, the system (11040i) determines a corre­
sponding amplitude ratio and separate trial solutions of the type (1 Io4Oh). It
is useful, therefore, to denote by Cjk the different amplitudes associated with
each generalized coordinate x j , frequency CXb and phase angle cPk . In particular,
xf = C I I sin(cxlt + cPI) and xf = Cl2 sin(cx2t + cP2), and hence the general so­
lution for XI is provided by their sum. Similarly for X2. Hence, with the aid of
(11o4Oh) and (11o4Ok), the general solution of the linear system (11o4Og) is given
by

XI = C I I sin(pt + cPl) + Cl2 sin(J3pt + cP2),

X2 = C21 sin(pt + cPl) + C22sineJ3pt + cP2).
(11.401)

(11.40m)

(11.40n)

When CXk is used in (11.40i), the former amplitudes C I , C2 are replaced by
the respective amplitudes C Ik, C2k • Successive use of (ll o4Ok) in (llo4Oi) yields
the following amplitude ratios corresponding to CXI and CX2 :

~ = 1 C22 =-1.
C21 ' C I2

In consequence, the general solution (11.401) may be written as

XI = C I I sin(pt + cPd - C22 sinevSpt + cP2),

X2 = C II sin(pt + cPl) + C22sineJ3pt + cP2).

The four constants C II, C22, cPI , and cP2 are determined by assigned initial
data. Suppose we specify the initial data so that C22 = 0, then the solution (ll o4On)
has the form

XI = X2 = Cll sin(pt + cPl)·

On the other hand, if we specify initial data so that C II = 0, we obtain

-XI = X2 = C22sineJ3pt + cP2) .

(11.400)

(11.40p)

Each of these motions is described by a single amplitude, frequency, and phase .
In general, a motion of a multidegree of freedom vibrating system that can be
described by a single frequency is called a mode. The solutions (11.400) and
(11.40p) correspond to modes having the distinct natural frequencies p and ,J3p.
In the case (110400), the masses move in the same direction with the same circular
frequency p , initial phase cPt> and amplitude CII . In the case (11.40p), the masses
move symmetrically, in opposite directions with the same circular frequency ,J3p,
initial phase cP2, and amplitude C22.

Indeed, when the masses are equally displaced in the same direction an amount
B and released from rest , the initial data XI (0) = X2(0) = B, XI (0) = X2(0) = a
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applied to the system (1IAOn) provides four algebraic equations that are satisfied
with C22 = 0, <PI = n / 2, and B = C11 . Thus, (110400) has the explicit form

Xl = X2 = Cn cos pt . (l1.40q)

Similarly, when initially the masses are equally but oppositely displaced an amount
D and released from rest so that -Xl (0) = X2(0) = D and Xl(0) = X2(0) = 0, we
find C ll = 0, <P2 = n /2, and D = C22 . So, the explicit solution is

(11AOr)

(1 lAOs)

The two natural frequencies of the system are the characteristic frequencies
given by (1 1AOk). By introduction of new coordinates I;k, the most general motion
of the system (11AOn)for arbitrary initial data may be viewed as the superposition
of normal mode motions corresponding to these natural frequencies . Indeed, we
see from (I 1AOn) that each of the coordinates I;b which may be defined in terms
of the physical coordinates Xk by

1 .
1;1 == "l(Xl + X2) = Cn sm(pt + <PI),

1 .
1;2 == "l(Xl - X2) = -C22 sm(J3"pt + <P2),

has only one frequency . These are the natural modes of vibration of the system.
The coordinates I;k are called normal coordinates and their corresponding modes
given on the right-hand side of equations (11AOs) are known as the normal modes
ofvibration.It is now evident that the general motion (1 1AOn)is a superposition of
normal mode motions described by Xl = I; 1 + 1;2 and X2 = I; I -1;2 . These relations
uncouple the original equations of motion. Let the reader use these results to show
that (11AOg) may be written as

.. 2 .. 2
1;1 + P 1;1 = 0, 1;2 + 3p 1;2 = O. (11.40t)

These are the normal equations of motion for which the normal mode frequencies,
now evident, are given in (11.40k) . 0

11.10. First Integrals of the Lagrange Equations

Two first integrals of the Lagrange equations of motion (11.35) for a conser­
vative system that are equivalent to the three classical principles of conservation of
momentum, moment of momentum, either of which may hold also for nonconser­
vative systems with appropriate forces as described later, and energy are derived
next. Presentation of the general energy principle for arbitrary generalized forces
follows . Finally, a first integral of Lagrange's equations (11.15) with respect to
time leads to the generalized impulse-momentum principle.
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11.10.1. Ignorable Coordinates: An Easy First Integral
of Lagrange's Equations

Chapter 11

(11.42b)

Let us consider a conservative dynamical system for which the Lagrangian
function L is independent of a generalized coordinate q. , say. Then aL /aq e == 0,
and the corresponding Lagrange equation for q. , in accord with (11.35) for a
general conservative system, yields a first integral

aL
aqe = Ye, (11.41)

where Ye is a constant of integration fixed by the initial condition s. The absentee
coordinate qe is called an ignorable coordinate. Since qe is absent from L, equation
(11.41) can be used to obtain q, as a function of all of the other generalized
coordinates and their velocities; and consequently qe can then be removed from
the remaining differential equations. In this way, a conservative dynamical system
having n degrees of freedom and k ignorable coordinates can be reduced to a
problem having n - k degrees of freedom. The general reduction procedure for
conservative systems is discussed in advanced texts; see Whittaker (Section 38),
for example .

Notice in Example 11 .3, page 509, that ¢ is absent from the Lagrangian
in (11.37c); and, therefore, from the second and fourth equations in (11.37d),
mr2¢ = Yet>' a constant, in accordance with (11.41), that is,

¢ = ~ , (11.42a)
r2

where Y == Yet> /m , a constant. Now, use of this relation in the first equation in
(11.37e) yields a differential equation in r alone:

2..+J), Y- or ---- .
r2 r3

In principle, with the solution r = ret) of this equation in hand, (11.42a) may be
used to find ¢(t). The result (11.42a) is the same as (7.72b) leading to Kepler's
equal area rule-it is a reflection of the principle of conservation of moment
of momentum, as shown in (7.72a). A generalized principle of momentum that
includes this case is described later on.

It is seen in Example 1I .5(b), page 512, that ¢ is an absentee coordinate for
the nonconservative problem described by the additional equations in (11.39i), the
first of which does not vanish; rather, it leads to (11.39j). Hence, (11.41) based
on Lagrange's equations (11.35) for a general conservative system does not hold
for the absentee coordinate ¢ in (11.39i), because the nonconservative part of the
generalized force Q~ =j:. 0 in (11.39h). On the other hand, depending on the nature
of the generalized forces, it is quite possible that momenta may be conserved
in a nonconservative system. Let us look more closely at the role of ignorable
coordinates in relation to the familiar classical conservation principles.
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11.10.2. Principle of Conservation of Generalized Momentum

519

The fundamental principles of conservation of momentum and moment of
momentum arise as first integrals of the Newton-Euler equations of motion when
a specific component Fe == F · e of the total force F, or MP == M Q • e of the total
torque M Q about an appropriate point Q, for a fixed direction e in an inertial frame
<1>, vanishes . Consequently, the specific corresponding component Pe == P . e of the
momentunr.or sj' == h Q • e of the moment of momentum, is a constant throughout
the motion in <1> .The total force F, however, need not be conservative. We now show
that these important fundamental principles are imbedded within the Lagrangian
theory.

To motivate the principal idea involved, let us rewrite the second equation
in (11.12) as oT(qr , qr, t)/oqk = p(qr , qr, t) · ox(qr , t) /oqk ; and, similarly, by
(11.24), obtain oT(q" qr)/oqk = Mk/qr)qj (sum on j). Notice that both rela­
tions have the form of a kind of general momentum component. Consequently, we
are led to introduce the generalized momenta Pk(qr, q., t) defined by

. oT(qr, qr , t) aL(qr, q" t)
Pk(qr, q" t) == o ' = 0" (11.43)

qk qk

Use of (11.43) in (11.15) casts the Lagrange equations of motion in a somewhat
familiar form:

. ( . ) Q ( . )+ oT(qr,qr,t) C7T( ' ) (1144)Pk q" qr, t = k qr , q" t " == v k q" q. , t , .
oq;

in which the quantities oT/oqk are called pseudoforces (See Problem 11.12.) and
q, the totals of the corresponding generalized and pseudoforces , are named the
Lagrangeforces. The pseudoforces include the familiar inertial forces . Because the
generalized force Qk has the physical interpretation as either a force or a torque,
by dimensional homogeneity, the pseudoforces and the Lagrange forces share
a corresponding physical interpretation. With Qk = Qf (q" q. , t) - oV(qr )/oqk.
(11.44) may be rewritten as

. ( . ) QN( . )+ oL(q"qr,t) C7T( ' ) (1145)Pk qr, q" t = k q., q. , t " == v k q., qr , t , .
oq;

which also follows directly from (11.38) and (11.43). For a general conservative
dynamical system, Qf = 0 and (11.45) reduces to

. . oL(qr, qr, t) .
Pk(qr, qr, t) = 0 = q (q" q., t). (11.46)

qk

Equation (11.44), or equivalently (11.45), is the Lagrange form of the
Newton-Euler laws: The time rate ofchange ofa generalized momentum is equal to
the corresponding Lagrangeforce: ilk = q .Hence, the generalized momentum
Pe corresponding to a generalized coordinate-velocity pair (qe, qe) is constant
throughout the motion ifand only if the corresponding Lagrange force g:; = o.
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(11047)

(11.48b)

(1IA8d)

If a generalized coordinate qe is ignorable, then aL(qr, q. , t)/aqe == 0 and
(11045) yields the corresponding generalized momentum equation p, = Q:.If the
generalized force Q: also vanishes, as it does when the system is conservative,
then p, = 0, and hence

. aL(qr , qr, t )
Pe(qr, qr, t ) = . = Ye, a constant.

aqe

This is the principle of conservation of generalized momentum: The generalized
momentum Pe corresponding to an ignorable coordinate qe f or which Q: = 0
is a constant throughout the motion. In this case, (1104 1) for a conservative system
is the same as the more general momentum rule (11047). If the system is not conser­
vative, however, in order that (1 1.47) may hold for an ignorable coordinate qe, the
nonconservative part of the corresponding generalized force Q: also must vanish.
In particular, recall again equations (11.39h) and (11.39i), for which aL / a</J = 0,
but Q: =j:. 0; so, in this instance (11.47) does not hold .

Example 11.7. A nonconservative holonomi c system having two degree s
of freedom with general ized coordinates (q" q2) and corresponding generalized
forces Qf = -mb2vq" Q~ = 0, has a Lagrangian function

I 2 2 2 ( a ) 2 I 2 2L = -ma sin q\ + mb q2+ - cos ql + - mb (q , + c) , (11.48a)
2 b 2

in which a , b , c, and m are constants. Derive the Lagrange equations.

Solution. Notice that a: is ignorable and Q~ = O. Therefore, we have im­
mediately by (11.47) the corresponding momentum integral

aL 2( a )P2 = -. = 2mb q2+ - cos q , = Y2, a constant.
aq2 b

Caution: We must continue to apply the Lagrange equations to (1IA8a) in which all
of the variables are considered independent. Equation (1IA8b) is a partial solution
of one of these equations that necessarily relates these variables; but it is not to be
substituted into the Lagrangian, it is to be used in connection with the companion
equation for q,. The second of Lagrange' s equations (11.38 ) yields

mb2ih + 2mab (q2 + ~ cos q,) sin q, - ma 2sin q, cos q, = Qf = -mb2vq, .

(11.48c )

We now use (11A8b) to eliminate q2 from (11A8c) to obtain

.. . a . ( Y2 a ) 0
q, + vql + b SInq l mb 2 - bcosql = .

The two equations (1 1.48b) and (1 1.48d), in principle, determine ql (t) and
q2(t) . []
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(11.49)

(11.50)

Consider two additional easy examples. The Lagrangian for the conservative
particle motion on the constraint-free path from B to C in Example 7.10 , page 249,
is given by L = ~m(.e + y2) - mgy, in which x is an ignorable generalized coor­
dinate . Hence , by (11.47 ), we have Px = mx = Yx, a constant , which is equivalent
to the result obtained earlier from the principle of conservation of momentum. The
Lagrangian L = ~m(f2 + r2¢2 + i?) + mgz for the conservative spherical pendu­
lum problem in Example 7.15 , page 260, shows that ¢ is an ignorable coordinate,
and hence by (11.47), P¢ = mr2¢ = y¢, a constant, as shown earlier in (7.83d)
based on conservation of moment of momentum. In the Lagrange formulation,
however, it is not necessary to recognize the specific application of the principles
of conservation of momentum and moment of momentum; these emerge naturally
and easily from the Lagrangian structure with ignorable coordinates.

11.10.3. The Principle of Conservation of Energy for Scleronomic
Systems Revisited

The familiar principle of conservation of energy for a particle in (11.33) holds
only when the kinetic energy is not an explicit function of time , always the case
when the constraints are scleronomic. Here we show that this conservation law for
a conservative, scleronomic system may be derived differently to reveal a more
general analytical structure that leads to a first integral applicable to dynamical
system s other than merely a single particle.

We begin with L = L(q" q, ), which does not involve t explicitly, observe
that

d aL aL
-dL(q" q, ) = -a·ii, + -aq,

t q, q,

introduce (11.35) for a conservative system to write

d iu. d (aL) d (aL )
dt L(q" q,) = aq, ii, + dt aq, q, = dt aq,q, ,

and thus obtain

~ (a ~ q, _ L) = O.
dt aq,

This yields the Lagrangian form of the law ofconservation ofenergy for a con­
servative, scleronomic dynamical system :

aL- . q, - L = E , a constant.aq,
Finally, introduce the Lagrangian function L(q" qr) = T(q" q,) - V(q,) and re­
call (11.26), in which Ttq, q, ) is given by (11.24 ) for a sc1eronomic system, to
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deduce from (1 1.50) the prin ciple of conservation of energy for a conservative,
scle ronomic dynamical system:

Ttq, q, ) + V( q,) = E, constant. (11.51)

(11.52)

The derivation of (11.51) involved only the time independence of the
Lagrangian function L(q" q, ), the Lagrange equations (1 1.35) for a conserva­
tive system, and the general representation (11.24 ) for the kinetic energy T (q" q, )
in terms of a certain symmetric coefficient matrix M jk(q, ) to be determined by the
system, and which does not involve t explicitl y. Consequently, the result (1 1.51)
may be applied to any conservative, scleronomic dynamical system. In particular,
the two degree of freedom spring-mass system describ ed by (11.40a) and (11.40b)
is conservative with constant total energy given by

1 2 1 2 1 2 21 2
2 m IX, + 2m 2x2 + 2kt(x1 + x2) + 2k2(X2 - xd = E,

which certainly is not evident from the equations of motion in (11.40f).

11.10.4. The General Energy Principle

Let us write each generali zed force as the sum Qk = Qf + Qf of a conser­
vative part Qf = - 8 V (q, )/ 8qk with total potential energy V( q,) and a noncon­
servative part Qf = Qf (q" q" t) . Then (11.28) for a scleronomic system may be
written as

d
dt (T(q" q,) + V(q,» = Qfqk,

whose integration yields as a first integral of (11.15), hence also (11.38), the general
energy prin ciple f or a nonconservative scleronomic system:

!:J.$ = rQfdq, == Ilfv,
} f,;'

where $ (q" q,) == Tiq, q, ) + V (q, ) is the total energy ofthe system.Accordingly,
the change in the total energy of a scleronomie system is equal to the total work done
by all ofthe nonconservative generalizedf orces. Thus, the total energy is conserved
and (11.51) holds ifand only if the noncons ervative parts of all generalized forees
are workless, i.e. trivially, when the scleronomie system is conservative. This result
also follows directl y from the work--energy principle (11.29). The rule (11.52 )
is applicable to all scleronomic, multidegree of freedom dynamical systems. It
subsumes all previous special results (7.80) for a particle, (8.93) for a system of
particles, and (10.131) for a rigid body-in fact, it holds for any combination of
these dynamic al systems, as shown more precisely later on.
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Exercise 11.8. Begin with (11.38) and show that

( st. . ) 1 ND. - . qk - L = Qk dq, == 11fv,
aqk e

and thus derive the general energy principle (11.52 ).

11.10.5. The Generalized Impulse-Momentum Principle
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(11.53)

o

The impulse-momentum and torque-impulse principles for particles and rigid
bodies were obtained in earlier chapters as first integral s of the Newton-Euler
equations with respect to time. We are now able to derive an inclusive, generalized
impulse-momentum princ iple as a first integral of Lagrange's equations for an ar­
bitrary holonomic dynamical system having n degrees of freedom. First, however,
it is important to recognize that an impulsive force acting on a single particle (or
a separate body) has no instantaneous effect on the system as a whole unless that
particle (or body) is connected to or has contact (impact) with another particle (or
body). An impulsive force acting on one of two particles attached to the ends of a
massless rigid rod, on the other hand, clearl y affects the instantaneous motion of
both particles of the system. Similarly, the motion of a system of two rigid rods
situated in a plane and connected by a smooth hinge at one end is affected by a
force suddenly applied at any point along either one . The configuration of an entire
assembly of contacting billiard balls, initially at rest and impacted by another ball,
is instantaneously affected. A glass jar full of marbles or pebble s that explodes
upon striking a hard surface is another example where the motion of an entire
system is affected by impul sive forces that act on all of the "particles" at the same
moment. There are lots of other examples that may be built upon these. Therefore,
in subsequent developments for a system having n degree s of freedom , it is im­
portant to bear in mind the limitations imposed by the nature of the system at the
impulsive instant. Further, by extension of our earlier model of an instantaneous
impulse, during an impul sive action, the generalized impulsive forces vary only
with time; all other applied forces, like those due to gravity or attached springs,
remain finite during the impulsive instant and contribute nothing to the effect of the
impulse. The affected particles (or bodies) suffer an instantaneous change in their
velocities, but no instantaneous change in their positions; therefore, the impulsive
forces, without accounting in some fashion for deformation of the objects, do no
work in the real motion. On the other hand, the instantaneous impulsi ve forces can
do work in an admissible virtual motion during which time is frozen.

With these observations in mind, let us consider the integral of Lagrange's
equations (11.15) with respect to time over the interval [to, t] to obtain

(11.54 )
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(11.56)

wherein, by definition, the impulse ofthe generalizedforce is

i:2 k(to;t) == 11

Qkdt. (11.55)
10

In accordance with (11.43) the first term in (11.54) is the change f:.Pk == Pk(t) ­
Pk(to) in the generalized momenta during the impulsive interval [to, t]:

a~ II = f:.Pk.
aqk 10

During the impulsive instant the generalized coordinates qk do not change
and the generalized velocities i]k remain finite. Therefore, the quantities f:.Pk and
aT(i]" qr)/aqk in (11.54) remain finite. In the limit as M = t - to ---* 0, f:.Pk---*
f:.pZ, the instantaneous change in the generalized momenta, and the integral of
the pseudoforces vanishes: limit~Ho(aT /aqk)f:.t = O. (This is trivially satisfied
for all t when all of the generalized coordinates are ignorable.) The instantaneous
impulse of any finite generalized forces that act on the system likewise will vanish
as f:.t ---* O. The impulsive forces in an instantaneous impulse tend to infinity in
such a way that the limit of (11.55) exists and is finite; its value is the instantaneous
impulse ofthe generalizedforces defined by

i:2 Z == lim i:2 k(to;t) = lim 11

Qkdt . (11.57)
~I-+O ~I-+O 10

Thus, in the limit of (11.54) as f:.t ---* 0, we obtain the generalized impulse­
momentumprinciple:

(11.58)

the instantaneous impulse of the generalizedforce is equal to the instantaneous
change in the corresponding generalizedmomentumofthe system.

Notice from (11.44) that f:.Pk = J;:~dt ; that is, the impulse of the Lagrange
force is equal to the change in the corresponding generalized momentum. It is eas­
ily seen that bounded quantities vanish in the limit as M ---* 0 and this reduces to
the generalized impulse-momentum principle (11.58). The generalized impulse­
momentum principle includes both the impulse-momentum and torque-impulse
principles of earlier studies, depending on the physical interpretation of the gen­
eralized momenta.

The generalized impulsive forces may be calculated from their virtual work
81f/* = i:2 Z8qk done in an admissible general virtual displacement consistent with
any holonomic constraints, as though they were ordinary fixed forces . Given the
initial values of qk and i]k prior to the impulsive action, the system of n algebraic
equations (11.58) then relates the instantaneous impulsive forces i:2 Zand instan­
taneous generalized velocities i]k following the impulsive action . Therefore, these
equations may be used to provide the initial conditions for the subsequent motion
of the system. Since no specific form of the kinetic energy was introduced in the
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construction, the principles hold for all dynamical systems. This observation is
reinforced later.

Example 11.8. Two particles of equal mass m are attached to the ends of a
massless rigid rod of length einitially oriented parallel to the y-axis of a frame
1/1 = {o; ik } and at rest on a smooth horizontal surface. An instantaneous impulsive
normal force P =Pi acts on the particle closer to O. Determine the subsequent
instantaneous generalized velocities of the system, find the instantaneous increase
of the total energy of the system due to the impulse, and describe the subsequent
motion for all time.

Solut ion . Following the impulse, the center of mass of the system is at
(x *, y* ) in 1/1 and the rod makes an angle () with the y-axis. The three generalized
coordinates, therefore , are (q\ , q2, q3) = (x * , y * , () . The total kinetic energy of
the system in its subsequent general motion is given by (8.53); we find

(I1.59a)

All of the generalized variables are ignorable, and hence aT/aqr == O. Since the
system is at rest initially, the instantaneou s change s in the generalized momenta
(11.56) are given by

flp~ = 2mi*, flpi = Lmy",
me2

flp;' = - 2- B. (I1.59b)

Notice that flp r and flpi are instantaneous change s in linear momenta due to an
impulsive force, and ~P3 is the instantaneous change in the moment of momentum
due to a torque-impulse.

Let (£!7, £! i,£!;') denote the corresponding generalized impulsive forces.
The position vector Xp of the point of application of the impulsive force P =Pi
is given by Xp = (x* + ~e sin ()i + (y* - ~e cos () j so its virtual displacement is

8xp = (8x* + ~ e8() cos () i + (8y* + ~e8() sin ()j. Hence, at the impulsive instant
at which () = 0, the virtual work of the applied forces and the generali zed impulsive
forces is given by

for all arbitrary virtual displacements. Therefore,

(l1.59c)

£!7 = P,
f7l * _ pe
.;:z3 -

2
(l1.59d)

We thus see that £!~ is the instantaneous impulsive force while £!;' is its instanta­
neous moment about the center of mass. Use of ( l l. 59b) and (11.59d) in (11.58)
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yields the instantaneous values of the generalized velocities (xt, )it ,Bi ) :

.* p . P
x i = -, y;= 0, Bi = -. (11.5ge)

2m m £

The instantaneous increase in the total energy due to the impulse on the system,
initially at rest, follows by substitution of (11.5ge) into (11.59a): T; = p 2/2m .

The values (11.5ge) of the instantaneous translational velocity x*=xti of the
center of mass and the instantaneous angular velocity w =«k of the system about
the center of mass are the initial conditions for the subsequent motion of the system
under no forces . It follows that the motion of the center of mass is uniform with
velocity v* = P 12m i, its initial value. Moreover, there are no applied torques, so
the moment of momentum for the system about the center of mass is constant: he =
mfHJ12k, and hence the angular velocity is constant, w = PIm£k. Alternatively,
this being a conservative system with total kinetic energy (11.59a), and all of
whose generalized coordinates are ignorable and whose generalized forces are
zero, (11.47) yields the principles of conservation of generalized momenta:

-».
P I = Lmx" = Yl , P2 = 2my* = Y2, P3 = 2 e= Y3, (11.59f)

where the constants Yk are determined by the initial values (11.5ge) . We thus
find Yl = P, Y2 = 0, Y3 = P£/2, and hence, v* = P12m i and w = PI m£k for
allt . 0

11.11. Hamilton'sPrinciple

Let us consider a holonomic system having n degrees of freedom. To com­
pare two neighboring motions of the same system with n independent generalized
coordinates q;(t) and qr(t) described in the same time between the same end states
so that q;(tJ) = qr(td and q;(t2) = qr(t2) at the respective arbitrary times tl and ti .

as shown in Fig. 11.2, suppose that the motions differ by only a small amount de­
scribed by the generalized coordinate variations oqr(t) == q;(t) - qr(t) = 81]r(t),
where 8 is an arbitrary small parameter and 1]r(t)are n arbitrary, continuously dif­
ferentiable functions . Then oqr(td = 8 1]r(t l ) = 0 and oqr(t2) = 81]r(t2) = 0 must
hold at the end states. The process of variation requires that only the independent
general ized coordinates qr(t) are varied, not the time t ;hence 8t = O. The param­
eter 8 allows us to modify the functions qr(t) by arbitrarily small amounts , and
because 8 may decrease to zero, the variation of a function qr(t) thus constitutes
an infinitesimal virtual change of that function.

Now consider a given function f(qr(t), t) == f(qJ , q2, . . . , qn, t) whose vari­
ation is caused by the variation oqr(t) of the independent variables qr(t) , noting
that the functional dependence is not altered by the variation . Then of(qr , t) ==
f(q;, t) - f(q" t) = f(qr + 81]r , t) - f(q" t); and by the Taylor series
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*q r (t), q r (t)

q r (t)

oq ret)== £T]r (t)

*q r (t)
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Figure 11.2. Comparison of the generalized coordin ates for two motions having the same end states, for a
system with n degrees of freedom .

approximation about e = 0, we find f(qr + £1'/" t) = f(q" t ) + (of/oqr )£1'/r(t)
to the first order in e . The variation of the function is thus given by 8f(q" t) =
(of/oqr)8qr(t) = (of/ oqr)£1'/r(t) , sum on r. Therefore, the variation of a func­
tion with 8t = 0 behaves like a differential in terms of the variation 8qr(t) of its
independent variables, the explicit time dependence in f(qr, t) playing no role.

11.11.1. Hamilton's Principle for a Conservative, Holonomic System

The action S'! for a general conservative, holonomic system is defined by the
definite integral

1
12

S'! == L(i]rCt), qr(t) , t)dt ,
II

(11.60)

in which L(i]r, qr, t) == T(i]r, q" t) - V(qr) is the Lagrangian function for an
otherwise unspecified dynamical system. Now suppose that the curves qr(t) in
Fig. 11.2 represent the actual or natural motion of the system between arbitrarily
assigned end states, and that Sq, defines an arbitrary infinitesimal variation in qr(t)
in passing from the natural motion to a neighboring motion defined by the variables
q;(t) between the same end states . This results in an infinitesimal variation oS'! in
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the action (11.60) defined by

Chapter 11

1~ 1~ 1~0091 = 0 L(qr, qr, t)dt =. L(q; , q;, t)dt - L(qr, qro t)dt
II 11 11 (11.61)

1
~ 1~= (L(q;,q;,t)-L(qr ,qr,t»dt= U(qr,qr,t)dt;

11 II

that is, the variation of the definite integral is equal to the integral of the variation of
its integrand. Of course, the actual motion is not yet known, because the equations
ofmotion have not been introduced and solved. To deduce Lagrange's equations for
a general conservative, holonomic system without mention of the specific nature
of the Lagrangian energy function, we introduce a variational principle due to
Sir William Rowan Hamilton (1805-1865) applicable to both conservative and
nonconservative, holonomic dynamical systems.

Hamilton's principle: Among all possible motions between assigned end
states ofany holonomic dynamical system, the actual motion is the one for which
the action is stationary; that is,

(11.62)

First, let us consider a conservative dynamical system for which sl is defined
by (11.60), and apply the previous description of the variation of a function f(qr , t)
to the Lagrangian function L(qro qr, t) in the action integral (11.61) to obtain

1
12

( OL OL)0..91 = - . oqr + -oqr dt ,
11 oqr oqr

(11.63)

d
repeated indices being summed. Since oqr =. q; - qro we have Sq, = -oqr, and
hence the first term in (11.63) may be integrated by parts to obtain dt

112 oL e: 1

/2 112

d (OL)-oq dt = -oq - - - Sq dt .
11 dqr r oqr r 11 11 dt oqr r

(11.64)

(11.65)

In view of the null end conditions, however, the first of the right-hand terms
vanishes, and hence use of this result in (11.63) and application of Hamilton's
principle (11.62) yield the stationary action condition

s.« = 112

(~ - ~ ( o~ )) Sq.dt = O.
11 oqr dt oqr

We shall assume that the integrand is a continuous function of t . For holo­
nomic systems, Sq; = 8IJr(t) are arbitrary infinitesimal quantities in which IJr(t)
are any continuously differentiable functions . Since (11.65) must vanish for all
arbitrary variations oqr that satisfy the end conditions oqr(tt) = oqr(t2) = 0, it
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follows that in the integrand sum all ofthe functions in the parentheses must vanish.
To prove this, let us write the integral (11.65) briefly as I == e f/2 L r(t )TJr(t )d t.
Now take all TJr(t) = 0 except anyone you wish, TJAt) , say. N~w choose this
function to vanish everywhere except on an arbitrary small interval r - ex :s t :s
r + ex around the point t = r and on which, without loss of generality, we may
choose TJa(t) > 0, say. For example, the function TJa(t) = (t - r + ex?(t - r ­
ex)2 for t E [r - ex , r + ex] and TJa (t) = 0 elsewhere satisfies the conditions and is
continuously differentiable. Within this interval the continuous function L a(t ) =
L a(r ), very nearly, and hence I = sL a(r) fTT~: TJa(t)dt, approximately, the error
tending to zero as ex tends to zero. Since the integral fTT~: TJa(t)dt > 0, it follows
that (11.65) holds only if L a(r ) = O. The point t = r , however, may be chosen
as any point of the interval (tl, t2), and hence the continuous function L a(t) must
vanish for all t E [tl, t2]' Because our choice of the alh member of the sum in
(11.65) was arbitrary, (11.65) holds only if every term Lr(t) of its integrand sum
vanishes. Conversely, if all L r(t ) =°holds, (11.65) is satisfied. Hence, 8d = 0
holds for arbitrary variations 8qr(t) that satisfy the end conditions, if and only if the
Lagrangian function L(qr, qr, t) for a general conservative, holonomic dynamical
system satisfies Lagrange's equations.l

r=I,2, . . . ,n. (11.66)

These equations are the same as (11.35). The difference, however, is that they
now apply to every conservative, holonomic dynamical system; it is only the
Lagrangian function for a specific conservative, holonomic dynamical system that
must be defined.

t For holonomic systems for which elimination of the constraints by direct substitution may be incon­
venient or cumbersome, the Lagrange multiplier method may be used to derive a modified form of
Lagrange's equations. For a system of p < m holonomi c constraints,

j = 1,2, .. . , p , (a)

(hence n = m - p degrees of freedom) , p Lagrange multipliers A} are introduced, and Hamil­

ton's principle is then applied to a modified Lagrangian function L(qr, qr, e) = L(qr, q., e) +
I:j=l A} h(qr , e) to obtain the modified Lagrange equations

d (aL) st. P af}- - ---I)·-=O
de oqr aqr }=l J aqr '

r = 1, 2, .. . , m (b)

subject to the constraints (a). The system of equations (a) and (b) determine the m + p generalized
variables qr and multiplie rs A}. We shall find no need to apply this method in our studies here.
Further discussion of these matters and extension of Hamilton 's principle and Lagrange 's equation s
to nonholonomic dynamical systems may be found in advanced works on analytical dynamics . See,
for example , the books by Lanczos , Pars, Rosenberg , and Whittaker , among others listed in the chapter
references .
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9

Figure 1I.3. A conservative holonomic dynamical system of
X two bodies.

Example 11.9. A system of rigid bodies in its static equilibrium position
is shown in Fig. 11.3. The homogeneous wheel 93 of radius a is free to rotate
in a smooth bearing about Q, and the block of mass m is supported by a linear
spring of stiffness k2attached to an inextensible cable that wraps around the wheel.
The other end of the cable is fastened to a linear spring of modulus k, fixed to
the machine foundation . There is no slip between the cable and the wheel when the
block is displaced vertically and released . Derive the equations of motion for the
system.

Solution. Because the elastic spring response is linear, we may consider
the motion about the prestretched static equilibrium position of the system. In
consequence, gravity has no further influence on the motion. This system has
two degrees of freedom characterized by the independent generalized coordinates
(ql , q2) = (x , ¢) measured from the equilibrium state shown in Fig. 11.3. Due to
the no slip and inextensibility constraints, the extension xof the foundation spring
is x = ac:The smooth bearing reaction force is workless, and the remaining forces
that act on the system are conservative . Therefore, relative to the static equilibrium
state, the Lagrangian function for the system is given by

1 2 1 .2 [ 1 2 2 1 2]L = T - V = <mx + -/¢ - -k)a ¢ + -k2(x - a¢)
2 2 2 2 '

(l1.67a)

where I is the moment of inertia of the wheel about its principal axis at Q. Notice
in passing that the total kinetic energy in (l1.67a) has the form (11.24) in which
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[M j k ] =diag[m , f]. With (11.66) in mind, we first determine

aL aL
- = mx - = -k2(x - aA.)ax 'ax ~ ,

aL . aL 2
- . = f<jJ , aA. = - k1a <jJ + ak2(x - a<jJ),
a <jJ ~

531

(11.67b)

(11.67c)

and thereby obtain the following coupled pair of linear differenti al equations of
motion for the system:

The structure of these equations is similar to (IIAOf) studied earlier. 0

11.11.2. Hamilton's Principle for a Nonconservat ive, Holonomic System

Let us recall that the total work 1f/ done by a conservative system of forces
is equal to the decrease in the total potential energy, and hence, for a conservative
dynamical system, the integrand in (11.60) may be rewritten as L = T + 1f/.
This suggests that for an arbitrary nonconservative, holonomic dynamical system
having 11 degrees of freedom the action is appropriately defined by

[

l2

.sf == [T (q" q" f ) + 71/(q" q" 0]dt ,
I I

(11.68)

where the total work 7// is defined by the sum of integral s in (11.23) in which
{§ = uk=l {§k and each integral is over a path (§k for the generalized coordinate
qk corresponding to the generali zed force Qb in the same time interval [t \ , f] .
Hence , Hamilton's principle (11.62) applied to (11.68) yields the stationary action
condition

[

l2

8.sf = [8T(q" q, t ) + 8pl/(q" q" t )] dt = O.
l(

(11.69)

First, consider the variation 871/. In accordance with (11.23),

n l q;<t) n l qk
(t )

811/ = L Qk(q" q" f)dqk - L Qk(q" q" f)dqb (11.70)
k= 1 q; (t l ) k=l qk(tl )

in which qk'(tl) = qk(tl)for all k atthe end point and qk'(t) = qk(t ) + 8qk(f) . Then,
because 8qk(f ) = 8T/k(t) are infinitesimal quantitie s, (11.70) may be rewritten as
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where Qk(i]r, qr, t) = Qk(i]r, qr, t) + ~Qk(S), the last term being an infinitesimal
quantity of order e. Therefore, to the first order in e, (11.71) yields the variation
011/ = L~=l Qkoqk == QkO% the virtual work done by all of the generalized
forces at the fixed time t .

Retracing the procedure used earlier to obtain the variation oL leading to
(11.65) and now applied to oT(i]r, q" t) with vanishing end conditions, we find
that Hamilton's principle (11.69) , to the first order in e, requires

(11.72)112 (aT d (aT) )0.91 = - - - -. + Qr Sq.dt = 0,
11 aqr dt aqr

for all Sq, = STlr(t) such that oqr(t]) = oqr(t2)= 0, repeated indices being
summed over r = 1,2, . . . , n. We shall assume that each integrand term in paren­
theses is a continuous function oir (t) of time t-all being independent of s. It then
follows by our previous argument that each integrand function oir(t ) must vanish
for all t . Consequently,

(11.73)r=I ,2, .. . , n,d (aT) st
dt ai]r - aqr = Qr,

for every nonconservative , holonomic dynamical system of n degrees of freedom .
These equations, while the same as (11.15), are now applicable to every noncon­
servative, holonomic dynamical system. Writing Qr(i]r , qr, t) = -aV(qr)/aqr +
Q~ (qr, qr, t) in terms of its conservative and nonconservative parts, we deduce
from (11.73) the generalized form of Lagrange's equations (11.38) for nonconser­
vative, holonomic dynamical systems .

Example 11.10. A rigid body shown in Fig. 11.4 is driven by a torque J.L(t)
about a fixed, principal body axis k in a smooth bearing at H . (i) Apply (11.73) to

w

co. co

Figure 11.4. Torque driven rotation of a rigid
body-a nonconservative holonomic dynamical
system.
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derive the equationof motionfor the body.(ii) Repeatthe derivation from (11.38).
Show that the result has the familiar form of the equation of motion of a driven
pendulum. (iii) Apply Euler's law to obtain the equation of motion.

Solution of (i).Thesystemisholonomicwithonedegreeoffreedomdescribed
by q\ = 1/1; hence, (11.73) yields

:, G:) -:: ~ Q. (1174.)

1 . 2
With the total kinetic energy of the body T = 2. 11/1 , where I is the principal

momentof inertia about the body axis at H, (11.74a) becomes

11/1= Q1fJ . (l1.74b)

Wenextdeterminethe generalizedforce Q 1fJ .The bearing reactionforce R is
workless,and the total external torqueM H about H is the sum of the gravitational
torque - W£sin 1/1k and the applieddrivingtorque J1 = /Lk. The virtualwork811/
done by the total torque in the virtual displacement81jJ =81/1k is thus given by

(11.74c)

Hence, Q1fJ = - Wl' sin 1/1 + p., and (l1.74b) yields the equation of motion:

I1/! +mgl' sin 1/1 = /L(t). (11.74d)

(l1.74e)

Solution of (li), Application of the Lagrangeequations (11.38) yields

d (aL) s: N
dt o~ - 01/1 = Q1fJ '

Again, the worklessconstraintforceR neednotbeconsidered,andthegravitational
force is conservative with total potential energy V = mg£(1 - cos 1/1). Therefore,
the Lagrangian is

I · 2
L = T - V = -I1/! -mg£(1 - cos 1/1) .2 . (11.74f)

The virtual work done by the nonconservative generalized force is oliN= J.L •
01jJ = /L01/l = Q~ 01/1. Hence, Q~ = u, and (11.74e) leads to (l1.74d) .

With I = mR2 in terms of the radius of gyration R, (l1.74d) may be written
in the form of the equationof motionof a drivenpendulumfor which p2 =g£/ R2

and (let) =/L(t)/ I ; namely,

{fr +p2 sin 1/J = (let) . (l1.74g)
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Solution of (iii). Euler 's law for the rotation about a fixed principal axis
at H requires M H= I HW , wherein MH = (/.1 - we sin 1/I)k and I HW= 11/1 k.
Th is yields the equ ation of motion 11/1= /.1 - we sin 1/1, which is the same as
(l 1.74d) . D

Exercise 11.9. Begin with the action (1 1.68) and intro duce from the start
the decomposition of 1// into its co nservative and nonconservative parts:
1//(q r, q" t ) = 1//c(qr) + l fiN(qr, q-, t ). Show thatthe ac tion integralfor the non­
conse rva tive sys tem may be written as

1
1>

sf == (L(q r, qr , t ) + It'i:(qr, q" t»dt .
I)

Then work out the det ails for 8si = 0 and thus deri ve (11.38) .

11.12. Additional Applications of the Lagrange Equations

(1 1.75)

D

Several additional applications ofLagrange 's equ ations are investiga ted, start­
ing with analys is of an experimental techn ique useful in engineeri ng design for
evaluation of the moment of inerti a of a complex struc tured body. Th en the finite
amplitude osc illation of a rotating simple pendulum, for which generalized forces
aris e from the moving constraint, is studied. Next, we revisit the probl em of the
gyrocompass with torsional dam ping and conclude with analysis of the general
motio n of a spinning top about a fixed point.

11.12,1. A Problem in Engineering Design Analysis

Th e moment of inertia of a table assembly '!I- show n in Fig. 11.5 in the
hori zontal plane is calibrated experimentally to have a prin cipal value 10 (:7) about

>: Figure B .S. Experimental apparatus to
k determine the moment of inertia of a complex

structured body.
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its normal axis of rotation in a smooth bearing at O. Identical springs of stiffness k,
initially unstretched, are attached symmetrically to the table in a tangential line at
point H. The moment of inertia of another complex structured body aJ placed on
the table in a specified orientation can be found experimentally by measuring the
frequency f..I'of small oscillations of the system ./ = fT U aJ consisting of the
table and the body. We thus derive an equation for the frequency of the system and
thereby determine the moment of inertia 10(aJ) of a flywheel aJ placed centrally
at O.

Let us consider a small angular placement qi = e(t) of the system ./ =
fT U aJ from its initial, natural equilibrium state in the horizontal plane in Fig.
11.5. No work is done by the smooth bearing reaction forces; so, the system is
conservative with total kinetic and potential energies given by

1 ' 2
T = 2: lo(./)(J (t) , (11.76a)

(11.76b)

where 10(./) is the moment of inertia of the system about the normal axis at O.
Hence, L = !/o(./)IP(t) - ka 2e2, and Lagrange's equations (11.35) yield

d (BL) BL " 2- -. - - = l o(./)(J + 2ka e= O.
dt Be Be

This is the equation for a simple harmonic oscillator whose small amplitude
circular frequency p) is defined by

p J' = Ln],) = (11.76c)

(11.76d)

in which the measured frequency is f J' and the values for k and a are known. With
10( ./) = 10( fT) + 10(aJ) in (11.76c) , we obtain from this data the moment of
inertia 10(aJ) of the flywheel about its central axis :

ka 2

10(aJ) = -2-2 - 10( fT) .
2n 1/

In the event that 10(.'7) is not known or the system may need to be recali­
brated, the frequency f sr of the table assembly alone may be measured to obtain

by the same process 10( fT) = ka 2/ 2n 2fJr .Thus, in terms of measurable data
alone,

ka
2

( 1 1 )10( aJ) = - - - - .
2n 2 f; /~-

(11.76e)

This example is typical of useful applications of dynamic s in engineering design
analysi s.
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11.12.2. Rotating Simple Pendulum

Chapter 11

A rotating simple pendulum shown in the figure for Problem 6.47 consists of a
bob of mass m constrained by a rigid wire of length I and neglig ible mass fastened
to a smooth hinge 0 at r from the center C of a smooth table that rotate s in the
horizontal plane with a constant angular speed co, as shown. Relative to an observer
in the table frame, the pendulum oscillates with a finite amplitude angle f3o. First,
we apply Lagrange's equations subject to the rheonomic constraint to derive the
equation of motion of the bob relative to the table . We then relax the constraint,
use Lagrange's equations to derive the equations of motion, and find exactl y the
nonconservative constraint tension in the wire as a function of the finite angular
placement f3 alone .Finally, the angular placement and period of the finite amplitude
motion of the bob are determined, thus solving the problem exactly and ent irely.

11.12.2.1. Application ofthe Rheonomic Constraint

Introduce generalized coordinates (ql , q2) = (f3 , e), where f3 is the angular
placement of the pendulum relative to the table, and e is the angular placement
of the table in the ground frame. The rheonomic constraint yield s e= tot, so the
system has only one degree of freedom. The absolute velocity vm of the pendulum
bob referred to the moving frame ep = {O; ikl is given by

V m = reo sin f3i + ir co cos f3 + li ca + .8»j ,

and hence its total kinetic energ y is

T = ~m[r2w2 + 2rlw(w + .8) cos f3 + 12(w + .8)2],

(l1.77a)

(l l. 77b)

where w = (), a constant. The total potential energy V = 0; so L = T, which is
independent of e. The planar wire force F = - Pi on the bob does no work in the
motion relative to the table , so it is evident that the generalized force QfJ = O. The
system is con servative; hence use of ( 11.77b) in ( 11.66) del ivers the equation for
the finite amplitude motion of the pendulum relative to the table:

i3 + Tw2sin f3 = O. (l1.77c)

The wire constraining force, inconsequential to the bob 's motion , is not determined
by this analysis.

11.12.2.2. Equations of Motion with Relaxed Constraint

Now let us consider a new problem in which e is treated as an independent
variable in consideration of Lagrange's equations ( 11.73) to obtain

d(aT)
dt a() = Qe· (ll.77d)
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The generalized forces Qk are determined from the virtual work done by the
wire constraining force F = - Pi, due to the motion of the table frame. The virtual
displacement may be read from (I 1.77a) by replacing w with 8e and ~ with 8fJ to
obtain 8x = r sin fJ8ei + [(l + r cos fJ)8e +18fJ]j . Then

811/= F· 8x = -r P sin fJ8e = Qe8e + Q~8fJ , (l1.77e)

yields the generalized forces

Qe = -rP sinfJ , Q~ = O. (l1.77f)

(l1.77g)

Since Qe =j:. 0, the absentee coordinate e in (l1.77b) is not ignorable. The wire
tension does no work in the fJ-motion of the bob relative to the table, so it is
evident that the generalized force Q~ should vanish, which it does. Moreover,
notice that use ofthe constraint Se = w8t = 0 in (l1.77e) shows only that Q~ = 0,
but says nothing about Qe in the constrained case studied above. A neat alternative
derivation of (11.77f) uses (11.20) for a particle , in which F = - Pi and x= vm

in (l1.77a); namely,

Q P· aVm P' I' 0
~=- 1'-. =- I 'J= ,

afJ
av

Qe = - Pi - ----!;!- = - Pi · (r sin fJi + (l + r cos fJ)j) = - Pr sin fJ . (l1.77h)
ae

Substituting (l1.77b) and (l1.77f) into (11.77d) and following some simpli­
fications, we obtain the two equations

i3 + TW2 sin fJ + (1 + Tcos fJ) W= 0, (II.77i)

ml(i3(l + r cos fJ) - r(2w + ~)~ sin fJ) + m(r 2+12+ 2rl cos fJ)w = - Pr sin fJ.
(l1.77j)

These are two equations in three unknown quantities: P, fJ, and w. Thus,
suppose that w is constant. Then (I1.77i) reduces to (l1.77c) which determines
the oscillatory motion fJ(t) of the bob relative to the table, and (I1.77j) determines
the wire tension force P acting on the bob in the moving table frame. The former
is the primary equation of interest , readily derived without our having to find
the inconsequential wire constraining force. On the other hand, it is important in
engineering analysis that the nature of the forces that act on a dynamical system
be known. A variety of methods are available to evaluate these. Here we continue
with the case when co is constant.

//./2.2.3. General and Exact Solution of the Equations ofMotion

Integration of (l1.77c) for the initial data ~(O) = 0 at fJ(O) = fJo yields

~2 = 2yw 2(coSfJ - cos fJo) . (l1.77k)
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Now use of (l1.77c) and (l1.77k) in (ll.77j) delivers the equation for the wire
tension as an exact function of its placement f3 alone :

P(f3) = mlw2 [I + Y(3 cos f3 - 2 cos f30) ± 2 2y(cos f3 - cos f30)] , (11.771)

in which the + sign corresponds to the case when f3(t) is increasing with time.
Further, integration of (II.77k) for increasing values of f3(t) determines the

travel time as a function of the finite angular placement of the pendulum:

pt = r df3 , p == w ~l' (ll.77m)
10 J2(cos f3 - cos f30) VI

where p, which depends on co, characterizes the circular frequency of the pendulum
in its small amplitude motion . The exact solution, therefore, is given by an elliptic
integral ofthe first kind defined by (7.87d) withk = sin(f30 /2) , sin(f3/2) = ksin¢,
in accord with (7.87b). In consequence, the exact period of the oscillation is pro­
vided by (7.87f) and the motion may be read from (7.89b) . Thus,

f3(t) = 2 sin- 1 [k sn(pt)] , r " = ~ K(k), (l1.77n)
p

in which K(k) is the complete elliptic integral of the first kind in (7.87e) and
sn(pt) is the Jacobian elliptic sine function with properties (7.88h) and (7.88i).
This concludes the fully exact solution for the motion (11.77n) and the wire tension
(11.771) of the rotating simple pendulum.

11.12.3. The Gyrocompass with Torsional Damping Revisited

Lagrange's equations are applied here to derive the equations for the small
motion ofthe torsionally damped gyrocompass shown schematically in Fig. 10.12,
page 450. The rotor has two degrees of freedom with generalized coordinates
(Ql, q2) = (8, a), where 8 is the angular placement of the rotor about the j-axis
and a is the angular placement of the gimbal frame about the k-axis of the gimbal
referenceframe <p = {C; ikl .With the aid of (I 0.81b) and (I 0.8Id), the total kinetic
energy of the rotor relative to its center of mass C is provided by (10.100) :

1 1 2 2 .2 1. 2
T = -w · he = -111 Q cos Asm a + -122(8 + QCosAcosa)

2 2 2 (l1.78a)
1 . 2+ 2111 (a + Q smA) ,

where A is the latitude angle and Q is the Earth's very small angular rate of
rotation, a rheonomic constraint. Here and below all infinitesimal terms of order
Q2 are neglected. Equation (l1.78a) thus simplifies to

1 ·2 · 1 2
T = 2 lz2(8 + 2Q8 cos Acos a) + 2111 (a + 2Qa sin A). (l1.78b)
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The potential energy V = 0 and the supporting constraint forces are workle ss.
In view of (10.81a) there is no torque about j , so Me . j = 0 = QI!, and hence ()
is an ignorable coordinate. Therefore, the Lagrange equations (11.73) yield

aT
- . = Ye , a constant ,a() .

(l 1.78c)

the last reflecting conservation of the generalized momentum PI! = YI!, that is, the
principle of conservation of moment of momentum about j . This fact was not so
apparent in our earlier discussion of this problem.

The damping torque about the k-axis is defined by Me . k = -2/11 va = Qu.
Therefore, it follows from (l1.78b) for a small compass drift angle a that the La­
grange equations (11.78c ) for the damped gyrocompass, to the first order in a, yield

122(O+Qcos A)=Ye, (l1.78d)

a + 2va + p2a = 0, (l1.78e)

where p2 is defined by (l0.81j ). By (II.78d), 0 is a constant: 0 = 0(0) == (Vo
given by the initial data. Hence , ()(t) = (Vot . It is seen that (ll.78e) is the same as
(10.811), whose general solution is provided in (l0.81m).

11.12.4. Motion of a Symmetrical Top about a Fixed Point

A homogeneous rigid top (a body of revolution ) of mass m rotates about a
point 0 fixed on a rough horizontal surface in the ground frame <I> = {o; Id in
a gravitational field. The three independent Euler angles (¢ , (), 1jJ) introduced in
Chapter 3, Fig. 3.14, page 209, characterize the general rotational orientat ion of the
top, as shown in Fig. 11.6. The equations of motion will be derived by Lagrange's
method. Afterwards, the physical nature of the top 's motion is described .

11.12.4.1. Equations of Motion for the Top

To find the total kinetic energy of the top, we first determine its total angular
velocity referred to the principal body frame cp = {o; ik } in Fig. 11.6, wherein
several reference frames are identified . The top turns about the K-axi s of the
ground frame 0 = <I> with angular velocity WID = ¢K, followed by a rotation
about the i'-axis of frame 1 = {o ; i~} with angular velocity W 21 = Oi', and fina~ly,

it spins about the k-axi s of the body frame 3 = cp , with angular spin W 32 = 1jJk.
Hence , the total angular velocity of the top in <I> is W == W 30 = V,rk + Oi' + ¢K.
With i' = cos 1jJi - sin 1jJj, K = cosek + sin ()j', j ' = sin 1jJi + cos 1jJj , the total
angular velocity of the top referred to cp is given by

W = (0 cos 1jJ + ¢ sin ()sin 1jJ )i + (¢ sin ()cos 1jJ - 0sin 1jJ )j + (1jJ +¢ cos ())k.

(l1.79a)
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k
K=k'
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Frame 1={O; I~ }

Chapter 11

Figure 11.6. Symmetrical top rotating about a fixed point.

The homogeneous top is symmetrical about its k-axis with principal moments
of inertia III = 122 . For future convenience, letll == III , 13 == 133 , and assume that
/1 =1= h The rough surface assures that point 0 of the top does not slide on the
surface. Then, by (10.102) , the total kinetic energy relative to the fixed point 0 of
the principal body frame cp is given by T = !w . low = !II (wi + w~) + ! 13w~,
which, by (l1.79a), yields

1 '2 ' 2 2 1 " 2
T = '2/1(8 + 4> sin 8) + '2/3(1/1 +4> cos 8) , (l1.79b)

The total potential energy is

v = mgl cos e . (l1.79c)

The supporting force R at 0 is workless, and hence the holonomic system is
con servative with Lagrangian function L = T - V:

1 ' 2 ' 2 2 I '. 2
L=;/1(8 +4> sin 8)+;/3(1/I+4>cos8) -mglcos8, (l1.79d)

in which both 1/1 and 4> are ignorable coordinates. Hence, in accordance with
(11.41),

aL "
- . = 13(1/1 +4>cos 8) = ex,
a1/l

aL ' 2 "-. = It4> sin 8 + 13 (1/1 +4> cos 8) cos 8 = f3,
a4>

(11.7ge)

(l1.79f)
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(l1.79g)

are constants of the motion provided by initial conditions. These equations deter­

mine ¢ and 1/1 as function s of e;we find

. f3 - ex cos e . ex (f3 - ex cos e)
¢= 1/I=--cose .

I I sin2 e ' h II sin2 e
Finally, by (11.66), the third of Lagrange's equations d(in /aO)/dt - aL /ae = 0
yields

This equation, upon integration with specified initial data, determines the motion
e(t) of the top in a vertical plane through the K-axis, and which rotates about this
fixed spatial axis with variable angular speed ¢(t) given by (11.79g), as shown in
Fig. 11.6.

11.12.4.2. General Solution of the Equations ofMotion

The main problem now is to solve the nonlinear equation (II.79h) for e(t), and
then use the result in (ll .79g) to obtain ¢(t) and 1/I(t) . This is possible, in principle,
but not entirely in terms of elementary functions . To begin, recall (II.7ge) and the
component W3 in (l1.79a) to obtain

(l1.79i)

i.e., the total angular spin of the top about its k-axis is constant: W3 = ex / h
Because the system is conservative, the total energy T + V = E, a constant.

Therefore, with (l1.79b) and (l1.79c), the first integral of (l1.79h) is thus given
by

1 . · 2 1 · .2/1(e
2+ ¢ sin2 e) + 2. 13(1/1 +¢ cose)2 + mgl cos e = E , (l1.79j)

certainly not evident. With the aid of (l1.79i), this reduces to

~ I) (02 + ¢2 sirr' e) + mgl cos e= Eo, (l1.79k)

in which the constant Eo == E - ! I3w~. Use of the first expression in (l1.79g)
yields

(11.791)

where

(f3 - ex cos e)2
V(e) == . 2 + mgl cose . (l1.79m)

2/1 sin e
Equation (11.791)has the appearance of an energy equat ion for a single degree

of freedom system for which V(8) is the apparent potential energy. Its integration
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delivers the travel time t in the motion e(t) :

Chapter 11

(11.79n)

(A)

(B)

Rile det -± -
2 eo"jEo-V(e)

The appropriate sign is to be fixed in accordance with the initial conditions for
which eo = e(O). The inverse of this integral determines e(t), and integration of
(11.79g) yields ¢(t) and 1/I(t). The three Euler angles (¢, e, 1/1) thus determine
the orientation of the top at each instant and provide the complete formal solution
of the problem . For brevity, however, we omit these details! and focus on some
interesting qualitative aspects of the top's rotational motion.

11.12.4.3. Physical Characterization of the Motion

Let us return to the apparent energy equation (11.791) and recall that the phase
plane diagram Bversus echaracterizes the curves of constant energy. These curves
are closed and the motion is periodic if and only if there are exactly two values
e* = e;, k = 1,2, called the turningpoints, for which B(e*) = 0 in (11.791). The
turning points of the motion e(t) are determined by

(f3 - ex cos e*)2
V(e*) = . 2 +mglcose* = Eo, (11.790)

2/ 1 SIll o-
wherein the energy constant Eo is fixed by the initial data .

+By the introduction of a change of variable x = cos e for -I ~ x ~ I it can be shown that the energy
equation (11.791) may be written as i 2 = I(x), where

2 2 I 2
I(x) =-(Eo - mg/x)(I - x ) - -(Ii - ax) .

h If

This is a real cubic polynomial having three real roots Xk such that -I ~ XI ~ X2 ~ I ~ X3 , the
root X3 having no physical relevance . Since I(x) = i 2 cannot be negative , x oscillates between the
physically realizable values XI and X2 ; that is, e oscillates between the turning points el and e2 at
which B(e) = O.(Note that in the text, we write e: = e2 ~ el = ei .) With

2 2mg/
i = --(x - XI )(x - X2)(X - X3),

II

we are led to an elliptic integral of the first kind. This eventually follows from (l1 .79n). Then it turns
out that the inverse function for the nutational motion e(t) E [02, el] is determined precisely in terms
of a Jacobian elliptic sine function of t; namely,

coss = x = Xl + (X2 - xIlsn2[p(t - to)], (C)

where p = Jmg/(x3 - Xl )/21). Use of (e) in (l1.79g) yields exact formal solutions for ¢(t) and
,,(t) in terms of elliptic integrals of the third kind with modulus k = J(X2 - XI )/(X3 - Xl) . These
and other analytical details and further discussion of the nutational-precessional paths of the motion
traced by the unit vector k on the surface of a unit sphere centered at the fixed point 0 , as shown
in Fig. 11.7, may be found in the texts by Greenwood, Marion , Rosenberg, Synge and Griffith , and
Whittaker.
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(a) (b) (c)

Figure 11.7. Geometrical description of a top's nutational-precessional motion.

In all real motions, (11.791) and (11.790) show that Eo = v(e*)::: vee).
Hence, the portion of the plane curve y = Vee) of interest is situated below the
horizontal line y = Eo. It is seen from (11.79m) that Vee) ~ +00 at the extremes'
e= 0, n ; and hence the apparent potential energy function y = Vee) must have a
minimum value at some intermediate point eo' the point at which, by (11.791),ehas
its greatest value. Consequently, the graph y = V(e) is concave upward, somewhat
like a skewed parabola; so the horizontal line y = Eo must intersect this graph at
precisely two points e: and e; for which (11.790) holds . Therefore, the motion e(t)
is periodic; the top oscillates between the extreme angular positions e: and e; from
the vertical spatial K-axis in Fig . 11.6, points at which e(en = O. This oscillation
phenomenon is called nutation. At the same time, by the first relation in (11.79g),
the axis of the top in Fig. 11.6 turns as a function of e about the vertical K-axis.
This variable rotational motion ¢(e(t», induced by the gravitational torque about
0, is called precession . In the special case for which the line y = Eo = V (eo)' the
minimum value of vee),e(t) is restricted to the single fixed value eo ;and the top,
inclined at this fixed angle, turns about the K-axis with a constant angular speed
¢(eo),so this motion is called a steady precession.

The essential features of the simultaneous nutational-precessional motion of
the top may be visualized in Fig. 11.7 by tracking the end point of the unit vector
k (the spin axis) on the surface of a unit sphere centered at O. The precessional
rotation of the axis of the top as a function of the nutation angle e(t) is described
by ¢ in (l1.79g). The specific geometry depends on how the top is started, that is,
it depends on the initial values of e, e, ¢, and ~ (these determine ex , fJ, Eo). The
simplest undulatory case described above in which the top traces a sinusoidal-like

§ The actual physical model is of no concern in the geometrical description of the function V(O). The
motion of a top (any body of revolution) as we commonly think of it, however, is restricted to values
of 0 < If / 2. For values of 0 > If/ 2, any body of revolution supported by a smooth ball joint at 0 on
the axis of symmetry is known as a gyroscopic pendulum.
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trajectory between two horizontal colatitude limit circles Br and Bi is shown in
Fig. l1.7a. In this case, (p(t) > °for all t during the motion ; the k-axis of the top
moves up and down (nutation) at the rate 8 as the top rotates (precession) about
the fixed vertical K-axis at the rate (p. The looping motion shown in Fig. 11.7b
is characterized by (P increasing, then decreasing, over and over again. Therefore,
there must be a value Bt at which (p(Bt) = 0. The criterion for loops to occur,
therefore, by (II.79g), is that Bt = cos"! (/3/(1) must lie in the interval between
Br and Bi . Finally, when initially the axis of the spinning top is fixed at an angle
Bo = Br and released with (p(Bn = 0, the top at first falls to Bi , but recovers and
rises again to Br = cos- 1({3 / (1 ), and this nodding motion is repeated over and over.
As the top falls , the gravitational torque induces a precession in the direction of the
torque, so the axis of spin turns about K at the rate (p .This phenomenon leads to the
cuspidal motion in Fig. 11.7(c). We shall not pause to explore the analytical details
characterizing these geometrical properties; rather, we tum to the general problem
of a steady precession for which B(t) = BO' , 8 = 0, and (p and JjJ are constants.

11.12.4.4. Steady PrecessionandStability of the Motion of a Top

Differentiation of (II .791) with respect to B yields the modified equation of
motion for B(t):

.. dV(B)
Ile+~=O. (11.79p)

(I1.79q)

The geometrical description of the apparent potential function, however, showed
that V(B) has a minimum at a pointBO' E [Br, Bn hence, dV(B) /dB = °atB = BO' .
(It is shown later that in fact V(B) has a minimum at BO'.) Hence, from (11.79p), the
position BO' is a relative equilibrium position in Bat which the top maintains a tilted
position at an angle BO' from the vertical axis , and the motion is a steadyprecession
of the top about the vertical K-axis at a constant angular rate (Po == (p(BO'), that is,

. {3 - 13W3cos BO'
cPo= f ' 2 Il* '

1 SIll "o

the top now having a constant spin JjJo == JjJ(BO') about its body axis k, in accordance
with (11.79g). In addition to BO', both rates depend on the constants of the motion ,
{3 , W3, whose values must be appropriately chosen to support the steady precession
in accordance with assigned initial data .

The point BO' of steady precession, from (I1 .79m), is thus determined by

dVI . '2 * *- = (/ 3W3cPO - f1cPo cosBo - mgl)sinBo = 0,
dB e:o

(I1.79r)

where Bj < BO' < Bi. The same relation follows from (11.79h) in which B(t) = BO' .
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(11.79t)

(lI.79w)

The solutions eo = 0, n are considered separately later ; otherwise, (l1.79r)
yields a quadratic equation for ¢o(eo):

• 2 .
(/] cos eo)cPo - 13w3cPo + mgl = 0, (11.79s)

with solution

. _ !)W3 ( _ 4mglIi cos eo)
cPo- l± 1 2 2 •

2/1 cos eo 13w3

By (l1.79q), thisis a transcendental equation for {3 - !)W3cos eo, and hence eo,
whose solution depends on the constants {3 , W3. This is solvable for eo only by trial
and error, when all constants are assigned. Of course, (lI.79t) also is an equation
for ¢o that now depends only on W3and eo; and for real values of ¢o, it is necessary
that

liw~ ;::: Amgl I, cos eo, (l1.79u)

in which case there are two speeds of steady precession. It follows that a steady
precession at a fixed angle eo E (et , e2) is possible only when the total angular
spin W3 is not less than its critical limit w) == (21!))(mgl I] cos eo) I/2 for which the
corresponding critical steady precessional rate is

)..C __ !)w) 2mgl
'I' (lI .79v)
0- 2/] cos eo !)w)

Therefore, consider a fast spinning top for which W3 » w). Then use of the
binomial theorem in the radicand of (11.79t) leads to the following two approximate
speeds of steady precession for the fast top:

.+ _ 13W3 (_ mgl l, COS(0) ._ mgl
cPo - I 8* I 2 2 ' cPo = --,] cos 0 13w3 !)W3

where the signs correspond to those in (11.79t) . The first, ¢t, is called the fa st
precession;it grows increasingly larger with W3. For sufficiently great values of W3
this further simplifies to ¢t = 13w31(I ]cos eo), which is independent of the weight
of the top. The second speed , ¢o' is called the slowprecession; this is independent
of 80 and it goes toward zero as W3 grows increasingly great. The latter is the
preces sion rate commonly observed in a fast spinning top (or gyroscope). Returning
to (11.79s), we see that for eo = tt12, ¢o = ¢o is an exact slow precession result.
The foregoing results hold for°< eo < n 12, certainly the physical case for a top.
More generally, however, for a gyroscopic pendulum n 12 < eo < n is possible.
In this case, the radicand of (11.79t) is always positive, so there is no critical value
of W3. The slow precession of the gyroscopic pendulum is the same as before, but
its fast precession is greater and has the opposite direction.

Either of the speeds (II.79w) is possible provided that the top is started so
that the initial data precisely satisfies (II .79s) and (II .79u). But it is not yet known
whether these steady motions are stable . To investigate the infinitesimal stability of
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a steady precession, let 8(t) = 8ij + 8(t) and <P(t ) = <Po + t(t) , where 8(t) and t(t)
are infinitesimal disturbances from the top' s steady motion at 8ij, and assume that
the constants fJ and W 3 of the steady motion are unchanged by the disturbance. Only
the change in 8(t) need be considered in the perturb ation of (l1.79p); and, by the
first of (l1.79g), t is proportional to 8. Thus, with dV(8)/d8 = d V(8)/d8 Ir}* +

o
d2V(8)/d82III' 8 to the first order in 8, and use of (l 1.79r), we obtain from (l1.79p)

o
the equation for the perturbed motion :

(l1.79x)

(D)

Therefore, for infinitesimal stability it is necessary that d2V(8)/d82Ie' > 0, This
. 0

is a condition necessary in order that V(8) shall have a minimum at 8ij, as requi red
earlier. This is now confirmed analytically. With the aid of the first relation in
(l1.79g) and noting (l1.79s), we find

d
2
V(8) I I [ ( ' 2 *)2 2 ' 4 ' 2 *]--2- =-' 2 mgl-/,4>ocos80 + /,4>osm 80 > 0. (l1.79y)

ao e~ /14>0

Hence, the function V (8) has a minimum at 8ij; and the arbitrarily small disturbance

of the steady precession is oscillatory, and hence stable'[. The proportionality of e
and 8 implies that e also is periodic . Therefore, both values of <Pogiven by (l1.79t)
and subject to (l 1.79u) correspond to stable motions of steady precession.

Finally, let us consider a so-called sleeping top that merely spins about the
vertical axis so that 8(t) = 8ij = 0 and e(t) = O. This steady motion is a solution
of the equation of motion (l 1.79h) and for which , from (1 1.7ge) and (l 1.79f), the
constants of the motion satisfy fJ = a = 13W3; and, by (l1.79g), <P (8ij) = <Po =
a /2!1 . It is evident that if the total spin rate W3 of the top in its vertical position
is not sufficiently great , any slight disturbance of the top will cause it to wobble ,
fall down , and roll to rest. So, our intuition suggests that there exists a critical
total spin rate below which the motion of the top is unstable . To explore this, we
put 8(t) = 8ij + 8(t) = 8(t ) and <P = <Po + t into the equation of motion (l1.79h),

'll Alternatively, introducing both Ii(l) = liii + 0(1) and cP(I) = cPo + s(l) in (l1.7 9g) and (l1.79h) ,
assuming that the moment of momentum 131J)3 is unchanged and ultimately removing it by use of
(I 1.79s), we eventually derive the two equations

IIcPosin liii s + (IlcP5cos liii - mgt)o= 0,

IIcPo8+ sin liii (mgt - IIcP5cosliii)s + h cPJ sin2liiio = 0.

Substitution of the first relation for s into the second equation yields the incremental equation of
motio n for 8:

If cP58+ ((mgt - IIcP5 cos liii)2+ IfcPri sin2liii)o = 0, (E)

in which the coefficient of 0 is plainly positive and has the same form as (l1.79y) , The solution
0(1) is periodic, It follows from the first equation in (D) that the disturbance E: has the same period.
Therefore, the motionof steady precession is stable, as shown more directly by (l1.79x) ,
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note that 1r (e~) = (a I2/ 1)(2/ 1113 - 1), and thus obtain to the first order,

2 " ( 2 2 )4/18 + 13w3 - 4/1mgl 8 = O.

547

(l1.79z)

Consequently, the disturbance of the sleeping top is oscillatory, hence stable, pro­
2

vided that its total spin w) > -.j Ilmgt. This value is just a bit greater than
13

the critical rate w) = (2113)(llmgl cos e~)1 /2 for a steady precession at an angle
e~ =f. 0, which reduces to the former when e~ = O. Hence, the sleeping top is stable
provided its spin w) > w) = (2113 )(ll mgl)1 /2.

Exercise 11.10. Show that the vertical configuration of a "sleeping" gy­
roscopic pendulum for which e(t) = e~ = n and e(t) = 0 always is a stable
configuration. 0

This concludes II our study of the motion of a top about a fixed point. Note,
however, that the Earth behaves like a top whose center revolves around the Sun, and
similar top phenomena are characteristic of the motions of gyroscopes, spinning
projectiles, bicycles, motorcycles, engine flywheels , propellers, jet engines, and
more . So, with the beginnings sketched above, we have accomplished more than
simply analyzing the motion of a child's toy. The reader is now equipped to explore
by a variety of methods more advanced areas of gyrodynamics.

11.13. Introduction to the Theory of Vibrations

The equations of motion of many dynamical systems are nonlinear differential
equations for which exact solutions are beyond reach of analysis, so either compu­
tational or analytical perturbation methods are applied to effect useful approximate
solutions that shed light on important and interesting nonlinear phenomena. Dis­
cussion of various perturbation techniques may be found in books dedicated to
this field. Here we focus on a fundamental perturbation method of linearization
to study the theory of small vibrations of multidegree of freedom dynamical sys­
tems , a general method of approximate analysis based on a second order power
series expansion of the motion about a stable, static equilibrium configuration of
a nonlinear, holonomic system. The smallness approximation leads to a system
of linearized differential equations for which the general theory of simultaneous
linear equations is directly applicable. While certainly some interesting nonlinear
phenomena and potentially useful information may be lost in our adopting only

II We have barely scratched the surface of a fascinating but difficult class of problem s analyzed sys­
tematically and extensively by F. Klein and A. Sommerfeld in their treatise Uber die Theorie des
Kreisels, B.G. Teubner, Leipzig, 1910. See also the text by A. Gray, A Treatise on Gyrostats and
Rotational Motion, Macmillan, London, 1918; Dover, New York, 1959.
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a lowest order approximation in the final equations of motion , the lineari zation
procedure offers useful insight into the first order physical nature of an otherwise
complicated multidegree of freedom nonlinear system. Moreover, the theory pro­
vides a general framework within which many difficult problems may be solved .

11.13.1. Small Oscillations of a Simple Pendulum Revisited

In our earlier studies, linearization of the equations of motion for small vibra­
tions of a specific dynamical system was applied after the general system of nonlin­
ear equations was derived . This procedure, however, can be greatly simplified for
conservative holonomic systems with scleronomic constraints. For these dynami­
cal systems , the terms in the Lagrangian function can be expanded in power series
at the outset of the problem formulation to retain all terms up to those quadratic in
the variables. Then the equations of motion automatically will be linear in these
variables. To illustrate the idea, consider the small motion of a pendulum about its
stable equilibrium position . Recall that quadratic terms in e and eare neglected
in linearization of the equation of motion (11.36c). Since this equation is obtained
by differentiation of the Lagrangian function, the linearization proces s may be­
gin by our writing the potential and kinetic energies as quadratic functions of e
and e, respectively. The Lagrangian ue.e) for the pendulum problem is given
exactly in (l1.36a), where the kinetic energy ti« e) = !Me2 is independent of

e and already quadratic in e,and M == me2. The potential energy, however, with
the power series expansion of cos e~ 1 - !e2 to retain terms quadratic in e in

(l1.36a), simplifies to V(e) = !Ke2, where K == mgt: Hence , the power series
expansion of the Lagrangian function to terms of the second order in eand e is
thus given by L(e ,e) = !Me2 - !Ke2; and, by (11.35), we find Me + Kt) = 0,
the familiar linearized form of the exact nonlinear equation of motion (l1.36c),
for small oscillations of the pendulum about its equilibrium state at e = o.

The same linearization process may be applied to any multidegree of free­
dom, conservative scleronomic system for which no generalized coordinates are
ignorable and all remain small over time. For holonomic system s with rheonomic
(time dependent) constraints and systems with ignorable coordinates, it proves
best to lineari ze the final equations of motion, as before. For conservative sclero­
nomic system s, however, the Lagrangian does not depend explicitly on time and
the static equilibrium states in an inertial frame are readily determined by our
taking all ilk = 0, and hence T = 0, in Lagrange's equations (11.35), to obtain the
static equilibrium equations aV(qr) /aqk = 0. These determine the values qk = q;
of the generalized coordinates inthe static equil ibrium state, some of which may
not be stable . In the pendulum, Example 11.2, page 508, av(e)/ae = mgt: sin e
vanishes at q ~ = e = 0, it , the latter being an unstable equilibrium solution.
Moreover, a2V(e) /ae 2 = mgt. cos e; and hence at the stable configuration e= 0,
a2V(e)/ae2 = mgt: > 0, wherea s a2V(e) /ae 2 = -mg£ < 0 at the unstable state
e= it, More generally, we have the following stability criterion .
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Energy criterion for stability of static equilibrium: The static equilibrium
configuration 6 5 of a conservative scleronomic, holonomic system having n de­
grees of freedom with generalized coordinates qk = q; in 6 5 is infinitesimally
stable if the total potential energy ofthe linearized system is positive definite, that
is, if

~I UkU/>O,
oqkoq/ q;

for all nonzero, n-dimensional vectors u = (ud .

(11.80)

If the quadratic form (11.80) vanishes for some choice of Uk that are not all
zero but is otherwise positive, the static equilibrium configuration at qk = s; is
called neutrally stable. If the quadratic form is negative for any choice of us, the
equilibrium configuration is unstable at qk = q; . We shall return to this energy
criterion momentarily in the presentation of the Lagrangian analysis of the theory
of small vibrations about a stable equilibrium configuration of a nonlinear system.

11.13.2. The Theory of Small Vibrations

To formulate the general problem of small vibrations of a conservative
and sc1eronomic holonomic system, let Uk denote small disturbances from a
stable, static equilibrium state with corresponding specified coordinate values
q; so that the system has the perturbed generalized coordinates qk = s; + ui,
k = 1,2, . . . , n, the number of degrees of freedom . A Taylor series expansion of
the total potential energy function about q; to terms of the second order in Uk
yields

OV* 1
V(qr) = V* + -Uk + -Kk/UkU/, (11.81)

oqk 2

where repeated indices are summed over n, V(qr) == V(ql, qz . .. . , qn) as usual,
and quantities denoted by *are evaluated in the static equilibrium state at qk = q; .
For instance , V* = V(q;), oV* / oqk = oV(qr) /oqk Iqk=q;, and, by definition, the
constants

02V*
Kk/ == -- (11.82)

oqkoq/

are called stiffness coefficients. The series approximation (11.81) requires that
all of the generalized coordinates are changed by a small perturbation, none are
ignorable, and all remain small in time. Since only derivatives of Venter the
equations of motion , we may omit the constant term V* and note that in the
equilibrium state 0V*/ oqk = 0. So far, the stiffness coefficients generally depend
on the q;s; however, no generality is lost in our assuming henceforward that all
q; = 0, and hence the generalized coordinates are measured from the equilibrium
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(11.83)

(11.84)

(11.85)

configuration. Then u, = qr and the total potential energy (11.81) of the system
may be written as a homogeneous quadratic function of the perturbed generalized
coordinates qk alone :

1
V(qr) = "2Kklqkql.

The matrix of stiffness coefficients (11.82) is square and symmetric: Kkl =
K1k. and the criterion (11.80) for stability of the equilibrium configuration requires,
in matrix notation , that Kk1qkql == K U • U > afor all nonzero vectors U = (qk).
Therefore, for small displacements qk from a stable, static equilibrium configu­
ration, V(qr) is a positive definite, homogeneous quadratic form. Hence , alterna­
tively, the stability criterion (11.80) holds if and only if detK and all of its principal
minors are positive.

The total kinetic energy of a scleronomic system is a positive definite**
quadratic function T = !Mkl(qr )i]ki]l of the perturbed generalized velocity com­
ponents Uk = i]k. Because retention of terms linear and higher in the Taylor series
expansion of Mkl(qr) about qk = qk = a introduces terms of order greater than
the second in the total kinetic energy function, the coefficients Mkl(qr) may be
replaced by their constant values in the equilibrium state: Mkl(qr) ;:: Mkl == Mkl .
The kinetic energy is then a homogeneous, positive definite quadratic function of
the perturbed generalized velocitie s alone :

1
T(qr) = "2 MkfI'jkql .

The constants Mkl are called inertia coefficients. The matrix of inertia coefficients
is square and symmetric: Mkl = Mlk.

Now, form from (11.83) and (11.84) the Lagrangian function

1 I
L(q" i]r) = "2Mk1i]ki]1 - "2 Kklqkql.

Then Lagrange's equations (11.66) , with the symmetry of Kkl and Mkl in mind,
yield a system of n ordinary linear differential equations for small vibrations about

** It is easily seen that, in general, a quadratic form F = Pu . u that is positive definite in one ref­
erence system is positive definite in every reference system related to the first by an orthogonal
transformation A. Consider the transformed quadratic form F' = P'u' . u' , where u' = Au denotes
the transformed matrix vector. Then F' = r« ,u' = P' Au · Au = AT(P' Au) · u = Pu · u = F,
in which the matrix P = AT P' A , or P' = A P AT. Consequentl y, if the quadratic form F is posi­
tive definite in one system, it retains this property in every system related to first by an orthogonal
transformation .

Now, the mass of every material object being positive, the kinetic energy, by its definition in
(7.35) for a particle, (8.50) for a system of particles , and (10.90) for all bodies, is inherently positive
definite. Like the potential energy function, it has the same positive definite value in every reference
system. Note, however, that while the kinetic energy may be referred to any appropriate moving
reference frame, it is always determined with respect to an inertial frame.
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a stable, static equilibrium configuration of a conservative, scleronomic system:

k , l = 1, 2, ... , II. (11.86)

(1 1.87a)

The stability of the equilibrium configuration must be confirmed in each
application.

Example 11.11. Consider a system having II = 2 degrees of freedom. Then
(11.86) is a coupled system of two linear equations:

M llih + M I2ih + K llq\ + K I2q2 = 0,

M2\ih + M22ih + K21ql + K22q2 = 0,

in which M 12 = M2l and K 12 = K21.
In particu lar, recall the conservative scleronomic system of Fig. 11.1,

page 514 , for which the total kinetic energy (1Io40a) is a homogeneous quadratic
function of the generalized velocities ilk = Xk and the total potential energy
(11.40b) is a homogeneous quadratic function of all of the generalized coordi­
nates qk = xi , none being absent. Because both function s, without any series ap­
proximations, are homogeneous quadratic function s of ilk and qb respecti vely, the
equations of motion in (1Io40t) corresponding to (11.87a) hold for large amplitude
oscillations of the system. The exact energy relations ( I I o4Oa) and (1Io40b) are to
be compared with the respective homogeneous quadratic forms (11.83) and (11.84)
of the linearized theory in which the inertia and stiffness coefficient matrices of
the example are identified by

(11.87b)

evident from (11.40 t). Since K u . u = k,(ui + u ~ ) + k2(u I - U2)2 > °for all vec­
tors u = (u I , U2) i= 0, the equilibrium configuration at Xl = X2 = 0 is infinitesi­
mally stable, which also is physically evident. Alternatively, we confirm from the
stiffne ss matrix K that detK = k~ + 2klk2 > 0 and both of its principal minors
k l + k2 > 0; hence, K is a positive definite matrix .

To obtain the general solution of the system (11.86), we cons ider trial solutions
of the form q[ = C, sin(p t + ¢) , all having the same circular frequency p and
initial phase ¢, and where C, are II constants. Substitution of q[ into (11.86) yields
the followin g homogeneous system of II algebraic equat ions:

(11.88 )

For nontrivial amplitudes C/, the II x /I determinant of the coefficient matrix must
vanish; that is,

(11.89)
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This is a polynomial of degree n in the squared circular frequency p 2 called
the characteristic equation, and its roots are called characteristic frequencies,
eigenfrequencies, normal mode or naturalfrequencies. Because both matrices Kkl
and Mkl are real-valued, symmetric matrices all of the squared eigenfrequencies are
positive, and only positive solutions Pm are meaningful. For each Pm obtained from
(11.89), there is a corresponding trial solution of the formq[ = Ckmsin(Pmt + <Pm)
for each m (no sum) and for which ratios of the amplitudes Ckm are determined
from (11.88), now cast in the form

(Kkl - p;"Mkl) Ci; = 0, (11.90)

for k, I , m = 1,2, ... , n, sum on I , no sum on m. Hence, the general solution of
the system (11.86) for each qk is the sum of all of the trial solutions corresponding
to each Pm, <Pm pair:

n

qk = L Ckmsin(Pmt + <Pm) ,
m=l

k=I ,2 , . . . , n . (11.91)

This systematic analysis assumes that all of the characteristic frequencies
are distinct and nonzero; but this is not always the case. Dynamical systems for
which some roots of the characteristic equation may be repeated or may be zero,
called degenerate systems, are handled somewhat differently. These systems are
not studied here . The analysis of degenerate systems may be found in several
advanced texts cited in the references.

Example 11.12. A homogeneous thin body of mass M, shown in Fig. 11.8,
is suspended in the vertical plane by a thin wire of mass m « M , length a, and with
its ends hinged in smooth bearings. (i) Derive the equations for small vibrations
of the body about its vertical equilibrium position <P = e= O. Identify the inertia

L

e Figure 11.8. Small vibrationsof a physical pendulumwith two
r degrees of freedom.
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and stiffness matrices. (ii) Sketch the general formulation of the solution. Then
let a = I , and suppose that the body is a thin circular disk of radius R = ../il .
Determine the normal mode frequencies Pm, the ratios of the amplitudes e lm, and
thus derive the solution of the coupled equations of motion . Identify the normal
equations of motion and their normal mode solutions as functions of the generalized
variables.

Solution of (i). The system is scleronomic with two degrees of freedom 8
and ¢ defined in Fig. 11.8. Since the wire has negligible mass compared with M ,
its contribution to the total kinetic and potential energies is negligible. The total
velocity of the center of mass G referred to the body frame 1/1 = {G; e. . eq,} is given
by v* = VH + W x I = aiJH/¢eq" where t = sin(¢ - 8)er + cos(¢ - 8)eq,. The
total kinetic energy of the system, by (10.101), is

1 2·2 2 . . 2 1 ·2
T = "2M[a 8 sin (¢ - 8) + (a8 cos(¢ - 8) + I¢) l + "2IG¢ , (l1.92a)

and the total gravitational potential energy is given by

v = M g[a(l - cos e') + 1(1 - cos¢)]. (l1.92b)

We note that no coordinates are absent. For small vibration s, only terms of second
order in all of the small quantities ¢ , ¢, 8, iJ are retained in (11.92a) and (11.92b).
Therefore , the first term in (11.92a) is of higher order and may be neglected ; and
with cos(¢ - 8) ~ I - (¢ - 8)2/2, to terms of second order the total kinetic and
potential energies of the system for small vibrations about the vertical equilibrium
configuration are thus given by

T = ~(lG + MI2)¢ 2+ ~M(2Ia¢iJ + a2iJ2),

I
V = "2 M g(l¢2+ a82).

(l1.92c)

The potential energy is a positive definite, homogeneous quadratic function
of the generalized coordinates 8 and ¢. Hence , clearly, the equilibrium config­
uration ¢ = 8 = 0 is infinitesimally stable. Similarly, the total kinetic energy is
a homogeneous quadratic function of the generalized velocities eand ¢. With
IH = IG + M12 in accordance with the parallel axis theorem in (l1.92c), the sym­
metric inertia and stiffness matrices in (l1.84) and (11.83) are thus identified as

Mia]
Ma 2 ' [

M gI 0 ]
[Kkll = 0 M ga· (l1.92d)

We note in passing that the stiffness matrix is diagonal and all of its nontrivial
components are positive; so, it is quite evident that K u . u > 0 holds for all u =I O.
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The hinge constraints are workle ss, so the system is conservative with a
Lagrangian function

I "2 I " " 2"2 I 2 2
L = "2/H¢ + "2M(21a¢() + a () ) - "2Mg(l¢ + a() ), (11.92e)

(11.92f)

(11.92g)

(11.92i)

(11.92j)

(11.92k)

and Lagrange's equation s ( 11.66) now yield the equations of small vibration,

/HlP + Mal jj+ Mgl¢ = 0,

MlalP + Ma2jj+ Mgai) = 0.

Solution of (ii), The natural frequencies for the small vibrations are deter­
mined by (11.89). With (11.92d), we have

d [ Mgl - p
2/H

- p
2
Mla J °

et -p2Mla Mga _ p2Ma2 = .

This reduces to a quadratic equation in p2:

(Mgl- p2/H)(Mga - p2Ma2) - p4M212a2 = 0,

which yield s two eigenfrequencies Pm. Use of these in (11.90 ) provides two sets
of equations for the ratio s of the coefficients Clm , m = I, 2; namely,

[
Mgl - P;,IH -p;;,Mla J[ClmJ_ o (11.92h)
-p~Mla Mga - p~Ma2 C2m - .

Finally, use of these resu lts in (11.91) yield s the solutions for qi = ¢ and qi = () .
We omit these general detail s and tum to a special case for illustrat ion .

Consider a circular disk of radius R =..til and let a = l. Then /G =
M R2/ 2 = M12, and / H = 2M12. The characteristic equation (11.92g) thus sim­
plifies to p4 - 3P5p2+ pri = °with positive roots

PI = po)~ (3 + J5), P2 = po)~ (3 - J5) ,

where Po == Jill, and ( 11.92h) becomes

[~ip~ 2p; ;:: p;W::] ~ 0

For m = I , 2 (no sum), we thus obtain the amplitude ratios

C21 (P5 - 2pD C I2 p~

Cll pf C22 - (P5 - 2p~)"

Substitution here of the characteri stic roots (11.92i) yields

(11.921)
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Introducing these in (11.91) in which qt = ¢ and qz = e, we obtain the general
solution

I
¢ = CII sin(Plt + ¢ t) + 2Y + JS)C22sin(p2t + ¢2),

1e = -2:0 + J5)Cl l sin(Plt + ¢l) + Cn sin(p2t + ¢2).

(l1.92m)

The remaining constants C l l , Cn , ¢I , and ¢2 are determined upon specification
of the initial data.

The normal mode motions, readily identified from (l1.92m), are defined by

(l1.92n)

and upon solving (l1.92m) for the ~kS , we obtain the normal coordinates in terms
of the original generalized coordinates:

(11.920)

These normal coordinates uncouple the original equation s of motion (11.92f) ap­
plied to the circular disk so that the normal mode equations of motion are

in which the normal mode frequencies Pk are given in (l 1.92i).

.. 2
~k + Pk~k = 0, k = 1,2 (no sum), (l 1.92p)

o

For linear systems having two degrees of freedom , the solution procedure
illustrated above for free vibration s is straightforward. The theory of free vibra­
tions of conservative, scleronomic systems studied above is the easiest class of
problem s within the theory of vibration s of systems having n degrees of freedom .
For more general dynamical systems in the theory of small forced vibrations and
having any number of degrees of freedom, the use of normal coordinates is espe­
cially advantageous because it eliminates the need to solve a coupled system of
n simultaneous, linear nonhomogeneous differential equations of motion. Rather,
in terms of normal coordinates ~k , a simpler system of n independent equations of
the form ~k + pf~k = Pk(t ), where Pk(t ) are certain generalized forcing functions
corresponding to the normal coordinates, are to be solved. The methods of modal
analysis and the general theory for the transformation from generalized coordi­
nates to normal coordinates, and the analysis of degenerate systems, may be found
in the works by Greenwood, Whittaker, and Yeh and Abrams, among others listed
in the References.
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11.14. Dissipative Dynamical Systems of the Stokes Type

In this section , Lagrange's equations are modified to account directly for
the effects of linear viscous damping. We begin with a single particle and recall
the Stokes drag force (6.29): FD= -cv = -eX. Then for a scleronomic system
x = x(qr), and the corresponding mechanical power PPD expended, i.e. the energy
dissipated by the drag force alone, may be written as

ox ox
PPD = - cv . v = - C-qi . -qj = -Cijq iq j < 0,

Oqi oqj

wherein we sum on i and i . the index range being the number of independent
generalized coordinates of the particle, and, by definition,

ox ox
Cij :=C- ·-.

oqi oqj

Of course, cij = Cn, the generalized damping coefficients, are functions of the q,s
alone. For future convenience, we introduce a generalized dissipation function D
defined by

(11.95)

(11.96)

a positive definite quadratic form in the q.s equal to the negative of half the rate
at which energy is dissipated by the Stokes force. The function D is known as the
Rayleigh dissipation function.

In the special case when the Stokes force is the only force that acts on the
particle , PPD = PP = i , the total mechanical power; and then (11.93) may be
written as t = -2vT = -2D. Hence, D = -vT, where v = elm is a damping
exponent. Let To = T(O) denote the initial kinetic energy of the particle. Then
T(t) = Toe- 2vt , and the dissipation D = v'T decays to zero with the total kinetic
energy T, as expected. In general , however, other forces that act on the particle
contribute to the total power.

Now consider the virtual work done by the Stokes force in a general motion
of a particle: 81// = -cv· 8x = - ev . oxloqr8qr; and, with the aid of (11.9) , we
find

81//= -<:v·~8q = ~ (-~cv .v) 8q = QD8q .
oqr r oqr 2 r r r

Hence, for a holonomic system, the generalized Stokesforce Qf is thus defined by
Qf := oC-4cv . v)loqr , and, in accordance with (11.93) for scleronomic systems,
we obtain

(11.97)
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With the total generalized force Qr = Qf + Q" where o. denotes the total
of all other generalized forc es that are not of the Stokes type , Lagrange's equations
(11.73) for scleronomic systems, accounting separately for dissipative forc es of
the Stoke s type , may be written as

(11.98)

Further, with Qr = Q~ - av/aqr in the presence of some conservative forces
with total potential energy V and other nonconservative generalized force s Q~ ,

and writing L = T - V , as usual, we arrive at the alternative form of Lagrange's
equations for holonomic systems of the scleronomic type under dissipative forces
of the Stokes type :

(11.99)

Exam ple 11.13. For an illu stration recall our earlier Example 11.4, page 5 10,
of a particle falling from rest in a Stokes medium. In this case, there is one de­
gree of freedom with generalized coordinate ql = y . The Lagrangian function is
L = T - V = !my2+ mgy, the Rayleigh dissipation function (11.95) is given

by D = !CII yz, and all other nonconservative generalized forces Q~ = O. From
(1 1.99) and with C == Cl " we thus obtain the equation for the motion of a parti ­
cle fallin g in a Stokes medium: my - mg + cy = O. This agrees with our earlier
result.

In accordance with (11.7 3), it follo ws that (11.99) hold s for any general scle ­
ronomic sys tem of particles and rigid bodies so long as the damping is characterized
by a Rayleigh dissipation function of the form (11.95) . In particular, for a lineal
rigid body .L of length e subject to a Stokes force over its entire length and on
which all other forces are workless, the total power is 9 = 9 D and the Rayleigh
dis sipation function may be read from (10.144): D = - 9 /2 = {3T(e , t ), in which
{3 is a damping exponent and T (e, t ) = ! Iq2 is the total kinetic energy of the body
about a fixed point or about its center of mass. This example is similar to the
single particle problem discussed earlier, and clearly T(t) = Toe- 2{Jt , as before.
The system has one degree of freedom with q = e and q = w, the angu lar spin
of the body. All other force s being workless , (11 .98) yie lds the universal equation
of motion eLl + {3w = 0, as shown previously in (10 .150). Now let us consider a
sys tem having two degrees of freedom.

Example 11.14. The damped free vibration of a two degree of freedom sys­
tem moving in the xy -plane has total kinetic energy T = ! mlx2+ ! m2y2, total

elastic potential energy V = ! k1x 2+ ! k2y2, and a total Stokes type dissipation
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(11.100)

described by the Rayleigh function D = !(CIXZ+ 2c12xy + czl). Derive the
equations of motion .

Solution. The Lagrangian is L = !ml xZ+ !mZYZ - !k1xZ- !kzYz. For
the free vibrational motion Q~ = 0 and use of Land D in (11.99) yields the
two equations of motion for the system :

mIx + CIX + clzY + klx = 0,
mzy + C12X+ cZY + kzy = O.

This is a coupled system of linear differential equations for which general solution
methods are well known. See Whittaker in the References for further study of this
topic . D

The theory of small vibrations about an equilibrium configuration of a system
having n degrees of freedom is now easily extended to include dissipative forces
of the Stokes type. In this case, the damping coefficients, to the lowest order, are
constants: cij = Cij, and the Rayleigh dissipation function D = !C;jljiqj is a ho­
mogeneous, positive definite quadratic function of only the generalized velocities.
With the Lagrangian given by (11.85), the general equations (11.99) for small
vibrations with Stokes damping become

Mk1ql + Cklql + Kklql = Qf, k, I = 1,2, . . . , n. (11.101)

When no additional driving forces act on the system , Qf = 0 and these equations
reduce to those for the free vibrations of a damped dynamical system having n
degrees offreedom. See Problem 11.37.

Because the kinetic and potential energies and the Rayleigh dissipation func­
tion in the last example above are already quadratic functions of qr and qr, the
equations of motion (11.100) necessarily have the same form as the general equa­
tions of the theory of small vibrations in which (ql , qz) = (x , y) and

[Mktl = [~I ~J, [Cktl = [:/z ;zz]. [Kktl = [~ ~l
The difference, however, is that the motion in the example need not be small .

11.15. Closure

We have seen that Lagrange's analytical mechanics reduces the various prin­
ciples of mechanics to an invariant system of differential equations that facilitates
the formulation and solution of all kinds of dynami cal problems. The development
of Lagrange's equations from Hamilton's principle has demon strated that these
equations may be applied to general and complex conservative and nonconserva­
tive holonomic dynamical system s having any number of degrees of freedom. It is
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important to remember, however, that in the applications of Lagrange 's equations,
the energy is determined with respect to an inertial reference frame, a concept
that was never mentioned in the derivation of these equation s from Hamilton's
principle. Moreover, the determination of the kinetic energy for a rigid body,
in particular, requires knowledge of its moment of momentum, and this entails
use of a body reference frame with origin at a special point-generally a fixed
point in the inertial reference frame, one having a uniform motion in the iner­
tial frame, or the center of mass. While none of these concepts is apparent in
Lagrange's formulation, the influence of Euler 's ideas is evident throughout La­
grange's work. Hence, while Lagrange's equations most certainly are convenient
for the derivation of the equations of motion of complex systems, in its applica­
tions we must appeal to many classical concepts and methods due to others, notably
Newton and Euler, whose profound classical ideas are developed throughout this
book.

In its applications to systems of particles and rigid bodies the Newton-Euler
theory often proves to be particularly tedious, because generally one must deal
separately with each and every particle or body in the system and introduce all of
the seprate internal and external forces, including all forces of constraint. On the
other hand, in applications of the Lagrangian method , though in many respects
simpler than the Newton-Euler formulation, it is necessary to bear in mind cer­
tain technical details that characterize the system, the nature of its constraints,
and the corresponding special technical conditions for the applicability of the
equations. We recall , for example , that in the Lagrangian formulation, the work­
energy principle was derived specifically for only scleronomic systems; and the
simple principles of conservation of momentum and moment of momentum in
the Newton-Euler theory are imbedded in Lagrange's principle of conservation of
generalized momentum for an ignorable coordinate for which the corresponding
noncon servative part of the generali zed force vanishes. The fact that a constraint
is holonomi c or nonholonomic, scleronomic or rheonomi c, details essential to the
structure of the Lagrangian formulation, is unimportant to the mathematical struc­
ture of the Newton-Euler laws of mechanic s. In the latter instance, these important
technical details are brought into the analysis in different ways that usually involve
determination of forces of constraint. There are, however, countle ss situations in
engineering practice where the intensity of constraining forces that act on the
system must be determined for design considerations, and these forces are not
provided by the Lagrangian theory. So, we really need the full body of theory and
good models to successfully analyze the motion of complex dynamical systems.

In our studies here, we have not explored nonholonomic dynamical systems,
we have not investigated Lagrange 's unified approach to analytical mechanics es­
sentially based on D' Alembert 's principle , and we have not studied Hamilton's
form of the equations of motion. These and other topics that are outside the scope
of this Introduction may be found in advanced treatises on analytical mechanic s.
See, for example, the works by Lanczos, Pars, Rosenberg , and Whitttaker listed in
the chapter References. So, this is not the end-there is much more to be learned
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about dynamics. It is hoped, however, that this introductory treatment may encour­
age the reader to continue study of dynamical systems at the advanced and more
abstract levels of theoretical mechanics and the theory of equations.
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Problems

11.1. Introduce C, = - A I C and C2 = - B IC , in which A = A(q" qi , q3), B =
Btq«, qi , q3), and C = C(qI, q2, q3), so that the differential constraint (11.5) becomes Ad q, +
Bdq -. + Cdq, = O. Show that the test condition (11.6) may be rewritten in the form

(
aB ac ) ( ac aA ) ( aA aB )A - - - + B --- + C -- - - 0
aq3 aq2 aq, aq3 aq2 aq, - .

(P I 1.1)

Notice that this is satisfied identically when the terms in parentheses vanish. In this case, the
constraint is integrable and hence holonomic. If these terms do not vanish, but (PI 1.1) vanishes
identically, the constraint is holonomic, otherwise not. In either case, however, the integral of
the differential constraint is not revealed (See Rosenberg, p. 46.), and it may be quite difficult to
determine. If (P11.1) yields a relation qs = q3(q , , q2) that satisfies the conditions aq31aq , = C,
and aq31aq2 = C2, then q3 = q3(q l , q2) is the holonomic constraint corresponding to (P I 1.1).
Apply this method to decide the nature of the differential constraint relation in Exercise 11.1,
page 499.

11.2. A particle P moves on a space curve with path variable s( t) . Apply Lagrange's method
to derive the intrinsic equation of motion of P.

11.3. Introduce spherical coordinates in Example 7.15, page 260, for the spherical pendu­
lum. Apply Lagrange's equations to derive the equations of motion, and determine their first
integrals.

11.4. A small mass m is attached to a weightless, inextensible string that passes through a
tiny, smooth hole in a horizontal plate. The specified time variable force P (t ) shown in the figure
controls the cord length £(1) as a function of time so that the mass moves in the vertical plane.
(a) How many degrees offr eedom does this system have? (b) Apply Lagrange's equations to derive
equations to determine B(t) and £(1). (c) What results follow from the moment of momentum
principle? (d) Derive the same equations from Newton's law.
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P(t)

J
9

Problem 11.4.

Chapter 11

11.5. A particle of mass m moves on the smooth inner surface of a thin paraboloid al shell
of revolution defined by r 2 = az in cylindrical coordinates (r, e,z), where a is a constant. The
particle, with weight W = -mgk : encounters air resistance described by a Stokes drag force
Fd = - cv. Apply Lagrange 's equations to derive the equations of motion. Find the generalized
forces (a) by the method of virtual work, (b) by application of (11.14), and (c) by use of (11.20).

11.6. Consider the motion of the slider block 5 in Problem 6.54. Identify the rheonomic
constraint. Let R denote the force exerted on the slider by the smooth rod. Show that Q\ =
R · (Jx /(J r = 0, where x is the position vector of 5 from F at the center of the table. Use Lagrange 's
equations to derive the equation of motion of 5 for the generalized coordinate q, == ret). Find
the motion of the slider when reO) = 0 and ; (0) = Vo initially.

11.7. The slider 5 described in Problem 6.55 is released from rest at 0 , relative to the table.
Apply Lagrange 's method to derive the equation of motion for 5, and find its relative motion ret)
for all constant values of the angular speed to, Refer all quantities to the rod frame If! = {O; ik }

shown in Problem 6.54.

11.8. Identify any rheonomic constraints and apply Lagrange's method to derive the equa­
tion of motion of the slider block described in Problem 6.51.

11.9. Consider the system described in Problem 6.56. (a) Identify the rheonomic con­
straint and derive the equation of motion for the mass m by application of Lagrange's method.
(b) Relax the constraint, obtain a second equation of motion involving the constraint reaction
force R exerted by the rod on the slider, and thereby determine R in the case when to = WO , a
constant. (c) Suppose the slider is released from rest at x = a to oscillate along the smooth rod.
Find R as a function of x .

11.10. Determine the generalized forces and derive the Lagrange equations of motion for
the pendulum bob described in Example 6.14, page 150. Show how the bob constraining force
may be found.

11.11. A particle of mass m with cylindrical coordinate s (r , e,z) moves in a gravitational
field g = - gk on a smooth, concave upward surface of revolution defined by r = r(z) with
reO) = O. Use Lagrange 's equations to derive the equation of motion for z(t), and outline how
the angular placement e(t) may be found .

11.12. Apply Lagrange 's equations (11.15) to find the applied forces required to control the
uniform motion of the particle relative to the rotating frame in Example 5.9, page 71. Identify
the physical nature of the pseudoforces described by - (JT / (Jqk.

11.13. Apply Lagrange's equations to derive the equation s of motion for the system de­
scribed in Problem 8.16.

11.14. Use Lagrange 's equations to investigate Problem 8.29.

11.15. Derive Lagrange's equations for small amplitude oscillations of the system shown
in Problem 10.14.
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11.16. A uniform rod of mass m and leng th 2e moves on a smooth horizontal plane with
angular veloc ity w = wk. Its center C has a ve locity v' = ui + vj referred to a body frame
cp = {C ; ikl with i directed along the rod . Apply Lagrange 's method to find the impulsive force
P = Pxi+ Pvj applied at a point B dista nt b fro m C in order to bring poi nt B instan taneously to
rest. Expre ss the result in term s of the ass igned parameters.

11.17. Identify the generalized coordinates and the number of degrees offreedom of the log
in Problem 10.58. Use Lagrange's method to dedu ce the eq uations of motion and thus determine
the frequency of the vertical oscilla tions of the log.

11.18. The wire and bob assembly of the rotating simple pendu lum shown in the diagram
for Problem 6.47 is repl aced by a thin rigid rod of length I and mass m. The rod is hinged in a
smooth beari ng at 0 and is free to slide on the smooth horizon tal table. (a) Identi fy the rheonomic
constrai nt and apply Lagrange' s equations to der ive the equ ation for finite amplitude osc illations
of the rod relat ive to the table. (b) Relax the constraint, determine the genera lized forces that act
on the rod at its hinge bearing, and thu s find the constraint reac tion force as an exact function of
the finite angular placement fJ for initia l data fJ(O)= fJo and ~(O) = O.

11.19. Derive Lagrange 's equation of motion for the rolling cylinder in Problem 10.43.

11.20. A homogeneous circular cylindrical segment of radiu s R, length L, height h, and
mass m perform s rocking osc illa tions without slipping on a rough hori zontal surface. The center
of mass is at r from the center O. The segment is released from rest at the placement 9(0) = 90 •

(a) Derive the different ial equation for the finite angular mot ion 9(1) by (i) applica tion of
Lagrange's equations, and (ii) by use of the Newton- Euler equations. (b) Determine the first
integral of the equation of motion. (c) Der ive an equation for the period of the large amplitude
oscilla tions. (d) Find the circ ular frequency for small oscilla tions.

o

Problem 11.20.

11.21. A uniform, thin rigid rod shown in Probl em 10.37 slides in the vertica l plane with its
ends on a smoo th circle of radius rand subtending a central angle of 1200

• (a) Derive the equation
of motion by use of (i) Euler's laws, (ii) Lagrange' s method, and (ii i) the work--energy principle .
(b) What is the first integral of the equation of motion ? (c) Discu ss briefly the exact solution for
the motion 9(1) of the rod . (d) Find as functions of 9 alone the contact forces acting on the rod .
(e) What are the major differences among the thre e methods used in (a)? (f) What is the length
e,expressed in term s of r , of an equivalent simple pendulum having the same frequency?

11.22. Suppose the thin rod in the previous problem has its ends set in smooth bearings that
slide along a circular hoop of radius r and negligible mass. The hoop rotates about its vertical
centra l ax is with a cons tant angular speed Q . Th e rod is released from rest relative to the hoop
at an angle 90 = 9(0). (a) Use Lagrange 's method to der ive the equations of mot ion of the rod .
Are there any surprising fea tures of these results? (b) Derive the equations of motion by use of
Euler 's laws. (c) Find the bea ring reaction forces exerted on the rod. (d) In what manner would
the mass M of the hoop affec t the results?
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11.23. A nonhomogeneous circular cylinder has its center of mass C at a distance a from its
geometrical cente r 0 , and its circular cross sectional plane through 0 is a plane of symmetry . The
cylinder is released from rest when 0 = 0 and rolls without slipping on the horizontal surface .
(a) Apply Lagrange's equations to determine the angular velocity wand angular acceleration w
of the cylinder as functions of O. (b) Deduce the same results starting from the energy principle.
(c) Find the surface reaction forces at D in terms of 0, co, and w. (d) Use Euler 's equation s to
derive the equation of motion for the cylinder. (e) Discuss the principal difference between the
methods of Euler and Lagrange .

Problem 11.23.

11.24. Use Lagrange's equations to formulate the equations of motion of the spring and
pulley system described in Problem 7.49, about its static equilibrium state. The pulley has radius
a, mass m, and rolls without slipping on its inextensible belt. How many degrees of freedom
does this system have?

11.25. Use Lagrange 's method to set up the equation for the finite motion of the system
described in Problem 10.39 for a thin hoop whose mass m is the same as that of the thin rod.
(a) Find the first integral of the equation of motion. (b) Derive an equation from which the exact
period of the finite rocking oscillation is determ ined. (c) What is the circular frequency of small
amplitude oscillat ions? (d) What is the length of a simple pendulum having the same small
amplitude frequency as that of this system?

11.26. A smooth rigid rod shown in the figure for Problem 6.56 is attached to a table
T that rotates in the horizontal plane about a smooth bearing at F . The table has mass M ,
radiu s of gyration K about F , and its variable angular speed due to an applied driving torque
I1F(t) = I1F(t)k about F is wet ) = e(t ) . The mass of the rod is negligible. A slider block of
mass m, supported symmetrically by identical springs of stiffness k, is released from rest relative
to the rod at a distance a from the unstretched state at O . (a) Derive the equations of motion
for the system (i) by use of Lagrange 's equation s, and (ii) by use of the Newton-Euler laws.
(b) Find the torque I1F(t) required to sustain a stable motion of the system with a constant angular
speed.

11.27. Apply Lagrange's method to derive the equations of motion for the system described
in Problem 8.30. Solve these for the given initial conditions, and determine the small amplitude
vertical and rotational frequencies of the motion .

11.28. Use Lagrange's equations to solve Problem 8.18.

11.29. Two uniform rigid rods, each of mass m and length 2£, are connected end-to-end
by a smooth hinge and placed in a straight line along the y-axis on a smooth horizontal table
in the xy-plane . The end of one rod is struck suddenly by a force P = Pi. Find the subsequent
instantaneous generali zed velocit ies of the system. What is the increase of the total energy of the
system due to the impulse ?
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11.30. Consider the system described in Problem 6.57, but now suppose that the rigid rod
is homogeneous with mass M . (i) Determine by integration the moment of inertia of the rod
about the point O. (ii) Let Bdenote the small angularplacementfrom the horizontalequilibrium
position. Derive the equations of motion and find the vibrational frequency of the system by
use of (a) Euler's equations, (b) the energy method, and (c) Lagrange's equations.Which is the
simplest, most direct method?(iii) Determinethe dynamic part of the support reaction force as
a functionof B for the case b = 2a. Does this depend on mass?

11.31. A pendulumdevice consists of a thin rod of mass m and length esupported in the
vertical plane by a smooth hinge H attached at the rim of a thin circular disk of radius Rand
mass M . The disk turns in the verticalplane with a steadyangularspeed to about a smoothfixed
axle at its center. Use Lagrange's methodto derive the equationsof motion.

11.32. Formulate Lagrange's equations for small vibrations of the system described in
Problem 10.56.

11.33. DeriveLagrange's equationsfor small amplitudeoscillationsof the systemin Prob­
lem 10.57.

11.34. Applythe theoryof smallvibrationsto derivetheequationsof motionfor thependula
shown in the figure, and solve these for the angular motions Bj(t) and B2(t) . Determine the
eigenfrequencies, find the normal mode motions, and characterize these physically when the
pendula are appropriately displacedand released from rest initially.

Problem 11.34.

11.35. (a) DeriveLagrange's equationsof motionfor the finiteamplitudeoscillationsofthe
double pendulumdescribed in Problem 8.32. Deducefrom these results the equations for small
amplitudeoscillations. (b) Apply the theory of small vibrationsto derive the latter equationsof
motion.

11.36. (a) Derive the equation for the finite amplitude motion of the system described in
Problem 8.33. Then linearize the result to obtain the equation for small amplitudeoscillations.
(b) Apply the theory of small vibrationsto derive the equation of motion.

11.37. Suppose that the system of pendula in Problem 11.34 moves in a Stokes medium,
which might be the surroundingair for example. Find the Rayleighdissipation function for the
system of particles, and derive the equations for its small oscillations. Show that when k = 0,
the coupled equations of motion reduce to those for the small damped oscillations of simple
pendula.
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