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Abstract: A distribution network design problem arises in a lower level of an hier-
archical modeling approach for telecommunication network planning. Improvements of 
technologies used to deploy distribution networks have contributed to make distribution 
network planning more similar to other levels of access network. The major points that 
differentiate distribution network design problems are its huge dimensions and the sev-
eral technological options that could be used to connect customers. Major technological 
trends to deploy distribution networks are discussed here. As an extension of the capaci-
tated network design problem, it is a NP-hard combinatorial optimization problem. The 
need to install facilities and capacities in discrete levels and the incorporation of addition 
technology-related cost terms and constraints makes the exact solution of the mixed inte-
ger programming model even harder. There are several models and strategies that might 
be devised for solving those models, we present some of them. 
Keywords: Distribution network, telecommunication system, capacitated network de-
sign. 

14.1 INTRODUCTION 

The urban telecommunication system is composed by intricate networks that enable 
the communication of hundreds of thousands of customers. The hierarchical organi-
zation of this network plays a major role, in as much as optimized levels of customers 
concentration enables the substantial economies of scale of increasing transmission 
bandwidth. The design of such networks with an hierarchical modeling approach is 
also a consequence of the fact that people solve complex problems by solving higher 
level problems first and then solving resulting lower level problems. 

http://ufmg.br
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Figure 14.1 Spatial demands of a distribution network 

A distribution network problem arises in a lower level of the hierarchical orga-
nization of the telecommunication system. The problem can be viewed as an ex-
tension of a capacitated single commodity network design problem, as illustrated in 
Figure 14.1. The commodity flow over an arc can be interpreted as the equivalent 
number of telecommunication channels that links a switching center or a concentrator 
to the customers served across that arc. The problem assumes demand points (sinks) 
as individual customer, a corporate customer or customers clustered and connected 
to terminal boxes, normally installed in electricity poles. The problem also assumes 
given the location and capacity of concentrators (sources) that can be optical remote 
units, which are supposed to be connected to the switching centers, distribution boxes 
or radio stations. We need to install adequate capacities on the arcs to route the re-
quired flow to each sink. 

A method in which a large problem is broken up into several smaller problems is 
normally implicit in the literature concerning specific models of telecommunication 
network design (Gavish, 1982; 1983; 1991; Minoux, 1989). In order to provide a bet-
ter description of the distribution network context we prefer to follow here the practice 
of working explicitly with an hierarchical design organization that can have different 
hierarchical levels depend on the technologies, services and customers (Balakrishnan 
et al., 1994; Mateus et al., 1994). Figure 14.2 depicts the classical hierarchical struc-
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ture of an urban telecommunication network. The symbol Q => means that the ele-
ment at left is a generic node of the network described at right, and the symbol 0 = > 
means that the element at left is the root node of a tree network referred at right. The 
first level of the figure states that the urban space is partitioned in local areas. Each 
local area is served by a switching center. The communication among local areas is 
performed by a backbone network. The switching center or concentrator is the ele-
ment of linkage between the backbone network and the local access network. Remark 
that a switching center is a node representing a local area in the backbone network and 
that it is also the root node of the correspondent local access network. 

Our main focus here is on the second phase of the local access network design 
process. Figure 14.2 shows that, in order to provide access for the customers assigned 
to each switching center, we need to perform three levels of network design : 

1. At the first level, each local area is partitioned in service sections, and the pri-
mary network provides optical access of the service sections to the assigned 
switching center. 

2. At the second level, each service section is partitioned in terminal sections, and 
the secondary network provides the access of these terminal sections. An op-
tical remote unit, a distribution box or a radio station is the element of linkage 
between the primary and the secondary networks. 

3. At last, the domestic network encompasses the tertiary networks that assure the 
links of the customers to assigned terminal boxes. 

The distribution network studied here concerns a particular local access network 
design problem, that in Figure 14.2 is associated with the secondary network. The 
literature on local access network design problems covers a variety of settings, which 
raises issues of dimensioning, topological design and routing. Balakrishnan et al. 
(1991) discuss several local access network design formulations, see also (Magnanti 
et al., 1993; Bienstock and Gtinluk, 1995). The local access design can be made either 
according to a Steiner tree (Luna et al., 1987; Balakrishnan et al., 1989) or else be 
based in an extension of the minimum spanning tree problem (Gavish, 1983; 1991; 
Hochbaum and Segev, 1989; Mirzaian, 1985). In any case the problem is NP-hard. In 
the first case we express the real existence of intermediate or transshipment nodes, but 
we face the difficulty of a NP-hard subproblem, thus looking for approximate solutions 
of the Steiner problem in graphs (Hakimi, 1971; Aneja, 1980; Wong, 1984; Maculan, 
1987; Beasley, 1989; Duin and Volgenant, 1989; Agrawal et al., 1994). In the second 
case we deal with a restricted modeling approach, but we can take advantage of the 
fact that a greedy algorithm is able to find optimal solutions of the minimum spanning 
tree subproblem (Kruskal Jr., 1956). 

A complementary problem arising in local access design of computer and commu-
nication systems concerns the location of facilities. The facilities may be switching 
centers, remote units, concentrators, radio stations, distribution or terminal boxes (Mi-
noux, 1989; Gavish, 1991). Normally a facility is the root (supply) node of a local 
access tree network, and it is one of many demand nodes of a higher level network, 
that may be a tree, a ring or a multiconnected network. We can be inspired by clas-
sical methods to solve facility location problems, either in capacitated versions (Sa, 
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Figure 14.2 Hierarchical structure of an urban telecommunication network 

1969; Beasley, 1988; Mateus and Luna, 1992) or in uncapacitated versions (Balakr-
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Figure 14.3 Technologies for distribution networks 

ishnan et al., 1989). Distribution network planning consists of both locating optical 
remote units, concentrators or radio stations and selecting adequate cables or wireless 
channels to route the required flow to each demand point. 

14.2 TECHNOLOGY FOR DISTRIBUTION NETWORK 

The linkage of the urban communication customers is nowadays performed by fiberop-
tics for the backbone and for the primary networks. For the secondary (distribution) 
and the tertiary networks we can have wireless channels, fiber and/or copper cables 
(see Figure 14.3). For wireline networks, models should accommodate any possible 
configuration: fiber-to-the-home (FTTH), fiber-to-the-curb (FTTC) or traditional cop-
per links. In this case the distribution network is composed by cables with standard 
capacity levels, normally given by a number of pairs of fiberoptics or copper wires. 
In the wireless network we need to cover all the urban area, assign frequencies and 
optimize the power control. 

The use of copper-based and/or fiber-based systems is specially interesting for 
telecommunication operators that already have an installed infrastructure (switching 
centers, ducts, cables, access equipment, etc.), which can evolve in order to provide 
other services such as broadband access. Recently, new operators have joined the 
telecommunications market and usually they are not disposed to build a brand-new 
entire network and look for less expensive alternatives (such as, infrastructure rent-
ing). To these new operators, wireless technologies, either fixed or mobile, seem to 
represent an interesting way of creating an access/distribution network. 

Wireless technologies are in their road to maturity and are supposed to be able 
to provide broadband services in the short-term. At the mobile side, the planning 
of third generation (3G) networks based on wideband code division multiple access 
(WCDMA) air interface, poses several differences and singularities when compared 
to the planning of second generation (2G) networks. The well known systems are the 
universal mobile telecommunications system (UMTS) or the code division multiple 
access (CDMA). In the case of fixed systems, the local multipoint distribution service 
(LMDS) is one of the most studied technologies. 
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Table 14.1 Technologies characteristics ( ^ATM-based passive optical network; Ethernet-

based passive optical network) 

Type 

Analog Modems 

56 Kbps Modems 

Cellular Modems 

ISDN 

ASDL 

VSDL 

Cable Modems 

LMDS 

APON" FTTH/B 

EPON* FTTH/B 

Upstream 
Data Rate 

14.4-33.6 Kbps 

33.6 Kbps 

14.4 Kbps 

128 Kbps 

176 Kbps 
224-640 Kbps 

640 Kbps 
1.6-2.3 Mbps 

0-768 Kbps 

64 Kbps 

155 Mbps 

10-1000 Mbps 

Downstream 
Data Rate 

14.4-33.6 Kbps 

56 Kbps 

14.4 Kbps 

128 Kbps 

1.54 Mbps 
6-8 Mbps 

13 Mbps 
52 Mbps 

30 Mbps 

34-40 Mbps 

622 Mbps 

10-1000 Mbps 

Max Local Loop 
Reach (Km) 

N/A 

N/A 

N/A 

N/A 

5.4 
3.6 

1.4 
0.3 

N/A 

5.0 

N/A 

N/A 

Life 
Line Voice 

Yes 

Yes 

N/A 

Yes 

Yes 
Yes 

Yes 
Yes 

No 

N/A 

N/A 

N/A 

In the following subsections, each of these technologies are briefly described and 
its major features are pointed out (see also Table 14.1). The focus here is not on 
the technical aspects of the systems, but rather on their socio and techno-economic 
dimensions. 

14.2.1 Wired 

14.2.1.1 Copper-based. In spite of antiquated technology and slow transmis-
sion rates, the public switched telephone network (PSTN) system is, on a world basis, 
the most reliable and inexpensive alternative for voice and low-rate data transmission. 
Moreover, it is this system through which the current Internet developed via broad 
access to modems of various speeds. It is also worth to mention that it is often quicker 
to carry out a variety of services by simply calling (via the PSTN system) rather than 
going through the procedure of starting a PC and logging onto a higher speed network. 

However, the future of PSTN is not bright when it comes to services requiring high 
bandwidth. It is also doubtful that any compression technologies will be able to reduce 
the transmission requirements enough in order to guarantee transmission of even basic 
services over PSTN in the near future. So, in the context of the copper-based telephone 
network, on should consider other technologies for providing broadband access, such 
as integrated services digital network (ISDN) and the various digital subscriber line 
(xDSL) technologies. 

ISDN. Employing the traditional telephone copper infrastructure and allowing for 
both voice and data transmission, ISDN is now widely available on a world basis. 
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Demand for this technology was quite high at the end of the last decade. The important 
factor to consider is its ability to provide faster Internet access as well as a support 
system for some business and LAN applications. However, ISDN must be defined 
as a medium range technology and, from the perspective of non-telecom operators, 
ISDN is rarely a solution to be consider in the development of future systems. Finally, 
ISDN represents a movement toward higher bandwidth. In the short-term, ISDN will 
continue being used, but in the future its limitations will likely mean that it will be 
superseded. 

xDSL. The various xDSL technologies increase bandwidth to the subscriber by uti-
lizing the copper wiring already installed in the PSTN infrastructure. xDSL comes in a 
seemingly endless number of versions that vary in the capacity carried and reached. In 
addition, while some version on the technology allows for symmetrical traffic others 
transmit two separate data streams with much more bandwidth devoted to the down-
stream leg to the customer than returning. One of the most popular versions is the 
asymmetric DSL (ADSL). It is effective because symmetric signals in many pairs 
within a cable (as occurs in cables coming out of the switching center) significantly 
limit the data rate and possible lime length. This variant increases the capacity of the 
copper system by 30 to 200 times when compared to PSTN modems. One of xDSL's 
drawbacks is that there is an inverse relationship between capacity and range. Versions 
of xDSL, such as very high-bit-rate DSL (VDSL), can operate at speeds over 50 Mbps 
but have a range of only a few hundred meters. The major advantage for xDSL is that 
it allows the further use of the copper-based telecom network. A second advantage is 
that the approach will allow for incremental development. Therefore, xDSL allows the 
operators of copper-based networks to offer broadband services at reasonable prices. 
For markets such as the small office home office (SOHO) users, xDSL offers advan-
tages in those areas near to switching centers. As one moves farther into less densely 
settled areas the use of wireless technologies, such as cellular and LMDS, becomes a 
more realistic alternative. 

14.2.1.2 Fiber-based. Fiber to home has always been an attractive option. It 
has all the benefits of the fiber. It provides a future-proof network in that we do not 
have to go through the hassles of upgrading from ISDN to ADSL (and then, to xDSL, 
etc.). It does not have to contend with Electro Magnetic Interference (EMI) problems. 
No outside plant component implies highest reliability. It does not need electric pow-
ering and is immune to lightning and other transients. These properties of the fiber 
lead to lowest powering and operational costs (such as maintenance, provisioning and 
facilities planning). 

The use of fiberoptics for the backbone and for the primary networks is not new, 
but only recently its use for the secondary (distribution) and the tertiary networks has 
started to be explored as a result of several new technologies that are leading to cost 
reduction such as Passive Optical Networks (PON). 

Moreover, many protection schemes designed for fiber-based topologies rely on 
availability of another path between each remote unit and the associated switching 
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center. So, establishment of local access rings has become more attractive as many 
operators have started to use fiberoptics. 

F T T C . This scheme uses optical fibers to connect the switching center or central 
office (CO) to the optical network units (ONUs). The downstream traffic follows this 
path, namely, from the core to the CO and further on to the ONUs through fiber. The 
upstream traffic can also follow the same link. However, the ONUs are connected to 
the CO through a coaxial cable as well. The purpose of this cable is to send normal 
analog TV signal and to provide power to the ONUs. Each ONU is further connected 
in a star topology to a few (10-100) homes through a coaxial cable or a twisted pair. 
The cost of deploying FTTC must be equivalent to the cost of next generation digital 
loop carrier (DLC) — technology that makes use of digital techniques to bring a 
wide range of services to users via twisted-pair copper phone lines. It also provides 
a broadband-ready platform. And because the network is fiber to the serving pole 
or pedestal, maintenance savings are likely, too. The switched digital services FTTC 
architecture, as good as it is, fails to meet the needs and cost targets of a total service 
application. It costs about the same as a DLC system with a copper distribution for 
new build and rehabilitation projects. But it may not be cost-efficient for scattered 
demands of second lines and requirements for residential data, such as work at home, 
high-speed modems and LANAVAN interfaces in existing neighborhoods. 

F T T H / B . The optoelectronic equipment cost is a significant enough fraction of 
the total cost in the last mile that the future of FTTH/B is going to depend signifi-
cantly on cost reduction in the optics. For example, one recent evaluation estimates 
15% of the cost as lying in CO optoelectronics, 40% in the distribution network and 
its installation, and 45% in the customer premises optoelectronics and its installation. 
The same source breaks down the 40% for the infrastructure as follows: 53% in con-
struction, 10% in engineering, 20% in couplers and splitters, 9% in splice closures, 
and only 8% in the cost of the fiber itself. A lot of optoelectronic cost reduction 
is already happening. While clever things are happening in the optical component 
world, equally inventive things are happening in the civil engineering of fiber instal-
lation. Machines can now cut narrow grooves in the pavements along city streets to 
lay in fiber bundles. Small trenching machines install plastic ducts one to two feet 
underground and remotely controlled directional drilling robots extend the path of the 
duct under highways. If the shorter ducts do not already contain the fiber, it can be 
later blown in by compressed air, a technique that allows upgrades and rehabs without 
further excavation. Thus, the costs, particularly the lifetime costs, of the all-glass so-
lution are comparable to or less than those of any of the copper-based solutions, since 
the latter include along the right-of-way hot, finite-lifetime electronics with periodi-
cally spaced localized backup power sources. Some of the electronics cost is for data 
compression and decompression, unnecessary with fiber because of its huge offered 
bandwidth. Cost dominates everything in the last mile to a much greater extent than 
with the more traditional metro and long-haul situations. 
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14.2.2 Wireless 

Telecom operators have long experience with copper access networks and will use 
them as long as possible. But, as we have mention before, new operators have re-
cently joined the telecommunications market and usually they are not disposed to build 
a brand-new entire network and look for less expensive alternatives. To these new op-
erators, wireless technologies (fixed or mobile) provide an interesting alternative for 
the deployment of an access/distribution network as shown in Figure 14.4. 

14.2.2.1 Cellular. The deployment of a cellular system depends greatly upon 
the cellular network planning. Third generation mobile system for personal commu-
nication are becoming a reality faster than expected. Along with the new systems, a 
new set of services is intended to be offer to their user community. This new service 
set includes traditional voice and data access, network services, multimedia services 
and new services yet to be defined. All these services must be supplied with ubiq-
uitous access, high performance and quality standard, must be able to run in a great 
variety of terminals and competitive price. Then, the network planning must consider 
radio propagation predictions, geographic and traffic parameters evaluation, radio net-
work design optimization and network resource allocation. The radio station location 
at minimal cost aiming to cover the area under study. Link capacity is defined as 
the number of channels available in the wireless link. The capacity is limited by the 
reverse link rather than the forward link. Reverse link capacity depends on the inter-
ference received at the base station. Moreover, the link capacity varies with power 
control, cell coverage area, traffic load and radio path loss. The power control mech-
anisms allow each mobile unit to emit the minimum power needed to communicate 
with the target quality and hence generate the minimum possible interference at all 
others. So the network planning problem should consider the base station location 
and power control problems and the support for services based on higher transmission 
rates. 

Figure 14.4 Wireless distribution network 



350 HANDBOOK OF OPTIMIZATION IN TELECOMMUNICATIONS 

14.2.2.2 LMDS. A fixed wireless cellular system, such as LMDS, is an alter-
native to the copper-based (xDSL), fiber-based (FTTx) and hybrid fiber coax (HFC) 
systems. Information broadcasting allows the high-speed downstream transmission, 
while service flexibility is obtained by an individual return channel whose perfor-
mance is adequate to its end user (typically, residential or small/medium enterprises). 
LMDS has the advantage of low material and labor costs, and the ability to match 
construction to user demand avoiding cash-flow problems. Another advantage is the 
quick ability to install a system and lower maintenance because of less exposed equip-
ment. The limitations for LMDS include the still unresolved constraints of the tech-
nology, lack of availability, the provisional nature of equipment, regulatory issues and 
unproven background when it comes to interactive services. 

14.2.3 The cost structure 

The available capacities of the distribution network come at different cost. The infor-
mation about the costs of these capacities is rather accurate; for every particular type 
of communication link, the structure of the cost can be described by length and capac-
ity dependent cost functions. These functions are structurally different and depend on 
which technologies are really used. The cost functions for wireline networks are well 
known, so in this section, we present typical cost functions for other two important 
types of links: leased lines and microwave links. 

14.2.3.1 Leased lines. A new operator, such as a mobile-communication net-
work operator, may rent part of its network from a leased line provider. As illustrative 
example. Figure 14.5 shows a typical cost structure for this case. 

Figure 14.5 illustrates that the typical cost structure for a particular capacity, such as 
30, 480, or 1920 channels, i.e., 2, 34, or 140 Mbps of plesiochronous digital hierarchy 
(PDH), is piecewise linear and monotonically increasing with the length of the link. 
The slope, however, decreases with the length of the link (e.g., it decreases at specified 
lengths such as /i, /2, and /a in Figure 14.5). 

Changing the view from a particular capacity to available capacities on a particular 
link, as illustrated in Figure 14.6 for distinct digital signal levels of the PDH, it is easy 
to see that economies of scale are large. It depends on the distance between two end-
nodes of a link, but as a rule of thumb, a capacity of six to eight times 30 channels is 

Figure 14.5 Typical cost structure for leased lines 
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Figure 14.6 Typical cost structure for leased lines on a link 

more expensive than a capacity of 480 channel, and three times 480 channels are more 
expensive than 1920 channel. 

14.2.3.2 Microwave. The cost structure for microwaves is different since the 
maximum transmission distance through the air is limited. To guarantee a specified 
quality of the signal, it is necessary to periodically amplify the digital signal. So-called 
repeaters are needed after every interval of constant distance. For instance, if the 
maximum distance without amplification of the signal is 50 kilometers, two repeaters 
are necessary on a link of length 130 kilometers. The necessary amplification of the 
digital signals dominates the structure of the cost function for microwaves. Figure 14.7 
illustrates a typical cost structure of microwaves for a particular capacity. The cost in 
dependence of the length is a staircase function with equal width intervals of constant 
cost. The width h is the distance at which a repeater becomes necessary, and // = i'l\. 

Figure 14.8 illustrates the cost structure of a microwave connection for a particular 
link. Similar to leased lines, it is a staircase function with considerable economies of 
scale. 

The illustrated capacity and cost structures add significant complexity to the design 
of a distribution network. In the sense of complexity theory, the problem becomes 
difficult because of the discrete structure of the available capacities. It is not possible, 
for instance, to install 30.5 channels. Even if this is a required value, the network 
designer must choose between two discrete levels, e.g., 30 and 60 channels. The 
illustrated economies of scale cause further difficulties since it is not clear at which 
point it is appropriate to choose a 480 channel link instead of several 30 channel links. 
Of course, as shown in Figure 14.6, there exists a break-even point from which on it is 

Figure 14.7 Typical cost structure for microwave connections 
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Figure 14.8 Typical cost structure for microwaves on a link 

cheaper to use the higher capacity link, but it might pay to choose this higher capacity 
even below the break-even point because of the additional capacity. Using the larger 
capacity of 480 channels instead of six to eight times 30 channels, additional 240-
300 channels are available at relatively small extra cost. Because of this additional 
capacity on one link it might be possible to decrease capacities on other links, and 
thus the overall network cost might decrease. 

New local loop architectures (such as HFC, FTTC, FTTH/B, and LMDS) tend to 
have reduced economies of scale because of the new role played by variable costs as-
sociated with electronics and Optronics (Pupillo and Conte, 1998). This means that it is 
very unlikely that a single uniform architecture will prevail in the way that twisted cop-
per pair dominated the telephone network and coax cable dominated cable television 
in the past. Rather, the local loop of the future (and specially the distribution network) 
is more likely to be characterized by heterogeneous technologies. As a result, the in-
evitable competition will lead the successful operators to adopt most, if not all, of the 
forthcoming access/distribution technologies. Moreover, the competition in the local 
loop will increase due to a low probability of effective entry preemption. On the one 
hand, the decrease in economies of scale facilitates entry; on the other hand, the in-
crease in economies of scope incentives to offer a new range of services through which 
entrants can differentiate themselves from dominant operators. Economies of scope 
mean that customers will be increasingly able to satisfy multimedia needs through any 
of a number of suppliers from formerly distinct industries (Pupillo and Conte, 1998). 

14.3 OPTIMIZATION MODELS 

In regard to network design problems, prior to the 1980s, location-allocation mod-
els were natural choice when designing telecommunication and computer networks 
(Boorstyn and Frank, 1977; Chou et al., 1978; Gerla and Kleinrock, 1977; McGregor 
and Shen, 1977). These models sought to determine the location of concentrators (or 
network access facilities) between a switching center and terminal units having known 
demands. The resulting network constituted an hierarchy of nodes between terminals 
and a switching center (or a gateway node) having a binary-tree-like structure such that 
whenever the flow passed to an upper level hierarchy, the flow would be combined or 
consolidated. The major cost savings from this design accrued from the fact that direct 
network connections from demand points to a switching center were obviated, and the 
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installation permitted a more efficient use of link capacity from a concentrator to a 
switching center. 

Given a capacitated network and point-to-point traffic demand, the objective func-
tion of more recently considered capacity expansion problems is to add capacity to the 
edges, in integral multiples of various modularities, and route traffic, so that the over-
all cost is minimized (Bienstock, 1993a;b; Bienstock and GunlUk, 1996; Brockmiiller 
et al., 1996; Cook, 1990; Dahl et al., 1995; Gunluk, 1996; Mateus and Franqueira, 
2000; Shaw, 1993; 1995). The underlying network has a directed tree rooted at a 
switching center or central office (CO). The arcs correspond to feeder sections along 
which signals can be sent, and the nodes represent geographic areas where demand 
for signals can occur. Each node, other than the CO, is entered by exactly one arc, 
and the CO is not entered by any arc. We are also given the demand at each node for 
equivalent DSO signals (Digital Signal Level 0), which transmit at the rate of 64 Kbps. 
Furthermore, certain nodes are designated as remote terminals, where it is possible to 
install multiplexing equipment to convert DS3 signals (Digital Signal Level 3) to 28 
DSl signals (Digital Signal Level 7), and DSl signals to 24 DSO signals. For each arc, 
we are given its length, and the number of spare spaces available in the correspond-
ing feeder section, that is, the number of cables that can be installed along the feeder 
section without undertaking the costly operation of constructing a new channel. For 
different types of signals, the space used by fiber cables is much less than that for cop-
per cables. Hence, for large demand nodes, when we consider a capacity expansion to 
meet with such an increase in demand, the use of fiber optic cables is a more appro-
priate alternative. Naturally, there is a tradeoff between using cheaper copper cable 
installations or more expensive fiber optic cables, depending on the required feeder 
section capacity and the demand of customers. The objective function is to minimize 
the total cost of the copper and fiber cables and the multiplexers that must be installed 
in order to satisfy the demand. 

As mention before, distribution networks are closely related to other levels of hi-
erarchical organization of the telecommunication system especially to local access 
networks. Balakrishnan et al. (1991) demonstrated how to cast the general layered 
network framework for local access network planning problem as a fixed charge net-
work design model. In order to do that the following assumption concerning the cost 
structure has to be made. The network design model ignores joint costs between var-
ious transmission media, and assumes a one-to-one correspondence between trans-
mission rates and media, i.e., the planner preselects a preferred transmission medium 
for each transmission rate (Balakrishnan et al., 1991). Installation/expansion costs are 
also assumed to be piecewise linear, consisting of fixed and variable components. 

In spite of that, a network design model can incorporate all features of the gen-
eral layered network framework. In particular, it can handle general topologies, mul-
tiple service types, sectional and point-to-point media types, economies of scale in 
processor and transmission cost functions, and existing transmission and processing 
capacities. It also permits backfeed and bifurcated routing. Comprehensive surveys 
on the applications of network design models and their resolution by mathematical 
programming techniques can be found in (Magnanti and Wong, 1984; Minoux, 1989). 
If the cost functions are piecewise linear and concave, and if the network does not 
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contain any existing capacities, the model reduces to an uncapacitated network design 
problem. 

In general words, an uncapacitated network design problem is given by: 

minimize Design cost = Fixed cost + Variable cost 

subject to 

Flow balance constraints 
Linkage constraints 

Fixed costs are related to installation/expansion of the facilities associated with arcs 
and/or nodes, while variable (or flow) costs are associated with routing customers de-
mands through network topology. It is clear that, in order to minimize fixed costs, one 
should look for a solution that installs the minimum amount of facilities as possible, 
but this will probably rise variable costs as routing becomes harder. The same reason-
ing can be applied backwards. In order to minimize variable costs, more facilities have 
to be installed (to make routing easier and cheaper), but fixed costs will get higher. 

So, the objective function above tries to minimize the summation of fixed costs 
and variable (or flow) costs. Flow balance constraints assure that installed (node/arc) 
facilities will meet all customers demands. Finally, linkage constraints establish a 
connection between decision and flow variables, i.e., if there is a flow unit passing 
through a facility (associated with an arc and/or a node), the existence of that facility 
should indicate by the corresponding decision variable, and vice-versa. 

An uncapacitated network design solution that conserves flow at each node, and 
satisfies all demands at minimum total fixed plus flow costs corresponds to an opti-
mum distribution network plan. It is possible to enrich this network design model in 
several ways. For instance, we can model economies of scale in processor and trans-
mission costs if these economies can be approximated by piecewise linear concave 
cost functions. 

Moreover, additional constraints can be used to set a limitation on the selected 
technology, e.g., one could limit the number of splices in a copper-based distribution 
network as described in (Mateus et al., 2000; Mateus and Franqueira, 2000); or the 
existence of overlapping cells in a LMDS system could be forbidden as in (Carlson 
and Authie, 2001). Similarly, additional terms (cost values) could also be incorporated 
to the objective function. Doing so, one could represent technology-related costs, e.g., 
splicing costs associated with copper-based infrastructure (Mateus et al., 2000), mod-
ularity (Mateus and Franqueira, 2000), or interference costs and the cost to connect 
the located base stations to the fixed networks related to wireless scenarios (Mazzini 
etal.,2003). 

Existing resources and non-concave cost functions introduce arc capacities. Capac-
itated network design problem is much harder to solve than the uncapacitated version. 
One possible solution strategy is to dualize arc capacity constraints (i.e., multiply ca-
pacity constraints by Lagrange multipliers, and add these to the objective function). 
The resulting subproblem is an uncapacitated network design problem which is easier 
to solve. By iteratively modifying the Lagrange multipliers, e.g., using subgradient 
optimization, we can possibly originated good heuristic solutions and lower bounds 
for the original capacitated problem. 
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However, experiments with this approach for other related models (such as capaci-
tated plant location and capacitated minimum spanning tree) suggest that the addition 
of arc capacities significantly increases the gaps between the upper and lower bounds. 
So, one should expect distribution network design problems with existing capacities 
and non-concave cost functions to be computationally more difficult to solve. 

To cope with that, one could minimize the computational burden by simplifying 
the capacitated network design model. This can be done by ignoring some model as-
pects or by focusing on more relevant ones. For instance, if the location sites of node 
facilities (such as remote units, distribution boxes and radio stations) are predefined 
(or ignored), only arc facilities have to be selected along with the routes of customers 
traffic. In this case, Steiner tree problem (Luna et al., 1987; Balakrishnan et al., 1989; 
Agrawal et al., 1994; Mateus and Franqueira, 2000) is obtained, if there is intermedi-
ate or transshipment nodes, i.e., network elements which do not represent customers 
premises (e.g. concentrators). However, if every node has an associated demand value, 
which means that they all should be connect to some remote unit, distribution box or 
radio station, the generated problem is a minimum spanning tree problem (Gavish, 
1983; 1991; Hochbaum and Segev, 1989; Mirzaian, 1985). 

Considering the following aspects: node facilities, arc facilities and traffic routing, 
different simplified models can be obtained depending on which aspects are predefined 
or ignored. Table 14.2 summarizes some models that will be generated by this way. 
Although these problems are easier than the original one, many of them are still NP-
hard. So, one might not except to obtain an exact procedure to some of them, and 
approximated solutions should be generated using good heuristics. 

Many works that address those problems could be found in the literature, and it is 
not feasible to describe all of them here. In order to illustrated how those problems 
could be solved, some of those algorithms are revised in the next section. 

14.4 ALGORITHMS 

Because the underlying graph to be designed is a directed rooted spanning tree, the 
capacitated network model with point-to-point traffic demand described at the begin-
ning of Section 14.3 can be formulated as a well structured integer linear program. 
Cook (1990) formulated and solved this problem using an algorithm based on the ba-
sis reduction technique of Lovasz and Scarf (1990). Bienstock (1993a) formulated 
several subproblems related with Cook's problem, and developed various exact and 
e-approximation algorithms. 

After the success of cutting plane algorithms based on the facial structure of the 
convex hull of feasible solutions (so called branch-and-cut methods), recent research 
on telecommunication network design focuses on exploiting polyhedral descriptions to 
obtain tighter reformulations of the problem (Bienstock and Giinluk, 1996; Brockmiiller 
et al., 1996; Dahl et al., 1995; Grotschel and Monma, 1990; Grotschel et al., 1992a;b; 
1994; Giinluk, 1996; Stoer and Dahl, 1994). The capacitated network design problem 
described before generates a series of research problems related to expanding capacity 
on the communication network. Bienstock and GunlUk (1996), Giinliik (1996), and 
Dahl et al. (1995) consider installing more capacity on the edges and routing the traf-
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Table 14.2 

Model name 

Capacitated network design 

Steiner tree 

Minimum spanning tree 

Minimum cost network flow 

Transportation 

Capacitated facility location or 
Fixed-charge network flow 

Capacity expansion or 
Minimum cost capacity installation 

Tree covering or 
Discrete p-median 

Distribution network 

Predefined 

-

Node facilities 

Node facilities 

Node facilities 
Arc facilities 

Node facilities 
Arc facilities 

Arc facilities 

Node facilities 
Traffic routing 

Arc facilities 
Traffic routing 

optimization models 

Aspects 
Focused 

Arc facilities 
Node facilities 
Traffic routing 

Arc facilities 
Traffic routing 

Arc facilities 
Traffic routing 

Traffic routing 

Traffic routing 

Traffic routing 
Node facilities 

Arc facilities 

Node facilities 

Transshipment 
nodes exist ? 

yes 

yes 

no 

yes 

no 

yes/no 

yes/no 

yes/no 

fic on the capacitated network, given a set of traffic demands between certain nodes of 
the network. 

A second category of related problems is called the general network design problem, 
and is defined as follows. Given an undirected or directed graph G = {V,E) where V 
and E are respectively the sets of vertices and edges of the graph G, and given the 
cost Ce, for corresponding each edge e e E (or for each arc in the directed case), the 
network design problem is to find a minimum cost subset E' C E that meets some 
design criteria. Examples of the design criteria are Steiner tree and node- and edge-
connectivity or reliability restrictions. In the node- and edge-connectivity problem, 
each node s eV has an associated nonnegative integer r̂ , known as the type of s. We 
say that the graph G to be designed satisfies the node connectivity requirements, if, for 
each pair s,t eV of distinct nodes, G contains at least 

r{s,t)=mm{rs,rt} 

node-disjoint [̂ -ĵ J-paths. Similarly, we say that G satisfies the edge connectivity re-
quirements, if, for each pair s,t of distinct nodes, G contains at least r{s,t) edge-
disjoint [.s-ĵ j-paths. These conditions ensure that some communication path between 
s and t will survive a prespecified level of edge (or node) failures. Cutting plane algo-
rithms are developed using the information on the facial structure of the convex hull 
of feasible solutions (Grotschel and Monma, 1990; Grotschel et al., 1992a;b; 1994). 
For rs G {0,1,2},V^ € V, this problem is applied to Intra-LATA fiber network design 
problems faced by the regional Bell Operating Companies (BOC) and the reported 
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computations show that their cutting plane algorithm with preprocessing solves prob-
lems having up to 116 nodes and 173 edges (Grotschel et al., 1991). 

As a new alternative standardized network architecture, Synchronous Optical Net-
work (SONET) technology with high-speed add/drop multiplexing technology is a 
recent innovation for protecting cable cuts or hub failures in the network. The Self-
Healing Ring (SHR) structure has a ring structure such that any distinct pair of nodes 
s, t on this ring have two node-disjoint paths. For SONET ring architectures, the ini-
tial design problem is to determine the capacity of the ring and the clustering of the 
central offices into each ring (Wasem, 1991; Laguna, 1992). Another related problem 
is concerned with the load balancing issue (Shulman et al., 1991; Myung et al., 1997). 
This problem seeks to minimize the maximum aggregated link flow resulting from 
bidirectional link flows between all pairs of demand nodes on a ring. 

The general location-allocation problem (LAP) is a class of mathematical program-
ming problems that seeks the least cost method for simultaneously locating a set of 
service facilities and satisfying the demands of a given set of customers. A variant 
of this class of location-allocation problems is the p-median problem which is con-
cerned with the location of p new facilities, called medians, on a network, in order 
to minimize the sum of weighted distances from each node to its nearest new facility 
(Handler and Mirchandani, 1979). If/? > 2, this problem can be viewed as a location-
allocation problem, because the location of the new facilities control the allocation of 
their service in order to best satisfy the demands. Hakimi (1964) has shown that for 
the /7-median problem defined on a network, a set of optimal locations will always 
coincide with the vertices. Cavalier and Sherali (1986) have designed exact algo-
rithms to solve the stochastic p-median problem on a chain graph and the 2-median 
problem on a tree graph, when the demand density functions are assumed to be piece-
wise uniform. Sherali and Nordai (1988) have developed certain localization results 
and algorithms for solving the capacitated p-median problem on a chain graph and the 
2-median problem on a tree graph. Sherali (1991) later analyzed capacitated location-
allocation problems on chain and tree graphs where the locational decisions need to 
be made sequentially, and Sherali and Rizzo (1991) addressed the case of unbalanced 
capacitated p-median problems having probabilistic link demands. 

The fixed-charge or discrete location-allocation problem is a variant of the class of 
location-allocation problems that restricts the potential locations of the supply centers 
that might be constructed to certain preselected sites (Davis and Ray, 1969). Rardin 
and Choe (1979); Rardin (1982); Rardin and Wolsey (1993) have developed enhanced 
formulations and valid inequalities for uncapacitated fixed-charge network flow prob-
lems. Rardin and Wolsey (1993) introduced the class of dicut valid inequalities for 
an aggregated formulation, generating a tighter linear programming relaxation equiv-
alent to the disaggregated formulation presented in Rardin and Choe (1979). Note that 
Steiner tree problems and uncapacitated facility location problems (UFL) are special 
cases of the class of uncapacitated fixed-charge problems. For the class of fixed-
charge capacitated network flow problems, Herrmann et al. (1996) have generalized 
the dual ascent algorithm of Erlenkotter (1978). The related capacitated facility loca-
tion problem (CFL) has been studied by Padberg et al. (1985); Leung and Magnanti 
(1989); Aardal et al. (1995); Aardal (1998), and several valid inequalities have been 
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derived based on the facial structure of the problem. This problem seeks to construct 
any subset of a given number of fixed capacity facilities, so as to satisfy the specified 
demand at a minimal total construction plus distribution cost. Leung and Magnanti 
(1989) consider the case where at most one such facility having a capacity of U units 
can be constructed at each potential site, with no limit on the total number. Marathe 
(1992) considers a problem that permits any number of such facilities to be constructed 
at each site (hence, the net capacity is a multiple of U), with the total number of facili-
ties located being p and presents a dynamic programming algorithm on a chain graph, 
and then solves a Lagrangian relaxation of a formulation on a general network via a 
conjugate subgradient optimization procedure. 

The test problems considered in Marathe (1992) are solved exactly by a branch-
and-bound algorithm that includes Lagrangian relaxation and Benders' decomposi-
tion strategies for computing lower bounds. The size of problems solved ranges from 
(number of network nodes, p) - (7, 5) to (20, 10) within about 1 CPU minute on an 
IBM 3090-300E supercomputer. For the capacitated facility location problem, Jacob-
sen (1983) has empirically compared various heuristics using a set of test problems 
derived from data published in Kuehn and Hamburger (1963). The size of problems 
solved involves 50 customers and 25 locations. More recently, Aardal (1998) has 
solved problems ranging up to 100 customers and 75 facilities using various strategies 
for generating valid inequalities. Although the initial linear programming (LP) relax-
ation generates tight lower bounds within about 1% of optimality, the effort to solve 
such problems to optimality ranges from 5.9 to 32.5 CPU hours on a SUN Sparc ELC 
computer. The LP relaxations of these problems produces significantly larger gaps, 
ranging up to about 70% of optimality, hence rendering them considerably more chal-
lenging to solve. For the fixed-charge capacitated network flow problems considered 
in Herrmann et al. (1996), test problems having the number of arcs ranging from 20 to 
60 and the number of commodities ranging from 10 to 35 have been solved on a SUN 
Spark IPX Workstation. Problems having less than 30 arcs were solved to optimality 
via a branch-and-bound method and were used to evaluate the proposed dual ascent 
approach. The results indicated that the dual ascent procedure produced lower bounds 
lying typically within 12% of the optimal solution value. 

14.5 CONCLUSIONS 

Decision support systems for engineering design in telecommunication require an hi-
erarchical organization of optimization models. The rising complexity of integrated 
computer and communication systems imposes for the emerging problems a coher-
ent divide-and-conquer solving strategy. Optimal and heuristic algorithms must be 
adapted to the different classes of models, with consistent transference of informa-
tion and decision among the models. We have showed a typical hierarchy of decision 
levels, and we have focused here the lower levels of local access network design. 

Improvements of technologies used to deploy distribution networks have contributed 
to make distribution network planning more and more similar to other levels of access 
network, e.g., feeder network design. The major points that differentiate distribution 
network design problems are its huge dimensions (maybe involving hundreds of cus-
tomers) and the several technological options that could be used to connect customers 
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to the switching centers, distribution boxes or radio stations (maybe originating a dis-
tinct model for each distinct technology). 

Capacitated network design problem is a referential model to design the lower lev-
els of the local access networks. This makes distribution network design problem an 
extremely difficult one. As an extension of the capacitated network design problem, it 
is a NP-hard combinatorial optimization problem. The need to install facilities and ca-
pacities in discrete levels and the incorporation of additional technology-related cost 
terms and constraints makes the exact solution of the mixed integer programming 
model even harder. The computational results show that, from the theoretical point of 
view, it is very difficult to prove the optimality of the solutions. Heuristics is perhaps 
the only practical solution methodology for such a complex problem faced by telecom-
munications network providers. On the other hand, the computational results shows 
fast solution times, thus suggesting that heuristics can solve the large scale problems 
met in practice. 

For this class of problems, duality gaps are substantial; however, when a more 
accurate lower bound procedure is used, the bounds found by many researchers were 
shown to be good. There are several strategies that might be devised for those models, 
but most of the approaches are not so easy to implement. Finally, researchers have 
long recognized that, for capacitated problems, optimal solution methods that use only 
the standard flow-based problem formulation are ineffective. The literature suggests 
that strong formulations, based on results from polyhedral combinatorics, appear to 
provide the best means to solve these problems. 
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