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Diffusion in S6. Diffusion in Semiconductors

Atomic diffusion in semiconductors refers to the
migration of atoms, including host, dopant and
impurities. Diffusion occurs in all thermodynamic
phases, but the solid phase is the most important
in semiconductors. There are two types of
semiconductor solid phase: amorphous (including
organic) and crystalline. In this chapter we
consider crystalline semiconductors and describe
the processes by which atoms and defects
move between lattice sites. The emphasis is
on describing the various conditions under
which diffusion can occur, as well as the atomic
mechanisms that are involved, rather than on
tabulating data. For brevity’s sake, we also focus
on the general features found in the principal
semiconductors from Groups IV, III–V and II–VI;
IV–VI and oxide semiconductors are excluded
from consideration. It is not surprising that
most of the data available in this field relate
to the semiconductors that are technologically
important – they are used to fabricate electronic
and optoelectronic devices. One unavoidable
consequence of this technological need is that
diffusion data tend to be acquired in a piecemeal
fashion.
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Diffusion describes the movement of atoms in space,
primarily due to thermal motion, and it occurs in all
forms of matter. This chapter focuses on atom diffusion
in crystalline semiconductors, where diffusing atoms
migrate from one lattice site to another in the semi-
conductor crystal. The diffusion of atoms and defects
is at the heart of material processing, whether at the
growth or post-growth stage, and control over diffusion

is the basis of process simulation and defect engineering.
Such control calls for an understanding of the diffusion
processes involved in a given situation. The needs of
device technology have provided the main impetus for
investigations into the diffusion of atoms in semiconduc-
tors. As the physical dimensions of devices have shrunk,
the barriers to understanding diffusion mechanisms and
processes in complex structures have greatly multiplied.
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6.1 Basic Concepts

Consider a particle in a three-dimensional isotropic
lattice which migrates by making jumps from one
lattice site to a nearest neighbor site. If the dis-
tance between nearest neighbor sites is a and the
particle makes n jumps in time t, then, assuming
each jump is random (so the directions of suc-
cessive jumps are independent of each other), the
mean square displacement 〈R2〉 is equal to na2 [6.1].
Fick’s first law defines the associated diffusivity D to
be na2/6t = 〈R2〉/6t = va2/6, where v = n/t is the
average jump rate of the particle. Taking the diffu-
sion length as 2

√
(Dt), it follows that this is also

equal to 2
√

(〈R2〉/6). For D = 10−12 cm2/s, t = 104 s

and a = 2 × 10−8 cm, the diffusion length is 2 µm,
n = 1.5 × 108 jumps and the total distance na traveled
by the particle is 3 cm. However, it turns out that in
most diffusion mechanisms successive jumps are cor-
related, not random. The effect of nonrandom jumps
is to decrease the diffusivity of the particle relative to
what it would be if the jumps were random. Taking this
correlation into account leads to D = fva2/6, where
f (≤ 1) is the correlation factor [6.1], v is temperature-
dependent and f may or may not be, depending on
the particular situation. Overall, the temperature de-
pendence of D is found to obey the Arrhenius relation
D = D0 exp(−Q/kT ).

6.2 Diffusion Mechanisms

Two categories of diffusion mechanism are recognized:
defect and nondefect. A simple example of the latter
class is the simultaneous jumps of two adjacent atoms
in order to exchange sites. There is a general consensus,
however, that nondefect mechanisms do not play any
significant role in semiconductor diffusion, although re-
cently nondefect contributions have been proposed for
self- and dopant diffusions in Si [6.2]. In the elemental
semiconductors Si and Ge, vacancies and interstitials are
the primary defects. In binary compound semiconduc-
tors (such as GaAs and ZnSe) there are two sublattices,
the anion and cation, so there are vacancies and intersti-
tials for each sublattice together with antisite defects on
each sublattice. Further complexity arises due to the var-
ious states of ionization of the defects: the mobility of
a defect depends on its charge state. The relative concen-
trations of the different charge states will be determined
by the position of the Fermi level.

6.2.1 Vacancy
and Interstitial Diffusion Mechanisms

In the Si lattice, a vacancy VSi can migrate by a near-
est neighbor Si atom jumping into the vacancy (in other
words, the Si atom and VSi have exchanged sites so that
the Si atom has also migrated). Equally, a substitutional
dopant atom can migrate by jumping into a VSi at a near-
est neighbor site. Similarly, in a binary semiconductor
such as GaAs, Ga atoms can migrate over the Ga sub-
lattice via jumps into nearest neighbor Ga vacancies,
as can dopant atoms substituting into the Ga sublattice.
Anti-site defects can diffuse by jumping into vacancies

in the same sublattice, such as the As anti-site defect in
GaAs, AsGa, diffusing by jumps into Ga vacancies. For
self-interstitials, such as Sii or Gai, their concentrations
are sufficiently small for neighboring interstitial sites to
always be empty, which means that the occupancy of
nearest neighbor sites is not a factor when determin-
ing jump rates. If a self-interstitial, such as Sii, pushes
a Si atom on a normal lattice site into an interstitial site
instead of jumping into a neighboring interstitial site,
and therefore replaces the displaced Si atom, the pro-
cess is known as the “interstitialcy mechanism”. This
concept extends to a substitutional dopant atom forming
a pair with a self-interstitial, which then migrates with
the dopant atom, alternating between substitutional and
interstitial sites. It is also possible for point defects to
form complexes which can diffuse as a single entity. Ex-
amples are the Frenkel pair VSiSii, di-vacancies such as
VGaVGa or VGaVAs, and the defect pair formed between
a substitutional dopant atom and an adjacent vacancy.

6.2.2 The Interstitial–Substitutional
Mechanism: Dissociative
and Kick-Out Mechanisms

The interstitial–substitutional diffusion mechanism
arises when a dopant species Z occupies both interstitial
and substitutional sites, represented by Zi and Zs re-
spectively, and diffusion is restricted to jumps of Zi. In
this case, we may ask how the Zs concentration [Zs] is
linked to the Zi migration. Consider the diffusion of
Z in Si. The dissociative mechanism (also known as
the Frank–Turnbull mechanism) is based on the defect
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interaction

Zi +VSi� Zs

and application of the law of mass action (LMA) leads
to [Zi][VSi]∝[Zs]. In the kick-out mechanism, the defect
interaction is

Zi +Sis� Zs +Sii

and therefore [Zi]∝[Zs][Sii] ([Sis] is omitted because
it is effectively constant). In order to sustain growth in
[Zs] by either mechanism, it is clearly necessary to have
either a supply of VSi or a means of removing Sii. For
simplicity, neutral charge states have been assigned to all
of the defects in these two interactions. A detailed treat-
ment of the kick-out mechanism has been given by Frank
et al. [6.3]. For in-diffusion of Z, the Frank–Turnbull
mechanism consumes vacancies and will therefore tend
to reduce the local vacancy concentration, whereas the

local self-interstitial concentration will be enhanced by
the kick-out mechanism. Out-diffusion of Z reverses the
effects on the native defect concentrations.

6.2.3 The Percolation Mechanism

The percolation mechanism [6.4] was proposed to ex-
plain group V dopant diffusion in Si at high dopant
concentrations (in excess of ≈ 1%). At low concentra-
tions diffusion is via dopant-VSi pairs. As the dopant
concentration increases, regions occur in the Si lattice
where the proximity of the dopant atoms enhances the
mobility and concentration of the VSi. Within this net-
work the diffusivity of dopant-VSi pairs is thereby also
enhanced so that the dopant diffusivity increases over-
all. The percolation network only forms once the dopant
concentration exceeds a certain critical value. In princi-
ple this mechanism could extend to other highly doped
materials.

6.3 Diffusion Regimes

The mobility of a native defect and/or dopant atom
reflects the physical and chemical environment under
which diffusion is occurring. Two types of environ-
ment arise: conditions of chemical equilibrium and those
of chemical nonequilibrium. Diffusion in temperature
gradients is excluded – only isothermal conditions are
considered.

6.3.1 Chemical Equilibrium:
Self- and Isoconcentration Diffusion

Chemical equilibrium means that the concentrations of
all chemical components, including native defects, are
uniform throughout the semiconductor, and where ap-
propriate (such as in a compound material), the solid
is in equilibrium with the ambient vapor of the compo-
nents so that the level of nonstoichiometry is defined.
Experimentally this requires diffusion to be carried out
in a sealed system. Self-diffusion refers to the diffu-
sion of the host atoms, such as Si atoms diffusing in
the Si lattice. Isoconcentration diffusion describes the
diffusion of dopant atoms when the same dopant con-
centration is uniform throughout the sample, such as
for As diffusion in Si for a constant As doping level.
In either case, diffusion can only be observed if some
of the particular diffusing atoms are tagged, such as by
using a radioisotope or an isotopically enriched diffu-

sion source. The diffusivity of a tagged or tracer species
is related to the concentration of the native defect that
provides the diffusion path, and the self-diffusivity (the
diffusivity of the tracer) is always significantly smaller
than the associated defect diffusivity. Specific relations
can be found in Shaw [6.5]. A diffusion flux of the
tracer arises from a tracer concentration gradient, which
is not to be confused with a chemical concentration
gradient.

6.3.2 Chemical Diffusion (or Diffusion
Under Nonequilibrium Conditions)

This category contains all of the diffusion phenomena
that are of technological interest and importance. In this
case, diffusion occurs due to spatial gradients in the con-
centrations of the chemical components in the material,
which are in turn caused by departures from equilibrium:
the diffusion processes are attempting to either restore
or achieve equilibrium.

Chemical Self-Diffusion
Chemical self-diffusion describes the process whereby
a compound semiconductor changes from one level of
nonstoichiometry to another through changes in the na-
tive defect populations. These changes can arise due
to a change in the ambient partial pressure of one
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of the components (that of As in the case of GaAs
for example), or through a change in temperature un-
der a defined or controlled component partial pressure.
Good examples are provided by II–VI semiconduc-
tors [6.6] and in particular Hg0.8Cd0.2Te [6.7], where
p- to n-type conversion is used to form p–n junctions
by annealing in Hg vapor. Changes in the native defect
concentrations can also lead to an increased dopant dif-
fusivity; an increase in the vacancy concentration will
enhance any diffusivity based on a vacancy mechanism
for instance.

Dopant Diffusion
Suppose we have a dopant diffusing into the semicon-
ductor from a source located at an external surface (such
as a surface layer) or in an external phase (such as
a gas or vapor). The existence of the dopant concen-
tration gradient can lead to various effects which can
influence the dopant flux. For example, if a dopant
diffuses via a vacancy mechanism, then at any posi-
tion in the diffusion region the increase in the dopant
concentration requires a supply of vacancies, so that
to maintain local defect equilibrium there must also
be an associated vacancy flux. If the dopant controls
the position of the Fermi level, then the concentra-
tions of ionized native defects will increase or decrease,
depending on their charge state, relative to their intrin-
sic concentrations (the Fermi-level effect). This means
that the concentrations of native defects of opposite
(the same) polarity to the dopant will be increased
(decreased). Increases in the concentrations of ion-
ized native defects due to Zn, Si or Te diffusion
into GaAs/GaAlAs superlattice structures explain the
disordering of the superlattices [6.8]. Usually a sub-
stitutional dopant atom will have a different size to
that of the host atom it replaces. This size differ-
ence creates a local mechanical strain which in turn
can cause changes in the local concentrations of na-
tive defects as well as to jump rates and hence dopant
diffusivity [6.9]. If the strain is large enough, misfit
dislocations will be generated [6.10], otherwise there
will be a strain energy gradient matching the dopant
concentration gradient which can enhance or retard
the dopant flux [6.11]. More recently a new scenario
has emerged: dopant diffusion in strained epilayers.
Whether diffusion is enhanced or retarded depends
on several poorly understood parameters [6.12]. How-
ever, significant effects are found, such as the decrease
in the B diffusivity in strained Si1−xGex epilayers by
a factor of ≈ 10 as the strain increased from zero to
0.64 [6.13].

Compositional Interdiffusion (CID)
Compositional interdiffusion describes diffusion across
the interface separating two materials of different chem-
ical composition. Chemical composition here refers to
major components; dopants and deviations from sto-
ichiometry are excluded. CID can be exploited when
making graded bandgap structures and during mater-
ial preparation, such as in Hg1−xCdxTe, where an
alternating sequence of HgTe and CdTe epilayers of
appropriate thicknesses are first grown and then inter-
diffused. CID can also pose problems in the fabrication
of multiple quantum wells and superlattice structures
when sharp boundaries are necessary. In particular,
donor or acceptor dopant diffusion into GaAs-based
superlattices can cause essentially complete intermix-
ing on the cation sublattice [6.8]. This phenomenon
is also known as diffusion-induced disorder. B or As
doping also results in rapid intermixing at a Si/Ge
interface [6.14].

Transient Enhanced Diffusion (TED)
Ion implantation is often the preferred way to achieve
a doped layer. The implantation process does however
create a significant amount of lattice damage so that
a subsequent anneal stage is needed in order to achieve
full electrical activity of the implanted dopant and re-
covery of the lattice damage. During the implantation
process, the implant ions create collision cascades of
vacancies and self-interstitials (an excess of native de-
fects). The post-implant anneal serves to remove or
reduce this excess. In addition to vacancy/interstitial re-
combination, the excess native defects can interact to
form clusters (which also may contain implant ions as
well as residual impurities) and extended defects, such
as dislocation loops. At the start of the post-implant
anneal, the local concentrations of vacancies and self-
interstitials in the implant region can greatly exceed
equilibrium values and therefore enhance the implant
ion diffusivity in the implant region. As annealing pro-
ceeds the excess concentrations will diminish and will be
reflected in a diminishing dopant diffusivity until values
appropriate to local equilibrium are reached. This tem-
porary enhancement in the dopant diffusivity is known
as TED. The topic is a complex one to analyze quantita-
tively and detailed consideration of the issues involved
in the case of B implants in Si can be found in the re-
view by Jain et al. [6.15]. In the fabrication of shallow
p–n junctions using ion implants and rapid thermal an-
nealing (RTA), TED can determine the lower limit to
junction depth. TED of B in Si can be reduced with
coimplants of Si prior to RTA [6.16]. TED of Be and Si
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in GaAs has also been discussed [6.17]. Some workers
use the term TED to describe the enhanced diffusivity
of a dopant, incorporated during growth, which occurs
when the structure is annealed at a higher temperature
than the growth temperature, such that there is an ini-
tial supersaturation of the relevant native defects at the
anneal temperature.

Segregation, Gettering, Precipitation
and Clustering
A variety of important scenarios arise, involving many
of the above regimes, during growth and/or thermal
processing stages of materials and structures. The seg-
regation of acceptor dopants in InP [6.18] and in III–V
heterostructures [6.19, 20] has been observed and mod-
eled. The segregation (or accumulation) due to diffusion
of the dopant is in effect a partitioning process to
preferred (higher solubility) regions within the layer
structure. Gettering describes the segregation, or clean-
up, of a fast-diffusing impurity from the active regions of
a device structure. Such impurities are typically Group
IB and transition metals and are incorporated either dur-
ing growth or during subsequent processing. Gettering
sites in Si are provided by O precipitates, self-ion im-
plant damage layers and nanocavities [6.21]. In contrast,
Group IB impurities are gettered in Hg1−xCdxTe by
regions of high cation vacancy concentration [6.22].

Precipitation occurs when a species – whether native
defect, dopant or impurity – becomes supersaturated,
and in order to achieve its equilibrium concentration
the species excess is removed by the formation of
precipitates within the host lattice. A self-interstitial
or vacancy excess can be removed through the nu-
cleation of dislocation loops, stacking faults or voids,
which then provide sites for the precipitation of the re-
maining excess. In the case of a dopant, impurity or
nonstoichiometric excess, nucleation of a precipitate
can be spontaneous (homogeneous) or heterogeneous.
The latter occurs at the site of an impurity atom (for
example, C atoms in Si serve as nucleation centers
for the precipitation of O) or at dislocations, giving
rise to the term “decoration”. Growth of any precip-
itate proceeds via diffusion of the particular species
from solution in the matrix to the precipitate and is
generally diffusion-limited. Invariably local stress fields
will be present which influence the diffusion and, if
present initially, they may also play a role in the nu-
cleation stage. The precipitation of O impurities in Si
presents a unique case study because of the high [O], its
technological importance and its complexity [6.23, 24].
The rather simpler case of B precipitation in Si has

been described by Solmi et al. [6.25]. A cluster (or ag-
glomerate) refers to a configuration of at least a few
dopant atoms (with or without associated native point
defects) or host species. Solmi and Nobili [6.26] have
identified (2AsSi −VSi)0 and (4AsSi −VSi)+ clusters in
heavily As-doped Si. Heavy C doping [6.27] and B im-
plants [6.28] in Si give rise to self-interstitial clusters
with C and B respectively. In Si, according to Or-
tiz et al. [6.29], if the number of self-interstitials in
a cluster exceeds ≈ 10 there is a transition to a {113}
defect.

6.3.3 Recombination-Enhanced Diffusion

The local energy released in the nonradiative recom-
bination of excess free carriers can help a diffusing
species to surmount the energy barrier separating it
from an adjacent lattice site – in other words, the en-
ergy barrier facing a jump is effectively reduced. This
situation is important in the degradation of performance
of device structures which utilize high excess minority
carrier concentrations, such as light-emitting and laser
diodes.

6.3.4 Surface Effects

The concentrations of native point defects within the
bulk can be altered by surface processes. In the case
of Si it is well known that during surface oxidation
or nitridation there is injection of Si interstitials or
of vacancies respectively. All diffusants can therefore
be affected during the duration of the process. Ion
beam milling causes the injection of Hg interstitials into
Hg1−xCdxTe in sufficient quantities to effect p- to n-type
conversion.

6.3.5 Short Circuit Paths

The existence of dislocations and subgrain boundaries
in single-crystal materials generally provides high dif-
fusivity routes for all atomic species relative to the
surrounding matrix. Care is always needed when eval-
uating experimental data to ensure that bulk diffusion
is not being masked by short circuit paths [6.30]. In
the case of polycrystalline Si, the grain boundaries may
provide high diffusivity routes, as in the cases of As
and B [6.31], or retard diffusion, as for Au [6.32].
The situation is a complex one, as grain growth also
occurs during any anneal. Kaur et al. [6.33] have pro-
vided a comprehensive account of short circuit path
diffusion.
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6.4 Internal Electric Fields

When the dopant concentration is large enough to make
the diffusion zone electrically extrinsic, free carriers
from the dopant, due to their much higher mobility,
will diffuse ahead of the parent dopant atoms. This
separation creates a local electric field whose direc-
tion is such as to pull the dopant atoms after the free
carriers (and also to pull the free carriers back). Pro-
vided that the diffusion length >≈ six Debye screening
lengths (typically ≈ 102 nm), the diffusion zone can
be regarded as electrically neutral (the space charge
density is negligible) [6.34]. In this situation the lo-
cal electric field E is given by −(kT/en)(∂n/∂x) for
an ionized donor dopant diffusing parallel to the x-
axis, and nondegenerate conditions apply: k, T , e and
n are Boltzmann’s constant, the absolute temperature,
the electronic charge and the free electron concentra-
tion respectively. E exerts a force on each ionized donor
(D+) parallel to the x-axis, creating a local donor flux
−(D(D+)[D+]/n)(∂n/∂x) due to drift in the electric

field: D(D+) is the donor diffusivity [6.35]. This drift
flux adds to the diffusion flux, −D(D+)∂[D+]/∂x, to
give the total donor flux at any position in the diffusion
region, so that the donor flux in this case is increased
due to E. E will also cause drift of any other charged
species.

Internal electric fields can arise in other circum-
stances such as in depletion layers where E must
be calculated from Poisson’s equation, in graded
bandgap structures [6.11, 36], and at the interfaces of
heterostructures. Cubic II–VI and III–V strained layer
heterostructures grown on the {111} direction are piezo-
electric and typical strains from lattice mismatch of
≈ 1% can give E ≈ 105 V/cm in the absence of free car-
rier screening [6.37]. In wurtzite heterostructures based
on the Ga, In nitrides, even higher fields are found
(E ≈ 106 V/cm) due to piezoelectric and spontaneous
polarization [6.38]. These fields can be important in CID
and chemical self-diffusion.

6.5 Measurement of Diffusion Coefficients

6.5.1 Anneal Conditions

Accurate control of sample temperature and ambient
are essential if controlled and reproducible results are
to be obtained in a diffusion anneal. Depending on the
time spent at the anneal temperature, the warm-up and
cool-down times may also be important. An appropri-
ate choice of ambient is needed to preserve the sample
surface (to avoid evaporation, surface melting or alloy-
ing with the dopant source for example). For compound
semiconductors it is necessary to define the level of non-
stoichiometry by controlling the ambient partial pressure
of one of the components, such as As for GaAs or Hg
for Hg1−xCdxTe. If the dopant is in an external phase,
knowledge of the phase diagram of all of the compo-
nents is required [6.1, 35]. Control over partial pressure
is best achieved in a sealed system, typically a fused
silica ampoule. Annealing in a vertical or horizontal
resistance-heated furnace requires a minimum anneal
time of 30 to 60 min in order to avoid uncertainties
due to warm-up and cool-down. The drive to shallow
dopant profiles has been facilitated through rapid ther-
mal annealing (RTA) techniques. These are based on
radiant heating of the sample, and linear heating rates of
100–400 ◦C/s with cooling rates of up to 150 ◦C/s are
available. RTA however precludes the use of a sealed

system and, in this case, a popular means of prevent-
ing surface deterioration is to seal the sample with an
inert, impervious capping layer, made of silicon nitride
for example.

6.5.2 Diffusion Sources

Consideration is limited to planar samples with diffusion
normal to a principal face. This is a common situation
and diffusion of a dopant or tracer species can take place
from: (i) a surrounding vapor or gas phase; (ii) a surface
layer, which may be evaporated, chemically deposited
(CVD) or a spun-on silicate glass, all incorporating the
diffusant; (iii) epilayers containing the diffusant, which
may provide the external surface or be buried within the
epitaxial structure; (iv) ion implants of a dopant either
directly into the sample surface or into a thin surface
layer so as to avoid lattice damage. It is obviously de-
sirable that negligible diffusion occurs prior to reaching
the anneal temperature when the diffusant is incorpo-
rated into an epilayer. In self-diffusion experiments the
tracer can be a radiotracer or an isotopically enriched
species. A key requirement for either form of tracer
is availability, and a radiotracer must have a half-life
that is long enough for the experiments to be carried
out.

Part
A

6
.5



Diffusion in Semiconductors 6.6 Hydrogen in Semiconductors 127

6.5.3 Profiling Techniques

Determining the spatial distribution of a diffusant for
various anneal times is fundamental to obtaining its
diffusion coefficient or diffusivity. Most methods are
destructive, as they generally require a bevel section
through the diffusion zone or the sequential removal of
layers. The two broad profiling categories are electrical
and species-specific. Electrical methods are primar-
ily the p–n junction method, spreading resistance and
capacitance–voltage profiling. Limitations of the elec-
trical methods are: (i) assumptions are needed to link
the electrical data to the diffusant (for example, that the
diffusant is the only electrically active center and that
it is fully ionized); (ii) the assumption that the anneal
temperature defect situation is “frozen-in” during cool-
down. Electrical methods are the most direct means of
measuring chemical self-diffusivities and can readily de-
tect changes in host concentrations of < 1 part in 104.
Species-specific (chemical element or isotope) profiling
means that the chemical concentration of the diffusant
is determined regardless of its location(s) in the lattice
and of its electrical state. Profiling of the diffusant us-
ing a radiotracer has been widely used [6.39], but in
the past decade or so secondary ion mass spectrome-
try (SIMS) has become what is essentially the standard
procedure for diffusant profiling. This is because SIMS
can measure diffusant concentrations within the range
1016 to 1022 cm−3 with spatial resolutions at best of
several nanometers per decade (of concentration). Pri-
mary factors determining the resolution are progressive
roughening of the eroded surface and “knock-on” effects
due to the probing ion beam displacing the diffusant to
greater depths. A further problem may arise when the
atomic mass of a dopant is close to that of the host
species.

Nondestructive profiling techniques applicable
to CID in quantum well and superlattice struc-
tures utilize either high-resolution X-ray diffraction

(HRXRD) [6.40] or photoluminescence (PL). The de-
tail in the X-ray diffraction patterns reflects the CID
profiles at the interfaces and can also reveal the pres-
ence of strain in the structures. The use of PL requires
the presence of optically active centers in the quantum
well. CID changes the shape and depth of the quantum
well, which in turn changes the photon energies in the
luminescence spectra. HRXRD and PL can also be com-
bined. A particular advantage of these techniques is that
they allow successive anneals to be performed on the
same sample.

6.5.4 Calculating the Diffusion Coefficient

Once a planar concentration profile has been obtained,
the first step is to see if the profile can be fitted to a solu-
tion of Fick’s second law. The simplest solution occurs
for a diffusivity D independent of the diffusant concen-
tration (c), for a constant surface concentration c0 and
a diffusion length � the layer or sample thickness. The
solution is c = c0erfc[x/2

√
(Dt)] [6.1]. If the profile is

not erfc, it may be because D varies with c, and D (as
a function of c) can be obtained by a Boltzmann–Matano
analysis [6.35]. It is important to recognize that the erfc
or Boltzmann–Matano solutions are only valid provided
c0 does not change with time and that c/c0 versus x/

√
t

for profiles at various t reduce to a single profile. More
complex situations and profiles require numerical in-
tegration of the appropriate diffusion equation(s) and
matching to the experimental c versus x profile; in other
words a suitable model with adjustable parameters is
used to simulate the observed profiles. The interpreta-
tion of HRXRD and/or PL data provides a good example
of a simulation scene in which an assumed D, either
c-dependent or -independent, is used to calculate the re-
sulting CID profile and its effect on the X-ray patterns
and/or PL spectra. Whereas SIMS can observe diffu-
sivities as low as ≈ 10−19 cm2/s, the HRXRD limit is
≈ 10−23 cm2/s.

6.6 Hydrogen in Semiconductors

Hydrogen is a ubiquitous element in semiconductor
materials and can be incorporated either by deliberate
doping or inadvertently, at significant concentrations,
during growth and/or in subsequent surface treatments
where organic solvents, acid or plasma etching are used.
H is known to passivate electrically active centers by
forming complexes with dopants and native defects as
well as by bonding to the dangling bonds at extended

defects. Such interactions may well affect the diffusiv-
ities of the dopant and native defect. This expectation
is realized in the case of O in Si, where the presence
of H can enhance O diffusivity by two to three or-
ders of magnitude [6.41]. Ab initio calculations show
that, at least in the Group IV and III–V semiconduc-
tors, H is incorporated interstitially in the three charge
states, H+, H0 and H−, with the Fermi level controlling
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the relative concentrations. In addition to interactions
with dopant atoms and native defects, H2 molecules also
form. Mathiot [6.42] has modeled H diffusion in terms
of simultaneous diffusion by the three interstitial charge

states with the formation of immobile neutral complexes.
In polycrystalline Si, the grain boundaries retard H dif-
fusion, so H diffuses faster in the surrounding lattice
than in the grain boundary.

6.7 Diffusion in Group IV Semiconductors

Diffusants divide into one of five categories: self-,
other Group IVs, slow diffusers (typically dopants from
Groups III and V), intermediate diffusers and fast dif-
fusers. The materials of interest are Ge, Si, Si/Ge alloys
and SiC. A particular feature is that self-diffusion is al-
ways slower than the diffusion of other diffusants. With
the exception of SiC, which has the zinc blende structure,
as well as numerous polytypes (the simplest of which is
the wurtzite, 2H−SiC, form), the other members of this
group have the diamond lattice structure.

6.7.1 Germanium

The evidence to date identifies the dominant native
defect in Ge as the singly ionized vacancy acceptor,
V−

Ge [6.43], which can account for the features found
in self-diffusion and in the diffusivities of dopants from
groups III and V. The self-diffusivity, relative to the
electrically intrinsic value, is increased in n-type Ge and
decreased in p-type as expected from the dependence
of [V−

Ge] on the Fermi level. In intrinsic Ge the best
parameters for the self-diffusivity are D0 = 13.6 cm2/s
and Q = 3.09 eV, from Werner et al. [6.44], because of
the wide temperature range covered (535–904 ◦C). The
diffusivities of donor dopants (P, As, Sb) are very simi-
lar in magnitude, as are those for acceptor dopants (Al,
In, Ga). The acceptor group diffusivities, however, are
very close to the intrinsic self-diffusivity, whereas those
for the donor group are 102 to 103 times larger. Li is
a fast (interstitial) diffuser with a diffusivity exceeding
the donor group diffusivities by factors of 107 to 105 be-
tween 600 and 900 ◦C, whereas Cu [6.45] and Au [6.46]
are intermediate (dissociative) diffusers.

6.7.2 Silicon

Si stands alone due to the intensive investigations that
have been lavished on it over the past 50 years. In the
early days diffusion data yielded many perplexing fea-
tures. Today the broad aspects are understood along with
considerable detail, depending on the topic. Diffusion in
Si covers many more topics than arise in any other semi-

conductor and it is still a very active area of R & D. It
is now recognised that, apart from foreign purely inter-
stitial species, self-interstitials, Sii, and vacancies, VSi,
are involved in all diffusion phenomena. So far the best
self-diffusion parameters obtained for intrinsic Si are
D0 = 530 cm2/s and Q = 4.75 eV in the temperature
range 855–1388 ◦C [6.47]. Two distinct facets of self-
and dopant diffusion in Si are: (a) the diffusivity has two
or three components, each with differing defect charge
states; (b) the diffusivity reflects contributions from both
Sii and VSi [6.2, 43, 48, 49]. Thus the Si self-diffusivity
is determined by Sii and VSi mechanisms and by three
separate defect charge states: neutral (0), positive (+)
and negative (−). Identifying which charge state goes
with which defect remains a problem. For the common
dopants (B, P, As and Sb), B and P diffuse primarily
via the Sii defect, As diffuses via both Sii and VSi de-
fects, whereas Sb diffuses primarily via VSi. Two defect
charge states are involved for B (0, 1+), As (0, 1−) and
Sb (0, 1−), and three for P (0, 1−, 2−). The situation for
Al [6.50], Ga [6.9] and In [6.51] has Sii dominant for Al
and In diffusion whereas both Sii and VSi are involved
for Ga. The associated charge states are Al (0, 1+), Ga
(0, 1+) and In (0). The diffusivities of the Group V
donor dopants (P, As, Sb) lie close to each other and are
up to a factor of ≈ 10 greater than the self-diffusivity.
The acceptor dopants (B, Al, Ga, In) also form a group
with diffusivities that are up to a factor of ≈ 102 greater
than the donor dopants. A recently observed interesting
feature is that the diffusivities of B and P in intrinsic
material depend on the length of the anneal time, show-
ing an initial change until reaching a final value [6.52].
This time effect is attributed to the time needed for equi-
libration of the VSi and Sii concentrations at the anneal
temperature.

The data presented by Tan and Gösele [6.43] show
that Au, Pt and Zn are intermediate (kick-out) diffusers
and that H, Li, Cu, Ni and Fe are fast interstitial dif-
fusers. Recent evidence shows that Ir diffusion occurs
via both kick-out and dissociative mechanisms [6.53].
To provide some perspective: at 1000 ◦C the diffusiv-
ity of H is ≈ 10−4 cm2/s compared to a self-diffusivity
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of 8 × 10−17 cm2/s. C and O are important impurities
because, though electrically neutral, they occur in high
concentrations and can affect the electrical properties.
Although O occupies interstitial sites and diffuses inter-
stitially it should be classed as an intermediate diffuser
because a diffusion jump entails the breaking of two
Si−O bonds. C has a diffusivity that is a little larger
than those of Group III dopants: its mechanism is un-
resolved between the “kick-out” mode or a diffusing
complex comprising a Sii and a substitutional C.

6.7.3 Si1−x Gex Alloys

Si and Ge form a continuous range of alloys in which
there is a random distribution of either element as well
as a continuous variation of bandgaps. The alloys have
attracted considerable interest from a device perspective
and are usually prepared as epilayers on Si substrates
so that the epilayer will generally be in a strained state.
Diffusivity data are sparse and, in the case of dopants,
limited to B, P and Sb. One might expect that the dif-
fusivity D(Z) of dopant Z would increase continuously
as x goes from 0 to 1 at any given temperature below
the melting point of Ge. However, in the case of B,
D(B) hardly varies for x � 0.4; even so, D(B) increases
by a factor ≈ 103 from ≈ 10−15 cm2/s in traversing
the composition range at 900 ◦C [6.54, 55]. D(P) in-
creases by a factor of ≈ 4 for x values between 0 and
0.24, only to show a decrease at x = 0.40 [6.55]. Lim-
ited data suggest that D(Sb) rises continuously across
the composition range, increasing by a factor ≈ 106 at
900 ◦C [6.56]. Surface oxidation enhances D(B) and
D(P), indicating that the diffusivities are dominated by
a self-interstitial mechanism, whereas D(Sb) is reduced
by surface oxidation, pointing to a vacancy mecha-
nism. Compressive strain retards D(B) whereas tensile
strain gives a marginal enhancement [6.55]. Compres-
sive strain enhances D(P) and D(Sb) [6.57]. Overall,
some disagreement exists between different workers
about the behavior of D(Z), which may well stem
from difficulties with characterizing the experimental
conditions. Compositional interdiffusion has been char-
acterized at the interface between Si and layers with
x < 0.2 [6.58].

6.7.4 Silicon Carbide

Its large bandgap, high melting point and high dielec-
tric breakdown strength make SiC a suitable material for
devices intended for operation at high temperatures and
high powers. It also has potential optoelectronic appli-

cations. Characterizing the material is complicated, as
SiC occurs in a range of polytypes (different stacking se-
quences of close packed layers). Common polytypes are
the cubic zinc blende phase 3C−SiC and the hexagonal
phases 2H−SiC (wurtzite), 4H−SiC and 6H−SiC.
This combination of high melting point, polytypism and
variations in stoichiometry makes it difficul to measure
diffusivities. Typical diffusion anneal temperatures for
acceptor (B, Al, Ga) and donor (N, P) dopants are in
the range 1800–2100 ◦C. Ab initio calculations for sin-
gle vacancies and anti-sites in 4H−SiC [6.59] found the
SiC and CSi anti-sites to be both neutral and therefore
generally inactive (electrically and optically).The C va-
cancy is amphoteric with charge states ranging from
2+ to 2−. The Si vacancy is also amphoteric with
charge states ranging from 1+ to 3−. Similar calcu-
lations for self-interstitials in 3C−SiC [6.60] predict
divalent donor behavior for both Si and C interstitials.
Bockstedte et al. [6.61] have calculated, using ab ini-
tio methods, the activation energies Q for self-diffusion
in 3C−SiC by vacancies and self-interstitials. Gen-
erally Q is smaller for self-interstitials but the defect
charge state is also an important factor. The Si vacancy
is predicted to be metastable, readily transforming to
the stable complex VC−CSi: the complex VSi−SiC is
unstable, reverting to VC.

The Si and C self-diffusivities, D(Si) and D(C), re-
spectively, were measured between 1850 and 2300 ◦C
by Hong et al. ([6.62] and references therein) in both
3C−SiC and 6H−SiC. The ratio D(C)/D(Si) was
≈ 650 in 3C−SiC and ≈ 130 in 6H−SiC. N dop-
ing increased D(Si) and reduced (marginally) D(C).
This behavior suggests that native acceptors are im-
portant for Si self-diffusion and that native donors are
only marginally involved in determining D(C). Of par-
ticular interest is that, between the two polytypes, the
self-diffusivities in 6H-SiC exceeded those in 3C−SiC
by less than a factor of ≈ 3. This suggests that dif-
fusivities are insensitive to the particular polytype.
More recent measurements of D(C), between 2100 and
2350 ◦C, in 4H−SiC found diffusivities that were ≈ 105

times smaller than the earlier results for 3C−SiC and
6H−SiC, mainly because of differences in D0 [6.63].
There is currently no explanation for these huge differ-
ences and the question of the reliability of self-diffusivity
data must be considered.

Earlier work by Vodakov et al. [6.64] found that
the diffusivity of B in six different polytypes of SiC,
excluding 3C-SiC, varied by ≤ 30%, not only for dif-
fusion along the c-axis but also perpendicular to it. The
diffusivities of some common dopants have been sum-
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marized by Vodakov and Mokhov [6.65]. B diffusion
mechanisms in 4H and 6H-SiC have been discussed
by Usov et al. [6.66]. A recent finding is that an SiO2
layer on the surface of 6H-SiC greatly enhances B diffu-
sion [6.67], yielding a diffusivity of ≈ 6 × 10−16 cm2/s

at 900 ◦C. This compares to a temperature of ≈ 1400 ◦C
(extrapolated) for the same diffusivity without an SiO2

layer. Electric fields of ≈ 106 V/cm have been found
in 4H/3C/4H-SiC quantum wells due to spontaneous
polarization in the 4H-SiC matrix [6.68].

6.8 Diffusion in III–V Compounds

The III–V binary compounds are formed between
the cations B, Al, Ga, In and the anions N, P, As
and Sb. Mutual solubility gives rise to the ternaries,
such as Al1−xGaxAs, and to the quaternaries, such as
In1−xGaxAs1−yPy. The B compounds offer little more
than academic interest, whereas the rest of the III–V
family are important materials in both electronic and op-
toelectronic devices. The nitrides all have the wurtzite
structure, with the remaining compounds possessing the
zinc blende structure. In view of the wide range of
binaries, ternaries, and so on, it is not surprising that
diffusivity measurements have focused mainly on those
compounds relevant to devices: essentially GaAs and
GaAs-based materials. An important characteristic of
these compounds is the high vapor pressures of the anion
components; it is the variations in these components that
lead to significant changes in levels of nonstoichiome-
try. This means that a proper characterization, at a given
temperature, of any diffusivity must specify the doping
level and the ambient anion vapor pressure during the an-
neal: the latter determines native defect concentrations
in intrinsic samples, and both factors have equal impor-
tance in controlling the concentrations under extrinsic
conditions. On both the anion and the cation sublattices,
the possible native point defects are the vacancy, the
self-interstitial and the anti-site and all can occur in one
or more charge states.

6.8.1 Self-Diffusion

Self-diffusivity data are limited to the Ga and In
compounds [6.35, 69], and even here systematic mea-
surements are restricted to GaAs [6.43, 69] and GaSb
([6.70] and references therein). For GaAs, early ev-
idence (based largely on CID in AlGaAs structures)
concluded that the Ga self-diffusivity D(Ga) was de-
termined by the triply ionized Ga vacancy V3−

Ga and
doubly ionized Ga interstitial Ga2+

i . More recent and
direct measurements of D(Ga) in Ga isotope heterostruc-
tures identified the three vacancy charge states V2−

Ga , V1−
Ga

and V0
Ga as being responsible for D(Ga) in intrinsic and

lightly doped GaAs; the possibility remains that V3−
Ga

and Ga2+
i could dominate at high doping levels. Be-

tween 800 and 1200 ◦C the Arrhenius parameters for
D(Ga) are D0 = 0.64 cm2/s and Q = 3.71 eV in intrin-
sic GaAs under a partial As4 vapor pressure of ≈ 1 atm.
The situation for As self-diffusion is less clear, but the
evidence points to the dominance (in the diffusion pro-
cess) of the neutral As interstitial over the As vacancy
(the supposedly dominant native defect, the As anti-
site, is not involved). Data have been obtained for both
Ga and Sb self-diffusion in intrinsic GaSb under Ga-
and Sb-rich conditions. There is a conflict between the
results obtained with bulk material and those from iso-
tope heterostructures (see [6.70] and references therein).
Shaw [6.70] concluded that the defects involved in Ga
self-diffusion were the Frenkel pair GaiVGa and VGa
even though the Ga anti-site GaSb appears to be the
dominant native defect. Two parallel mechanisms were
also identified for Sb self-diffusion, namely one due
to the defect pair SbiVGa and the second due to either
to the mixed vacancy pair VGaVSb or to the triple de-
fect VGaGaSbVGa. Reliable results for D(Ga) in intrinsic
GaP under a partial vapor pressure (P4) of ≈ 1 atm are
also available [6.71]: between 1000 and 1190 ◦C the Ar-
rhenius parameters for D(Ga) are D0 = 2.0 cm2/s and
Q = 4.5 eV. Data on the effects of doping and changing
partial pressure are lacking.

6.8.2 Dopant Diffusion

Most of the data on dopant diffusion in the III–Vs re-
fer to GaAs [6.35], notably for Be [6.72], Cd [6.69], C,
Si, S, Zn and Cr [6.43]. The singly ionized acceptors
Be, Zn and Cd (which occupy Ga sites) and the singly
ionized donors C and S (which occupy As sites) all dif-
fuse via the kick-out mechanism. The native interstitials
involved are Ga2+

i and As0
i , apart from Be where the

data are best accounted for in terms of the singly ion-
ized interstitial Ga1+

i . Si is an amphoteric dopant and at
low concentrations it predominantly occupies Ga sites
as a singly ionized donor Si1+

Ga . At high concentrations
compensation starts to occur due to increasing occu-
pancy as a singly ionized acceptor on As sites. At low
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concentrations Si1+
Ga diffusion is attributed to a vacancy

mechanism (V3−
Ga ). Cr sits on Ga sites and is a deep-level

acceptor dopant important in the growth of high resis-
tivity GaAs. Depending on circumstances, it can diffuse
by either the kick-out or the Frank–Turnbull mechanism.
The creation of extended defects in the diffusion zone
by Zn in-diffusion in GaAs is a well-established fea-
ture. The same feature has also been found by Pöpping
et al. [6.73] for Zn in-diffusion in GaP. They further con-
cluded that Zn diffuses via the kick-out process in GaP
through the involvement of either Ga1+

i or Ga2+
i .

6.8.3 Compositional Interdiffusion

The III–V binaries, ternaries and quaternaries are the
bases for the fabrication of numerous quantum well
and superlattice structures. CID is clearly an issue in
the integrity of such structures. The general situation in
which the cation and anion sublattices in each layer can
contain up to four different components with concen-
trations ranging from 0 to 100% presents an impossibly
complex problem for characterizing diffusion behavior
with any rigour. The role of strain in the layers must
also be considered a parameter. As a consequence, CID
studies have been limited to simpler structures, primar-
ily GaAs-AlAs and GaAs-AlGaAs with interpretations
in terms of known diffusion features in GaAs [6.43].
Doping is an important ingredient of these multilayer
structures and it was soon discovered that the accep-
tors Be, C, Mg, Zn and the donors Si, Sn, S, Se and
Te could all cause complete disorder of the structure
through enhancement of the CID process on either or
both sublattices [6.43, 74]. An interesting exception,

however, is found in GaAs-GaAsSb, where either Si
or Be reduce CID. Two generally accepted reasons for
these dopant effects are: (i) the Fermi-level effect in
which the dopant (acceptor/donor) concentration is high
enough to make the semiconductor extrinsic so that the
concentrations of native (donor/acceptor) defects are
increased; (ii) if the dopant diffuses by the kick-out
mechanism then in-diffusion will generate a local ex-
cess of the native self-interstitial. Clearly (i) operates for
dopants incorporated during growth or by subsequent
in-diffusion, whereas (ii) is restricted to in-diffusion.
Either way the increase in the local native defect con-
centration(s) leads to a direct enhancement of CID. In
the case of GaAs-GaAsSb, cited above, Si will also de-
crease the concentrations of native donors such as native
anion vacancies, which would have a direct impact on
and reduction of CID on the anion sublattice. On the
other hand, Be should increase native donor concentra-
tions and therefore give enhanced CID of the anions,
contrary to observation. Overall, the general features
of the dopant-induced disordering process seem to be
understood but problems still remain. Harrison [6.74]
has commented on the approximations commonly made
when extracting quantitative information from CID data.
The demands of III–V device technology present in-
creasing complexity when attempting to understand
the physical processes involved, so that recourse to
empirical recipes is sometimes needed. This is il-
lustrated by structures comprising GaInNAs quantum
wells with GaAs barriers, all enclosed within AlAs
outer layers, whose optoelectronic properties can be
improved by the judicious choice of time/temperature
anneals [6.75].

6.9 Diffusion in II–VI Compounds

Interest in II–VI materials pre-dates that in the III–Vs
because of their luminescence properties in the visible
spectrum, which, based on powder technology, resulted
in the application of the bigger bandgap materials (such
as ZnS) as phosphors in luminescent screens. The devel-
opment of crystal growth techniques extended interest in
the optoelectronic properties of the wider family of II–VI
binary compounds formed between the group II cations
Zn, Cd and Hg and the group VI anions S, Se and Te.
As with the III–Vs, ternary and quaternary compounds
are readily formed. The ternary range of compositions
Hg1−xCdxTe has proved to be the most important family
member because of their unique properties and conse-
quent extensive exploitation in infra-red systems. ZnS,

CdS and CdSe crystallize in the wurtzite structure,
whereas the remaining binaries have the zinc blende
structure. The native point defects that can occur are
similar to the III–Vs; namely, vacancies, self-interstitials
and anti-sites for the cation and anion sublattices. Re-
cent interest has expanded to include the cations Be,
Mg and Mn, usually in ternary or quaternary systems.
A distinctive feature of atomic diffusion in the II–VI
compounds is the much higher diffusivities relative to
those in the Group IV and III–V semiconductors. The
relative ease of measurement has ensured that much
more self- and dopant diffusion data are available com-
pared to the III–Vs. A further difference is that both
cation and anion equilibrium vapor pressures are signif-
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icant compared to the III–Vs, where the cation vapor
pressures are negligible. Unless otherwise stated, the
material in the following sections is drawn from the
reviews by Shaw [6.6,76,77] and by Capper et al. [6.78].

6.9.1 Self-Diffusion

Where the anion self-diffusivity DA has been meas-
ured as a function of the ambient anion or cation
partial pressure in undoped material (ZnSe, CdS, CdSe,
CdTe and Hg0.8Cd0.2Te), a consistent pattern of behav-
ior has emerged: in traversing the composition range
from anion-rich to cation-rich, DA is inversely pro-
portional to the rising cation vapor pressure, PC, until
close to cation saturation, when DA starts to increase
with PC. Strong donor doping in anion-rich CdS and
CdSe had no effect on DA. This evidence points to
either a neutral anion interstitial or a neutral anion anti-
site/anion vacancy complex as the diffusion mechanism
over most of the composition range, changing to an
anion vacancy mechanism as the cation-rich limit is
approached.

The situation for cation self-diffusion proves to
be more complicated due to the different variations
of the cation self-diffusivity DC with PC across
the compounds. In undoped ZnSe, ZnTe, CdTe and
Hg0.8Cd0.2Te (above ≈ 300 ◦C), DC is largely inde-
pendent of PC across the composition range. Such an
independence excludes native point defect diffusion
mechanisms and (excluding nondefect mechanisms)
points to self-diffusion via neutral complexes such
as a cation interstitial/cation vacancy or a cation va-
cancy/anion vacancy pair. Donor or acceptor doping
increases DC, indicating the involvement of ionized na-
tive defects or complexes. The Arrhenius parameters
for Zn self-diffusion in undoped ZnSe above 760 ◦C are
D0 = 9.8 cm2/s Q = 3.0 eV and those for Hg in undoped
Hg0.8Cd0.2Te above 250 ◦C are D0 = 3.8 × 10−3 cm2/s
and Q = 1.22 eV. In the case of undoped ZnS, CdS,
CdSe and HgTe, DC generally varies with PC across
the composition range. The simplest variations are
found in CdSe and HgTe. In CdSe, DC can be
attributed to the parallel diffusion of singly (1+)
and doubly (2+) ionized Cd self-interstitials. DC in
HgTe initially falls with PC and then increases when
crossing from anion-rich to cation-rich material, cor-
responding to diffusion by a singly ionized (1−) Hg
vacancy and by a singly ionized (1+) Hg intersti-
tial respectively. The behavior patterns in ZnS and
CdS, however, present substantial problems in their
interpretation: donor doping can also enhance DC, point-

ing to the participation of an ionized native acceptor
mechanism.

6.9.2 Chemical Self-Diffusion

Changes in the electrical conductivity or conductivity
type caused by step changes to PC in sample anneals
have been used to characterize the change in level of
nonstoichiometry through the chemical self-diffusivity,
D∆, in CdS, CdTe and Hg0.8Cd0.2Te. D∆ obviously
describes the diffusion of one or more ionized native
defects, but in itself it does not identify the defect(s).
In CdS and CdTe, D∆ is attributed to the singly ion-
ized (1+) and/or doubly ionized (2+) Cd interstitial; in
CdTe, depending on the temperature, D∆ exceeds DC
by a factor 105 to 106. Modeling based on the simulta-
neous in-diffusion and out-diffusion of doubly ionized
cation interstitials (2+) and vacancies (2−) gives a sat-
isfactory quantitative account of type conversion (p →
n) in Hg0.8Cd0.2Te [6.7].

6.9.3 Dopant Diffusion

Although much information on dopant diffusion is avail-
able, it is mainly empirical and it is not uncommon for
a dopant diffusivity to be independent of dopant con-
centration (as revealed by an erfc profile – a constant
diffusivity for a given diffusion profile) under one set of
conditions only to give profiles which cannot be char-
acterized by single diffusivities when the conditions are
changed. Equally, the variation of a dopant diffusivity
with PC may differ at different temperatures. A fur-
ther difficulty when attempting to identify a diffusion
mechanism is that the local electroneutrality condition
is usually not known with any certainty due to signif-
icant concentrations of various ionized native defects.
A good illustration of the problems encountered is pro-
vided by In diffusion in Hg0.8Cd0.2Te, where diffusion
of the singly ionized (1−) pair InHgVHg can account
for some of the diffusion features. Some dopants, how-
ever, can present clear-cut diffusion properties which
permit a well-defined interpretation. The diffusion of
As in Hg0.8Cd0.2Te is one such case [6.79]. All of the
observed features of D(As) are accounted for on the ba-
sis that: (i) As occupies both cation and anion lattice
sites as singly ionized donors (1+) and acceptors (1−)
respectively; (ii) only the ionized donor is mobile and
diffuses by a vacancy mechanism on the cation sublat-
tice; (iii) the diffusion sample is electrically intrinsic
throughout, so the As concentration is always less than
the intrinsic free carrier concentration.
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6.9.4 Compositional Interdiffusion

Empirical information, based on bulk material, exists for
CID in the following ternaries: (ZnCdHg)Te, (ZnCd)Se,
(ZnCdHg)SeTe, (ZnCd)SSe, CdSeTe, ZnCdS, HgCdTe
and CdMnTe. It might be expected that features evi-
dent in the binaries, such as donor doping enhancing
the cation diffusivity but having no effect on that of
the anion, and the anion diffusivity increasing (decreas-
ing) with anion (cation) vapor pressure across most
of the composition range, would continue to be seen.
This means that in a ternary or quaternary system,

donor doping will enhance CID on the cation sublat-
tice, but not on the anion sublattice, and annealing
under a high (low) anion (cation) vapor pressure will
enhance CID on the anion sublattice. This effect of the
anion vapor pressure has been confirmed in CdSSe and
CdSeTe and more recently in ZnSSe/ZnSe superlat-
tices [6.80]. In (donor) doping has also been found to
enhance the CID of the cations in CdMnTe [6.81], as
has N (acceptor) doping in ZnMgSSe/ZnSSE super-
lattices [6.82]. The consequences of doping on CID
in the II–VIs are obviously very similar to the III–V
situation.

6.10 Conclusions

The first step in a diffusion investigation is to collect
empirical data, which then leads to the second step
where experiments can be designed to study the ef-
fects of the Fermi level (through the background doping
level), of the ambient atmosphere (such as oxidizing,
inert or vapor pressure of a system component) and of
the sample structure (such as an MBE layer or a quan-
tum well). The third step is to identify the diffusion
mechanism and the associated defects using the ex-
perimental results in conjunction with the results from
first-principles calculations of defect formation energies
and their activation energies for diffusion. Clarifica-
tion of the active processes involved can be gained

by numerical modeling (see Noda [6.83]). These data
then provide the basis for the development of process
simulators and defect engineering in which the concen-
trations and spatial distributions of host atoms, dopants
and defects are organized according to requirement.
Most progress towards achieving this ideal scenario has
been made in Si and to a lesser extent in GaAs and
Hg0.8Cd0.2Te. The reality elsewhere is that the bound-
aries between the steps are blurred, with the third step
often being undertaken with inadequate experimental
information. Much work remains to be done in order
to master our understanding of diffusion processes in
semiconductors.

6.11 General Reading and References

General background material for diffusion in semicon-
ductors can be found in Shaw [6.5], Tuck [6.1], Abdullaev
and Dzhafarov [6.11] and Tan et al. [6.8]. More specific
accounts are given by Fair [6.9] and Fahey et al. [6.84]
for Si, by Frank et al. [6.3] for Si and Ge, by Tan and
Gösele [6.43] for Si, Ge and GaAs, by Tuck [6.35] for
the III–Vs and by Shaw [6.6, 77] for the II–VIs. H in
Semiconductors II (1999) ed. by N. H. Nickel (Semi-

conductors and Semimetals, 61, Academic, San Diego)
provides a recent account of H in semiconductors. The
volumes in the EMIS Datareviews Series (IEE, Steve-
nage, UK) cover all of the important semiconductors.
The series Defects and Diffusion in Semiconductors ed.
by D. J. Fisher (Trans Tech., Brandrain 6, Switzerland)
offers an annual and selective retrospective of recent
literature.

References

6.1 B. Tuck: Introduction to Diffusion in Semiconductors
(Peregrinus, Stevenage 1974)

6.2 A. Ural, P. B. Griffin, J. D. Plummer: J. Appl. Phys. 85,
6440 (1999)

6.3 W. Frank, U. Gösele, H. Mehrer, A. Seeger: In: Dif-
fusion in Crystalline Solids, ed. by G. E. Murch,
A. S. Nowick (Academic, Orlando 1984) Chapt.2

6.4 D. Mathiot, J. C. Pfister: J. Appl. Phys. 66, 970 (1989)

Part
A

6



134 Part A Fundamental Properties

6.5 D. Shaw: In: Atomic Diffusion in Semiconductors, ed.
by D. Shaw (Plenum, London 1973) Chapt.1

6.6 D. Shaw: In: Widegap II–VI Compounds for Opto-
electronic Applications, ed. by H. E. Ruda (Chapman
and Hall, London 1992) Chapt.10

6.7 D. Shaw, P. Capper: J. Mater. Sci. Mater. El. 11, 169
(2000)

6.8 T. Y. Tan, U. Gösele, S. Yu: Crit. Rev. Sol. St. Mater.
Sci. 17, 47 (1991)

6.9 R. B. Fair: In: Impurity Doping Processes in Sili-
con, ed. by F. F. Y. Wang (North-Holland, Amsterdam
1981) Chapt.7

6.10 S. M. Hu: J. Appl. Phys. 70, R53 (1991)
6.11 G. B. Abdullaev, T. D. Dzhafarov: Atomic Diffusion in

Semiconductor Structures (Harwood, Chur 1987)
6.12 M. Laudon, N. N. Carlson, M. P. Masquelier,

M. S. Daw, W. Windl: Appl. Phys. Lett. 78, 201 (2001)
6.13 K. Rajendran, W. Schoenmaker: J. Appl. Phys. 89,

980 (2001)
6.14 H. Takeuchi, P. Ranada, V. Subramanian, T-J. King:

Appl. Phys. Lett. 80, 3706 (2002)
6.15 S. C. Jain, W. Schoenmaker, R. Lindsay, P. A. Stolk,

S. Decoutere, M. Willander, H. E. Maes: J. Appl. Phys.
91, 8919 (2002)

6.16 L. Shao, J. Chen, J. Zhang, D. Tang, S. Patel, J. Liu,
X. Wang, W-K. Chu: J. Appl. Phys. 96, 919 (2004)

6.17 Y. M. Haddara, J. C. Bravman: Ann. Rev. Mater. Sci.
28, 185 (1998)

6.18 I. Lyubomirsky, V. Lyahovitskaya, D. Cahen: Appl.
Phys. Lett. 70, 613 (1997)

6.19 C. H. Chen, U. Gösele, T. Y. Tan: Appl. Phys. A 68, 9,
19, 313 (1999)

6.20 P. N. Grillot, S. A. Stockman, J. W. Huang, H. Bracht,
Y. L. Chang: J. Appl. Phys. 91, 4891 (2002)

6.21 E. Chason, S. T. Picraux, J. M. Poate, J. O. Borland,
M. I. Current, T. Diaz de la Rubia, D. J. Eaglesham,
O. W. Holland, M. E. Law, C. W. Magee, J. W. Mayer,
J. Melngailis, A. F. Tasch: J. Appl. Phys. 81, 6513 (1997)

6.22 J. L. Melendez, J. Tregilgas, J. Dodge, C. R. Helms: J.
Electron. Mater. 24, 1219 (1995)

6.23 A. Borghesi, B. Pivac, A. Sassella, A. Stella: J. Appl.
Phys. 77, 4169 (1995)

6.24 K. F. Kelton, R. Falster, D. Gambaro, M. Olmo,
M. Cornaro, P. F. Wei: J. Appl. Phys. 85, 8097 (1999)

6.25 S. Solmi, E. Landi, F. Baruffaldi: J. Appl. Phys. 68,
3250 (1990)

6.26 S. Solmi, D. Nobili: J. Appl. Phys. 83, 2484 (1998)
6.27 B. Colombeau, N. E. B. Cowern: Semicond. Sci. Tech-

nol. 19, 1339 (2004)
6.28 S. Mirabella, E. Bruno, F. Priolo, D. De Salvador,

E. Napolitani, A. V. Drigo, A. Carnera: Appl. Phys.
Lett. 83, 680 (2003)

6.29 C. J. Ortiz, P. Pichler, T. Fühner, F. Cristiano,
B. Colombeau, N. E. B. Cowern, A. Claverie: J. Appl.
Phys. 96, 4866 (2004)

6.30 D. Shaw: Semicond. Sci. Technol. 7, 1230 (1992)
6.31 H. Puchner, S. Selberherr: IEEE Trans. Electron. Dev.

42, 1750 (1995)

6.32 C. Poisson, A. Rolland, J. Bernardini, N. A. Stolwijk:
J. Appl. Phys. 80, 6179 (1996)

6.33 I. Kaur, Y. Mishin, W. Gust: Fundamentals of
Grain and Interphase Boundary Diffusion (Wiley,
Chichester 1995)

6.34 S. M. Hu: J. Appl. Phys. 43, 2015 (1972)
6.35 B. Tuck: Atomic Diffusion in III–V Seminconductors

(Adam Hilger, Bristol 1988)
6.36 L. S. Monastyrskii, B. S. Sokolovskii: Sov. Phys. Semi-

cond. 16, 1203 (1992)
6.37 E. A. Caridi, T. Y. Chang, K. W. Goossen, L. F. Eastman:

Appl. Phys. Lett. 56, 659 (1990)
6.38 A. Hangleiter, F. Hitzel, S. Lafmann, H. Rossow: Appl.

Phys. Lett. 83, 1169 (2003)
6.39 S. J. Rothman: In: Diffusion in Crystalline Solids, ed.

by G. E. Murch, A. S. Nowick (Academic, Orlando 1984)
Chapt.1

6.40 R. M. Fleming, D. B. McWhan, A. C. Gossard, W. Wieg-
mann, R. A. Logan: J. Appl. Phys. 51, 357
(1980)

6.41 Y. L. Huang, Y. Ma, R. Job, W. R. Fahrner, E. Simeon,
C. Claeys: J. Appl. Phys. 98, 033511 (2005)

6.42 D. Mathiot: Phys. Rev. B 40, 5867 (1989)
6.43 T. Y. Tan, U. Gösele: In: Handbook of Semiconductor

Technology, Vol. 1, ed. by K. A. Jackson, W. Schröter
(Wiley-VCH, Weinheim 2000) Chapt.5

6.44 M. Werner, H. Mehrer, H. D. Hochheimer: Phys. Rev.
B 37, 3930 (1985)

6.45 N. A. Stolwijk, W. Frank, J. Hölzl, S. J. Pearton,
E. E. Haller: J. Appl. Phys. 57, 5211 (1985)

6.46 A. Strohm, S. Matics, W. Frank: Diffusion and Defect
Forum 194-199, 629 (2001)

6.47 H. Bracht, E. E. Haller, R. Clark-Phelps: Phys. Rev.
Lett. 81, 393 (1998)

6.48 A. Ural, P. B. Griffin, J. D. Plummer: Phys. Rev. Lett.
83, 3454 (1999)

6.49 A. Ural, P. B. Griffin, J. D. Plummer: Appl. Phys. Lett.
79, 4328 (2001)

6.50 O. Krause, H. Ryssel, P. Pichler: J. Appl. Phys 91, 5645
(2002)

6.51 S. Solmi, A. Parisini, M. Bersani, D. Giubertoni,
V. Soncini, G. Carnevale, A. Benvenuti, A. Marmiroli:
J. Appl. Phys. 92, 1361 (2002)

6.52 J. S. Christensen, H. H. Radamson, A. Yu. Kuznetsov,
B. G. Svensson: Appl. Phys. Lett. 82, 2254 (2003)

6.53 L. Lerner, N. A. Stolwijk: Appl. Phys. Lett. 86, 011901
(2005)

6.54 N. R. Zangenberg, J. Fage-Pedersen, J. Lundsgaard
Hansen, A. Nylandsted-Larsen: Defect Diffus. Forum
194-199, 703 (2001)

6.55 N. R. Zangenberg, J. Fage-Pedersen, J. Lundsgaard
Hansen, A. Nylandsted-Larsen: J. Appl. Phys 94,
3883 (2003)

6.56 A. D. N. Paine, A. F. W. Willoughby, M. Morooka,
J. M. Bonar, P. Phillips, M. G. Dowsett, G. Cooke:
Defect Diffus. Forum 143-147, 1131 (1997)

6.57 J. S. Christensen, H. H. Radamson, A. Yu. Kuznetsov,
B. G. Svensson: J. Appl. Phys. 94, 6533 (2003)

Part
A

6



Diffusion in Semiconductors References 135

6.58 D. B. Aubertine, P. C. McIntyre: J. Appl. Phys. 97,
013531 (2005)

6.59 L. Torpo, M. Marlo, T. E. M. Staab, R. M. Nieminen: J.
Phys. Condens. Matter 13, 6203 (2001)

6.60 J. M. Lento, L. Torpo, T. E. M. Staab, R. M. Nieminen:
J. Phys. Condens. Matter 16, 1053 (2004)

6.61 M. Bockstedte, A. Mattausch, O. Pankratov: Phys.
Rev. B 68, 205201 (2003)

6.62 J. D. Hong, R. F. Davis, D. E. Newbury: J. Mater. Sci.
16, 2485 (1981)

6.63 M. K. Linnarsson, M. S. Janson, J. Zhang, E. Janzen,
B. G. Svensson: J. Appl. Phys. 95, 8469 (2004)

6.64 Yu. A. Vodakov, G. A. Lomakina, E. N. Mokhov,
V. G. Oding: Sov. Phys. Solid State 19, 1647 (1977)

6.65 Yu. A. Vodakov, E. N. Mokhov: In: Silicon Car-
bide – 1973, ed. by R. C. Marshall, J. W. Faust Jr,
C. E. Ryan (Univ. South Carolina Press, Columbia 1973)
p. 508

6.66 I. O. Usov, A. A. Suvorova, Y. A. Kudriatsev, A. V. Su-
vorov: J. Appl. Phys. 96, 4960 (2004)

6.67 N. Bagraev, A. Bouravleuv, A. Gippius, L. Klyachkin,
A. Malyarenko: Defect Diffus. Forum 194-199, 679
(2001)

6.68 S. Bai, R. P. Devaty, W. J. Choyke, U. Kaiser, G. Wag-
ner, M. F. MacMillan: Appl. Phys. Lett. 83, 3171 (2003)

6.69 N. A. Stolwijk, G. Bösker, J. Pöpping: Defect Diffus.
Forum 194-199, 687 (2001)

6.70 D. Shaw: Semicond. Sci. Technol. 18, 627 (2003)

6.71 L. Wang, J. A. Wolk, L. Hsu, E. E. Haller, J. W. Erickson,
M. Cardona, T. Ruf, J. P. Silveira, F. Brione: Appl.
Phys. Lett. 70, 1831 (1997)

6.72 J. C. Hu, M. D. Deal, J. D. Plummer: J. Appl. Phys. 78,
1595 (1995)

6.73 J. Pöpping, N. A. Stolwijk, G. Bösker, C. Jäger,
W. Jäger, U. Södervall: Defect Diffus. Forum 194-199,
723 (2001)

6.74 I. Harrison: J. Mater. Sci. Mater. Electron. 4, 1 (1993)
6.75 S. Govindaraju, J. M. Reifsnider, M. M. Oye,

A. L. Holmes: J. Electron. Mater. 32, 29 (2003)
6.76 D. Shaw: J. Cryst. Growth 86, 778 (1988)
6.77 D. Shaw: J. Electron. Mater. 24, 587 (1995)
6.78 P. Capper, C. D. Maxey, C. L. Jones, J. E. Gower,

E. S. O’Keefe, D. Shaw: J. Electron. Mater. 28, 637
(1999)

6.79 D. Shaw: Semicond. Sci. Technol. 15, 911 (2000)
6.80 M. Kuttler, M. Grundmann, R. Heitz, U. W. Pohl,

D. Bimberg, H. Stanzel, B. Hahn, W. Gebbhart: J.
Cryst. Growth 159, 514 (1994)

6.81 A. Barcz, G. Karczewski, T. Wojtowicz, J. Kossut: J.
Cryst. Growth 159, 980 (1996)

6.82 M. Strassburg, M. Kuttler, O. Stier, U. W. Pohl,
D. Bimberg, M. Behringer, D. Hommel: J. Cryst.
Growth 184-185, 465 (1998)

6.83 T. Noda: J. Appl. Phys. 94, 6396 (2003)
6.84 P. M. Fahey, P. B. Griffin, J. D. Plummer: J. Appl.

Phys. 61, 289 (1989)

Part
A

6



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


	Schaltfläche: 


