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Defects in Mo5. Defects in Monocrystalline Silicon

The aggregation of instrinsic point defects
(vacancies and Si interstitials) in monocrystalline
silicon has a major impact on the functioning
of electronic devices. While agglomeration of
vacancies results in the formation of tiny holes
(so-called “voids”, around 100 nm in size, which
have almost no stress field), the aggregation
of Si interstitials exerts considerable stress on
the Si matrix, which, beyond a critical size,
generates a network of dislocation loops around
the original defect. These dislocation loops are
typically microns in size. Consequently, they are
much more harmful to device functioning than
vacancy clusters. However, the feature size in
electronic devices has now shrunk down to the
100 nm scale, meaning that vacancy aggregates
are also no longer acceptable to many device
manufacturers.

This chapter is intended to give an introduction
to the properties of intrinsic point defects in
silicon and the nucleation and growth of their
aggregates. Knowledge in this field has grown
immensely over the last decade. It is now possible
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to accurately simulate the aggregation process so
that the defect behavior of semiconductor silicon
can be precisely tailored to the needs of the
device manufacturer. Additionally, the impact of
various impurities on the aggregation process is
elucidated.

As the feature size continues to shrink in device in-
dustry, a thorough understanding of defect behavior in
bulk silicon becomes more and more important. Three
major defect types relevant to device performance have
been identified: vacancy aggregates (known as “void-
s”, which usually have a size of less than 150 nm);
Si interstitial clusters embedded in a network of dislo-
cation loops, each of which extend over several microns
(L-pits); and large grown-in oxygen precipitates. The
latter generate stacking faults (OSF) during wafer oxi-
dation. The voids form in the center of the crystal, while
L-pits are observed in the outer region. The two concen-
tric defect regions are usually separated by a small OSF
ring. The type of defect that develops in the growing
crystal is determined by a simple parameter: the ratio of

the pull rate to the temperature gradient at the growth in-
terface. In industry, crystals with only one type of defect
– voids – are produced almost exclusively. The forma-
tion and behavior of voids has been studied intensively
and is accurately described by current theoretical mod-
els. As the feature size is now approaching the void size,
the growth of so-called “perfect silicon” with almost
no detectable defects may be adopted. Furthermore, the
doping of crystals with impurities like nitrogen or car-
bon is being widely investigated. These impurities can
significantly reduce the defect size, but they may also
have harmful effects, such as enhancing the generation
of OSFs. Some models have recently been proposed
which may allow us to predict some of the effects of
impurities.
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102 Part A Fundamental Properties

5.1 Technological Impact of Intrinsic Point Defects Aggregates

Single intrinsic point defects in silicon – vacancies and
interstitials – have not been found to have any negative
impact on device performance so far. However, if they
aggregate into clusters they can be even detrimental to
device functionality. This is also true of extended de-
fects like dislocations. When silicon wafer technology
was in its formative years, much of the work devoted to
improve wafer quality focused on controlling disloca-
tion density in the silicon crystals, as it was not possible
to grow dislocation-free crystals. However, with the in-
troduction of dislocation-free crystal growth processes
into mass production, the issue of extended disloca-
tions in relation to bulk silicon quality vanished. As
the feature size decreased and the demand for higher
device performance increased, it soon became appar-
ent that intrinsic point defects and their aggregation
during the cool-down phase of the crystal growth pro-
cess were having an increasingly negative impact on
device performance and yield. Historically, one of the
first serious challenges in this regard was the aggre-
gation of Si interstitials in floating zone (FZ)-grown
crystals, which results in a local network of dislocation
loops (secondary defects), so-called “A-swirls” [5.1]
or L-pits [5.2]. Although the diameters of these dis-
location loops are only a few microns, they are large
enough to generate hot spots in the space charge re-
gions of high-power devices [5.3, 4]. In the second half
of the 1980s, the industry began to encounter prob-
lems with the early breakdown of the gate oxide in
memory devices based on Czochralski (CZ)-grown sil-
icon [5.5]. After intensive gate oxide integrity (GOI)
investigations, it was found that the root cause of the
gate oxide degradation was tiny micro holes – voids –
which were formed by vacancy aggregation during crys-
tal growth [5.6, 7]. Each void is thermally stabilized by
an oxide layer present on its inner surface. After wafer
polishing, the voids show up as dimples or laser light
scattering (LLS) defects on the wafer surface, causing
a local thinning of the gate oxide [5.8, 9]. Voids are
considerably smaller (less than 150 nm) than A-swirl
defects, and so their impact on device performance is
only apparent if the location of a void coincides with
that of an active element, such as a transistor. In addi-
tion, most of these defective transistors can be repaired
due to the built-in redundancy of memory chips. Con-
sequently, vacancy aggregates are tolerable for many
devices, so long as their density is insignificant com-
pared to those of device process-induced defects. This
should be contrasted with A-swirls or L-pits, which al-

ways result in permanent device damage due to their
large sizes.

Empirically, it has been found that gate oxides
40–50 nm thick are most susceptible to void de-
fects [5.9]. Thinner oxides show higher GOI yields, and
when the thickness drops below 5 nm the influence of
voids on the GOI yield disappears [5.10, 11]. However,
as the feature size continues to shrink, additional ad-
verse effects have been identified, such as shorts between
trench capacitors and lack of device reliability [5.12,13].
As the design rule becomes equal to or less than the
void size, these problems are expected to aggravate and
device manufacturers may have to switch to materials
with extremely small defect sizes or those that contain
virtually no defects.

There are three main ways to achieve silicon with no
harmful intrinsic point defect aggregates. The first is to
grow silicon crystals in a regime where Si interstitials
and vacancies are incorporated in equal concentrations
(see Sect. 5.3.2), resulting in almost complete mutual an-
nihilation of point defects (so-called “perfect” or “pure”
silicon) [5.14–17]. The method inevitably involves lower
pull rates and very tight control over crystal growth
parameters, which yields considerably lower through-
put and higher costs, in particular for 300 mm crystal
growth.

The second approach is the growth of nitrogen-
doped crystals with very fast pull rates (high cooling
rates) and subsequent high-temperature (≈ 1200 ◦C)
wafer annealing [5.18]. Nitrogen doping in conjunction
with a fast pull rate decreases the vacancy aggregate
size (Sect. 5.3.3 and Sect. 5.3.4) [5.19, 20], meaning
that they are easy to dissolve using a high-temperature
wafer treatment. Void annihilation first requires the
dissolution of the inner oxide layer, which in turn, ne-
cessitates the outdiffusion of oxygen. Thus, annealed
wafers only exhibit a near-surface defect-free region
≈10 µm in depth, which is, however, sufficient for
device manufacturing. Annealed wafers also take ad-
vantage of the notable mechanical strengthening effects
of nitrogen doping [5.21–23], which helps to suppress
slippage generation during high-temperature treatment.
One very recent development is rapid thermal wafer
annealing at a temperature of around 1300 ◦C. At
this temperature, outdiffusion of oxygen is not nec-
essary because the oxygen concentration is usually
below that required for oxygen solubility, so the in-
ner oxide layer dissolves throughout the bulk and the
voids collapse. This process yields silicon of a simi-
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lar quality to that resulting from perfect silicon crystal
growth.

The third method is the well-known epi wafer
approach.

All of these methods require rather precise defect en-
gineering in order to obtain the properties demanded by
the device industry, except in the case of pp+ epi wafers.

Here, the high boron concentration of the substrate sup-
presses intrinsic point defect aggregation (Sect. 5.3.4)
and enhances oxygen precipitation in the bulk. There-
fore, this wafer type not only provides a defect-free epi
layer, but also gives metallic contaminants superior in-
ternal gettering (impurity removal) abilities and high slip
resistances.

5.2 Thermophysical Properties of Intrinsic Point Defects

Understanding intrinsic point defect aggregation un-
doubtedly requires rather exact knowledge of their
respective thermophysical properties.

The intrinsic point defects – vacancies and Si inter-
sititials – can exist in different configurations. Generally,
six localized point defect configurations of high sym-
metry are considered: the vacancy and the split-vacancy
on the one hand, and the tetrahedral, the hexagonal,
the bond-centered and the [100] split or dumbbell Si
interstitial on the other [5.24]. While the localized con-
figuration works rather well for vacancies, theoretical
calculations strongly favor an extended configuration of
lower symmetry for Si interstitials [5.25, 26]. The ex-
tended self-interstitial model was originally proposed to
explain the high pre-exponential factor in the coefficient
of self-diffusion, and this model now has support from
theoretical calculations [5.24,27,28]. According to the-
ory, the high value of the pre-exponential factor results
from the multitude of self-interstitial configurations with
similar energies and the significant lattice relaxations
that accompany some of these configurations.

Vacancies and Si interstitials can also exist in var-
ious charged states (such as V2+, V+, V0, V−, V2−),
and at the high temperatures (> 1000 ◦C) where point
defects start to aggregate all states should be present in
dynamic equilibrium [5.29]. Due to this equilibration, it
is not meaningful to assign a specific charge to vacancies
and Si-interstitials, respectively. However, atomistic cal-
culations show that the charged states are much higher
in energy and so their populations should be negligible.
So far, there is no indication that charged states have
any impact on defect aggregation and so they are not
considered in current defect nucleation models.

Unfortunately, it is generally not possible to observe
intrinsic point defects directly and so their thermophys-
ical properties cannot be measured directly either. Thus,
indirect approaches must be used that involve fitting
defect concentrations along with many other parame-
ters. Various experimental systems have been used to

infer the thermophysical properties of point defects.
The most common of these are metal diffusion ex-
periments where a metallic contaminant such as zinc,
gold or platinum is introduced into the bulk via high-
temperature drive-in diffusion [5.30–32]. The diffusion
rate of the metallic impurity, which is easily detectable
using standard methods, is related to the mobility and
the concentration of intrinsic point defects (kick-out and
Frank–Turnbull mechanism), which provides a way to
indirectly probe the behavior of the point defects. These
experiments yield good estimates for the product Ceq D
of the equilibrium concentration Ceq and the diffusiv-
ity D for self-interstitials I and vacancies V, respectively.
The following values are derived from zinc diffusion
results [5.33]:

Ceq
I DI = 1.5 × 1026 exp(−4.95 eV/kBT )cm−1s−1

and

Ceq
V DV = 1.3 × 1023 exp(−4.24 eV/kBT )cm−1s−1 .

Another frequently used experimental method is the
defect analysis of CZ crystals grown with varying
pull rates. In this case, the observables are the dy-
namic responses of the oxidation-induced stacking
fault (OSF) ring and the interstitial–vacancy boundary
as a function of changes in crystal growth process
conditions [5.2, 34–36] (Sect. 5.4). These observables
have been quantitatively correlated to intrinsic point de-
fect distributions in crystals and, can therefore be used
to derive thermophysical properties [5.37]. Of particu-
lar importance is the complementary nature of crystal
growth and metal diffusion experiments with regard to
parametric sensitivity. The high temperature dependence
of the IV–boundary and its sensitivity to self-interstitial
and vacancy competition implies that these experiments
are suitable for determining some pre-exponential co-
efficients. The metal diffusion experiments, which can
be carried out over a wide range of temperatures, are
particularly useful for probing activation energies.
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Fig. 5.1 Diffusivities and equilibrium concentrations of va-
cancies and Si interstitials, respectively. (After [5.41])

In recent years, RTA experiments with fast cool-
ing rates have been carried out with silicon wafers to
investigate the influence of the free vacancy concen-
tration on oxygen precipitation [5.17, 38]. By heating
the wafers to above 1150 ◦C, detectable concentrations
of Frenkel pairs are created in the wafer bulk. The
wafer is then held at this temperature for around 10 s
to allow the self-interstitials to diffuse out, resulting in
a near-equilibration of both interstitials [Ceq

I (T )] and
vacancies [Ceq

V (T )]. Following this rapid equilibration,
the wafer is rapidly cooled (at rates of ≈ 100 ◦C/s) to
freeze in the vacancy excess which can subsequently
be probed via its impact on oxygen precipitation. This
technique is especially useful for gaining information
on [Ceq

V (T )−Ceq
I (T )] at various temperatures [5.39].

Quenching experiments at different holding tempera-

tures are also reported for hydrogen-doped samples,
which allow us to quantitatively measure the VH4 com-
plex [5.40]. From these results, the vacancy formation
energy was deduced as ≈4 eV with relatively good
accuracy.

Experimental data that relate to the recombina-
tion coefficient of vacancies and Si interstitials are
scarce [5.42, 43]. Nevertheless, there is general agree-
ment that recombination between vacancies and Si
interstitials is so fast that the product of the concentra-
tions of both species is always in thermal equilibrium.
The exact value is therefore not relevant to subsequent
discussion here.

There have been numerous attempts to compute the
thermophysical properties of point defects directly by
atomistic simulations. The most important aspect of
these atomistic calculations is the accuracy of the as-
sumed interatomic interaction. As the ab initio approach
which explicitly considers electronic interactions is ex-
tremely computationally expensive and therefore limited
to small systems and zero temperature, most simulations
are carried out using empirical potentials, such as the
Stillinger–Weber or Tersoff potential functions, discard-
ing explicit representations of electronic interactions.
An excellent overview of the current status of this field
is given by Sinno [5.44]. A parameter set that yields
rather good results for defect aggregation is shown in
Fig. 5.1. It is clear that the difference between the va-
cancy and Si interstitial concentrations at the melting
point is only around 30% in favor of vacancies. On the
other hand, vacancies diffuse more slowly than Si inter-
stitials. These two properties are of great relevance to
the peculiar defect behavior of silicon.

In the past, fitted values for equilibrium con-
centrations and diffusivities inferred from various
experimental data often spread over many orders of mag-
nitude, meaning that they were of little help. However,
in recent years, theoretical methods and the accuracy
of experimental data have significantly improved and
the predicted values are now in much better agree-
ment with those gleaned from experiments. Today, the
uncertainties in thermophysical data are usually less
than 10%.

5.3 Aggregates of Intrinsic Point Defects

5.3.1 Experimental Observations

As pointed out in Sect. 5.1, the dominant intrinsic point
defect aggregates in silicon single crystals are voids

and L-pits/A-swirls. Figure 5.2 shows a TEM image
of a void with a 5 nm oxide layer on the inner sur-
face. Oxidation of the inner surface is not observed in
FZ crystals due to their very low oxygen contents. The
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Void/COP-defect Inner oxide layer

Fig. 5.2 TEM picture of a void/COP (left). The inner
surface of the void is cover by an oxide layer (right).
(After [5.52])

2 µm

Fig. 5.3 TEM picture of an L-pit. (After [5.53])

thickness of the oxide layer decreases with increasing
cooling rate of the growing crystal. A strain field is
generally not observed around the void. Usually, voids
exhibit octahedral morphologies, but they can change to
platelet or even rodlike shapes if the crystal is doped
with nitrogen (Sect. 5.3.4). Under standard growth con-
ditions, twin voids consisting of two partial octahedral
voids are predominantly observed [5.45, 46]. At lower
oxygen contents and higher cooling rates of the grow-
ing crystals, single octahedral voids are preferentially
formed [5.47, 48]. Typical sizes range from 70–200 nm
depending on the crystal growth conditions. Historically,
different notations were introduced for this type of defect

depending on their delineation or the detection technique
used: crystal originated particle (COP) [5.49], laser light
scattering tomography defect (LSTD) [5.2], flow pattern
defect (FPD) [5.50], and D-defects [5.51]. Today, it is
generally accepted that they all denote the same defect
type: vacancy aggregates.

The TEM image of an L-pit is depicted in Fig. 5.3.
The network of perfect dislocation loops characteris-
tic of this defect type is clearly visible. The core of
the defect is a self-interstitial aggregate which forms
an extrinsic stacking fault [5.53, 54]. When the stack-
ing fault reaches a critical size, the strain exerted on the
crystal lattice is relaxed by the generation of disloca-
tion loops. It is believed that the B-swirl observed in FZ

v3

v2

v1

vcrit

OSF ring

Crystal

Wafer Pull rate Axial cut

   = void

= L-pit

= OSF ring

v3 > v2 > v1 > vcrit

Fig. 5.4 Variation in the radial defect behavior of a CZ
crystal as a function of pull rate. The insert on the left
shows a wafer from the crystal part grown with medium
pull rate. The defects were delineated by Secco etching
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crystals [5.55,56] is most likely related to self-interstitial
aggregates with sizes below the critical limit [5.57, 58].
While the B-swirl can be annihilated by appropriate
high-temperature treatment, the L-pit/A-swirl is ex-
tremely stable.

In the case of epi wafers, voids at the substrate
surface are covered by the epilayer and no defects
are generated in the epilayer. However, if the layer
thickness is very thin (< 1 µm), a dimple remains at
the epilayer surface which is detectable by laser light
scattering [5.60]. In contrast to voids, L-pits always
generate clearly visible and harmful defects in the epi-
layer [5.61] and are therefore unacceptable to device
manufacturers. It is well-established that the pull rate
V and the axial temperature gradient G at the growth
interface of the growing crystal have the biggest influ-
ence on the defect types that develop in the growing
crystal [5.34, 35, 62] and their spatial [5.36] as well
as their density/size distributions [5.59]. At high pull
rates, vacancy-related defects (voids) are observed over
the entire crystal volume (Fig. 5.4). When the pull rate
is reduced, oxidation-induced stacking faults (OSFs)
develop in a small ring-like region near the crystal
rim [5.63]. If the pull rate is decreased further, the ring
diameter shrinks and L-pits are detected in the area out-
side the OSF ring [5.2]. No voids are found in this outer
region. Thus, the OSF ring obviously represents the spa-
tial boundary between vacancy- and self-interstitial-type
defects. At a critical pull rate, the void region and the
OSF ring disappear completely and only L-pits are de-
tected. In FZ crystals with their inherently low oxygen
contents, no OSF ring is observed as a boundary; instead
a defect free-zone is observed as the boundary [5.64].

The radial position of the OSF ring can be approxi-
mately described by the equation [5.36]:

V/G(r) = ξtr = 1.34 × 10−3 cm2K−1min−1 ,

Here r is the radial position. Thus, the parameter V/G
controls the type of grown-in defect: if V/G > ξtr
vacancy aggregates develop, while for V/G < ξtr Si
interstitial-related defects are observed. This was first
recognized by Voronkov in 1982 [5.62].

A further important parameter for the control of
grown-in defects is the thermal history of the crystal.
While its influence on the type of defect that develops
in the growing crystal is negligible, detailed investiga-
tions have revealed a strong effect of cooling rate on
the defect density/size distribution. For a crystal cool-
ing in the temperature range between roughly 1000 ◦C
and 1100 ◦C, there seems to be an exponential relation
between the void density Nvoid and the dwell time t
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Fig. 5.5 Void density as derived from GOI measurements
as a function of the dwell time of the growing crystal
at ≈ 1100 ◦C. The straight line denotes simulation results.
The various data points relate to different growth processes.
(After [5.59])

(Fig. 5.5) [5.65]. The defect density data in Fig. 5.5 were
derived from GOI measurements that can detect much
smaller defect sizes than delineation techniques based
on etching and/or laser light scattering. The correlation
between the various detection methods down to LSE
sizes of 0.12 µm was found to be rather good [5.19].
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Fig. 5.6 Atomic force microscopy measurements of voids
at the wafer surface. The depth of the surface void is rather
close to its original size in the crystal. Samples are from
a slowly cooled (left) and a rapidly cooled crystal (right).
(After [5.60])
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The exact upper value of the above temperature range
depends on the crystal growth conditions and will be
shown (Sect. 5.3.3) to coincide with the void nucleation
temperature. The width of the selected temperature in-
terval, on the other hand, does not have much impact on
the above empirical relation. As will be discussed below,
the relevant temperature interval is rather small [5.66].
Hence, the dwell time might just as well be replaced
by the inverse of the cooling rate at the nucleation
temperature.

It was further observed that the average void size
increases as dwell time increases (with slower cool-
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Fig. 5.7 Radial variation in the density/size distribution of
voids/COPs across a wafer as measured by laser light scat-
tering. The light point defect size (LPD) correlates well to
the actual void size. The positions A, B and C relate to
different axial crystal positions

ing rates) and vice versa (Fig. 5.6) [5.59, 67]. Another
striking feature is the characteristic change in the de-
fect density/size distribution across the crystal diameter
(Fig. 5.7) [5.68]. While large voids of low density pre-
vail in the crystal center, the distribution gradually shifts
to small sizes and high density towards the boundary of
the void region. As the cooling rates of the crystal center
and rim are almost the same, this remarkable variation
in the density/size distribution must be related to the ra-
dial inhomogeneity of V/G(r). Unfortunately, similar
data are not yet available for L-pits. The behavior of this
defect type is more complex, as small interstitial aggre-
gates which do not generate dislocation loops are not
detected as L-pits.

Valuable information about the defect nucleation
temperature is obtained from transient growth experi-
ments where the pull rate is reduced to zero and the
growth process is halted when a certain crystal length has
been reached [5.69–71]. After a certain amount of time
has elapsed, growth is resumed and the crystal is grown
to full length. During the halting period, the various crys-
tal positions are at different temperatures according to
the axial temperature gradient of the crystal. By ana-
lyzing the axial defect behavior of the as-grown crystal,
one can identify the temperature ranges where specific
defect types nucleate and grow in size. The results of
those experiments clearly demonstrated that the nucle-
ation temperature of voids lies between 1000 ◦C and
1100 ◦C and varies with the growth conditions. It was
also demonstrated that the nucleation and growth period
of the voids occurs over a temperature interval of less
than 50 K [5.72]. Void growth is then obviously stopped
by the formation of the inner oxide layer. The oxide layer
continues to grow down to relatively low temperatures.
The scarce data available for L-pits indicate a similar
temperature range for nucleation [5.73].

5.3.2 Theoretical Model: Incorporation
of Intrinsic Point Defects

The incorporation of intrinsic point defects is the result
of two competing fluxes at the growth interface: a va-
cancy and an interstitial flux which are both directed
into the crystal (Fig. 5.8). Each of the two fluxes con-
sists of two components. The first flux component is
driven by the advancing growth interface, which gener-
ates a convective flux proportional to the pull rate V ,
and the second is driven by the vacancy/interstitial
recombination behind the interface, which creates a con-
centration gradient and, in turn, a Fickian diffusion flux.
The latter is proportional to G. If the pull rate is low,
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Fig. 5.8 Schematic picture of the incorporation of vacan-
cies (V) and Si interstitials (I), respectively, into the growing
crystal. The insert on the right shows the radial variation of
the remaining species after V–I recombination has ceased
and supersaturation starts

then the Fickian diffusion dominates over the convec-
tive flux. As self-interstitials diffuse significantly faster
than vacancies, the self-interstitial flux wins over the
vacancy flux. During crystal cooling, V–I recombina-
tion virtually eliminates the vacancies and the surviving
self-interstitials are driven into supersaturation and fi-
nally aggregate. On the other hand, at fast pull rates the
convective flux dominates and, due to the larger equi-
librium concentration of vacancies compared to that of
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Fig. 5.9 Schematic radial variation in defect types as
a function of the radial variation of V/G
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Fig. 5.10 Radial variation in the crossover between the
transition value ξtr and V/G(r) as function of decreasing
pull rate V

self-interstitials, more vacancies flow into the crystal,
resulting in vacancy aggregates. A similar change in the
prevailing defect type is obtained when G is varied. The
above model, originally proposed by Voronkov [5.62],
yields the previously mentioned parameter V/G which
determines the defect type.

In standard growth processes, G always exhibits
a notable increase from the center towards the crys-
tal rim, which (at sufficiently low pull rates) results in
a vacancy excess in the center, while Si interstitials
dominate at the crystal rim, as indicated in Fig. 5.9.
Figure 5.10 illustrates how the radial position of the
crossover between ξtr and V/G(r) and hence the bound-
ary between the void and L-pit regions is shifted when
V is varied.

The exact value of ξtr is still under discussion,
because G has to be taken directly at the interface
where the thermal field in the crystal changes very
rapidly [5.36, 74]. Therefore, as yet it has not been
possible to accurately measure G at the growth in-
terface [5.75]. Fortunately, computer simulations with
sufficiently refined meshes permit a rather accurate cal-
culation of G. Based on these calculations, a value of
0.13 mm2min−1K−1 has been determined from growth
experiments, with hot zones of different Gs [5.34],
which is widely accepted for now.

It should be noted that the above behavior is probably
unique to silicon as it stems from the peculiar phe-
nomenon that the vacancy and Si interstitial equilibrium
concentrations in crystalline silicon are very similar, but
Ceq

v is slightly higher than Ceq
I , although the diffusivity

of Si interstitials exceeds that of vacancies at the melting
point. In addition, the quantitative relationship between
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the relevant parameters which allows the changeover
in defect behavior to occur in accessible growth rate
regimes is quite astonishing. The time-dependent behav-
iors of the point defect concentrations are determined by
the species conservation equations [5.76]

DCI

Dt
= ∇

[
DI (T ) ∇CI − DI (T ) CI Q∗

I

kbT 2 ∇T

]

− kIV
(
CICV −Ceq

I Ceq
V

)

− ∂

∂t

∞∫
2

n fI (n, r) dn , (5.1)

where Q∗
I is the reduced heat of transport for Si inter-

stitials, which describes the rate of material flow due
to a temperature gradient. A similar expression applies
for vacancies (just exchange the I and V notations).
The substantial derivative D/Dt = [∂/∂t + V (∂/∂z)] is
defined here as the rate of change of species concen-
tration at a point moving with the velocity (V ) of the
advancing growth interface. This term relates to the
incorporation of species due to convection. The first
term on the left-hand side accounts for Fickian diffu-
sion and the second for thermodiffusion. The last term
represents the loss of point defects into their aggre-
gates of all possible sizes. This term can be neglected
as long as the supersaturation of the surviving species
has not increased to the point where cluster nucleation
starts. A detailed analysis also reveals that thermod-
iffusion has no detectable impact. Hence, the simple
picture drawn above – which only takes into account
convection and Fickian diffusion – is quite reasonable.
Based on these simplifications, the incorporated va-
cancy concentration can be calculated from a simple
expression [5.74, 77].

CV (r) ≈ [
Ceq

V (Tm)−Ceq
I (Tm)

] (
1− ξtrG(r)

V

)
.

(5.2)

This expression is also applicable to Si intersti-
tials (at V/G < ξtr). It then defines the incorpo-
rated Si interstitial concentration CI with a minus
sign.

If V/G approaches ξtr, then the vacancy and Si
interstitial fluxes become equal and both species are an-
nihilated by V–I recombination. Thus, the incorporated
V and I concentrations are negligible and no aggregates
can form. This particular condition must be met for the
growth of so-called perfect silicon.

5.3.3 Theoretical Model: Aggregation
of Intrinsic Point Defects

Due to the technological dominance of vacancy-rich
silicon, previous theoretical investigations of defect ag-
gregation have mainly focused on the formation of voids.
In addition, it was also easier to verify the theoretical
results for vacancy aggregation because voids are not
obscured by the secondary defect generation that occurs
for L-pits.

From Fig. 5.11, it can be seen that, for a standard
growth process, the V-supersaturation already begins to
build up at around 1200 ◦C [5.78], which is well above
the experimentally determined nucleation temperature
of voids (≈1100 ◦C). Thus, the supersaturation CV/Ceq

V
necessary to nucleate voids is appreciable, ≈10 [5.76], as
estimated from Fig. 5.11. This fact also allows us to de-
couple the phase where V–I recombination is the major
vacancy loss mechanism from the phase where nucle-
ation dominates the vacancy loss, so that one can assume
that the cluster formation starts with a fixed concentra-
tion which can be calculated from (5.2). For special
growth processes that are designed to minimize or even
eliminate voids, the starting vacancy concentration af-
ter V–I recombination is so small that the beginning of
supersaturation (and hence void nucleation) occurs at
notably lower temperatures [5.77].

The first vacancy aggregation calculations were per-
formed with a model that was originally developed to
simulate oxygen precipitation [5.59, 79]. For the for-
mation of small clusters (less than 20 vacancies), the
kinetics are described by chemical rate equations; for
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Fig. 5.11 Simulated variation in the vacancy concentration in grow-
ing crystals as a function of temperature for rapidly and slowly
cooling growth processes. The density of voids nucleated at around
1100 ◦C and below is shown on the right scale
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larger clusters, the rate equations are expanded into
a continuum formulation that yields a single Fokker–
Planck equation. The void shape is assumed to be
spherical. Input data are the computed temperature
field, which can be quite accurately calculated us-
ing commercially available standard codes, and the
surviving vacancy concentration after V–I recombina-
tion has ceased. Besides the physical properties of
the vacancies and Si interstitials, the surface energy
must also be known, which is estimated to be around
950 erg/cm2.

As can be seen from Fig. 5.11, the computer simula-
tions yield a nucleation temperature of around 1100 ◦C,
which agrees fairly well with the experimental results.
The prediction of the correct aggregation temperature
has been a matter of discussion. With the above input
data, one ends up with a far lower aggregation temper-
ature than those observed [5.80, 81]. The main reason
for this is that the nucleation process does not start
as a small octahedral void as previously assumed, but
rather as an “amorphous cloud” of vacancies which, af-
ter some time, relaxes into an octahedron with (111)
facets [5.82]. Proper modeling of this initial nucle-
ation process with atomistic calculations does indeed
shift the calculated aggregation temperature into the
experimentally observed range.

The results in Fig. 5.11 also demonstrate that a higher
cooling rate obviously decreases the nucleation tem-
perature. The origin of this effect is the increased
supersaturation, which builds up because there is less
time for vacancy consumption. Due to the shift in the
nucleation temperature, the residual vacancy concentra-
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Fig. 5.12 Simulated evolution of the void density–size dis-
tribution at various temperatures of the growing crystal.
The temperature difference between each curve is 4 K

tion after void formation remains higher for fast cooling
rates than for slow cooling. This has an important effect
on the nucleation of oxygen precipitates, as the latter
is strongly enhanced by a higher free vacancy concen-
tration. Figure 5.12 illustrates the evolution of the void
density/size distribution during the nucleation period.
It is apparent that the maximum of the distribution is
shifted to larger void sizes not only due to the growth
of the previously nucleated voids, but also due to the
fact that the newly nucleated clusters have a larger size.
The latter effect results from the decreased supersatura-
tion with higher void density, which, in turn, increases
the critical radius for stable nuclei. Thus, only increas-
ingly large clusters can nucleate towards the end of the
nucleation period.

As depicted in Fig. 5.13, a fast cooling rate decreases
the cluster size but increases their density and vice versa,
which correlates well with the experimental data. The
reason for this is the above-mentioned higher super-
saturation at fast cooling rates, which entails a larger
nucleation rate. The higher cluster density then effec-
tively lowers the residual vacancy concentration. The
clusters, however, have no time to grow and so remain
small.

A similar effect is obtained when the initial va-
cancy concentration before the onset of nucleation is
reduced [5.83]. A lower vacancy concentration causes
a downward shift in the nucleation temperature, where
the vacancy diffusivity is lower. As a consequence, they
need more time to diffuse to sinks, which in turn drives
up supersaturation and so more clusters of a smaller size
are formed again. The behavior of the size distribution
as a function of the initial vacancy concentration gives
a simple explanation for the experimentally found ra-
dial variation in the void size distribution in Fig. 5.7. As
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Fig. 5.13 Simulated density/size distributions of voids for
growth processes with different cooling rates

Part
A

5
.3



Defects in Monocrystalline Silicon 5.3 Aggregates of Intrinsic Point Defects 111

8 × 1013

6 × 1013

4 × 101

2 × 1013

0 × 1013

0 20 40 60 80 100

Point defect concentration (cm–3)

Radial position (mm)

Vacancy concentration
Interstitial concentration

Fig. 5.14 Simulated radial variations in the vacancy and Si
interstitial concentrations, respectively. (After [5.68])
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Fig. 5.15 Simulated radial variation in the density/size dis-
tribution of voids and comparison with experimental data.
(After [5.68])

the initial vacancy concentration decreases towards the
crystal rim (Fig. 5.14), the average size of a void shrinks
but void density grows. Thus, the density of small voids

is low in the center, but increases towards the crystal
rim until the vacancy concentration drops below a crit-
ical value, where the average void size is below the
detection limit. On the other hand, the number of large
voids shrinks with decreasing vacancy concentration.
Therefore, the density of large COPs is highest in the
center. This behavior is also fairly well reproduced by
simulation (Fig. 5.15).

A simple expression that predicts a void density
proportional to q3/2C−1/2

V (q = cooling rate, CV =
initial vacancy concentration before nucleation starts)
has been derived by Voronkov et al. [5.66]. This for-
mula is obviously in excellent agreement with the
experimental results (Fig. 5.16). A deviation from the
above expression was reported for detached crystals,
where significantly higher cooling rates can be achieved
(2–70 K/min) [5.84]. In the latter case, this discrepancy
was tentatively explained by a suppression of voids in
favor of enhanced formation of oxygen precipitates at
high cooling rates (> 40 K/min) [5.85]; in other words,
so-called “oxide particles” nucleate at around 1100 ◦C
rather than voids.

The C−1/2 dependence is more difficult to verify
experimentally because a change in the initial vacancy
concentration entails a change in the nucleation tem-
perature and so temperature-dependent parameters like
diffusivities and equilibrium concentrations must be
adjusted. Most of the current aggregation models do
not consider the oxidation of the inner void surface,
which stops void growth before the vacancies are es-
sentially depleted. This has less impact on the void
size distribution but considerably affects the residual va-
cancy concentration and therefore oxygen precipitation
(Sect. 5.4).
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Fig. 5.16 Void density as derived from GOI measurements
as a function of cooling rate of the growing crystal. The
straight line relates to predictions of the q3/2 law
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The occurrence of double voids is still under dis-
cussion. One attempt to explain this phenomenon is
based on a partial oxidation of the (111) facets during
void growth, which allows the incorporation of further
vacancies at the unoxidized residual facet surface [5.86].

5.3.4 Effect of Impurities
on Intrinsic Point Defect Aggregation

Nitrogen
Nitrogen has long been known to simultaneously sup-
press interstitial- and vacancy-related defects – A-swirls
and D-defects/voids, respectively [5.88] – in floating
zone (FZ)-grown crystals. The nitrogen concentrations
required are very low (< 2 × 1014 at/cm3) and were
found to be in the same range as the surviving residual
intrinsic point defect concentrations.

In the case of Czochralski (CZ)-grown silicon, ni-
trogen has been an undesirable dopant in the past,
because it enhances the formation of oxidation-induced
stacking faults (OSF) [5.89]. As the nitrogen concen-
tration increases, the OSF ring widens [5.90] until it
extends over the entire crystal diameter. In addition,
due to the comparatively high oxygen concentration
(3–8 × 1017 at/cm3), the desirable defect suppressing ef-
fects of nitrogen are largely offset by the interaction of
nitrogen and oxygen [5.91]. However, nitrogen still has
a notable effect on the defect size: the higher the nitro-
gen concentration, the lower the defect size [5.19, 92].
This effect has recently become important, because
a small defect size is highly favorable for defect anneal-
ing [5.16]. It was further found that nitrogen not only

High

Nitrogen concentration

Without N-doping

Cooling rate

Low

High

Fig. 5.17 Variation in void morphology as a function of
nitrogen concentration and cooling rate of the growing
crystal. (After [5.87])

reduces the defect size but also systematically changes
the void morphology from octahedron to platelet and,
finally, to rods or even rod clusters with increasing con-
centration (Fig. 5.17) [5.87]. Nitrogen doping has gained
additional interest as it also strongly enhances oxygen
precipitation [5.93–95] which can be used to improve
the efficiency of gettering of metallic contaminants in
low thermal budget device processes [5.96, 97].

Unfortunately, quantitative data on the chemical and
physical properties of nitrogen in silicon are rare. Ex-
perimentally, it was found that nitrogen exists as N–N
dimers in as-grown silicon [5.98], which has a diffu-
sivity three orders of magnitude higher than oxygen
at 1100 ◦C [5.99]. These diffusion experiments in-
dicate that the N–N dimer is stable up to at least
1270 ◦C [5.100], which is in line with first-principles cal-
culations of the N–N dimer configuration [5.101–103].
In contrast with the nitrogen molecule, the N–N dimer in
silicon does not have any direct bonds between the two
neighboring nitrogen atoms. Experiments with nitrogen-
implanted silicon samples heated to melt temperature
by a laser pulse and subsequently quenched to room
temperature proved that roughly 10% of the nitrogen
can be frozen on substitutional sites as single nitrogen
atoms [5.104,105]. The fact that substitutional nitrogen
is generally not observed in regularly cooled samples
suggests that substitutional nitrogen is not stable in
silicon at lower temperatures [5.106].

As the nitrogen concentration needed to suppress
A-swirl and D-defects is in the same range as the in-
trinsic point defect concentration before aggregation,
it was suggested that nitrogen directly interacts with
vacancies (V) and Si interstitials (I) and thus prevents
their aggregation [5.107,108]. One model proposes that
the storage of vacancies in impurity complexes would
gradually shift the transition value ξtr of V/G to higher
values which, in turn, would explain the shrinkage of
the void region with increasing nitrogen content [5.109].
On the other hand, the model also seems to imply that
the A-swirl region simultaneously expands toward the
crystal center, which is in conflict with experimental
results. In particular, the Li-drift experiments of Knowl-
ton et al. [5.110] proved that, despite the suppression of
detectable COPs, the extent of the vacancy-rich region
does not change due to nitrogen doping. Other attempts
are based on the reduction of vacancy diffusivity due to
the vacancy–nitrogen interaction [5.111] or on increas-
ing the reaction barrier to vacancy absorption at the void
interface [5.112]. However, the fact that nitrogen dop-
ing has no impact on the inner oxide layer growth of
the voids [5.87] does not support the notion that nitro-
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gen modifies the properties of the void interface. None
of these proposals gives any explanation for influence of
nitrogen on Si interstitial aggregation.

First-principles calculations by Sawada et al. and
Kageshima et al. [5.101, 102] have shown that the N–N
dimer can form stable N2V and N2V2 complexes, the
latter being more stable due to a larger enthalpy of for-
mation. Based on these results, it has been proposed that
the vacancy aggregation is suppressed by the reaction

I) N2 + V ↔ N2V ,

whereas the formation of Si interstitial agglomerates is
prevented by the reaction

II) N2V + I ↔ N2 .

Nitrogen is not likely to be incorporated as a N–N dimer
into the crystal. This is concluded from the experi-
mental fact that nitrogen does not evaporate from the
silicon melt and so it must be strongly bound to silicon
atoms, which is not possible for a nitrogen molecule.
It was therefore proposed that single nitrogen atoms
are incorporated on interstitial (NI) as well as substitu-
tional sites (Ns) at the growth interface [5.113]. Behind
the growth interface, the highly mobile interstitial ni-
trogen atoms then quickly form N–N dimers via NI+
NI ↔ N2 and nitrogen-vacancy complexes via NI+ Ns
↔ N2V inside the crystal. A ratio of [NI]:[Ns]= 7 : 1,
which corresponds to 12% of the nitrogen at substitu-
tional sites, has been determined from FZ crystals grown
with various nitrogen contents. This is in good agree-
ment with the above-mentioned experimental findings
for substitutional nitrogen. As vacancies and Si inter-
stitials have very similar concentrations at the melting
point, reactions (I) and (II) mainly act as an additional
V–I recombination path during crystal cooling, with only
marginal impact on the levels of N2 and N2V. However,
when recombination is complete and the vacancies or
the Si interstitials have been wiped out, reaction (I) or
(II) prevents the aggregation of the surviving species.
Using this model, it has been possible to determine the
radial variations of vacancies and Si interstitials in FZ
crystals before the onset of defect aggregation [5.113].
This was achieved by measuring the radial extension of
the COP and A-swirl region as a function of the nitrogen
concentration. The result is in excellent agreement with
theoretical predictions (Fig. 5.18). Surprisingly, the ex-
perimental data could not be fitted by assuming that
the formation of N2V2 complexes prevails, as pre-
dicted by theoretical calculations. It is not clear whether
the reaction to N2V2 is hampered by a high-energy
barrier.

While this model works well for FZ crystals, it does
not explain why the effect of nitrogen on defect aggre-
gation is strongly diminished in CZ crystals. It is clear
that the well-known interaction between nitrogen and
oxygen, which results in the formation of NxOy com-
plexes [5.114], is probably the origin of the vanishing
nitrogen effect. However, it is also known that, despite
oxygen levels of 5–6 × 1017 at/cm3, ample unreacted
nitrogen is left in oxygen- and nitrogen-doped crystals
to suppress defect aggregation [5.115]. As the experi-
mentally confirmed N2O complex is only stable up to
about 700 ◦C [5.114, 116], it has been proposed [5.113]
that nitrogen reacts with oxygen at high temperatures
according to

III) 2NO ↔ N2 +2Oi .

The existence of the NO complex has been theoreti-
cally predicted by Gali et al. [5.117]. It has a similar
structure to the N2 complex but with a smaller bind-
ing energy. The NO formation can occur directly close
to the growth interface via Ni + Oi ↔ NO or Ns +
Oi ↔ NO + V. The latter reaction obviously gener-
ates additional vacancies, which should, however, only
have a small impact on the total vacancy concentra-
tion because the close proximity of the growth interface
and the high diffusivity of the vacancies will not allow
large deviations from the equilibrium value. Due to the
large excess of oxygen over nitrogen, it has been as-
sumed that the equilibrium of reaction (III) is on the
left-hand side near the melting point and so very lit-
tle N2 is available. As the temperature decreases, the
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Fig. 5.18 Radial vacancy and Si interstitial distributions
as derived from a FZ crystal grown with an axially vary-
ing nitrogen concentration. CV0 = 8.8 × 1012 at/cm3 and
CI0 = 7.7 × 1012 at/cm3. The solid and dashed lines refer
to simulation results. (After [5.113])
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equilibrium gradually shifts to the right-hand side and
more and more N2 is generated. If the temperature at
which N2 starts to develop in sufficient quantities is be-
low the vacancy aggregation temperature, the formation
of voids is not suppressed. If the N2 formation tem-
perature is above the vacancy aggregation temperature,
void formation depends on how much N2 is available
in relation to the vacancy concentration at the void
nucleation temperature. The higher the N2 formation
temperature, the more N2 is available to reduce the num-
ber of vacancies by reaction (I). According to reaction
(III), the formation temperature of N2 should increase
with lower oxygen and higher nitrogen concentrations.
Lower free vacancy concentrations and therefore lower
aggregation temperatures result in voids of smaller size
but higher density, in agreement with the experimental
findings.

After void nucleation, the free vacancy concentra-
tion drops rapidly and the above reaction (I) reverses,
giving N2V → N2 + V, which slows down the decay
of free vacancies. Thus, the N2V-complex acts as an in-
terim reservoir for vacancies – its formation before void
formation removes vacancies and its dissociation after
void formation releases them again [5.90]. In conjunc-
tion with the lower vacancy aggregation temperature,
this results in a notable increase in free vacancy con-
centration during this cool-down phase compared to
nitrogen-free material (Fig. 5.19). As free vacancies are
known to strongly favor the nucleation of oxygen precip-
itates, the latter effect gives a simple explanation for the
observed strong enhancement of oxygen precipitation in
nitrogen-doped CZ crystals (Sect. 5.4).
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Fig. 5.19 Simulated variations in the vacancy concentration
as a function of temperature for a nitrogen-doped and an
undoped crystal

The remarkable variation in the void morphology as
a function of the nitrogen content is still under discus-
sion. A similar change in morphology is also known for
oxygen precipitates. In this case, the effect can be in-
terpreted in terms of the balance between the relaxation
energy of the lattice strain and the interfacial energy.
However, TEM investigations do not reveal any lat-
tice strain around voids, and so another mechanism is
required to explain the varying void morphology.

Boron
Boron doping affects the intrinsic point defect aggre-
gation in a similar way to nitrogen doping, but much
higher concentrations are required [5.119]. It was found
that the COP region as well as the diameter of the OSF
ring starts to shrink when the boron content exceeds
roughly 5 × 1018 at/cm3 (Fig. 5.20). In contrast with ni-
trogen, OSF formation is not enhanced and the width of
the OSF ring remains unchanged with increasing boron
concentration. At around 1019 at/cm3, the COPs and
the OSF ring disappear in the center of the crystal. Al-
though detailed investigations into the behavior of L-pits
in highly boron-doped silicon are still required, we can
infer from the defect-free quality of pp+ epi wafers that
L-pits are simultaneously suppressed by the high boron
level (Sect. 5.3.1).

Dornberger et al. [5.67] suspected that changes in
the equilibrium concentrations and diffusivities of in-
trinsic point defects in the presence of high boron
concentrations would modify the transition value ξtr of
the parameter V/G as a function of the boron content.
Voronkov and Falster [5.81] also proposed a modifica-
tion of equilibrium concentrations as a result of the shift
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Fig. 5.20 Variation in the OSF ring diameter as a function
of the boron concentration. (After [5.118])
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in the Fermi level due to the high boron concentration.
Based on this approach, the latter authors calculated
a shift in the transition value ξtr which would account
for the observed shrinkage of the void region. As with
nitrogen doping, the ξtr shift entails the simultaneous
appearance of L-pits in the outer crystal region and a
shrinking void region, which is in conflict with experi-
mental results. Another attempt by Sinno et al. [5.120]
considers reversible reactions between boron and in-
trinsic point defects, in particular self-interstitials. The
formation of BI and B2I complexes consumes self-
interstitials which would otherwise be annihilated by
recombination. As recombination consumes the remain-
ing self-interstitials, BI and B2I start to dissociate again
according to le Chatelier’s principle. As a result, the
self-interstitial concentration increases, which shifts the
point defect balance towards the intersitial-rich side,
causing the void region to shrink. No comment is made
about whether or not the model is also able to ac-
count for the suppression of L-pit formation by storing
supersaturated self-interstitials in boron complexes.

Carbon
Carbon doping is also known to impact intrinsic point
defect aggregation. It has been reported that the void
region in the crystal center disappears upon carbon
doping [5.57, 121], while the region of Si interstitial
aggregates is widened; in other words, carbon does
not inhibit the formation of L-pits/A-swirl. This behav-
ior appears to be in line with the model put forward

in [5.109], which predicts an upward shift of ξtr for
carbon doping and, in turn, an enlargement of the
interstitial-rich region.

It was also found that carbon doping reduces the
grown-in defect size [5.87, 122]. Although the size re-
duction is appreciable, the morphology of the voids is
not changed, in contrast to the consequences of nitrogen
doping. Only a tendency towards multiple void forma-
tion was observed. The thickness of the inner oxide
layer was found to be similar to that of undoped crys-
tals, which indicates that carbon doping has no influence
on the growth of the inner oxide layer. As with boron,
the effect on defect aggregation is only seen at signifi-
cantly higher concentrations (≈1 × 1017 at/cm3) than for
nitrogen.

At higher concentrations, carbon is known to en-
hance oxygen precipitation too [5.123, 124]. As carbon
predominantly resides on substitutional sites, it is very
unlikely that, as in the case of nitrogen doping, a higher
residual vacancy concentration is responsible for the
stronger oxygen precipitation. On the other hand, the
small carbon atom exerts a local tensile strain on the
surrounding lattice and attracts Si interstitials to form
CxIy complexes. Thus, Si interstitials ejected into the
lattice by growing oxygen precipitates are effectively
removed and, in turn, further precipitate growth is not
retarded by a build-up of Si interstitial supersatura-
tion. The enhanced oxygen precipitation may also be
related to heterogeneous nucleation at small carbon
aggregates [5.125].

5.4 Formation of OSF Ring

The ring-like distributed OSFs are oxygen precipitates
with platelet shapes that grow particularly large at the
edge of the void region, and exceed a critical size nec-
essary to create stacking faults during subsequent wafer
oxidation there [5.126]. The critical radius of the grown-
in platelets is ≈70 nm. The formation of OSFs can be
suppressed if the cooling rate of the growing crystal
is increased (this means, for example, that OSFs are
not found in oxygen-doped FZ crystals [5.118] which
have very high cooling rates) or if the oxygen content is
decreased.

The peculiar ring-like distribution is a consequence
of the well-known strong enhancement of oxygen pre-
cipitation by vacancies [5.39, 127]. The reason for this
is that the absorption of vacancies allows the oxygen
precipitate, which occupies twice as much volume as
the corresponding silicon lattice, to nucleate and grow

without building up notable strain energy. As will be
described below, the radially inhomogeneous oxygen
precipitation is a consequence of a substantial radial in-
homgeneity of the free vacancy concentration in contrast
to the rather flat radial profile of oxygen.

The vacancy concentration, as pointed out previ-
ously, has its maximum at the center of the growing
crystal after V–I recombination has ceased (Fig. 5.21).
Therefore, the critical supersaturation for void forma-
tion is first reached at the crystal center at relatively
high temperatures. Hence, the free vacancies are quickly
consumed in this area. As the crystal cools, voids
are also nucleated in the regions of lower initial va-
cancy concentration, meaning that vacancy consumption
then also occurs further away from the crystal cen-
ter. As the removal of vacancies is enhanced at higher
temperatures, where the diffusivity is large, the ra-
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Fig. 5.21 Schematic evolution of the radial vacancy profile
and accompanying void and large OI-precipitate formation
at decreasing temperatures

dial vacancy distribution finally drops to a minimum
in the crystal center, and the maximum of the resid-
ual vacancies gradually moves toward the V/I boundary
upon further cooling. Because of this shifted vacancy
maximum, the first oxygen aggregates nucleate close
to the V/I boundary on the vacancy-rich side. The
relatively high nucleation temperature at this position
results in larger sizes but lower densities for the cor-
responding grown-in oxygen precipitates compared to
those nucleated at lower temperatures away from the
V/I boundary. Consequently, they preferentially reach
the critical size for OSF formation during subsequent
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Fig. 5.22 Variations of the outer and inner OSF ring boundaries as
a function of the nitrogen concentration. (After [5.90])

wafer oxidation. At sufficiently fast crystal cooling rates,
the oxygen precipitates are nucleated at higher densi-
ties but smaller sizes and cannot grow to the critical
size. Thus, OSF formation is prevented, in agreement
with experimental findings. The same density/size effect
is obtained if the oxygen content is lowered – simi-
lar to the behavior of voids – and so OSFs are also
suppressed.

The nucleations of the first oxygen precipitates
quickly results in the depletion of residual vacan-
cies in their neighborhood. Thus, the previous vacancy
maximum at the V–I boundary is then converted into
a pronounced minimum which suppresses further nu-
cleation in this area. As a result, two vacancy peaks
with a region of large oxygen precipitates in-between
is frozen in as the crystal cools down to room tempera-
ture (Fig. 5.21). Later on, when the wafers are subjected
to further heat treatments, such as a nucleation step
at 780 ◦C followed by a growth step at 1000 ◦C, new
oxygen precipitates with high density are preferentially
nucleated at the radial positions of the two remaining
vacancy maxima. This results in a distinct profile for the
interstitial oxygen concentration after these heat treat-
ments. In the radial band where the large precipitates
and the OSF ring are located, the interstitial oxygen
concentration is only slightly reduced because further
nucleation of precipitates during wafer heat treatment
is suppressed there and the comparatively low density
of precipitates does not consume much of the intersti-
tial oxygen. On the other hand, the high density bands at
the locations adjacent to the former vacancy peaks coin-
cide with pronounced minima in the interstitial oxygen
content.

Considerable changes in the widths and the radial
positions of OSF rings are observed if the crystals are
nitrogen-doped. With increasing nitrogen content, the
outer and inner OSF ring boundaries are shifted towards
the crystal center [5.90]. However, the shift is much
larger for the inner OSF ring boundary, resulting in a sig-
nificant widening of the OSF ring width (Fig. 5.22) until
it extends over the entire crystal volume. This behav-
ior was tentatively explained by a schematic model that
takes into account the slower build-up of vacancy super-
saturation due to the formation of N2V complexes and
the resulting lower void nucleation temperature. The
model also predicts that the void and the OSF region
overlap, roughly in the area between the inner boundary
and the middle of the OSF ring, which is in agreement
with experimental data (Fig. 5.23).

In contrast to nitrogen, carbon tends to suppress
OSF formation. This is again an indication that the
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mechanism of the effect of carbon is different. The
above-mentioned idea of heterogeneous nucleation due

Fig. 5.23 Variations in the OSF ring width and its radial lo-
cation in comparison to the variations of the COP and LLS
boundaries along the crystal axis. The LLS defects were de-
tected on the as-polished wafer surface, which detects only
the larger voids, while the COP boundary was determined
by LLS measurements after repeated SC1 cleaning, which
enlarges the voids to above the LLS detection limit

to small carbon clusters may also explain this behavior.
As heterogeneous nucleation needs less supersaturation,
it prevails over homogeneous nucleation. Furthermore,
the density of carbon clusters is much higher than
that of homogeneously nucleated oxygen precipitates.
Thus, the heterogeneously nucleated oxygen precipi-
tates cannot grow to the critical size due to their large
densities.
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