
Chapter 15
Performance Analysis of a Decentralized
Content Delivery System with FEC Recovery

Kenji Kirihara, Hiroyuki Masuyama, Shoji Kasahara, and Yutaka Takahashi

Abstract This chapter considers the performance of a decentralized content deliv-
ery system where video data are simultaneously delivered without duplication by
multiple streaming video servers, resulting in a low sending rate per video server.
Focusing on a multiple-server video streaming service reinforced by forward er-
ror correction (FEC), we model the system as a set of independent GI+M/M/1/K
queues, and derive the block-level loss probability. Numerical results show that the
decentralized content delivery system with FEC recovery is significantly effective
to guarantee video quality even when the background traffic intensity is high.

15.1 Introduction

With the recent advancement of network technologies enabling ultra-high-speed
data transmission, video streaming service over the Internet has attracted consid-
erable attention. The Internet, however, is a best-effort network, and thus the quality
of service (QoS) for video streaming is not strictly guaranteed due to packet loss
and/or delay.

In order to enhance the resilience to packet loss, a number of approaches have
been proposed and studied. Among them automatic repeat request (ARQ) and for-
ward error correction (FEC) are commonly deployed for loss recovery. ARQ is an
acknowledgment-based error recovery, in which lost data packets are retransmitted
reactively by the sender host. ARQ is an efficient resilience mechanism for packet
loss if the round-trip time between the sender and receiver hosts is significantly
small. However, ARQ is not suitable for a network with a large round-trip time,
resulting in a larger end-to-end delay caused by multiplicative transmissions.
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On the other hand, FEC is a one-way recovery technique based on open-loop
error control. FEC generates redundant data from original data, and both original
and redundant data are transmitted to a destination. If the amount of lost data is less
than or equal to a prespecified threshold, the lost data can be reconstructed. In this
chapter, we consider a packet-level FEC scheme [1]. Because FEC needs no retrans-
mission, it is suitable for real-time applications with stringent delay constraint such
as video streaming. However, FEC does not work well against packet burst loss be-
cause the amount of redundant data has to be predetermined with the estimate of the
packet loss probability.

An alternative approach to guarantee QoS against packet loss is multiple-sender
video streaming [2]. This is a decentralized content delivery scheme in which video
data are divided into segments to be simultaneously delivered by multiple stream-
ing sender hosts. Each sending rate per server is significantly smaller than that of
a single-sender case, achieving a small overall packet loss probability at the desti-
nation. In [2], Nguyen and Zakhor proposed a distributed video streaming protocol
consisting of a rate allocation algorithm and a packet partition algorithm. Its per-
formance was investigated by simulation and experiments with a real network. FEC
recovery performance has also been studied in the literature [3]–[5], however, little
work has been devoted to analyze the compound effect of the decentralized content
distribution mechanism and FEC.

With the recent advancement of photonic networking technology such as wave-
length division multiplexing (WDM), the bottleneck of data transmission has shifted
from backbone networks to access ones (the last-mile bandwidth bottleneck [6]).
This implies that edge routers of backbone networks are likely to be the bottleneck
of data transmission for real-time applications. In real-time applications such as
VoIP and Internet TV, packets are sent to the network at a constant bit rate. There-
fore, it is important to consider the case where interarrival times of packets to a
bottleneck edge router are almost the same.

In this chapter, we analyze the performance of this decentralized content deliv-
ery system by a queueing theoretical approach. We consider a multiple-sender video
streaming service, and focus on disjoint parts of multiple routes to the destination.
Assuming that there exists a bottleneck router along the disjoint part of each route,
we model each bottleneck router as a single-server finite queueing system with both
general renewal and Poisson inputs. We derive the block-level loss probability, and
investigate the resulting video quality of multiple-sender video streaming with and
without FEC. Note that the assumption of the general renewal input for main traf-
fic enables us to describe various arrival processes including constant interarrival
times.

The chapter is organized as follows. Section 15.2 describes the analysis model
in detail, and derives the block-loss probability. Numerical results are presented in
Sect. 15.3, and we conclude this chapter in Sect. 15.4.
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15.2 Model and Analysis

We consider a multiple-sender distributed video streaming service. Let S denote the
number of video servers. A video dataum is divided into S parts, each of which
are simultaneously delivered along with different routes. We assume that a video
data frame consists of D packets. N redundant data packets are generated from the
D original data packets, and a set of M(= D + N) packets is called a block. If the
number of lost packets among the M packets is less than or equal to N, the original
data packets can be reproduced completely regardless of the lost packets. On the
other hand, if the number of lost packets among the M packets is greater than N, the
original data packets cannot be recovered. We call this event a block loss.

Video streaming service is supported by S servers. We divide M packets per frame
into S groups: group l (l = 1, . . . ,S) with M(l) packets. Note that ∑S

l=1 M(l) = M.
Server l manages the M(l) packets in group l and sends those packets to the desti-
nation. Note that we have S streaming routes for a video service. Suppose that there
exists a bottleneck router along each route and that packet loss occurs independently
at each bottleneck router.

We model each bottleneck router as a single-server queueing system with a finite
buffer that is fed by two independent input processes. In the following, the packet
flow sent from a streaming server is called the main traffic, and the other packet
flow the background traffic. The interarrival times of packets in the main traffic
sent from server l are independently identically distributed (i.i.d.) with a general
distribution G(l)(x). The packet arrivals in the background traffic form a Poisson
process with rate λ (l). The capacity of the system with server l is K(l). Note that the
bottleneck router forwards not only the packets from the video server but also the
packets belonging to the background traffic. Therefore, it is natural to assume that
the packet size is not the same. Then, we assume that the service time of a packet
is exponentially distributed with rate μ(l). From the above assumptions, we have a
GI+M/M/1/K-type queueing model for each bottleneck router.

We derive the block-loss probability that a block is not eventually retrieved
at the destination. Let p(l)(k | M(l)) (l = 1, . . . ,S) denote the probability that k
(k = 0,1, . . . ,M(l)) packets out of M(l) packets sent from server l are lost. We
can compute p(l)(k | M(l)) from the analytical result in [5]. (The derivation of
p(l)(k | M(l)) is summarized in the appendix.) Noting that original data packets for
a video frame can be recovered if the number of lost packets is less than or equal to
N, the block-loss probability PLoss is given by

PLoss = 1−
N

∑
n=0

∑
k1+···+kS=n

p(1)(k1 | M(1))p(2)(k2 | M(2)) · · · p(S)(kS | M(S)). (15.1)
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15.3 Numerical Results

We assume that the transmission rate of a video streaming service for the single-
server case is 10 Mbps, and that the output transmission speed of bottleneck routers
is 100 Mbps. It is supposed that the video frame rate is 30 [frame/s], and that a
frame has the same number of packets as that of a block. The packet size is 1250
bytes. Thus a block has D = 34 original data packets, and the packet service rate of
packets at bottleneck routers is μ = 1×104 [packet/s].

For the multiple-sender case, we assume that the number of video servers is two
and that M(1) = M(2) = (34+N)/2. The number of FEC redundant packets N is set
to 0, 2, and 4. The packet interarrival time of main traffic from each video server is
constant. The system capacities K(l) are assumed to be the same and set to K(l) =
K = 10 and 100. In what follows, we assume that the flow rates of background traffic
are equal at both of the bottleneck routers. Note that when N FEC redundant packets
are added to D original data packets, the resulting packet transmission rate becomes
(D+N)/D times larger than the original one.

The block-loss probability for the multiple-sender case is calculated by (15.1).
We also calculate the block-loss probability for the single-sender case using the
result in [5]. We define the FEC redundancy as N/D.

15.3.1 Impact of Background Traffic

In this subsection, we investigate how the bandwidth of background traffic affects
the block-loss probability.

Figures 15.1 and 15.2 show the block-loss probability against the bandwidth of
background traffic in the cases K = 10 and 100, respectively. We observe from
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Fig. 15.1 Block-loss probability versus bandwidth of background traffic (S = 2, K = 10, D = 34).



15 Decentralized Content Delivery System with FEC Recovery 269

 1e-006

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

40 50 60 70 80 90 100

B
lo

ck
 L

os
s 

P
ro

ba
bi

lit
y

Bandwidth of Background Traffic (Mbps)

N=0

N=2

N=4

single  N=0
single  N=2
single  N=4

multiple  N=0
multiple  N=2
multiple  N=4

Fig. 15.2 Block-loss probability versus bandwidth of background traffic (S = 2, K = 100, D = 34).

Figs. 15.1 and 15.2 that the block-loss probability increases monotonically when the
bandwidth of the background traffic is large, as expected. Owing to the multiple-
sender effect, the block-loss probability is further improved for the same number
of redundant packets as the single-sender case. We also observe the decrease in
the block-loss probability when the number of FEC redundant packets increases,
and that the block-loss probability is effectively reduced by FEC redundant pack-
ets in the system with a small capacity. When the system capacity is small, a
packet-loss event frequently occurs, making the packet-loss process random. Be-
cause FEC works well against random packet-loss processes, the block-loss proba-
bility is greatly improved by FEC when the system capacity is small.

Next we investigate how the bandwidth of background traffic affects the min-
imum FEC redundancy. Here, the minimum FEC redundancy is such that the
block-loss probability is smaller than a prespecified value P(α)

Loss. Figures 15.3 and
15.4 illustrate the minimum FEC redundancy against the bandwidth of background
traffic in cases of K=10 and K=100, respectively. For each value of K, we calculated
the minimum FEC redundancy for the cases P(α)

Loss = 10−2, 10−3 and 10−4.
It is observed from Fig. 15.3 that the FEC redundancy in the multiple-sender

case is smaller than that in the single-sender case when P(α)
Loss is fixed. This is due to

a small packet-loss probability in the multiple-sender case. In Fig. 15.4, the mini-
mum FEC redundancy remains zero at 80 Mbps background traffic in all the cases,
because the packet-loss events hardly occur in a system with large capacity. When
the bandwidth of background traffic is greater than 80 Mbps, the minimum FEC re-
dundancy increases rapidly. This tendency of the minimum FEC redundancy is the
same as in Fig. 15.3. Comparing Fig. 15.3 with Fig. 15.4, FEC is effective in a wide
range of background traffic when the system capacity is small.
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Fig. 15.3 Minimum FEC redundancy versus bandwidth of background traffic (S = 2, K = 10).
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Fig. 15.4 Minimum FEC redundancy versus bandwidth of background traffic (S = 2, K = 100).

15.3.2 Impact of Service Rate at Bottleneck Router

In this subsection, we investigate how the output transmission speed of the bottle-
neck router affects the block-loss probability and the minimum FEC redundancy.

Figures 15.5 and 15.6 show the block-loss probability against the transmission
speed in the cases K = 10 and 100, respectively. Note that when the transmission
speed is η bps, the corresponding service rate of a packet at the bottleneck router μ
is equal to η×10

4
[packet/s]. The bandwidth of background traffic is set to 50 Mbps.

We observe from Fig. 15.5 that the block-loss probability decreases monoton-
ically and gradually when the transmission speed increases. It is also observed
that the decentralized content delivery system is greatly effective for the block-loss
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Fig. 15.5 Block-loss probability versus transmission speed (S = 2, K = 10, D = 34).
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Fig. 15.6 Block-loss probability versus transmission speed (S = 2, K = 100, D = 34).

probability as the FEC redundancy increases. In addition, the block-loss probability
for the multiple-sender case is significantly smaller than that for the single-sender
case.

It is observed from Fig. 15.6 that the block-loss probability for K = 100 exhibits
the same tendency as that in Fig. 15.5. Note that the block-loss probability is greatly
improved by a high transmission speed, rather than FEC and the decentralized con-
tent distribution mechanism.

Figures 15.7 and 15.8 illustrate the minimum FEC redundancy against the trans-
mission speed of the bottleneck router in the cases K = 10 and 100, respectively. The
minimum FEC redundancy was calculated for P(α)

Loss = 10−2, 10−3, and 10−4.
In Fig. 15.7, the minimum FEC redundancy in the multiple-sender case is smaller

than that in the single-sender case when P(α)
Loss is fixed. In addition, the minimum
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Fig. 15.7 Minimum FEC redundancy versus transmission speed (S = 2, K = 10).
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Fig. 15.8 Minimum FEC redundancy versus transmission speed (S = 2, K = 100).

FEC redundancy gradually decreases when the transmission speed increases. We
observe from Fig. 15.8 that the minimum FEC redundancy reaches zero when the
transmission speed is larger than around 60 Mbps, and that the other tendency is the
same as in Fig. 15.7. These results imply that when the output transmission speed is
small, the decentralized content delivery system with FEC recovery is significantly
effective for the block-loss probability.

15.3.3 Impact of System Capacity

In this subsection, we investigate the impact of the system capacity on the minimum
FEC redundancy. The QoS requirement considered here is P(α)

Loss = 10−2, 10−3, and
10−4. With each P(α)

Loss, we calculated the minimum FEC redundancy in cases of
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Fig. 15.9 Minimum FEC redundancy versus system capacity (S = 2, 50 Mbps background traffic).
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Fig. 15.10 Minimum FEC redundancy versus system capacity (S = 2, 80 Mbps background
traffic).

50 Mbps and 80 Mbps of the bandwidth of background traffic. It is supposed that
the output transmission speed of the bottleneck router is 100 Mbps.

Figure 15.9 shows the minimum FEC redundancy against the system capacity
when the bandwidth of background traffic is 50 Mbps. We observe from Fig. 15.9
that the minimum FEC redundancy decreases rapidly when the system capacity is
about 5, and that for each PLoss the minimum FEC redundancy reaches zero when
the system capacity is greater than 20. Note that the variation of the minimum FEC
redundancy is small. This implies that the block-loss probability is greatly improved
by the system capacity rather than the decentralized content distribution mechanism
with FEC recovery.

Figure 15.10 shows the minimum FEC redundancy when the bandwidth of back-
ground traffic is 80 Mbps. In Fig. 15.10, the minimum FEC redundancy decreases
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monotonically as the system capacity is large. This tendency is the same as in
Fig. 15.9. Comparing Fig. 15.9 with Fig. 15.10, there is a difference between the
minimum FEC redundancy in the multiple-sender case and in the single-sender case.
A remarkable point of Fig. 15.10 is that the minimum FEC redundancy is likely to
remain constant when the system capacity increases. This implies that the decen-
tralized content delivery system with FEC recovery is more effective than enriching
system capacity when the system is overloaded.

15.3.4 Impact of Number of Video Servers

Finally, we investigate how the number of video servers improves the video QoS.
We set N = 4 and hence the number of packets in a block M is 38. We consider
four cases of S = 1, 2, 3, and 4. Table 15.1 shows the parameter values of M(l)s for
each S.

Figure 15.11 represents the block-loss probability against the bandwidth of back-
ground traffic for K = 10 and 100. We assume that all the background traffic inten-
sities at bottleneck routers are the same. This scenario can be regarded as the worst
case for multiple-sender transmission.

Table 15.1 Number of packets within each group.

S Parameters Values

1 M 38
2 (M(1),M(2)) (19,19)
3 (M(1),M(2),M(3)) (13,13,12)
4 (M(1),M(2),M(3),M(4)) (10,10,9,9)
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Fig. 15.11 Block-loss probability versus bandwidth of background traffic (D = 34, N = 4).
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It is observed from the figure that for both Ks, the block-loss probability is im-
proved with the increase in the number of video servers, as expected. When K = 10,
the block-loss probability for S = 2 is significantly smaller than that for the single-
server case. However, the block-loss probabilities for S = 3 and 4 are not greatly
improved. Note that M = 38 corresponds to 11.4 Mbps of the video sending rate
for the single-server case. Roughly speaking, the video sending rate per server is
5.7 Mbps for S = 2, 3.8 Mbps for S = 3, and 2.9 Mbps for S = 4. That is, the re-
sulting video sending rates per server are relatively small in comparison with the
background traffic intensity. When K = 100, on the other hand, the block-loss prob-
ability is significantly small and greatly improved with the increase in the number
of video servers. This result suggests that the decentralized content delivery sys-
tem supported by multiple servers can guarantee video QoS effectively when the
network is heavily congested.

Figure 15.12 shows the minimum FEC redundancy against the system capacity
per router when the bandwidth of background traffic is 80 Mbps. The QoS require-
ment considered here is P(α)

loss = 10−4. In Fig. 15.12, the minimum FEC redundancy
for S = 1 is the largest, and the minimum FEC redundancy decreases with the in-
crease in S. A remarkable point here is that the minimum FEC redundancies for
S = 2, 3, and 4 are almost the same, regardless of the system size. Note that the
bandwidth of background traffic is 80 Mbps. Because the link capacity is set to 100
Mbps, the overall traffic intensity at each bottleneck router is more than 0.8; that is,
the system is heavily utilized. Under such a heavy loaded condition, the increase in
the system capacity is more effective for video streaming than increasing the num-
ber of video servers. This result also implies that if the buffer size of bottleneck
routers is large, video QoS can be guaranteed with two video servers.
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15.4 Conclusions

This chapter analyzed the performance of the decentralized content delivery system
with FEC recovery. We focused on a multiple-sender video streaming service and
modeled it as a set of GI+M/M/1/K queues, deriving the block-level loss proba-
bility. Numerical results showed that decentralized content delivery in cooperation
with FEC recovery is significantly effective for preserving video quality even when
the background traffic intensity is high. In particular, when the system capacity is
small and the network is overloaded, multiple-sender video streaming succeeds in
guaranteeing video QoS with less FEC redundancy than the single-server case. A re-
markable point is that two video servers are enough to guarantee video QoS even
when the network is heavily utilized. In this overloaded condition, enriching router
buffers is more effective than increasing the number of video servers. In general,
increasing the number of video servers causes a large control overhead of video-
content management. The fact that a few video servers are enough to guarantee
video QoS is significant from the viewpoint of video-content management.

Appendix: Derivation of Probability p(l)(k | M(l))

This appendix summarizes the derivation of the probability p(l)(k | M(l)) (l =
1, . . . ,S). For details, see [5], where pM(k)e corresponds to p(l)(k | M(l)). For sim-
plicity, we omit superscript “(l)” in this appendix. Thus, for example, although we
write λ , μ , and M for λ (l), μ(l), and M(l), respectively, λ s, μs, and Ms herein are
different from original λ s, μs, and Ms in the preceding sections.

We first consider the stationary queue length distribution immediately before an
arrival from main traffic in the GI+M/M/1/K queue, which models a bottleneck
router. Let Tm (m = 0,±1,±2, . . . ) denote the arrival epoch of the mth packet from
main traffic. We then assume that the system reaches steady state at time T0. Let L−

m
(m = 0,±1,±2, . . . ) denote the number of packets in the system immediately before
time Tm. Note that during each interval between arrivals (Tm,Tm+1), the behavior of
the queueing process is stochastically the same as that of the M/M/1/K queue with
arrival rate λ and service rate μ . Thus {L−

m ;m = 0,±1,±2, . . .} is a Markov chain
whose transition probability matrix Π is given by

Π =Λ
∫ ∞

0
exp(Qx)dG(x), (15.2)

where G(x) denotes the distribution of interarrival times of packets from main traf-
fic, and where Λ and Q denote (K +1)× (K +1) matrices that are given by
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Λ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 . . . 0 0

0 0 1
. . . 0 0

...
...

. . . . . .
...

...

0 0 0
. . . 1 0

0 0 0 . . . 0 1
0 0 0 . . . 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−λ λ 0 . . . 0 0

μ −(λ +μ) λ
. . .

...
...

0 μ −(λ +μ)
. . . 0 0

0 0 μ
. . . λ 0

...
...

. . . . . . −(λ +μ) λ

0 0 0
. . . μ −μ

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

We define π− as a 1× (K +1) vector whose jth ( j = 0,1, . . . ,K) element π−j repre-
sents Pr[L−

1 = j]. We then have

π−Π = π−, π−e = 1,

where e denotes a column vector of ones with appropriate dimension.
Next in order to derive p(k | M), we consider an arbitrary group that consists of

M packets sent from a server. We assume that the M packets of the group arrive
at the system at times T1 through TM . We then call the packet arriving at time Tm
(m = 1,2, . . . ,M) packet m. Let Lm denote the number of packets in the system at
time Tm. Let Nm (m = 1,2, . . . ,M) denote the number of lost packets among packets
1 through m at time Tm. We define pm(k) (m = 1,2, . . . ,M, k = 0,1, . . . ,M) as a 1×K
vector whose jth ( j = 1,2, . . . ,K) element pm, j(k) is given by

pm, j(k) = Pr[Nm = k,Lm = j].

Because Nm ≤ m for all m = 1,2, . . . ,M,

pm(k) = 0, for all k = m+1,m+2, . . . ,M. (15.3)

By using pm(k), the probability p(k | M) is given by

p(k | M) = pM(k)e. (15.4)

In what follows, we discuss the pm(k)s (m = 1,2, . . . ,M, k = 0,1, . . . ,M). Note
that if L−

1 < K, packet 1 can join the queue and hence L1 = L−
1 +1. Note also that if

L−
1 = K, packet 1 is lost and L1 = K. Thus p1, j(0) and p1, j(1) ( j = 1,2, . . . ,K) are

given by
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p1, j(0) = Pr[L−
1 < K,L−

1 = j−1] = π−j−1, j = 1,2, . . . ,K, (15.5)

p1, j(1) =
{

0, j = 1,2, . . . ,K −1
π−K , j = K,

(15.6)

respectively, or equivalently,

p1(0) = (π−0 ,π−1 , . . . ,π−K−1), p1(1) = (0,0, . . . ,0,π−K ).

We now define A(ν) (ν = 0,1) as a K ×K matrix whose (i, j)th element Ai, j(ν)
(i, j = 1,2, . . . ,K) is given by

Ai, j(ν) = Pr[Θm = ν ,Lm = j | Lm−1 = i],

where Θm = 1 if packet m is lost, and otherwise Θm = 0. It is easy to see that for
m = 2,3, . . . ,M,

pm(0) = pm−1(0)A(0), (15.7)
pm(k) = pm−1(k−1)A(1)+pm−1(k)A(0), k = 1,2, . . . ,M. (15.8)

Finally, we consider A(ν) (ν = 0,1). If L−
m < K,Θm = 0 and Lm = L−

m +1. Thus
we have

Ai, j(0) = Pr[L−
m < K,L−

m = j−1 | Lm−1 = i] = Γi, j−1, i, j = 1,2, . . . ,K, (15.9)

where Γi, j (i, j = 0,1, . . . ,K) denotes the (i, j)th element of Γ =
∫ ∞

0 exp(Qx)dG(x).
Note here that Π =ΛΓ (see (15.2)). Furthermore, because {Θm = 1} is equivalent
to {Lm = L−

m = K},

Ai, j(1) =
{

0, j = 1,2, . . . ,K −1,
Γi,K , j = K,

i = 1,2, . . . ,K. (15.10)

In matrix notation, (15.9) and (15.10) are written as follows:

A(0) =

⎛

⎜
⎜
⎜
⎝

Γ1,0 Γ1,1 · · · Γ1,K−1
Γ2,0 Γ2,1 · · · Γ2,K−1

...
...

. . .
...

ΓK,0 ΓK,1 · · · ΓK,K−1

⎞

⎟
⎟
⎟
⎠

, A(1) =

⎛

⎜
⎜
⎜
⎝

0 · · · 0 Γ1,K
0 · · · 0 Γ2,K
...

. . .
...

...
0 · · · 0 ΓK,K

⎞

⎟
⎟
⎟
⎠

.
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