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Message from the Chairs 
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Technical Committees and Working Groups.  2008 sees the 20th World Computer 
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An innovative feature of WCC 2008 is the setting aside of two hours each day for 
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Lotto.  The Congress will be opened by representatives from government bodies 
and Societies associated with IT in Italy. 
 
This volume is one of fourteen volumes associated with the scientific conferences 
and the industry sessions.  Each covers a specific topic and separately or together 
they form a valuable record of the state of computing research in the world in 
2008.  Each volume was prepared for publication in the Springer IFIP Series by 
the conference’s volume editors.  The overall Chair for all the volumes published 
for the Congress is John Impagliazzo. 
 
For full details on the Congress, refer to the webpage http://www.wcc2008.org. 
      
 

Judith Bishop, South Africa, Co-Chair, International Program Committee 
Ivo De Lotto, Italy, Co-Chair, International Program Committee 
Giulio Occhini, Italy, Chair, Organizing Committee 
John Impagliazzo, United States, Publications Chair 

 



WCC 2008 Scientific Conferences  
 

TC12 AI Artificial Intelligence 2008 

TC10 BICC Biologically Inspired Cooperative Computing 

WG 5.4 CAI Computer-Aided Innovation (Topical Session) 

WG 10.2 DIPES Distributed and Parallel Embedded Systems 

TC14 ECS Entertainment Computing Symposium 

TC3 ED_L2L Learning to Live in the Knowledge Society 

WG 9.7 
TC3 

HCE3 History of Computing and Education 3 

TC13 HCI Human Computer Interaction 

TC8 ISREP Information Systems Research, Education and 
Practice 
 

WG 12.6 KMIA Knowledge Management in Action 

TC2 
WG 2.13 

OSS Open Source Systems 

TC11 IFIP SEC Information Security Conference 

TC1 TCS Theoretical Computer Science 

 
IFIP 

is the leading multinational, apolitical organization in Information and 
Communications Technologies and Sciences 
is recognized by United Nations and other world bodies 
represents IT Societies from 56 countries or regions, covering all 5 continents 
with a total membership of over half a million 
links more than 3500 scientists from Academia and Industry, organized in more 
than 101 Working Groups reporting to 13 Technical Committees 
sponsors 100 conferences yearly providing unparalleled coverage from 
theoretical informatics to the relationship between informatics and society 
including hardware and software technologies, and networked information 
systems 

 
Details of the IFIP Technical Committees and Working Groups 
can be found on the website at http://www.ifip.org.  



Foreword ................................................................................................. xiii 

Acknowledgements .................................................................................. xv 

Agents 1 

A Light-Weight Multi-Agent System Manages 802.11 Mesh 
Networks .................................................................................................... 3 

Ante Prodan and John Debenham 

Paulo Trigo and Helder Coelho 

Agent Based Frequent Set Meta Mining: Introducing EMADS................ 23 
Kamal Ali Albashiri, Frans Coenen, and Paul Leng 

Agents 2 

Emilia Garcia, Adriana Giret, and Vicente Botti 

Information-Based Planning and Strategies ............................................. 45 
John Debenham 

Teaching Autonomous Agents to Move in a Believable Manner 
within Virtual Institutions ......................................................................... 55 

A. Bogdanovych, S. Simoff, M. Esteva, and J. Debenham 

Data Mining 

Mining Fuzzy Association Rules from Composite Items ......................... 67 
M. Sulaiman Khan, Maybin Muyeba, and Frans Coenen 

P-Prism: A Computationally Efficient Approach to Scaling up 
Classification Rule Induction ................................................................... 77 

Frederic T. Stahl, Max A. Bramer, and Mo Adda 

Applying Data Mining to the Study of Joseki .......................................... 87 

Decisions with multiple simultaneous goals and uncertain causal 
effects.......................................................................................................... 1 3 

On the evaluation of MAS development tools ......................................... 35 

Michiel Helvensteijn

Contents



Contentsviii

A Fuzzy Semi-Supervised Support Vector Machines
Approach to Hypertext Categorization ..................................................... 97 

Houda Benbrahim and Max Bramer 

Neural Networks 

Estimation of Neural Network Parameters for Wheat Yield 
Prediction ................................................................................................ 109 

Georg Ruß, Rudolf Kruse, Martin Schneider, and Peter Wagner 

Enhancing RBF-DDA Algorithm’s Robustness: Neural Networks 
Applied to Prediction of Fault-Prone Software Modules ....................... 119 

Miguel E. R. Bezerra, Adriano L. I. Oliveira,

Learning

A Study with Class Imbalance and Random Sampling for a 
Decision Tree Learning System ............................................................. 131 

and Maria Carolina Monard 

Answer Extraction for Definition Questions using Information Gain 
and Machine Learning ............................................................................ 141 

Batch Reinforcement Learning for Controlling a Mobile Wheeled 
Pendulum Robot ..................................................................................... 151 

Andrea Bonarini, Claudio Caccia, Alessandro Lazaric, 
and Marcello Restelli 

Knowledge Management 

Optimizing Relationships Information in Repertory Grids .................... 163 
Enrique Calot, Paola Britos, and Ramón García-Martínez 

Modeling Stories in the Knowledge Management Context to 
Improve Learning Within Organizations ................................................ 173 

Stefania Bandini, Federica Petraglia, and Fabio Sartori 

Knowledge Modeling Framework for System Engineering Projects ...... 183 
Olfa Chourabi, Yann Pollet, and Mohamed Ben Ahmed 

Paulo J. L. Adeodato, and Silvio R. L. Meira 

Ronaldo C. Prati, Gustavo E. A. P. A. Batista,

Carmen Martínez-Gil and A. López-López 



Contents ix

Foundations

Machines with good sense: How can computers become capable of 
sensible reasoning? ................................................................................. 195 

Junia C. Anacleto, Ap. Fabiano Pinatti de Carvalho, Eliane N. 
Pereira, Alexandre M. Ferreira, and Alessandro J. F. Carlos 

Making Use of Abstract Concepts --- Systemic-Functional 
Linguistics and Ambient Intelligence ..................................................... 205 

Jörg Cassens and Rebekah Wegener 

Making Others Believe What They Want .............................................. 215 
Guido Boella, Célia da Costa Pereira, Andrea G. B. Tettamanzi,  
and Leendert van der Torre 

Foundation for Virtual Experiments to Evaluate Thermal 
Conductivity of Semi- and Super-Conducting Materials ....................... 225 

R. M. Bhatt and R. P. Gairola 

Applications 1 

Intelligent Systems Applied to Optimize Building’s Environments 
Performance ............................................................................................ 237 

A Comparative Analysis of One-class Structural Risk Minimization 
by Support Vector Machines and Nearest Neighbor Rule ...................... 245 

Estimation of the Particle Size Distribution of a Latex using a 
General Regression Neural Network ...................................................... 255 

G. Stegmayer, J. Vega, L. Gugliotta, and O. Chiotti 

Intelligent Advisory System for Designing Plastics Products ................ 265 
U. Sancin and B. Dolšak 

Applications 2 

Modeling the Spread of Preventable Diseases: Social Culture and 

P. Britos, and R. García-Martínez
E. Sierra, A. Hossian, D. Rodríguez, M. García-Martínez, 

George G. Cabral and Adriano L. I. Oliveira 

Ahmed Y. Tawfik and Rana R. Farag 
Epidemiology  .......................................................................................... 277 



Contentsx

An Intelligent Decision Support System for the Prompt Diagnosis 

A. B. Adehor and P. R. Burrell 

Detecting Unusual Changes of Users Consumption ............................... 297 
Paola Britos, Hernan Grosser, Dario Rodríguez, 
and Ramon Garcia-Martinez 

Techniques

Optimal Subset Selection for Classification through SAT Encodings .... 309 
Fabrizio Angiulli and Stefano Basta 

Computational Intelligence
Hirotaka Nakayama and Yeboon Yun 

C. A. Z. Barcelos and V. B. Pires 

Semantic Web 

A Survey of Exploiting WordNet in Ontology Matching ...................... 341 
Feiyu Lin and Kurt Sandkuhl 

Knowledge Learning Method

Knowledge Conceptualization and Software Agent based Approach 
for OWL Modeling Issues ...................................................................... 361 

S. Zhao, P. Wongthongtham, E. Chang, and T. Dillon

Representation, Reasoning and Search 

Context Search Enhanced by Readability Index .................................... 373 
Pavol Navrat, Tomas Taraba, Anna Bou Ezzeddine,
and Daniela Chuda 

Towards an Enhanced Vector Model to Encode Textual Relations: 
Experiments Retrieving Information ...................................................... 383 

Maya Carrillo and A. López-López

of Malaria and Typhoid Fever in the Malaria Belt of Africa .................. 287 

Diffusion ................................................................................................. 329 
An Intelligent Method for Edge Detection based on Nonlinear

Multi-objective Model Predictive Optimization using
..................................................................... 319 

Using Competitive Learning between Symbolic Rules as a
.................................................................. 351 

F. Hadzic and T.S. Dillon 



  
 
 
 
 
 
 
 
 
 
 
 

    

 
 
 
 
 
 
 

Contents xi

Efficient Two-Phase Data Reasoning for Description Logics ................ 393 
Zsolt Zombori 

Some Issues in Personalization of Intelligent Systems: An Activity 
Theory Approach for Meta Ontology Development ............................... 403 

Daniel E. O’Leary 

Short Papers

An Abductive Multi-Agent System for Medical Services 
Coordination ........................................................................................... 421 

Anna Ciampolini, Paola Mello, and Sergio Storari 

A New Learning Algorithm for Neural Networks with Integer 

Yan Yi, Zhang Hangping, and Zhou Bin 

Neural Recognition of Minerals ............................................................. 433 
Mauricio Solar, Patricio Perez, and Francisco Watkins 

Bayesian Networks Optimization Based on Induction Learning 
Techniques .............................................................................................. 439 

Application of Business Intelligence for Business Process 
Management ........................................................................................... 445 

Nenad Stefanovic, Dusan Stefanovic, and Milan Misic 

Learning Life Cycle in Autonomous Intelligent Systems ...................... 451 
Jorge Ierache, Ramón García-Martínez, and Armando De Giusti 

A Map-based Integration of Ontologies into an Object-Oriented 
Programming Language ......................................................................... 457 

Smart communications network management through a synthesis 
of distributed intelligence and information ............................................. 415 

J. K. Debenham, S. J. Simoff, J. R. Leaney, and V. Mirchandani 

Weights and Quantized Non-linear Activation Functions ...................... 427 

Paola Britos, Pablo Felgaer, and Ramon Garcia-Martinez 

Kimio Kuramitsu 



Foreword  
  
  
The papers in this volume comprise the refereed proceedings of the 

2008), which formed part of the 20th World Computer Congress of 
IFIP, the International Federation for Information Processing 
(WCC-2008), in Milan, Italy in September 2008.  
  
The conference is organised by the IFIP Technical Committee on 
Artificial Intelligence (Technical Committee 12) and its Working 
Group 12.5 (Artificial Intelligence Applications).  
  
All papers were reviewed by at least two members of our Program 
Committee. Final decisions were made by the Executive Program 
Committee, which comprised John Debenham (University of 
Technology, Sydney, Australia), Ilias Maglogiannis (University of 
Aegean, Samos, Greece), Eunika Mercier-Laurent (KIM, France) 
and myself. The best papers were selected for the conference, either 
as long papers (maximum 10 pages) or as short papers (maximum 5 
pages) and are included in this volume. The international nature of 
IFIP is amply reflected in the large number of countries represented 
here.  
  
The conference also featured invited talks by Prof. Nikola Kasabov 
(Auckland University of Technology, New Zealand) and Prof. 
Lorenza Saitta (University of Piemonte Orientale, Italy).  
  
 I should like to thank the conference chair, John Debenham for all 
his efforts and the members of our program committee for 
reviewing papers to a very tight deadline.  
  
This is the latest in a series of conferences organised by IFIP 
Technical Committee 12 dedicated to the techniques of Artificial 
Intelligence and their real-world applications. The wide range and 
importance of these applications is clearly indicated by the papers in 
this volume. Further information about TC12 can be found on our 
website http://www.ifiptc12.org.  
  
Max Bramer  
Chair, IFIP Technical Committee on Artificial Intelligence 
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AGENTS 1 



A Light-Weight Multi-Agent System Manages
802.11 Mesh Networks

Abstract A light-weight multi-agent system is employed in a “self-organisation of
multi-radio mesh networks” project to manage 802.11 mesh networks. As 802.11

and stability of the solution. The basic approach is that of a distributed, light-weight,
co-operative multiagent system that guarantees scalability. As the solution is dis-
tributed it is unsuitable to achieve any global optimisation goal — in any case, we
argue that global optimisation of mesh network performance in any significant sense
is not feasible in real situations that are subjected to unanticipated perturbations and
external intervention. Our overall goal is simply to reduce maintenance costs for
such networks by removing the need for humans to tune the network settings. So
stability of the algorithms is our main concern.

1 Introduction

The work discussed is based on previous work in the area of mesh networking and
in particular in distributed algorithms at Columbia University, Microsoft Research,
University of Maryland and Georgia Institute of Technology. In particular: [1], [2],
[3] and [4].

Recent work on 802.11 Mesh Networks, such as [5], is predicated on a network
whose prime purpose is to route traffic to and from nodes connected to the wired
network — in which case there is assumed to be no traffic between end-user nodes.
This introduces the conceptual simplification that mesh nodes can be seen as being
grouped into clusters around a wired node where each cluster has a tree-like struc-

Ante Prodan
University of Technology, Sydney, Australia e-mail: aprodan@it.uts.edu.au

John Debenham
University of Technology, Sydney, Australia e-mail: debenham@it.uts.edu.au
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mesh networks can be extremely large the two main challenges are the scalability



ture, rooted at a wired node, that supports the traffic. This is the prime purpose of
802.11 Mesh Networks in practice. In the work that follow we have, where possible,
moved away from any assumptions concerning tree-like structures with the aim of
designing algorithms for quite general mesh networks. Our methods have, where
possible, been designed for the more general classes of “wireless ad-hoc networks”
or “wireless mesh networks”.

There are three principal inputs to this work that we assume are available to the
proposed methods:

• A load model. Given any contiguous set of nodes in a mesh, the load model
specifies the actual or desired level of traffic flowing into, or out of, nodes in that
set.

• A load balancing algorithm. Given any contiguous set of nodes in a mesh and the
load model for that set, the load balancing algorithm determines how the traffic
is allocated to links in the mesh so as to reach its desired destination where it
leaves the mesh.

• An interference model. Given any contiguous set of nodes in a mesh, the inter-
ference model stipulates the interference level that each node in the mesh gives
to the other nodes in the mesh given a known level of background interference
due to transmission devices that are external to the mesh.

The work described below makes no restrictions on these three inputs other than
that they are available to every node in the mesh. The load model, and so too the
load balancing algorithm, will only be of value to a method for self-organisation if
together they enable future load to be predicted with some certainty. We assume that
the load is predictable.

In Section 2 we introduce some terms, concepts and notation. Section 3 describes
the illocutions that make up the communication language used by the light-weight
co-operative multiagent system that achieves self-organisation. We describe the role
of the load balancing algorithm that our methods take as a given input. The mea-
surement of interference cost is discussed in Section 4. Methods for the adjusting
the channels in a multi-radio mesh networks for predictable load are described in
Section 5, as well as a method for adjusting the links. Future plans are described in
Section 6.

2 Basic terms and concepts

The discrete time intervals mentioned below, e.g. t, t +1, are sufficiently spaced to
permit what has to be done to be done.

Available channels: 1,. . . ,K.
A node is a set of radio interfaces (or “antennae”) where each interface is associ-

ated with a particular channel, together with a controller that (intelligently we hope)
assigns the channel on each interface.

4 Ante Prodan and John Debenham



A Light-Weight Multi-Agent System Manages 802.11 Mesh Networks

A link is a pair of interfaces where each interface is assigned the same channel.
The idea is that two interfaces communicate through a shared link. That is, if an
interface is part of a link its state will be “listening and transmitting”, otherwise its
state will be “listening only”.

Notation: nodes are denoted by Latin letters: a, b, c,. . . , the interfaces for node
a are denoted by: a[i] for i = 1, . . . , and links are denoted by Greek letters: α , β ,
γ ,. . . . The interfaces communicate using an illocutionary communication language
that is defined informally (for the time being) with illocutions being encapsulated in
quotation marks: “·”.

For any node n, Sn is the set of nodes in node n’s interference range. Likewise, for
any link α , Sα is the set of links that contain nodes n’s interference range ∀n ∈ α .

Given a node a, define Va = ∪n∈SaSn.
Γ t

x is channel used by x to communicate at time t where x may be either an
interface or a link.

f (·, ·) is an interference cost function that is defined between two interfaces or
two links. It estimates the cost of interference to one interface caused by transmis-
sion from the other interface. This function relies on estimates of the interference
level and the level of load (i.e.: traffic volume). So this function requires an interfer-
ence model and a load model. This function is described in Section 4.

An interface is either ‘locked’ or ‘unlocked’. A locked interface is either locked
because it has committed to lock itself for a period of time on request from another
interface, or it is ‘self-locked’ because it has recently instigated one of the self-
organisation procedures in Section 5. A locked interface is only locked for a ‘very
short’ period during the operation of each of those procedures. This is simply to
ensure that no more than one alteration is made during any one period — this is
necessary to ensure the stability of the procedures. We also say that a node is locked
meaning that all the interfaces at that node are locked.

The abbreviation SNIR means “signal to noise plus interference ratio”.
802.11 related terms: BSS — the basic service set. Portal — is the logical point

at which MSDUs from an integrated non-IEEE 802.11 LAN enter the IEEE 802.11
DS (distribution system). WM — Wireless Medium. IBSS — Independent Basic
Service Set. MSDU — MAC Service Data Unit.

3 The Communication Language

Multiagent systems communicate in illocutionary languages. The simple language
defined here will in practice be encoded as a small block in a packet’s payload.

• “propose organise[a,b, p]” sent from interface a to interface b ∈ Va, where Va
is as above. This message advises interface b that interface a intends to instigate
the proactive logic with priority p.

• “overrule organise[a,b,q]” sent from interface b to interface a. This message
advises interface a that interface b intends to issue a propose organise statement

5



Fig. 1 The load balancing algorithm determines the allocation of load.

3x

x

x

x

as it has priority q > p. That is an interface can only overrule a request to organise
if it has higher priority.

The following three illocutions refer to interfaces being “locked” — this is simply
a device to prevent interfaces from adjusting their settings when interference mea-
surements are being made.

• “propose lock[a,b,s, t]” sent from interface a to interface b requests that inter-
face b enter the locked state for the period of time [s, t].

• “accept lock[a,b,s, t]” sent from interface b to interface a commits to interface
b entering the locked state for the period of time [s, t].

• “reject lock[a,b,s, t]” sent from interface b to interface a informs interface a that
interface b does not commit entering the locked state for the period of time [s, t].

4 Measuring Interference Cost

Suppose that during some time interval ∆ t two interfaces a and b are transmitting
and receiving on channels Γa and Γb. During ∆ t, the interference limit that interface
x imposes on interface y, τy|x, is a ratio being the loss of traffic volume that interface
y could receive if interface x were to transmit persistently divided by the volume of
traffic that interface y could receive if interface x was silent:

τy|x =
(my | interface x silent)− (my | interface x persistent)

my | interface x silent

where my is the mean SNIR observed by interface y whilst listening on channel Γy,
where as many measurements are made as is expedient in the calculation of this
mean1. The interference load of each interface, va and vb, is measured as a propor-
tion, or percentage, of some time interval during which that interface is transmitting.
Then the observed interference caused by interface b transmitting on channel Γb as

1 For τy|x to have the desired meaning, my should be a measurement of link throughput. However,
link throughput and SNIR are approximately proportional — see [6].
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Fig. 2 Definition of f (α | β ).

a

b

c d

experienced by interface a listening on channel Γa is: τa|b× vb, and the observed
interference cost to interface a is2:

f (a | b) � τa|b× vb× (1− va)

and so to interface b:
f (b | a) = τb|a× va× (1− vb)

Now consider the interference between one interface a and two other interfaces c
and d. Following the argument above, the observed interference caused by interfaces
c and d as experienced by interface a is3: τa|c× vc + τa|d × vd − τa|{c,d} × vc× vd .
The observed interference cost to interface a is:

f (a | {c,d}) = (1− va)×
(
τa|c× vc + τa|d× vd− τa|{c,d} × vc× vd

)
If interfaces c and d are linked, as shown in Figure 2, then they will transmit on the
same channel Γβ , and we ignore the possibility of them both transmitting at the same
time4. Further suppose that vβ is the proportion of ∆ t for which either interface c
or interface d is transmitting. Then for some κβ , 0 ≤ κβ ≤ 1: vc = κβ × vβ , and
vd = (1−κβ )× vβ . Thus:

f (a | β ) = (1− va)× vβ ×
(
τa|c×κβ + τa|d× (1−κβ )

)
Now suppose that interfaces a and b are linked, and that vα is the proportion of ∆ t for
which either interface a or interface b is transmitting. Then for some κα , 0≤ κα ≤ 1:
va = κα × vα , vb = (1−κα)× vα . Then as a will only receive interference when it
is listening to b transmitting:

f (a | β ) = vb× vβ ×
(
τa|c×κβ + τa|d× (1−κβ )

)
2 We assume here that whether or not interfaces a and b are transmitting are independent random
events [7]. Then the probability that a is transmitting at any moment is va, and the probability that
b is transmitting and a is listening at any moment is: (1− va)× vb.
3 That is, the interference caused by either interface c or interface d.
4 The probability of two linked interfaces transmitting at the some time on an 802.11 mesh network
can be as high as 7% — see [8], [9].
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and so:

f (α | β ) =

(1−κα)× vα × vβ ×
(
τa|c×κβ + τa|d× (1−κβ )

)
+κα × vα × vβ ×

(
τb|c×κβ + τb|d× (1−κβ )

) (1)

Note that vα , vβ , κα and κβ are provided by the load model, and the τx|y are provided
by the interference model.

5 Adjusting the channels

Our solution is based on the distinction in multiagent systems between proactive and
reactive reasoning. Proactive reasoning is concerned with planning to reach some
goal. Reactive reasoning is concerned with dealing with unexpected changes in the
agent’s environment. So in the context of self-organising networks we distinguish
between:

• a reactive logic that deals with problems as they occur. The aim of our reac-
tive module is simply to restore communication to a workable level that may be
substantially sub-optimal.

• a proactive logic that, when sections of the network are temporarily stable, at-
tempts to adjust the settings on the network to improve performance.

The reactive logic provides an “immediate fix” to serious problems. The proactive
logic, that involves deliberation and co-operation of nearby nodes, is a much slower
process.

A node (i.e.: router) with omnidirectional interfaces has three parameters to set
for each interface: [1] The channel that is assigned to that interface; [2] The inter-
faces that that interface is linked to, and [3] The power level of the interface’s trans-
mission. Methods are describe for these parameters in the following sections. The
following section describes how these three methods used combined in the proactive
logic algorithm. The following methods all assume that there is a load balancing al-
gorithm and that it is common knowledge. The following methods are independent
of the operation of the load balancing algorithm.

Informally the proactive logic uses the following procedure:

• Elect a node a that will manage the process
• Choose a link α from a to another node — precisely a trigger criterion (see

below) permits node a to attempt to improve the performance of one of its links
α � a with a certain priority level.

• Measure the interference
• Change the channel setting if appropriate

The following is a development of the ideas in [1].
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choose node a at time t−2;
set Va = ∪n∈SaSn;
∀x ∈Va transmit “propose organise[a,x, p]”;
unless ∃x ∈Va receive “overrule organise[a,x,q]” in

[t−2, t−1] where q > p do {
∀x ∈Va transmit “propose lock[a,x, t, t +1]”;
if ∀x ∈Va receive “accept lock[a,x, t, t +1]” in [t−1, t]
then {

unless ∃x ∈Va receive “reject lock[a,x, t, t +1]”
do {improve a;}

}
}
where: improve a = {

choose link α � a on channel Γ t
α ;

set B← ∑β∈Sα f (α | β )+∑β∈Sα f (β | α);
if (feasible) re-route α’s traffic;
for Γα = 1, . . . ,K,Γα �= Γ t

α do{
if ∑β∈Sα f (α | β )+∑β∈Sα f (β | α) < B× ε then{

Γ t+1
α ← Γα ;

selflock node a in [t +1, t + k];
break;

};
};
∀x ∈Va transmit “α’s interference test signals”;
apply load balancing algorithm to Sa;

}
The statement selflock is to prevent a from having to activate the method too fre-
quently. The constant ε < 1 requires that the improvement be ‘significant’ both for
node a and for the set of nodes Sa. The stability of this procedure follows from the
fact that it produces a net improvement of the interference cost within Sa. If a change
of channel is effected then there will be no resulting change in interference outside
Sa.

The above method reduces the net observed inference cost in the region Va. It
does so using values for the variables that appear on the right-hand side of Equa-
tion 1. If those values are fixed then the method will converge. The method above
suggests the possibility that traffic is re-routed during the reassignment calculation
— this is not essential.

5.1 Interference model

We assume that each node, a, knows the channel of every node in Va. We assume
that each node is capable of measuring the strength of signals from every node in Va.
So if each node had access to all of this information from the point of view of every
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node in Va, and, perhaps the level of background noise around Va then a can derive
estimates for the τx|y factors for all x and y in Va. In particular, a will be able to
estimate all these factors to evaluate Equation 1 as required by the above algorithm.
In addition, the procedure above suggests that if node a is involved in changing its
channel then at the end of this process — time permitting — it should transmit a
‘beep-silence-beep-silence’ message to enable every other node in Va to observe the
actual τ values. Further, it is reasonable to suggest that this transmission of test
signals could be carried out periodically in any case when network load permits.

5.1.1 Expected SNIR

The complete SNIR at the receiver based on a set of interfering links in the carrier
sensing range is given by5

SNIR =
Pr

N +∑n
k=1 Ik

N = K×W ×T
(2)

where: Pr = Received power of the frame, ∑k Ik = Received powers of the set of
n interfering nodes (interfaces), N = Thermal noise, k = Boltzmann constant, W =
Spectral bandwidth of the carrier (For example the channel bandwidth is 22 MHz in
802.11b), and T = Absolute temperature at the receiver.

Let us assume that the node (interface) j wants to trigger the proactive logic i.e.
possibly change channel with node (interface) i. Then Equation 2 gives the sum of
the interferences from the neighbouring links6 in the carrier sensing range:

n

∑
k=1

Ik = ∑
<k,l>∈R

Pkl×G jk×Gk j

PLk j

where: R = Set of all links that interfere with link α between i and j node (inter-
faces), Pkl = Power transmitted by the node (interface) k to node (interface) l, G jk =
Gain of Antenna of node (interface) j towards node (interface) k, Gk j = Gain of An-
tenna of node (interface) k towards node (interface) j, and PLk j = Path loss suffered
by the signal while traversing from the node (interface) k to the node (interface) j.

The values for 802.11 interfaces transmit power, Antenna gains are generally
specified by the vendor in the data sheets of the equipment.

A general formula for calculating path loss (PL) in the Friis free space i.e. Line
of Sight (LOS) link between the transmitter and receiver is given by7

5 Analyses of Measurements and Simulations in Multi-hop Ad-hoc Environment, Report IST-2001-
37385 6HOP D2.3
6 see “Topology Planning for Long Distance Wireless Mesh Networks”, Indian Institute of tech-
nology, Kanpur.
7 Simon Haykin, Communication Systems, 4th edition, John Wiley & Sons Inc, 2001.
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PL =−10× log10(GtGr)+10× log10

(
4×π×d

λ

)2

where: Gt = Gain of the transmitting antenna, Gr = Gain of the receiving antenna, d
= Distance between the transmitting and receiving antennas, and λ= Transmission
Wavelength. In our Wireless Mesh Network the GPS in the nodes can measure d.

However, in most of the scenarios for urban areas the link between the transmitter
and receiver will generally be Non LOS (NLOS). In these cases we can determine
the path loss PLk j by using the Co-operation in the field of Scientific and Technical
research project 231 (COST231) adopted propagation model called as the Walfisch-
Ikegami model8.

Therefore the formula for the expected SNIR is given by:

E(SNIR) =
Pi j×Gi j×G ji

N +∑<k,l>∈R PLk j

5.1.2 Expected BER and FER

The BER is based on the type of modulation scheme that is used by the PHY layer
of the radio to transmit the data. For example 802.11b uses different modulation
schemes for different data rates such as: Differential Binary Phase Shift Keying
(DBPSK) for 1 Mbps, Differential Quadrature Phase Shift Keying (DQPSK) for 2
Mbps and Complimentary Code Keying (CCK) for 5.5 and 11 Mbps 9.

Each of the modulation schemes has a different formula for calculating the BER,
which can be referred to in10.

For example the BER in an Additive White Gaussian Noise (AWGN) channel for
DBPSK is given by11:

BER =
1
2
× exp(−SNIR)

Assuming that each bit error is an independent event, then a simple relationship
between BER and FER is given by12:

FER = 1− (1−BER)n

where: n = Number of bits in the frame.

8 J.S. Lee and L.E. Miller, CDMA Systems Engineering Handbook, Artech House, 1998.
9 Ji Zhang, “Cross-Layer Analysis and Improvement for Mobility Performance in IP-based Wire-
less Networks”, Ph.D. Thesis, Sept. 2005.
10 A. Ranjan, “MAC Issues in 4G”, IEEE ICPWC, pp. 487-490, 2005.
11 Simon Haykin, Communication Systems, 4th edition, John Wiley & Sons Inc, 2001.
12 Analyses of Measurements and Simulations in Multi-hop Ad-hoc Environment, Report IST-
2001-37385 6HOP D2.
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6 Conclusion and future work

In our previous work we have proposed an intelligent multiagent system based self-
organising algorithm for multi-radio wireless mesh networks (MR-WMN) that can
operate on any radio technology. The algorithm ensures scalability by progressively
assigning the channels to nodes in clusters during the WMN system start up phase.
The stability is offered by means of the proactive and reactive logic of the algorithm.
These attributes were validated through analysis and simulation.

Through the work described in this report we have examined motivation and de-
veloped an algorithm for the topological control of MR-WMN. The goal of this
algorithm is to increase the number of shortest paths to the portal nodes without
adversely effecting interference cost. In addition to interference cost reduction im-
plementation of this algorithm on MR-WMN further improve the system capacity.

Our future work will be focused on the development of our Java framework that
is multi threaded so each node is represented as an independent thread. We believe
that this will enable us to develop algorithms for tuning the capacity of the network
links according to fluctuations in demand by mobile users.
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Decisions with multiple simultaneous goals

Paulo Trigo and Helder Coelho

Abstract A key aspect of decision-making in a disaster response scenario is the
capability to evaluate multiple and simultaneously perceived goals. Current com-
peting approaches to build decision-making agents are either mental-state based as
BDI, or founded on decision-theoretic models as MDP. The BDI chooses heuristi-
cally among several goals and the MDP searches for a policy to achieve a specific
goal. In this paper we develop a preferences model to decide among multiple simul-
taneous goals. We propose a pattern, which follows a decision-theoretic approach,
to evaluate the expected causal effects of the observable and non-observable aspects
that inform each decision. We focus on yes-or-no (i.e., pursue or ignore a goal) deci-
sions and illustrate the proposal using the RoboCupRescue simulation environment.

1 Introduction

The mitigation of a large-scale disaster, caused either by a natural or a technological
phenomenon (e.g., an earthquake or a terrorist incident), gives rise to multiple si-
multaneous goals that demand the immediate response of a finite set of specialized
agents. In order to act rationally the agent must evaluate multiple and simultaneous
perceived damages, account for the chance of mitigating each damage and establish
a preferences relation among goals. The belief-desire-intention (BDI) mental-state
architecture [7] is widely used to build reasoning agents, equipped with a set of
beliefs about the state of the world and a set of desires which, broadly speaking,
identify those states that the agent has as goals. From its beliefs and desires, and via
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deliberation, the agent formulates an intention that can be seen as the goal, or de-
sire, the agent commits to bring about. Although one side of rational behavior is the
capability to establish preferences among simultaneous goals, current BDI theory
and systems do not provide a theoretical or architectural framework for deciding
how goals interact and how an agent decides which goals to pursue. When faced
with multiple simultaneous goals, the intention selection (decision) follows a heu-
ristic approach, usually coded by a human designer [4]. Additionally, BDI models
find it difficult to deal with uncertainty, hence hybrid models have been proposed
combining BDI and Markov decision process (MDP) approaches [5, 6]; however,
hybrid models usually assume that the goal has already been chosen and tackle the
stochastic planning problem (in order to achieve the chosen goal).

In this paper we take the decision-theoretic notion of rationality to estimate the
importance of goals and to establish a preferences relation among multiple goals.
We propose a preferences model that allows agent developers to design the relation-
ships between perceived (certain) and uncertain aspects of the world in an easy and
intuitive manner. The design is founded on the influence diagram [2] (ID) frame-
work that combines uncertain beliefs and the expected gain of decisions. The pro-
posal’s practical usefulness is experimentally explored in a fire fighting scenario in
the RoboCupRescue [3] domain. The decision model incorporates general fire fight-
ing principles in a way that considerably simplifies the specification of a preferences
relation among goals. Despite such simplification, the attained results are consistent
with the initial fire fighting principles.

The next section describes the preferences model, which is instantiated and eval-
uated in section 3; the section 4 presents our conclusions and future goals.

2 The preferences model

The premisse of the preferences model is that the relation among simultaneous goals
follows from the expected utility of the available decisions. The expected utility of a
decision combines two elements: i) the value of the state under observation, and ii)
the likelihood of success of that decision. Given a set of available decisions, D , a set
of states, S , an utility function, u : S →R, and the probability, P(s | d ), to achieve
s ∈S after decision d ∈D , the expected utility, eu : D →R, of decision-making is
described by: eu(D = d ) = ∑s∈S P(s |D = d ) u(s), where D is a variable that holds
an available decision. Given any goal there are always two available decisions: i)
pursue the goal, or ii) ignore the goal. Thus, D = {yes, no}, is such that Dg =yes
and Dg = no represent, respectively, the decision to pursue or to ignore goal g ∈ G .

The utility of a goal, g, measures the importance, assigned by the agent, to the
goal g. The “importance” is a criterion related to a valuation in terms of benefits and
costs an agent has of a mental state situation [1]. The mental state is materialized by
the agent beliefs regarding the perceived states and the desire to pursue, or ignore,
each goal. Also, the goal achievement payoff is estimated by the difference between
the expected utility on pursuing and ignoring that goal. Thus, the goal utility func-
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tion, uG , for each g ∈ G , is defined by,

uG (g) = eu(Dg = yes)− eu(Dg = no) (1)

The utility function, uG , is used to establish the preferences about the set of goals
G . The preferences, ∀ g1,g2 ∈ G , are: i) g1 
 g2, if the agent prefers g1 to g2, or ii)
g1 ∼ g2, if the agent is indifferent between g1 and g2. The rules, used to establish
the preferences’ total order among goals, are described by,

g1 
 g2

⎧⎨
⎩

uG (g1 ) > uG (g2 )
∨
uG (g1 ) = uG (g2 ) ∧ eu(Dg1 = yes) > eu(Dg2 = yes)

(2)

g1 ∼ g2
{

uG (g1 ) = uG (g2 ) ∧ eu(Dg1 = yes) = eu(Dg2 = yes) (3)

From expression 2 the agent prefers goals with higher payoff and when even,
prefers goals that, when achieved, give higher expected advantage (i.e., higher
eu(Dg = yes) value); the expression 3 indicates that in sight of equality the agent
is indifferent between goals, thus taking, for instance, a random decision.

2.1 The causal effect pattern

The causal effects (consequences) of each decision are unknown, therefore our aim
is to choose the decision alternative (goal) that minimizes the eventual disadvanta-
geous consequences of such decision. The ID framework combines uncertain beliefs
to compute the expected utility of decisions, thus rationality is a matter of choos-
ing the alternative that leads to the highest expected utility, given the evidence of
available information. The ID extends the, Bayesian network, chance nodes with
two additional nodes: decisions and utilities, and two additional arcs: influences and
informational. As in belief networks, chance nodes represent random variables, i.e.,
the agent’s uncertain beliefs about the world. A decision node holds the available
choices, i.e., the possible actions to take. An utility node represents the agent’s pre-
ferences. The links between the nodes summarize their dependency relations.

We propose the following guidelines, to structure the multiple and simultaneous
goals decision problem, using the ID framework:

i. the current state is characterized by a set of variables that are observable at the
decision-making time instant,

ii. the decision outcome is characterized by a set of variables that are non-observable
at the decision-making time instant,

iii. the observable variables inform the decision nodes and the decision nodes influ-
ence the non-observable variables,

iv. the observable variables condition the non-observable variables,
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vii. the set of non-observable variables influences a set of utility nodes,

Figure 1 illustrates the above guidelines using the regular ID symbols; circle is a
chance node, rectangle is a decision node and the lozenge is an utility node.

Fig. 1 The influence diagram
(ID) pattern (sets are repre-
sented by dotted rectangles;
gray elements refer to obser-
vable information; dotted arcs
are informational and the
other are conditional arcs).

non-observable variables
(probability nodes)

observable variables
(probability nodes)

utility nodesdecision nodes

The gray filling (cf. figure 1) has special meaning: i) the gray chance node indi-
cates information availability, i.e., an observable variable (cf. item i above), and ii)
the gray utility node indicates a dependency from a gray chance node, i.e., the uti-
lity of some observable variables (cf. item vi above). The sets of nodes with similar
characteristics are aggregated by a dotted rectangle. The arcs connect sets of nodes
(instead of individual nodes), therefore attaining an ID pattern, i.e., a template from
which to build several different instances with the same overall structure.

2.2 The ID pattern usage

The ID pattern (cf. figure 1) is used to support the construction of the goal utility
function, uG (cf. equation 1). Therefore, we propose the following method to specify
the decision nodes:

i. identify the largest subsets of goals, Gi ⊆ G such that ∪iGi = G and all the goals
g ∈ Gi are characterized by the same set of observable variables,

ix. a decision influences both sets of utility nodes (cf. items vi vii).
viii. the two sets of utility nodes (cf. items vi vii) are disjoint, and

vi. the set of observable variables influences a set of utility nodes,
are valid (whilst not generating any dependency loop),

v. all dependencies among observable variables, or among non-observable variables
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ii. for each Gi (cf. item i) specify a decision node labeled “Di” and add the corre-
sponding information arcs (from observable variables to “Di”),

iii. for each decision node, “Di”, set its domain to “yes” and “no” values to rep-
resent, respectively, the decision to pursue, or ignore, a goal g ∈ Gi; the goal, g,
occurs after the observation of the variables that inform “Di”.

For concreteness and to illustrate the design of the decision problem, the next
section materializes the preferences model in a simulated scenario.

3 Experimental setup

We used the RoboCupRescue environment to devised a disaster scenario that
evolves at the Nagata ward in Kobe, Japan. Two buildings, B1 and B2, not far from
each other (about 90 meters) catch a fire. The B1 is relatively small and is located
near Kobe’s harbor, in a low density neighborhood. The B2 is of medium size and it
is highly surrounded by other buildings. As time passes, the fires’ intensity increase
so a close neighbor is also liable to catch a fire.

Figure 2 shows the disaster scenario; each opaque rectangle is a building and
a small circle is positioned over B1 and B2. The two larger filmy squares define
the neighborhood border of B1 and B2 within a d distance (in meters). The ground
neighborhood area of a building is given by ngb(d ) = (2× d )2, for a distance d,
and the set of buildings contained within such area is denoted as NBi,d ; we set
d = 250 m, thus a ground neighborhood area of 250.000 m2.

Fig. 2 Fire scenario in the
buildings labeled B1 and B2
(the set of buildings con-
tained within each building’s
neighborhood, ngb(d ), is
represented by NBi,d).

B1

B2

B1 , d

d

d = 250 m
ngb(d) = 250.000 m2

B2 , d

To simplify we assume that: i) buildings use identical construction materials, ii)
buildings are residential (neither offices nor industries inside the buildings), and iii)
there are no civilians, caught by fires, inside the buildings. We also assume that
agents get informed about the fires the moment it starts; we are not concerned on
how (through which communication channel) the agent gets such information. We
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now carry on with the design of the multiple simultaneous goal decision problem,
in the context of this illustrative domain.

3.1 The ID pattern instance

In order to apply the ID pattern (cf. figure 1) to the illustrative scenario (cf. figure 2)
we considered, for each building, the following observable variables:

•
perceived by the agent with three values: i) 1, an early fire, ii) 2, an increasing
intensity fire, and iii) 3, a high intensity fire.

• The building’s total area, allFloorsArea, given by the building’s ground area
times the number of floors, with three values: i) low, ii) medium, and iii) high.
Each value is 1

3 of the normalized total area, i.e., the building’s total area divided
by the maximum total area of the buildings in the scenario ; e.g. for B1 we have
7.668

57.866 = 0,13 (low) and for B2 we have 19.454
57.866 = 0,34 (medium).

• The building’s neighborhood density, neighbourhoodDensity, computed as the
ratio between the summation of the ground area, floorArea( b ), of each build-
ing within distance d of Bi neighborhood (i.e., each b ∈NBi,d), and the total area

of that neighborhood (i.e., ngb(d )); the ratio is thus given by,
∑b∈NBi,d

floorArea(b)

ngb(d ) ),

and iii) high. Each value is 1
3 of that ratio; e.g. for B1 we have 39.900

250.000 = 0,16
(low) and for B2 we have 138.500

250.000 = 0,55 (medium).

The non-observable variable, destruction, describes the destruction inflicted by
the fire with three values, low, medium, and high, each representing, respectively,
the intervals ]0;0,2], ]0,2;0,7] and ]0,7;1] of the destruction percentage.

The goals are extinguished(B) ∈ G ′ ⊆ G , where B is a building in fire. For read-
ability, the subset G ′ will be named as extinguish. Hence, we specify a decision
variable, extinguish (cf. section 2.2), that evaluates each goal, extinguished(B),
whereas all the aspects that influence the decision (extinguish or ignore the fire
in B), are represented through the observable variables: fireIntensity, allFloorsArea
and neighbourhoodDensity.

To specify the utility nodes we follow three general fire attack strategies that,
although intuitive, were acquired after the RoboCupRescue experimentation:

• the earlier a fire is attacked, the easier it is to extinguish the fire,
• the smaller the building, the less time it takes to extinguish the fire, and
• the higher the neighborhood density, the higher the need to extinguish the fire.

The above strategies are used to specify the utility nodes: U1 and U2. The utility
node U1 is influenced by the observable variables and represents the agent’s evalua-
tion of the fire intensity impact on the neighbor building. For example, a fire may
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The building’s fire intensity, fireIntensity (we adopted the RoboCupRescue names),

and the neighbourhoodDensity has the following three values: i) low, ii) medium,



cause higher damages in a high density than in a low density neighborhood (given an
identical fire intensity); thus, the higher utility values are ascribed to high intensity
fires that occur in high density neighborhoods. The utility node U2 is influenced by
the non-observable variable and represents the agent’s evaluation of the building’s
expected final destruction. For example, an early fire is expected to cause a lower
destruction than a high intensity fire (given equivalent total areas and neighborhood
density); thus, higher utility values are ascribed to early low intensity fires.

Figure 3 presents the ID that assembles all the above analysis: observable and
non-observable variables, decision and utility nodes.

Fig. 3 Influence diagram for
the extinguish set of goals (the
construction follows the ID
pattern, depicted in figure 1,
thus adopting the terminology
thereby defined).

extinguish

U1

U2

destruction

neighborhoodDensity

fireIntensity

allFloorsArea

The ID (cf. figure 3) is an instance of the proposed causal effect pattern (cf.
figure 1) and digests the analysis of the illustrative scenario (cf. figure 2). The figure
3 intelligibility stresses that the ID is very handy in revealing the structure (the
influence among the decision constituents) of the decision problem.

3.2 The preferences relation

After the ID structure we built the conditional probability and utility tables (CPT
and UT) attached, respectively, to each chance and utility node. The CPT represents
the probabilistic knowledge about the causal relations among the state variables.
The UT specifies a decision-making strategy.

Our strategy follows the three general fire attack strategies. Figure 4 shows the
extinguish expected utility, and each situation is represented by a vector,

v≡ 〈neighbourhoodDensity,allFloorsArea,fireIntensity〉 ,

of perceived values (of the observable variables), for each building with a fire.
Each v variable is graphically discriminated as: i) the neighbourhoodDensity is

a circle that becomes larger as the neighborhood density increases, ii) circles in
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vertical lines follow the allFloorsArea value, upper circles having lower areas, and
iii) the clustering of fireIntensity is marked in the graphic. For example, the B1 and
B2 vectors are, respectively, 〈low,low,1〉 and 〈medium,medium,1〉.

Fig. 4 Decision extinguish,
given the observation of
v (neighbourhoodDensity,
allFloorsArea e fireIntensity);
the buildings B1 and B2 are
labeled in the graphic.
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The expected extinguish utility, given v observation, is depicted in the abscissa
and ordinate axis (cf. figure 4), respectively, by eu(extinguishg = no | v) and
eu(extinguishg = yes | v), where subscript, g, is the goal of extinguishing the fire
in the building where v was perceived, i.e., g represents the desired situation for the
building (for readability symbol g is not plotted in figure 4).

Figure 4 shows that as the fire intensity increases the utility to extinguish de-
creases and the utility to ignore the fire increases although being interleaved with
the various neighborhood densities (thus accounting the fire spreading effect). The
highest utility (to extinguish) is assigned to lower area buildings (given equal values
for other variables) as they are simpler and faster to control.

Figure 5 plots the agent preferences (given by expressions 2 and 3); a small dia-
mond represents each previously shown v instance (cf. figure 4); a line goes through
all diamonds in a course that links two adjacent priority situations (the darker seg-
ment highlights the B2 to B1 path). The highest preference is 〈high,low,1〉, i.e.,
an early fire in a small building in a high density neighborhood; the lowest prefe-
rence is 〈low,high,3〉, i.e., a high intensity fire in a big building in a low density
neighborhood. Table 1 details B2 to B1 preferences and shows that the three early
fires are interleaved with higher intensity fires located in increasing density neigh-
borhoods or decreasing area buildings. It is also interesting to note that the 2nd and
5th buildings only differ in their dimension (allFloorsArea) and the two buildings
between them (3rd and 4th) have increasing neighborhood density and fire intensity
and decreasing total area.

The interleaving of situations (shown in figure 5 and detailed in table 1), repre-
sents the trade-off, obtained from applying the expression 2, among our three ge-
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Fig. 5 A preference relation
for the decision extinguish.
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Table 1 Preferences detail (from B2 to B1); the first column identifies the buildings and the last
column shows the utility value uG ∈ [0,1 ]; the first line represents B2.

Order neighbourhoodDensity allFloorsArea fireIntensity uG−minuG
maxuG−minuG

B2 1st medium medium 1 0,73
. . . 2nd high low 2 0,69

3rd medium high 1 0,66
4th high medium 2 0,65

. . . 5th high high 2 0,62
B1 6th low low 1 0,53

neral fire attack strategies. The rationality of those strategic guidelines may be dis-
puted by a domain specialist for their verisimilitude with the real-world fire brigade
strategies. Such dispute is a relevant contribution to adjust and mature the ID design
but it is not the central discussion of this paper.

3.3 The decision design complexity

To apply the three general fire attack strategies (or any strategy set) a human de-
signer would traduce its rationality into a total order relation among the state space.
However, building a total order quickly becomes too complex. For example, our
illustrative scenario has 4 variables, each with 3 values, thus a total of 34 = 81 sit-
uations. To establish a total order, the human must compare each situation with all
the others; in the worst case ∑81−1

i=1 i = 80×81
2 = 3240 comparisons; in the best case

(if able to apply a divide-and-conquer method), 81× log2 81 = 514 comparisons. It
is not likely that a human designer fulfils all those comparisons to establish a total
order among all possible situations.
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Our proposed ID design is much simpler. Assign, to each decision, the utility of
observable and non-observable variables: 32×2+3×2 = 24 assignments. This is an
important complexity reduction: about 95% (from 514 to 24) in the above best case
and about 99% (from 3240 to 24) in the above worst case. Despite that reduction
the results (cf. figure 5 and table 1) exhibit a plausible translation of the general
strategies used to guide the decision model design.

4 Conclusions and future work

This paper addresses a shortcoming, of current work, in the design of agents that act
in complex domains: the evaluation of multiple simultaneous goals with observable
and non-observable world state aspects. We propose a pattern, based on the influ-
ence diagram framework, to specify both the uncertainty of causal effects and the
expected gain with regard to the decision of whether to pursue or ignore each goal.
Practical experiences indicate that the ID pattern considerably simplifies the specifi-
cation of a decision model (in RoboCupRescue domain) and enabled to established a
preferences order among goals that is consistent with the initial, domain expert, very
general strategies. This work represents the ongoing steps in a line of research that
aims to develop decision-making agents that inhabit complex environments (e.g.,
the RoboCupRescue). Future work will apply the preferences model to the problem
of coordinating teamwork (re)formation [6] from a centralized perspective.
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Agent Based Frequent Set Meta Mining:
Introducing EMADS

Kamal Ali Albashiri, Frans Coenen, and Paul Leng

Abstract In this paper we: introduce EMADS, the Extendible Multi-Agent Data
mining System, to support the dynamic creation of communities of data mining
agents; explore the capabilities of such agents and demonstrate (by experiment) their
application to data mining on distributed data. Although, EMADS is not restricted to
one data mining task, the study described here, for the sake of brevity, concentrates
on agent based Association Rule Mining (ARM), in particular what we refer to as
frequent set meta mining (or Meta ARM). A full description of our proposed Meta
ARM model is presented where we describe the concept of Meta ARM and go on
to describe and analyse a number of potential solutions in the context of EMADS.
Experimental results are considered in terms of: the number of data sources, the
number of records in the data sets and the number of attributes represented.

Keywords: Multi-Agent Data Mining (MADM), Frequent Itemsets, Meta ARM,
Association Rule Mining.

1 Introduction

In this paper an extendible multi-agent data mining framework that can enable and
accelerate the deployment of practical solutions to data mining problems is intro-
duced. The vision is a collection of data, data mining and user agents operating
under decentralised control. Practitioners wishing to participate in the framework
may add additional agents using a registration strategy. We envision a collection of
scattered data over the network, accessed by a group of agents that allow a user to
pose data mining queries to those data sources with no requirement to know the
location of the supporting data, nor how the agents are materialised through an inte-
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gration and ranking process. We also envision that the inclusion of a new data source
or data mining techniques should be a simple process of adding new agents to the
system. To investigate the potential of this approach we have built EMADS (Ex-
tendible Multi-Agent Data mining System). The use of EMADS offers a number of
advantages, includes: decentralised control, distribution of computational resources,
interoperability, distribution of expertise, task and data matching, Result evaluation,
simple extendibility and security.

To illustrate some of the features of EMADS a Meta ARM (Association Rule
Mining) scenario is considered in this paper. We define the term Meta Mining as
the process of combining the individually obtained results of N applications of a
data mining activity. The motivation behind the scenario is that data relevant to a
particular ARM application is often owned and maintained by different, geographi-
cally dispersed, organizations. Information gathering and knowledge discovery from
such distributed data sources typically entails a significant computational overheads;
computational efficiency and scalability are both well established critical issue in
data mining [1]. One approach to addressing problems such as the meta ARM prob-
lem is to adopt a distributed approach. However this requires expensive computation
and communication costs. In distributed data mining, there is a fundamental trade-
off between accuracy and cost of computation. If we wish to improve the compu-
tation and communication costs, we can process all the data locally obtaining local
results, and combine these results centrally to obtain the final result. If our interest
is in the accuracy of the result, we can ship all the data to a single node (and apply
an appropriate algorithm to produce this desired result). In general the latter is more
expensive while the former is less accurate. The distributed approach also entails
a critical security problem in that it reveals private information; privacy preserving
issues [2] are of major concerns in inter enterprise data mining when dealing with
private databases located at different sites.

An alternative approach to distributed data mining is high level learning which
adopts strategies to allow all data to be locally analyzed, local results (models) are
then combined at a central site to obtain the final result (global model). This ap-
proach is less expensive but may produce ambiguous and in- correct global results.
To make up for such a weakness, many researchers have attempted to identify fur-
ther alternatives to combining local models built at different sites. Most of these
approaches are agent-based high level learning strategies such as: meta-learning
[4], mixture of experts [5] and knowledge probing [6]. Bagging [7] increases the ac-
curacy of the model by generating multiple models from different data sets chosen
uniformly with replacement and then averaging the outputs of the models. However,
these approaches still only have the ability to estimate a global data model through
the aggregation of the local results, rather than generating an exact correct global
model.

In EMADS a distributed computation framework is defined in terms of a Multi-
Agent System (MAS), i.e. a system composed of a community of agents, capable

tion, a MAS can display self-organizational and complex behaviours, even when
the capabilities of individual agents are relatively simple. The fundamental distinc-
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of reaching goals that are difficult to achieve by an individual system [3]. In addi-



tion between a distributed architecture and a MAS architecture is one of control.
In a distributed system control is centralized; in a MAS control is decentralized
in that agents are self motivating, and problem solving is achieved through inter-
communication between agents.

The rest of this paper is organised as follows. Section 2 provides the motivation
behind the material presented and discusses some related work. For completeness a
brief note on Meta ARM Algorithms is then presented in Section 3. In section 4 our
Meta ARM model architecture and functionality are described. Section 5 discusses
the experimental results. Finally, Section 6 concludes the paper.

2 Related Work

There are a number of reports in the literature of the application of Agent tech-
niques to data mining. Kargupta, Stafford, and Hamzaoglu [11] describe a parallel
data mining system (PADMA) that uses software agents for local data accessing and
analysis, and a Web based interface for interactive data visualization. PADMA has
been used in medical applications. The meta-learning strategy offers a way to mine
classifiers from homogeneously distributed data. Perhaps the most mature systems
of agent-based meta-learning systems are: JAM [4], BODHI [12], and Papyrus [13].
In contrast to JAM and BODHI, Papyrus can not only move models from site to site,
but can also move data when that strategy is desired. Papyrus is a specialized sys-
tem which is designed for clustering while JAM and BODHI are designed for data
classification. Basically, these systems try to combine local knowledge to optimize
a global objective.

The major criticism of such systems is that it is not always possible to obtain an
exact final result, i.e. the global knowledge model obtained may be different from
the one that might have been obtained by applying the one model approach to the
same data.

3 Note on Meta ARM Algorithms

Association Rule Mining (ARM) is concerned with the identification of patterns

identification of frequent sets of data attributes that satisfy threshold requirements
of relative support in the data being examined. The most significant issue when
combining groups of previously identified frequent sets is that wherever an itemset
is frequent in a data source A but not in a data source B a check for any contribu-
tion from data source B is required (so as to obtain a global support count). The
challenge is thus to combine the results from N different data sources in the most
computationally efficient manner. This in turn is influenced predominantly by the
magnitude (in terms of data size) of returns to the source data that are required.
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To investigate and evaluate our ideas on EMADS a study of Meta ARM is pre-
sented here. Five Meta ARM algorithms are considered, all founded on the well
known TFP ARM algorithm [9, 10] where results are stored in a T-tree. For the Meta
ARM these trees must then be merged in some way. The structure of the T-tree, and
the algorithms used in its construction, are described in [10]; the details of this are
not relevant to the present paper, and in principle any algorithm for generating fre-
quent sets could have been employed. As with all such algorithms, the merging of
locally frequent sets to produce global totals may require additional computation to
complete the counts of some sets. Each of the Meta ARM algorithms/agents makes
use of return to data (RTD) lists, at least one per data set/agent, to hold lists of item-
sets whose support was not included in the current T-tree and for which the count is
to be obtained by a return to the originating raw data agent. The processing of RTD
lists may occur during, and/or at the end of, the Meta ARM process depending on
the nature of the algorithm. The algorithms can be summarised as follows:

1. Brute Force: Merges the T-trees one by one starting with the largest tree generat-
ing (N) RTD lists, processes RTD lists and prunes the T-tree at end of the merge
process.

2. Apriori: Merges all T-trees level by level starting from the first level (K = 1) gen-
erating (K ∗N) RTD lists, processes RTD lists and prunes the T-tree at each level.
The objective of the Apriori Meta ARM algorithm is to identify unsupported
itemsets earlier in the process.

3. Hybrid 1: Commences by generating the top level of the merged T-tree in the
Apriori manner described above (including processing of the RTD list); and then
adds the appropriate branches, according to which top level nodes are supported,
using a Brute Force approach.

4. Hybrid 2: Commences by generating the top two levels of the merged T-tree,
instead of only the first level, as in the Hybrid 1 approach. Additional support
counts are obtained by processing the RTD lists. The remaining branches are
added to the supported level 2-nodes in the merged T-tree sofar (again) using the
Brute Force mechanism.

5. Bench Mark: It is a bench mark algorithm against which the identified Meta
ARM algorithms were to be compared.

Full details of the Meta ARM algorithms can be found in Albashiri et al. ([14]).
Note that the overview given here is in the context of MADM (Multi-Agent Data
Mining) whereas the original algorithms proposed by Albashiri et al. did not operate
in an agent context.

4 Meta ARM Model

In order to demonstrate the feasibility of our EMADS vision a peer to peer agent-
based framework has been designed and implemented, which uses a broker mediated-
based architectural model [15].
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Fig. 1 shows the Meta ARM model architecture of EMADS framework which
is built with the JADE Toolkit [16]. The system consists of one organization site
(mediator host) and several local sites (sites of individual hosts). Detailed data are
stored in the DBMS (Data Base Management System) of local sites. Each local site
has at least one agent that is a member of the organization. The connection between a
local agent and its local DBMS is not included. There are two special JADE agents at
the organization site (automatically started when the organization site is launched).
The AMS (Agent Management System) provides the Naming Service (i.e. ensures
that each agent in the platform has a unique name) and represents the authority in the
platform. The DF (Directory Facilitator) provides a Yellow Pages service by means
of which an agent can find other agents providing the services required in order to
achieve its goals. All Routine communication and registration are managed by these
JADE agents. Data mining tasks are managed through the P2P model by the other
agents.

Fig. 1. Meta ARM Model Architecture

In this framework, agents are responsible for accessing local data sources and
for collaborative data analysis. The architecture includes: (i) data mining agents, (ii)
data agents, (iii) task agents, (iv) user agents, and (v) mediators (JADE agents) for
agents coordination. The data and mining agents are responsible for data access-
ing and carrying through the data mining process; these agents work in parallel and
share information through the task agent. The task agent co-ordinates the data min-
ing operations, and presents results to the user agent. Data mining is carried out by
means of local data mining agents (for reasons of privacy preservation). In the con-
text of Meta ARM activity each local mining agent’s basic function is to generate
local item sets (local model) from local data and provide this to the task agent in
order to generate the complete global set of frequent itemsets (global model).

27Agent Based Frequent Set Meta Mining: Introducing EMADS



4.1 Dynamic Behaviour of System for Meta ARM operations

The system Initially starts up with the two central JADE agents. When a data agent
wishes to make its data available for possible data mining tasks, it must publish its
name and description with the DF agent. In the context of Meta ARM, each mining
agent could apply a different data mining algorithm to produce its local frequent
item sets T-tree. The T-trees from each local data mining agent are collected by
the task agent, and used as input to Meta ARM algorithms for generating global
frequent item sets (merged T-tree) making use of return to data (RTD) lists, at least
one per data set, to contain lists of itemsets whose support was not included in the
current T-tree and for which the count is to be obtained by a return to the raw data.

5 Experimentation and Analysis

To evaluate the five Meta ARM algorithms, in the context of EMADS vision, a
number of experiments were conducted. These are described and analysed in this
section. The experiments were designed to analyse the effect of the following:

1. The number of data sources (data agents) .
2. The size of the datasets (held at data agents) in terms of number of records.
3. The size of the datasets (held at data agents) in terms of number of attributes.

Experiments were run using two Intel Core 2 Duo E6400 CPU (2.13GHz) com-
puters with 3GB of main memory (DDR2 800MHz), Fedora Core 6, Kernel version
2.6.18 running under Linux except for the first experiment where two further com-
puters running under Windows XP were added. For each of the experiments we
measured: (i) processing time (seconds/mseconds), (ii) the size of the RTD lists
(Kbytes) and (iii) the number of RTD lists generated. The authors did not use the
IBM QUEST generator [17] because many different data sets (with the same input
parameters) were required and it was found that the quest generator always gener-
ated the same data given the same input parameters. Instead the authors used the
LUCS KDD data generator 1. Note that the slight oscillations in the graphs result
simply from a vagary of the random nature of the test data generation.

1 htt p : //www.csc.liv.ac.uk/ f rans/KDD/So f tware//LUCS−KDD−DataGen/
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Fig. 2. Effect of number of data sources

Figure 2 shows the effect of adding additional data sources. For this experiment
ten different artificial data sets were generated and distributed among four machines
using T = 4 (average number of items per transactions), N = 20 (Number of at-
tributes), D = 100k (Number of transactions). The selection of a relatively low value
for N ensured that there were some common frequent itemsets shared across the
T-trees. Experiments using N = 100 and above tended to produce many frequent
1-itemsets, only a few isolated frequent 2-itemsets and no frequent sets with cardi-
nality greater than 2. For the experiments a support threshold of 1% was selected.
Graph 2(a) demonstrates that all of the proposed Meta ARM algorithms worked
better then the bench mark (start from “scratch”) approach. The graph also shows
that the Apriori Meta ARM algorithm, which invokes the “return to data procedure”
many more times than the other algorithms, at first takes longer; however as the
number of data sources increases the approach starts to produce some advantages as
T-tree branches that do include frequent sets are identified and eliminated early in
the process. The amount of data passed to and from sources, shown in graph 2(b),
correlates directly with the execution times in graph 2(a). Graph 2(c) shows the num-
ber of RTD lists generated in each case. The Brute Force algorithm produces one
(very large) RTD list per data source. The Bench Mark algorithm produces the most
RTD lists as it is constantly returning to the data sets, while the Apriori approach
produces the second most (although the content is significantly less).
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Fig. 3. Effect of increasing number of records

Figure 3 demonstrates the effect of increasing the number of records. The input
data for this experiment was generated by producing a sequence of ten pairs of data
sets (with T = 4, N = 20) representing two sources on two different machines. From
graph 3(a) it can be seen that the Brute Force and Hybrid 1 algorithms work best
because the size of the return to data lists are limited as no unnecessary candidate
sets are generated. This is illustrated in graph 3(b). Graph 3(b) also shows that the
increase in processing time in all cases is due to the increase in the number of records
only; the size of the RTD lists remains constant throughout as does the number of
RTD lists generated (graph 3(c)).

Figure 4 shows the effect of increasing the global pool of potential attributes (re-
member that each data set will include some subset of this global set of attributes).
For this experiment another sequence of pairs of data sets (representing two sources)
was generated with T = 4, D = 100K and N ranging from 100 to 1000. As in the
case of experiment 2 the Brute Force and Hybrid 1 algorithms work best (for similar
reasons) as can be seen from graph 4(a). However in this case (compared to the pre-
vious experiment), the RTD list size did increase as the number of items increased
(graph 4(b)). For completeness graph 4(c) indicates the number of RTD lists sent
with respect to the different algorithms. The reasoning behind the Hybrid 2 algo-
rithm proved to be unfounded; all the 1-itemsets tended not to be all supported.
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Fig. 4. Effect of increasing number of items (attributes)

All the Meta ARM algorithms outperformed the bench mark (start from scratch)
algorithm. The Hybrid 2 algorithm performed in an unsatisfactory manner largely
because of the size of the RTD lists sent. Of the remainder the Apriori approach
coped best with a large number of data sources, while the Brute Force and Hybrid
1 approaches coped best with increases data sizes (in terms of column/rows) again
largely because of the relatively smaller RTD list sizes. It should also be noted that
the algorithms are all complete and correct, i.e. the end result produced by all the
algorithms is identical to that obtained from mining the union of all the raw data
sets using some established ARM algorithm. Of course our MADM scenario, which
assumes that data cannot be combined in this centralised manner, would not permit
this.

6 Conclusions and Future Work

Traditional centralized data mining techniques may not work well in many dis-
tributed environments where data centralization may be difficult because of limited
bandwidth, privacy issues and/or the demand on response time. Meta-learning data
mining strategies may offer a better solution than the central approaches but are not
as accurate in their results. This paper proposes EMADS, multi-agent data mining
framework with peer-to-peer architecture as an application domain to address the
above issues. The use of EMADS was illustrated using a meta ARM scenario. Four
meta ARM algorithms and a bench mark algorithm were considered. The described
experiments indicated, at least with respect to Meta ARM, that EMADS offers posi-
tive advantages in that all the Meta ARM algorithms were more computationally ef-
ficient than the bench mark algorithm. The results of the analysis also indicated that
the Apriori Meta ARM approach coped best with a large number of data sources,
while the Brute Force and Hybrid 1 approaches coped best with increased data sizes
(in terms of column/rows). The authors are greatly encouraged by the results ob-
tained so far and are currently undertaking further analysis of EMADS with respect
to alternative data mining tasks.
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Abstract Recently a great number of methods and frameworks to develop multia-
gent systems have appeared. Nowadays there is no established framework to evalu-
ate environments to develop multiagent systems (MAS) and choosing between one
framework or another is a difficult task. The main contributions of this paper are:
(1) a brief analysis of the state of the art in the evaluation of MAS engineering;
(2) a complete list of criteria that helps in the evaluation of multiagent system de-

the Ingenias methodology and its development environment using this evaluation
framework.

1 INTRODUCTION

Nowadays, there is a great number of methods and frameworks to develop MAS,
almost one for each agent-research group [11]. This situation makes the selection of
one or another multiagent development tool, a very hard task. The main objective
of this paper is to provide a mechanism to evaluate these kind of tools. This paper
shows a list of criteria that allows a deep and complete analysis of multiagent devel-
opment tools. Through this analysis, developers can evaluate the appropriateness of
using a tool or another depending on their needs.

The rest of the paper is organized as follows: Section 1.1 briefly summarizes
the state of the art of the evaluation of MAS engineering. Section 2 details some
important features to develop MAS. Section 2 explains a quantitative technic to
evaluate MASDKs (MultiAgent System Development Kits). In Section 3, the Inge-
nias methodology and it MASDK are presented. They are evaluated in Section ??.
Finally, Section 4 presents some conclusions and future works.
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1.1 Background

ing related criteria and criteria relating to agent concepts. Also they add a metric
evaluation. Cernuzzi and Rossi [3] present a qualitative evaluation criteria employ-
ing quantitative methods for the evaluation of agent-oriented analysis and design
modeling methods. The related works focus their efforts on the analysis of method-
ologies, but do not analyzes the tools that provide support for these methodologies.
It is a very important feature because a well-defined methodology loses a great part
of its functionality if there is no tool to apply it easily.

Eiter and Mascardi [4] analyzes environments for developing software agents.
They provide a methodology and general guidelines for selecting a MASDK. Their
list of criteria includes agent features, software engineering support, agent and MAS
implementation, technical issues of the MASDKs and finally economical aspects.

Bitting and Carter [2] use the criteria established by Eiter and Mascardi to ana-
lyze and compare five MASDKs. In order to obtain objective results from the eval-
uation Bitting and Carter add a quantitative evaluation. Sudeikat and Braunch [10]
presents an interesting work in which they analyzes the gap between modeling and
platform implementation. Their framework allows the evaluation of the appropriate-
ness of methodologies with respect to platforms.

This paper is based on the related works. The main objective of this paper is
to offer a list of evaluation criteria that allows to analyze and compare methods,
techniques and environments for developing MAS. A metric is added to the qual-
itative criteria to allow a quantitative comparison. These criteria focus on the gap
between the theorical guidelines of the methodologies and what can be modeled in
the MASDKs. Furthermore, these criteria analyze the gap between the model and
the final implementation, i.e., which implementation facilities provide the MAS-
DKs and which model elements have no direct translation in the implementation
platform.

2 CRITERIA

In this section, a list of evaluation criteria is described. These features allow a com-
plete analysis of a MASDK and the selection between one and another. They are
grouped in five categories.

2.1 Concepts and properties of MAS

As it is well known, there is no complete agreement on which features are mandatory
to characterize an agent and a MAS. This is the reason why an analysis of the basic
notions (concepts and properties) of agents and MAS are necessary at the beginning
of the evaluation. This section deals with the question whether a methodology and it
associated MASDK adhere to the basic concepts and properties of agents and MAS.
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- AGENT FEATURES
These features are grouped into basic features that represent the core of agenthood,
and advanced features that represent specific and desirable agent characteristics.

Basic features
Agent architecture: It represents the concepts that describe the internals of an agent.
The importance of this feature is not to say which approach is better than other,
but this feature is very useful to know if the approach is appropriate to specific
requirements.
Properties: Agents are supposed to be autonomous, reactive, proactive and socials.
In this section which agent properties are supported by the methodology and by the
MASDK is analyzed.

Advanced features
Mental attitudes: The agent has mental notions like beliefs, desires, intentions and
commitments.
Deliberative capabilities: The agent is able to select some possible plans to solve a
problem and deliberate to choose the most appropriate in this situation.
Adaptivity: The adaptability feature may require that a modeling technique be mod-
ular and that it can activate each component according to the environmental state.
Meta-management: The agent is able to reason about a model of itself and of other
agents.
- MAS FEATURES
Support for MAS organizations.At this point will be analyzed only which kind of
organizations are supported, the other specific characteristics of the organizations
will be analyzed in the following categories.

Support for the integration with services. Some MAS software engineering
has been expanded to the integration with services [8]. At this point is interesting
to analyze which kind of integration is supported by the approach (agents invoke
services, services invoke agents or bidirectional) and the mechanisms used to facil-
itate the integration. Related with this, it is very interesting to know which services
communication and specification standards are supported.

2.2 Software engineering support

The development of a MAS is a complex task that can be simplified with the use of
MAS engineering techniques. This section will analyze how MASDKs support this
techniques.
- APPLICATION DOMAIN
There are some methodologies and MASDKs thatcan be used to develop any kind

of MAS, but other approaches are specialized in a particular application domain [5].
- MODEL-CENTRAL ELEMENT
Traditionally, agents are the model-central element in most MAS models, but in the
last years there are an evolution to the organization-oriented modeling and service-
oriented modeling.
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- METHODOLOGY
Methodologies can be analyzed using the following criteria:
Based on metamodels. Meta-model presents relationships, entities, and diagrams,
which are the elements to build MAS models.
Models dependence. A high dependence on some specific models of a modelling
method may imply that if they are not well-designed it may affect all the design
process; hence, lower dependence is better.
Development process. It indicates which software-development process follows the
methodology.
Lifecycle coverage. In complex systems such as MAS it is desirable to use tools
that facilitate the development of the application throughout the entire process.
Development guides. They facilitate the developers work and make the methodol-
ogy more easy to understand and follow.
Platform dependent. Some methodologies are focused on the development in a
specific deployment platform.
Organization support. The methodology includes agent-organization concepts in
the development life cycle.
Service support. The methodology provides support to integrate services and
agents at the different stages of the life cycle.
- MODELING LANGUAGE
The methodology should use a complete and unambiguous modeling language. It

can be formal, informal or a mix of them. It should be expressive enough to rep-
resent MAS structure, data workflow, control workflow, communication protocols,
concurrent activities and different abstraction level views. Other advanced features
are the possibility to represent restrictions in the resources, mobil agents, the inter-
action with extern systems and the interaction with human beings.
- SUPPORT FOR ONTOLOGIES
Ontologies represent a powerful means to organize concepts and relations among

concepts in an agent-based application, and to unambiguously describe features and
properties of agents. At this point if the MASDK offers the possibility to model,
implement or import ontologies is analyzed.
- VERIFICATION TOOLS
The verification process can be analyzed from two points of view:

Static verification. It involves to check the integrity of the system, i.e., that the
specification of all model elements and the relationships between those elements
are correct. The MASDK must be able to detect inconsistencies such as an agent
who pursues a goal but the functionality of the agent does not allow it to achieve
that goal. Furthermore, the MASDK notifies when the modeling is incomplete (for
example, when there is an objective that is not achieve for anyone). In the best cases,
the application not only detects these mistakes, but also proposes solutions.

Dynamic verification. It involves testing the system using simulations, i.e., the
MASDK creates a simplified system prototype and test their behavior.
- THE GAP BETWEEN METHODS AND DEVELOPMENT TOOL
This section analyzes the gap between what is theoretically defined in the method-
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ology and what can be modeled by the MASDK. Three conflicted areas have been
highlighted.
Complete notation The MASDK should provide the possibility to model all the
methodology elements and their relationships. All the restrictions defined in the
methodology should be defined in the modeling language and should be taken into
account in the MASDK.
Lifecycle coverage This criterion identifies which methodology stages are sup-
ported by the MASDK.
Development guidelines These guides are very useful to develop MAS and if they
are integrated in the MASDK the development task become more intuitive and eas-
ier. This integration reduces the modeling time and facilitate the development of
MAS to developers.

2.3 MAS implementation

This section analyzes how the MASDK helps the developer to transform the mod-
eled system into a real application.
- IMPLEMENTATION FACILITIES
Graphical interfaces It represents the possibility to generate graphical interfaces
using the MASDK.
Limited systems The MASDK may support the development of system with some
limitations, i.e., the development of system that are going to be executed in limited
devices like mobile phones.
Real time control Some application need real time control, so it must be supplied
for the MASDK.
Security issues The MASDK can provide security mechanism to ensure that agents
are not malicious and do not damage other agents, that their agents are not be dam-
aged and has to avoid the interception or corruption of messages. These issues are
more complex when the system has mobile agents or when agents interact with
extern agents.
Physical environment models These are a library of simulators of physical parts of
some kinds of systems for testing.
Code implementation The MASDK allows to implement or complete the agents
code in the same tool.
Debugging facilities They are necessary for developing correct, reliable and robust
system, due to the complex, distributed and concurrent nature of MAS.
- THE GAP BETWEEN MODELING AND IMPLEMENTATION
Match MAS abstractions with implementation elements
Agents use abstract concepts that are close to those used when reasoning, about
human behaviours and organizations. This fact can facilitate the analysis and design
activities but the gap between model and implementation increases.
Automatic code generation

It is an important feature because it reduces the implementation time and the
errors in the code.
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Code language This issue represents which programming language is used to
generate agent code and which language is used to represent the ontologies.

Platform This issue represents for which agent platform is generated the code.
Generation technology Nowadays, there are a great number of techniques and

languages to transform automatically from models to code.
Kind of generation It can be complete or it can generate only the skeletons of the

agents. These skeletons usually have to be manually completed for the developer.
Utility agents There are different agents offering services that do not depend

on the particular application domain (for example yellow and white pages). The
MASDK should also provide them.

Reengineering These techniques are very useful in traditional software engineer-
ing and also in MAS development.

Services If the generating MAS is integrated with services, the MASDK should
provide the necessary mechanisms for this integration.

2.4 Technical issues of the MASDK

This criteria selection is related to the technical characteristics of the development
environment. Some of these features can have a dramatic impact on the usability
and efficiency of this tools.
Programming language The language used to implement the MASDK and the
language used to store the models are important keys.
Resources System requirements to the MASDK which include in which platforms
can be executed and if it is light-weight.
Required expertise It indicates if it is necessary be a expert modeler and developer
to use the MASDK.
Fast learning It indicates if the MASDK is easy to use and does not need much
training time.
Possibility to interact with other applications For example this can provide the
possibility to import or export models developed with other applications.
Extensible The MASDK is prepared to include other functional modules in an easy
way.
Scalability This issue analyzes if the MASDK is ready to develop any scale of
applications (small systems or large-scale applications).
Online help A desirable feature in a MASDK is that it helps developers when they
are modeling or implementing, i.e., the MASDK takes part automatically or offer
online suggestions to the developer.
Collaborative development This functionality may be very interesting to develop
complex systems in which there are a group of developers which cooperates.
Documentation An important aspect when dealing with new proposals is how they
are documented. A good documentation and technical support should be provided.
Examples If the MASDK presents complete case study is another feature to evalu-
ate. The fact that the MASDK has been used in business environments also demon-
strate the usefulness of the MASDK.
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2.5 Economical aspects

Economical characteristics are important to choose between one or another MASDK.
Obviously, one key in the evaluation is the cost of the application, the cost of it doc-
umentation and a technical service is provided. Also, the vendor organization gives
an idea about the reliability and the continuity of the application.

2.6 Metric

A numerical evaluation offers a fast and general evaluation which allows to compare
and evaluate methods and tools easily.

Each established criterion in Section 2 is associated with a weigh that represents
the importance of this criterion. A ranking of 0 indicates that this criterion cannot
be quantitative evaluated. For example, the use of one agent architecture or another
cannot be evaluated as better or worst, it is only a feature and it will be more or less
appropriate depending on the requirements of the system to develop. A ranking of
1 indicates that this criterion is desirable but not necessary. A ranking of 2 indicates
that it is not necessary but very useful. A ranking of 3 indicates that it is necessary or
very important in the MAS development. An evaluation vector for each MASDK is
created stating how the approach covers each criterion. The scale of the points is 0,
25, 50, 75 or 100% depending on how feature is covered. The numerical evaluation
is the result of the dot product between the weight vector and the evaluation vector.

The presented metric is based on [2] although this metric does the average of
all the criteria without separating categories. In this paper the numerical evaluation
is considered taking into account the categories established in Section 2 to detect
which parts of the MASDKs has more lacks and should be improved.
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3 CASE STUDY: INGENIAS

INGENIAS [7] is a methodology for the development of MAS that is supported by
an integrated set of tools, the INGENIAS Development Kit (IDK) [6]. These tools
include an editor to create and modify MAS models, and a set of modules for code
generation and verification of properties from these models. In this section Ingenias
and the IDK are presented and evaluated according to the framework and the metric
presented in Section 2.
- CONCEPTS AND PROPERTIES OF MAS
Ingenias agents follow a BDI architecture and have all the basic properties defined
by Wooldridge. Also Ingenias specifies mental attitudes and deliberative capabil-
ities but it does not provide support to specify adaptivity, meta-management or
emotionality (see Figure 1). Ingenias specifies an organizational model in which
groups, members, workflows and organizational goals are described. Ingenias does
not model social norms or the dynamic of the organization, i.e., how an agent can
enter in a group, etc. At this moment, Ingenias does not support service integration.
- SOFTWARE ENGINEERING SUPPORT
Ingenias is a general application domain and its model-central element are organi-
zations (Figure 2). It integrates results from research in the area of agent technol-
ogy with a well-established software development process, which in this case is the
Rational Unified Process (RUP). This methodology defines five meta-models that
describe the elements that form a MAS from several viewpoints, and that allow to
define a specification language for MAS. These metamodels are: Organization meta-

teraction meta-model. These metamodels have strong dependences and relations.
Ingenias provides a development guides for the analysis and design stages. These
guides include organization support and have no platform dependences. Further-
more, Ingenias provide some support for the implementation stage. Ingenias also
provides an informal modeling language that provides mechanism to define all the
basic features explained in Section 2 but that it is not useful to represent mobil agents
and the other advanced-related features. The IDK offers a module that realize a static
verification of the modeled system. It is very useful because it helps developers to
find errors in their models and suggests possible solutions. As is shown in Figure 5,
Ingenias fills well the gap between its methodology and the development tool. The
elements of the methodology and the notation of the modeling language is totally
supported by the IDK. Also all the stage that are covered by the methodology, are
covered by the IDK as well. At this moment the IDK has no development guidelines
integrated, but there are some researches about this topic.
- MAS IMPLEMENTATION
Figure 5 shows that Ingenias does not provide a good support to the implementation
stage. It has a module to transform models into Jade agents [1]. This module gener-
ate skeletons of the agents and their tasks. Almost all the elements of the method-
ology can be directly transformed into elements of the Jade platform, but there are
some abstraction like goals or mental states that have not a corresponding element
of the platform.
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Technical issues of the MASDK 60,29 The IDK is technically well-defined, but there are some interesting 
features that are not covered. 

Economical aspects 90,63 The result is very good, the reason is that Ingenias is 
free and is well-supported by its authors. 

 
 Fig. 5 Numerical evaluation results.

- TECHNICAL ISSUES OF THE MASDK
The IDK has been implemented in Java, because of that it is multiplatfom. A new

functionality module can be added to the IDK easily. The IDK is not very intuitive,
but it does not require much time to learn it. The documentation of Ingenias and
of its IDK is complete and some validated examples are provided with the IDK.
Despite this, the examples are not completely developed and some of them have
modeling mistakes.
- ECONOMICAL ASPECTS
Ingenias is an academical work developed in the Grasia! research group. This
project is still open, so they are offering new versions of the IDK and improving
the methodology. Ingenias and the IDK are open source and all their documentation
is publicly available. There is no specific technical service but authors answer ques-
tions by email and by the gap repository.
- NUMERICAL EVALUATION
Figure 5 shows the numerical evaluation results. The final result of each category is
the dot product between the weight of the features analyzed (the number inside the
parentheses of the second column) and their numerical result (third column). De-
velopers can obtain a fast overview about Ingenias and its IDK looking this figure.
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4 CONCLUSION

This paper summarizes the state of the art in the evaluation of methods and tools
to develop MAS. These studies are the base of the presented evaluation framework.
This framework helps to evaluate MASDKs by the definition of a list of criteria
that allows to analyze the main features of this kind of systems. This list covers
traditional software engineering needs and specific characteristics for developing
MAS. This study helps in the evaluation of the gap between the methods and the
modeling tool, and the gap between the model and the implementation.

A quantitative evaluation method is presented. It allows a numeric evaluation
and comparison. It gives developers a fast overview of the quality of the evaluated
MASDK in each category. The weight of the criteria is a variable feature that affect
the result of the evaluation. This feature provides developers a mechanism to adapt
the evaluation framework to their own requirements.

This evaluating framework has been used successfully to evaluate Ingenias and
its IDK. The results of the evaluation shows that this approach covers the entire de-
velopment process in a basic way, but, it has important lacks in the transformation
from models to the final implementation. It should improve it implementation cov-
erage. As future work, this framework will be used to evaluate and compare a large
set of MASDKs and their methodologies.
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Information-Based Planning and Strategies

John Debenham

cipal architectural components are introduced. The agent’s deliberative planning
mechanism manages interaction using plans and strategies in the context of the rela-
tionships the agent has with other agents, and is the means by which those relation-
ships develop. Finally strategies are described that employ the deliberative mech-
anism and manage argumentative dialogues with the aim of achieving the agent’s
goals.

1 Introduction

This paper is in the area labelled: information-based agency [9]. Information-based
agency is founded on two premises. First, everything in its world model is uncertain
[2]. Second, everything that an agent communicates gives away valuable informa-
tion. Information, including arguments, may have no particular utilitarian value [6],
and so may not readily be accommodated by an agent’s utilitarian machinery.

An information-based agent has an identity, values, needs, plans and strategies
all of which are expressed using a fixed ontology in probabilistic logic for inter-
nal representation and in an illocutionary language [8] for communication. All of
the forgoing is represented in the agent’s deliberative machinery. We assume that
such an agent resides in a electronic institution [1] and is aware of the prevail-
ing norms and interaction protocols. In line with our “Information Principle” [8],
an information-based agent makes no a priori assumptions about the states of the
world or the other agents in it — these are represented in a world model, M t , that
is inferred solely from the messages that it receives.

The world model, M t , is a set of probability distributions for a set of random
variables each of which represents the agent’s expectations about some point of
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interest about the world or the other agents in it. We build a history of interaction
by noting each commitment made (commitments to act, commitments to the truth
of information or to the validity of an argument), and by relating each of them to
subsequent observations of what occurs. Tools from information theory are then
used to summarise these historic (commitment, observation) pairs — in this way we
have defined models of trust, honour, reliability and reputation [8]. Further we have
defined the intimacy and balance of both dialogues and relationships [10] in terms
of our ‘LOGIC’ illocutionary framework. All of these notions make no presumption
that our agents will align themselves with any particular strategy.

In related papers we have focussed on argumentation strategies, trust and honour,
and have simply assumed that the agent has a kernel deliberative system. In this
paper we describe the deliberative system for an information-base agent.

2 Plans

A plan p is p(ap,sp, tp,up,cp,gp) where:

• ap is a conditional action sequence — i.e. it is conditional on future states of the
world, and on the future actions of other agents. We think of plans as probabilistic
statecharts in the normal way where the arcs from a state are labelled with “event
/ condition / action” leading into a P symbol that represents the lottery, sp, that
determines the next state as described following:

• sp : S → P(Sp = s) ≡ s where S is the set of states and Sp is a random variable
denoting the state of the world when ap terminates1.

• tp : S → P(Tp = t) ≡ t where Tp is a random variable denoting the time that ap
takes to execute and terminate for some finite set of positive time interval values
for t.

• up : S→ P(Up = u)≡ u where Up is a random variable denoting the gross utility
gain, excluding the cost of the execution of ap for some finite set of utility values
for u.

• cp : S→ P(Cp = c) ≡ c where Cp is a random variable denoting the cost of the
execution of ap for some finite set of cost values for c.

• gp : S→ P(Gp = g)≡ g where Gp is a random variable denoting the expected in-
formation gain to α and to β of the dialogue that takes place during the execution
of the plan each expressed in G = F ×O .

The distributions above are estimated by observing the performance of the plans as
we now describe.2 In the absence of any observations the probability mass functions
for Sp, Tp, Up, Cp and Gp all decay at each and every time step by:

1 For convenience we assume that all action sequences have a “time out” and so will halt after
some finite time.
2 An obvious simplification would be to use point estimates for tp, up, cp and each element of gp,
but that is too weak a model to enable comparison.
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P
t+1(Xi) = λ ×D(Xi)+(1−λ )×P

t(Xi) (1)

for some constant λ : 0 < λ < 1, where λ is the decay rate.
The implementation of ap does not concern us. We do assume that the way in

which the plans are implemented enables the identification of common algorithms
and maybe common methods within different plans. Given two plans p and q, the
function Sim(p,q) ∈ [0,1] measures the similarity of their action sequences ap and
aq in the sense that their performance parameters are expected to be correlated to
some degree.

Estimating Sp. Denote the prior estimate by st. When a plan terminates, or is
terminated, the world will be in one of p’s end states. Call that state z. Then the
observed distribution for st+δ t will have the value 1 in position z. On the basis of this
observation the agent may be inclined to fix its estimate for st+1

z at γ where st
z ≤ γ ≤

1. The posterior distribution st+1 is defined as the distribution with minimum relative
entropy with respect to st: st+1 = argminr ∑ j r j log r j

st that satisfies the constraint
st+1

z = γ . If γ = st
z then the posterior is the same as the prior. If γ = 1 then the

posterior is certain with H(st+1) = 0. One neat way to calibrate γ is in terms of the
resulting information gain; that is to measure γ in terms of the resulting learning
rate µ:

H(st+1) = (1−µ)×H(st) (2)

where µ: 0 < µ < 1.
Estimating Tp, Up, Cp and Gp. Just as for estimating Sp, when the plan termi-

nates α will have observations for the values of these variables, and as a result may
wish to increase the corresponding frequency in the posterior to some new value.
Using the method described above for estimating Sp, the posterior distribution is the
distribution with minimum relative entropy with respect to the prior subject to the
constraint that the frequency corresponding to the observation is increased accord-
ingly.

Further, for these four variables we use the Sim(·, ·) function to revise the esti-
mates for ‘nearby’ plans. In [9] two methods for using a Sim(·, ·) function to revise
estimates are described — the situation here is rather simpler. Consider the variable
Cp. Applying the method in the paragraph ‘Estimating Sp.’, suppose a value had
been observed for Cp and as a result of which ct+1

j had been constrained to be γ .
Consider any plan q for which Sim(p,q) > 0. Denote P(Cq = c) by d. The poste-
rior distribution dt+1 is defined as the distribution with minimum relative entropy
with respect to dt: dt+1 = argminr ∑ j r j log r j

dt that satisfies the constraint: dt+1
j = γ ′

where γ ′ is such that:

H(dt+1) = (1−µ×Sim(p,q))×H(dt) (3)

where 0≤ Sim(p,q)≤ 1 with higher values indicating greater similarity.
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3 Planning

If an agent’s needs could potentially be satisfied by more than one plan then a mech-
anism is required to select which plan to use. As the execution of plans incurs a cost
we assume that α won’t simply fire off every plan that may prove to be useful.
A random variable, Vp, derived from the expectations of Sp, Tp, Up, Cp, Gp and
other estimates in M t represents the agent’s expectations of each plan’s overall per-
formance. Vp is expressed over some finite, numerical valuation space with higher
values being preferred.

The mechanisms that we describe all operate by selecting plans stochastically.
We assume that there is a set of P candidate plans {pi} with corresponding random
variables Vpi representing performance, and plan p j is chosen with probability q j
where ∑k qk = 1. Let N t = {Vt

pk
}P

k=1. The integrity of the performance estimates for
random variable Vpi are maintained using the method “Estimating Sp” in Section 2.
If pi is selected at time t then when it terminates the observed performance, vt

pi,ob,
is fed into that method.

First, consider the naı̈ve mechanism that selects plan p j by: q j = 1 for j =
argmaxi E(Vpi). This mechanism is well-suited to a one-off situation. But if the
agent has continuing need of a set of plans then choosing the plan with highest ex-
pected payoff may mean that some plans will not be selected for a while by which
time their performance estimates will have decayed by Equation 1 to such a extent
that may never be chosen. An agent faces the following dilemma: the only way to
preserve a reasonably accurate estimate of plans is to select them sufficiently often
— even if they they don’t perform well today perhaps one day they will shine.

The simple method: qi = 1
P selects all plans with equal probability. The follow-

ing method attempts to prevent the uncertainty of estimates from decaying above a
threshold, τ , by setting q j = 1 where:

if ∃i ·H(Vpi) > τ then let j = argmaxk H(Vpk)
else let j = argmaxk E(Vpk)

this method may deliver poor performance from the ‘then’ and good performance
from the ‘else’, but at least it attempts to maintain some level of integrity of the
performance estimates, even if it does so in an elementary way.

A strategy is reported in [4] on how to place all of one’s wealth as win-bets
indefinitely on successive horse races so as to maximise the rate of growth; this
is achieved by proportional gambling, i.e. by betting a proportion of one’s wealth
on each horse equal to the probability that that horse will win. This result is in-
teresting as the strategy is independent of the betting odds. Whether it will make
money will depend on the punter’s ability to estimate the probabilities better than
the bookmaker. The situation that we have is not equivalent to the horse race, but it
is tempting to suggest the strategies:

qi =
E(Vpi)

∑k E(Vpk)
(4)

qi = P(Vpi > Vp j),∀Vp j ∈N , j �= i (5)
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For the second strategy: qi is the probability that pi’s performance is the better than
that of all the other plans. With this definition it is clear that ∑i qi = 1. Both strate-
gies will favour those plans with a better performance history. Whether they will
prevent the integrity of the estimates for plans with a poor history from decaying to
a meaningless level will depend on the value of λ in Equation 1, the value of µ in
Equation 2, and on the frequency with which plans are activated. As the estimates
for plans that perform well, and plans that perform badly, all decay to the maximum
entropy decay limit D(Vpi) if they are not invoked, both of these strategies indirectly
take account of the level of certainty in the various performance estimates.

We consider now the stability of the integrity of the performance estimates in
time. If plan p j is not executed the information loss in Xt

j for one time step due
to the effect of Equation 1 is: λ ×H(Xt

j). If no plans in N are executed during
one time step then the total information loss in N is: λ ×∑k H(Xt

k). If plan p j is
executed the information gain in Xt

j due to the effect of Equation 2 is: µ ×H(Xt
j),

but this observation may effect the other variables in N t due to Equation 3, and
the total information gain in N is: µ ×∑k Sim(p j, pk)×H(Xt

k). Assuming that at
most one plan in N t is executed during any time step, and that the probability of
one plan being executed in any time step is χ; the expected net information gain of
N t+1 compared with N t is:

χ ·µ ·∑
j

q j ·∑
k

Sim(p j, pk) ·H(Xt
k)−λ ·∑

k
H(Xt

k) (6)

If this quantity is negative then the agent may decide to take additional steps to
gain performance measurements so as to avoid the integrity of these estimates from
consistently declining.

We now consider the parameters λ and µ to be used with the strategy in Equa-
tion 4. The effect of Equation 1 on variable Vi after t units of time is:(

1− (1−λ )t)×D(Vpi)+(1−λ )t ×Vt0
pi

The probability that plan pi will be activated at any particular time is:

χ× E(Vpi)
∑k E(Vpk)

and the mean of these probabilities for all plans is: χ
P . So the mean number of time

units between each plan’s activation is: N
χ . In the absence of any intuitive value for

λ , a convenient way to calibrate λ is in terms of the expected total decay towards
D(Vpi) between each activation — this is expressed as some constant φ , where 0 <
φ < 1. For example, φ = 1

2 means that we expect a 50% decay between activations.
The value of λ that will achieve this is: λ = 1− (1− φ)χ÷N . Then the value for
µ is chosen so that the expression (6) is non-negative. Using these values should
ensure that the probability distributions for the random variables Vi remain within
reasonable bounds, and so remain reasonably discriminating.
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It would be nice to derive a method that was optimal in some sense, but this is
unrealistic if the only data available is historic data such as the Vpi . In real situations
the past may predict the future to some degree, but can not be expected to predict
performance outcomes that are a result of interactions with other autonomous agents
in a changing environment. As a compromise, we propose to use (5) with values for
λ and µ determined as above. (5) works with the whole distribution rather than (4)
that works only with point estimates, but is algebraically simpler. These methods
are proposed on the basis that the historic observations are all that α has.

4 Preferences

Agent α’s preferences is a relation defined over an outcome space, where s1 ≺α s2
denotes “α prefers s2 to s1”. Elements in the outcome space may be described either
by the world being in a certain state or by a concept in the ontology having a certain
value. If an agent knows its preferences then it may use results from game theory
or decision theory to achieve a preferred outcome in some sense. For example, an
agent may prefer the concept of price (from the ontology) to have lower values than
higher, or to purchase wine when it is advertised at a discount (a world state). In
practice the articulation of a preference relation may not be simple.

Consider the problem of specifying a preference relation for a collection of fifty
cameras with different features, from different makers, with different prices, both
new and second hand. This is a multi-issue evaluation problem. It is realistic to sug-
gest that “a normal intelligent human being” may not be able to place the fifty cam-
eras in a preference ordering with certainty, or even to construct a meaningful prob-
ability distribution to describe it. The complexity of articulating preferences over
real negotiation spaces poses a practical limitation on the application of preference-
based strategies.

In contract negotiation the outcome of the negotiation, (a′,b′), is the enactment
of the commitments, (a,b), in that contract, where a is α’s commitment and b is β ’s.
Some of the great disasters in market design [5], for example the Australian Foxtel
fiasco, could have been avoided if the designers had considered how the agents
were expected to deviate (a′,b′) from their commitments (a,b) after the contract is
signed.

Consider a contract (a,b), and let (Pt
α(a′|a),Pt

α(b′|b)) denote α’s estimate of
what will be enacted if (a,b) is signed. Further assume that the pair of distributions
P

t
α(a′|a) and P

t
α(b′|b) are independent [3]3 and that α is able to estimate P

t
α(a′|a)

with confidence. α will only be confident in her estimate of P
t
α(b′|b) if β ’s actions

are constrained by norms, or if α has established a high degree of trust in β . If α
is unable to estimate P

t
α(b′|b) with reasonable certainty then put simply: she won’t

know what she is signing. For a utilitarian α , (a1,b1) ≺α (a2,b2) if she prefers
(Pt

α(a′2|a2),Pt
α(b′2|b2)) to (Pt

α(a′1|a1),Pt
α(b′1|b1)) in some sense.

3 That is we assume that while α is executing commitment a she is oblivious to how β is executing
commitment b and vice versa.
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One way to manage contract acceptance when the agent’s preferences are un-
known is to found the acceptance criterion instead on the simpler question: “how
certain am I that (a,b) is a good contract to sign?” — under realistic conditions this
is easy to estimate4.

So far we have not considered the management of information exchange. When
a negotiation terminates it is normal for agents to review what the negotiation has
cost ex post; for example, “I got him to sign up, but had to tell him about our plans
to close our office in Girona”. It is not feasible to attach an intrinsic value to infor-
mation that is related to the value derived from enactments. Without knowing what
use the recipient will make of the “Girona information”, it is not possible to relate
the value of this act of information revelation to outcomes and so to preferences.

While this negotiation is taking place how is the agent to decide whether to re-
veal the “Girona information”? He won’t know then whether the negotiation will
terminate with a signed contract, or what use the recipient may be able to make of
the information in future, or how any such use might affect him. In general it is un-
feasible to form an expectation over these things. So we argue that the decision of
whether to reveal a piece of information should not be founded on anticipated ne-
gotiation outcomes, and so this decision should not be seen in relation to the agent’s
preferences. The difficulty here is that value is derived from information in a fun-
damentally different way to the realisation of value from owning a commodity, for
example5.

A preference-based strategy may call upon powerful ideas from game theory. For
example, to consider equilibria α will require estimates of P

t
β (a′|a) and P

t
β (b′|b) in

addition to P
t
α(a′|a) and P

t
α(b′|b) — these estimates may well be even more specu-

lative than those in the previous paragraph. In addition she will require knowledge
about β ’s utility function. In simple situations this information may be known, but
in general it will not.

5 Information-based strategies

An information-based agent’s deliberative logic consists of:

1. The agent’s raison d’être — its mission — this may not be represented in the
agent’s code, and may be implicit in the agent’s design.

4 In multi-issue negotiation an agent’s preferences over each individual issue may be known with
certainty. Eg: she may prefer to pay less than pay more, she may prefer to have some feature to
not having it. In such a case, if some deals are known to be unacceptable with certainty, some are
known to be acceptable with certainty, and, perhaps some known to be acceptable to some degree
of certainty then maximum entropy logic may be applied to construct a complete distribution rep-
resenting ‘certainty of acceptability’ over the complete deal space. This unique distribution will be
consistent with what is known, and maximally noncommittal with respect to what is not known.
5 If a dialogue is not concerned with the exchange of anything with utilitarian value, then the two
agents may feel comfortable to balance the information exchanged using the methods in [10].
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2. A set of values, Π , — high level principles — and a fuzzy function υ : (S×A×
Π) → fuz, that estimates, when the world is in state s ∈ S, whether the agent
performing action a ∈ A supports or violates a value π ∈Π .

3. A strategy that provides an overarching context within which the plans are exe-
cuted — see Section 5. The strategy is responsible for the evolution of the rela-
tionships between the agents, and for ensuring that plans take account of the state
of those relationships.

4. A hierarchy6 of needs, N, and a function σ : N →P(S) were σ(n) is the set of
states that satisfy need n ∈ N. Needs turn ‘on’ spontaneously, and in response to
triggers, T ; they turn ‘off’ because the agent believes they are satisfied.

5. A set of plans, P — Section 2.

In this model an agent knows with certainty those states that will satisfy a need,
but does not know with certainty what state the world is in.

We now describe the strategic reasoning of an information-based agent. This
takes account of the, sometimes conflicting, utilitarian and information measures of
utterances in dialogues and relationships. This general definition may be instantiated
by specifying functions for the ψi in the following.

The following notation is used below. Rt
i denotes the relationship (i.e. the set

of all dialogues) between α and βi at time t. Intimacy is a summary measure of a
relationship or a dialogue and is represented in G . We write It

i to denote the intimacy
of that relationship, and I(d) to denote the intimacy of dialogue d. Likewise Bt

i and
B(d) denotes balance.
The Needs Model. α is driven by its needs. When a need fires, a plan is chosen to
satisfy that need using the method in Section 3. If α is to contemplate the future
she will need some idea of her future needs — this is represented in her needs
model: ν : T → ×n[0,1] where T is time, and: ν(t) = (nt

1, . . . ,n
t
N) where nt

i =
P(need i fires at time t).
Setting Relationship Targets. On completion of each dialogue of which α is a
part, she revises her aspirations concerning her intimacy with all the other agents.
These aspirations are represented as a relationship target, Tt

i , for each βi, that is
represented in G . Let It = (It

1, . . . , I
t
o), Bt = (Bt

1, . . . ,B
t
o) and Tt = (Tt

1 , . . . ,Tt
o ), then

Tt = ψ1(ν ,It ,Bt) — this function takes account of all βi and aims to encapsulate an
answer to the question: “Given the state of my relationships with my trading part-
ners, what is a realistic set of relationships to aim for in satisfaction of my needs?”.
Activating Plans. If at time t, some of α’s active needs, Nt

active, are not adequately7

being catered for, Nt
neglect, by existing active plans, Pt

active, then select Pt+1
active to take

account of those needs:

6 In the sense of the well-known Maslow hierarchy [7], where the satisfaction of needs that are
lower in the hierarchy take precedence over the satisfaction of needs that are higher.
7 For each need n, σ(n) is the set of states that will satisfy n. For each active plan p, P(Sp =
s) is probability distribution over the possible terminal states for p. During p’s execution this
initial estimation of the terminal state is revised by taking account of the known terminal states
of executed sub-plans and P(Sp′ = s) for currently active sub-plans p′ chosen by p to satisfy sub-
goals. In this way we continually revise the probability that Pt−1

active will satisfy α’s active needs.
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Pt+1
active = ψ2(Pt

active,N
t
neglect,N

t
active,I

t ,Tt)

The idea being that α will wish select Pt+1
active so as to move each observed intimacy

It
i towards its relationship target intimacy Tt

i . Having selected a plan p, E(Up) and
E(Gp) assist α to set the dialogue target, Dt

i , for the current dialogue [10]. In Sec-
tion 3 we based the plan selection process on a random variable Vp that estimates the
plan’s performance in some way. If α is preference-aware then Vp may be defined
in terms of its preferences.
Deactivating Plans. If at time t, a subset of α’s active plans, Pt

sub ⊂ Pt
active, ade-

quately caters for α’s active needs, Nt
active, then:

Pt+1
active = ψ3(Pt

active,N
t
active,I

t ,Tt)

is a minimal set of plans that adequately cater for Nt
active in the sense described

above. The idea here is that Pt+1
active will be chosen to best move the observed intimacy

It
i towards the relationship target intimacy Tt

i as in the previous paragraph.
The work so far describes the selection of plans. Once selected a plan will deter-

mine the actions that α makes where an action is to transmit an utterance to some
agent determined by that plan. Plans may be bound by interaction protocols speci-
fied by the host institution.
Executing a Plan — Options. [10] distinguishes between a strategy that determines
an agent’s Options from which a single kernel action, a, is selected; and tactics that
wrap that action in argumentation, a+ — that distinction is retained below. Suppose
that α has adopted plan p that aims to satisfy need n, and that a dialogue d has
commenced, and that α wishes to transmit some utterance, u, to some agent βi. In a
multi-issue negotiation, a plan p will, in general, determine a set of Options, At

p(d)
— if α is preference aware [Section 4] then this set could be chosen so that these
options have similar utility. Select a from At

p(d) by:

a = ψ4(At
p(d),Π ,Dt

i, I(d),B(d))

that is the action selected from At
p(d) will be determined by α’s set of values, Π ,

and the contribution a makes to the development of intimacy.
If d is a bilateral, multi-issue negotiation we note four ways that information

may be used to select a from At
p(d). (1) α may select a so that it gives βi similar

information gain as βi’s previous utterance gave to α . (2) If a is to be the opening
utterance in d then α should avoid making excessive information revelation due to
ignorance of βi’s position and should say as little as possible. (3) If a requires some
response (e.g. a may be an offer for βi to accept or reject) then α may select a
to give her greatest expected information gain about βi’s private information from
that response, where the information gain is either measured overall or restricted to
some area of interest in M t . (4) If a is in response to an utterance a′ from βi (such
as an offer) then α may use entropy-based inference to estimate the probability that
she should accept the terms in a′ using nearby offers for which she knows their
acceptability with certainty [9].
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Executing a Plan — Tactics. The previous paragraph determined a kernel action,
a. Tactics are concerned with wrapping that kernel action in argumentation, a+. To
achieve this we look beyond the current action to the role that the dialogue plays in
the development of the relationship:

a+ = ψ5(a, ,Tt
i , It

i , I(d),Bt
i,B(d))

In [10] stance is meant as random noise applied to the action sequence to prevent
other agent’s from decrypting α’s plans. Stance is important to the argumentation
process but is not discussed here.

6 Conclusion

In this paper we have presented a number of measures to value information includ-
ing a new model of confidentiality. We have introduced a planning framework based
on the kernel components of an information-based agent architecture (i.e. decay, se-
mantic similarity, entropy and expectations). We have defined the notion of strategy
as a control level over the needs, values, plans and world model of an agent. Finally,
the paper overall offers a model of negotiating agents that integrates previous work
on information-based agency and that overcomes some limitations of utility-based
architectures (e.g. preference elicitation or valuing information).
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Teaching Autonomous Agents to Move in a
Believable Manner within Virtual Institutions

Abstract Believability of computerised agents is a growing area of research. This
paper is focused on one aspect of believability - believable movements of avatars
in normative 3D Virtual Worlds called Virtual Institutions. It presents a method for

in Virtual Institutions. The proposed method does not require any explicit training
efforts from human participants. The contribution is limited to the lazy learning
methodology based on imitation and algorithms that enable believable movements
by a trained autonomous agent within a Virtual Institution.

1 Introduction

With the increase of the range of activities and time humans spend interacting with
autonomous agents in various computer-operated environments comes the demand
for believability in the behaviour of such agents. These needs span from the boom-
ing game industry, where developers invest their efforts in smart and absorbingly
believable game characters, to inspiring shopping assistants in the various areas of
contemporary electronic commerce.

Existing research in the field of believable agents has been focused on imparting
rich interactive personalities [1]. Carnegie-Mellon set of requirements for believable
agents include personality, social role awareness, self-motivation, change, social re-
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tures that contribute to believability utilises the developments in cognitive modeling
and attempts to formalise those models in computational form to implement them
in virtual environments [2].

Integrating these believability characteristics into virtual environments (i) is asso-
ciated with computational and architectural complexity; (ii) is platform and problem
dependent, and (iii) is essentially far from achieving a high level of believability [3].
In order to address these drawbacks, rather than identifying, modeling and imple-
menting different characteristics of believability some researchers investigate the
automated approach of learning by imitation [4]. Imitation learning is most effective
in environments where the actions of a human principal are fully observable and are
easy to interpret by the agent [5]. Virtual Worlds where both humans and agents are
fully immersed are quite efficient in terms of human observation facilities [5]. Even
better means of observation are offered by Virtual Institutions [6] - a new class of
normative Virtual Worlds, that combine the strengths of Virtual Worlds and norma-

Virtual Worlds provide the visual interaction space and Electronic Institutions en-
able the rules of interaction. The environment assumes similar embodiment for all
participants, so every action that a human performs can be observed and reproduced
by an agent, without a need to overcome the embodiment dissimilarities. Moreover,
the use of Electronic Institutions provides context and background knowledge for
learning, helping to explain the tactical behavior and goals of the humans.

Further in the paper we outline the learning method called “implicit training”.
The explanation of this method and its role within Virtual Institutions is structured
as follows. Section 2 outlines the basics of Virtual Institutions technology. Section 3
presents the principles of the implicit training method, with the implementation de-
tails given in Section 4. Section 5 describes the experimental results on learning to
move in believable manner. Section 6 concludes the paper.

2 Virtual Institutions

Virtual Institutions are 3D Virtual Worlds with normative regulation of participants’
interactions [6]. The development of such Virtual Worlds is separated into two
phases: specification of the institutional rules and design of the visualization. The
specification defines which actions require institutional verification while the rest of
the actions are assumed to be safe and can be instantly performed. Rule specification
utilises the “Electronic Institutions” methodology [7], which provides facilities for
formalizing the interactions of participants through interaction protocols and run-
time infrastructure that ensures the validity of the specified rules and their correct
execution. The rules of a Virtual Institution are determined by three types of con-
ventions (for detailed explanation see [7]):

1. Conventions on language form the Dialogical Framework dimension. It de-
termines language ontology and illocutionary particles that agents should use, roles
they can play and the relationships or incompatibilities among the roles.
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lationships, and “illusion of life”. The research in building mo-dels of different fea-

tive multi-agent systems, in particular, electronic institutions [7]. In this “symbiosis”
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2. Conventions on activities form the Performative Structure dimension. It de-
termines in which types of dialogues agents can engage during the activities they
perform in a scene, which protocols to use in the dialogues, which sublanguage of
the overall institutional language can be used in each scene, and which conventions
regulate the in and out flux of agents in scenes. Scenes are interconnected through
“transitions” to form a network that represents sequences of activities, concurrency
of activities or dependencies among them.

3. Conventions on behavior form the Norms dimension. Electronic Institutions
restrict agent actions within scenes to illocutions and scene movements. Norms de-
termine the commitments that agents acquire while interacting within an institution.
These commitments restrict future activities of the agent. They may limit the possi-
ble scenes to which agents can go, and the illocutions that can henceforth be uttered.

Virtual Institutions are visualized as 3D Virtual Worlds, where a single Virtual

The visualization is aligned with the formalised institution rules. The participants
are visualized as avatars. Only participants with specified roles can enter the institu-
tional buildings, where they can act according to the rules specification of respective
institution. Each institutional building is divided into a set of rooms (every room rep-
resents a scene), which are separated by corridors (transitions) and doors. The doors
are open or closed for a participant depending on the acceptance of participant’s role
by the corresponding scene and the execution state of the institution. Inside each of
the rooms only actions that comply with the protocol of the corresponding scene
can be executed (for more details see [6]).

Fig. 1 Outline of a prototypical Virtual Institution containing 3 scenes.

Fig. 1 outlines a prototypical Virtual Institution containing 3 scenes - Registra-
tionRoom, MeetingRoom and TradeRoom, visualized as rooms connected via cor-
ridors. The actions controlled by the institution (institutional level actions) include:
enterScene, exitScene, enterTransition, exitTransition and login. The rest of the ac-
tions (visual level actions) require no institutional control, these are: moving, jump-
ing, colliding with objects, turning etc. The directed line represents the trajectory of
the participant’s movement. The solid figure is the participant, the rest correspond
to internal agents (employees of the institution), in this case, a Receptionist and
an Auctioneer. The Receptionist verifies the login and password of the participant
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Institution is represented as a building located inside the space labeled as “garden.”



in the Registration Room, and unlocks the doors to other rooms if the identity of
the participant is proven. The Auctioneer sells different goods in the TradeRoom.
It announces the product to be auctioned, waits for incoming bids and sells it to
the winner. The Meeting Room is used for social interaction between buyers. In the
scenario shown in Fig. 1 the goal of the human is to buy fish in the TradeRoom.

3 Principles of Implicit Training in Virtual Institutions

Existing 3D Virtual Worlds are mostly human centered with very low agent in-
volvement. Virtual institutions, in contrast, is an agent-centered technology, which
treats humans as heterogenous, self-interested agents with unknown internal archi-
tecture. Every human participant (principal) is always supplied with a corresponding
software agent, that communicates with the institutional infrastructure on human’s
behalf. The couple agent/principal is represented by an avatar. Each avatar is manip-
ulated by either a human or an autonomous agent through an interface that translates
all activities into terms of the institution machine understandable language. The au-
tonomous agent is always active, and when the human is driving the avatar the agent
observes the avatar actions and learns how to make the decisions on human’s behalf.
At any time a human may decide to let the agent control the avatar via ordering it to
achieve some task. If the agent is trained to do so it will find the right sequence of
actions and complete the task in a similar way a human would.

The training of autonomous agents in Virtual Institutions happens on both visual
and institutional levels. The actions of the visual are important for capturing human-
like movement. The actions of the institutional level, on the one hand, help the
autonomous agent to understand when to start and stop recording the actions of the
visual level and which context to assign to the recorded sequences. On the other
hand, analyzing the sequence of institutional level actions helps, in a long run, to
understand how to reach different rooms and separate the sequences of actions there
into meaningful logical states of the agent.

Every dimension of the institutional specification contributes to the quality of
learning in the following way.

Dialogical Framework: the roles of the agents enable the separation of the ac-
tions of the human into different logical patterns. The message types specified in
the ontology help to create a connection between the objects present in the Virtual
Worlds, their behaviors and the actions executed by the avatars.

Performative Structure: Enables grouping of human behavior patterns into ac-
tions relevant for each room.

Scene Protocols: Enable the creation of logical landmarks within human action
patterns in every room.

4 Implementation of the Implicit Training Method

The implicit training has been implemented as a lazy learning method, based on
graph representation. The Virtual Institution corresponds to the scenario outlined in
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Fig. 1. It is visualised as a garden and an institutional building inside the garden.
The institutional building consists of 3 rooms connected by corridors. Starting as
an avatar in the garden, each participant can enter inside the building and continue
moving through the rooms there. In our case, the participants in the institution play
two different roles: receptionist and guest. The implicit training method is demon-
strated on learning movement styles.

4.1 Constructing the learning graph

When a human operator enters the institution, the corresponding autonomous agent
begins recording operator’s actions, storing them inside a learning graph similar to
the one outlined in Fig. 2. The nodes of this graph correspond to the institutional
messages, executed in response to the actions of the human. Each of the nodes is
associated with two variables: the message name together with parameters and the
probability P(Node) of executing the message. The probability is continuously up-
dated, and in the current implementation it is calculated as follows:

P(Node) =
na

no
(1)

Here no is the number of times a user had a chance to execute this particular
message and na is the number of times when s/he actually did execute it.

Fig. 2 A fragment of the learning graph.

The arcs connecting the nodes are associated with the prerecorded sequences of
the visual level actions (s1, . . . ,sn) and the attribute vectors that influenced them
(a1, . . . ,an). Each pair 〈an,sn〉 is stored in a hashtable, where ai is the key of the
table and si is the value. Each ai consists of the list of parameters:
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ai = 〈p1, . . . pk〉 (2)

A simplifying assumption behind the training is that the behaviour of the princi-
ple is only influenced by what is currently visible through the field of view of the
avatar. We limit the visible items to the objects located in the environments and other
avatars. So, the parameters used for learning are recorded in the following form:

pi = 〈Vo,Vav〉 (3)

where Vo is the list of currently visible objects; Vav is the list of currently visible
avatars. The list of the visible objects is represented by the following set:

Vo = {〈O1,D1〉, . . . ,〈O j,D j〉, . . . ,〈Om,Dm〉} (4)

where O j are the objects that the agent is able to see from it’s current position in the
3D Virtual World; D j are the distances from the current location of the agent to the
centers of mass of these objects.

The list of visible avatars is specified as follows:

Vav = {〈N1,R1,DAv1〉, . . . ,〈Np,Rk,DAvp〉} (5)

Here, Nk correspond to the names of the avatars that are visible to the user, Rk are
the roles played by those avatars, and DAvk are the distances to those avatars. Each
of the sequences (si) consists of the finite set of visual level actions:

si = 〈SA1,SA2, . . . ,SAq〉 (6)

Each of those actions defines a discrete state of the trajectory of avatar’s move-
ment. They are represented as the following vector:

SAl = 〈pos,r,h,b〉 (7)

where pos is the position of the agent, r is the rotation matrix, h is the head pitch
matrix, b is the body yaw matrix. Those matrices provide the most typical way to
represent a movement of a character in a 3D Virtual World.

Each time an institutional message is executed, the autonomous agent records the
parameters it is currently able to observe, creates a new visual level sequence and
every 50 ms adds a new visual level message into it. The recording is stopped once
a new institutional message is executed.

4.2 Applying the learning graph

Once the learning graph is completed an agent can accept commands from the prin-
cipal. Each command includes a special keyword “Do:” and a valid institutional

seen as internal states of the agent, the arcs determine the mechanism of switching
between states and P(Node) determines the probability of changing the agent’s cur-
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level message, e.g. “Do:EnterScene(Meeting)”. The nodes of the learning graph are
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rent state to the state determined by the next node. Once the agent reaches a state
S(Nodei) it considers all the nodes connected to Nodei that lead to the goal node
and conducts a probability driven selection of the next node (Nodek). If Nodek is
found: the agent changes its current state to S(Nodek) by executing the best match-
ing sequence of the visual level actions recorded on the arc that connects Nodei and
Nodek. If there are no visual level actions recorded on the arc - the agent sends the
message associated to Nodek and updates it’s internal state accordingly.

For example, let the agent need to reach the state in the learning graph expressed
as “S(EnterInstitution(SimpleInstitution))”. To achieve this it has to select and
execute one of the visual level action sequences stored on the arc between the current
node and the desired node of the learning graph. The parameters of this sequence
must match the current situation as close as possible. To do so the agent creates
the list of parameters it can currently observe and passes this list to a classifier
(currently, a nearest neighbor classifier [8]). The later returns the best matching
sequence and the agent executes each of its actions. The same procedure continues
until the desired node is reached.

5 Experiments on Learning Believable Movement

During 10 sessions we have trained an autonomous agent to believably act in the
institution from Fig. 1. We started recording the actions of the human playing the
“guest” role in the garden, facing the avatar towards different objects and having the
receptionist agent located in various positions. In each training session the trajectory
was easily distinguishable given the observed parameters.

Fig. 3 Training the agent in the garden.

Fig. 3 gives an impression of how the training was conducted. It shows fragments
of the 4 different trajectories (displayed as dotted lines - S1...S4) generated by the
“guest” avatar. The arrows marked with S1...S4 correspond to the direction of view
of the avatar at the moment when the recording was initiated. The location of the
receptionist agent, it’s role and position together with the objects located in the en-
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vironment and distances to them were the parameters used for learning. In Fig. 3 the
objects include “Pinetree”, “tussiCubical”, “advDoor” and the receptionist, showed
in the figure as “janedoe”.

Table 1 Parameters used in the training session.
parameterID parameterName possibleValues

p1 janedoeRole {recep,null,guest}
p2 DISTadvDoor numeric
p3 DISTPineTree4 numeric
p4 DISTBareTree numeric
p5 SEEfontain {y,n}
p6 DISTtussiCubical numeric
p7 DISTPineTree3 numeric
p8 DISTPineTree2 numeric
p9 DISTPineTree1 numeric
p10 SEEtussiCubical {y,n}
p11 SEEBareTree {y,n}
p12 SEEadvDoor {y,n}
p13 SEEshrub3 {y,n}
p14 SEEshrub2 {y,n}
p15 DISTfontain numeric
p16 SEEshrub1 {y,n}
p17 DISTshrub3 numeric
p18 SEEPineTree4 {y,n}
p19 DISTshrub2 numeric
p20 SEEPineTree3 {y,n}
p21 DISTshrub1 numeric
p22 SEEPineTree2 {y,n}
p23 SEEPineTree1 {y,n}
p24 SEEjanedoe {y,n}
p25 DISTjanedoe numeric

The agent has been trained to enter the Meeting Room. The resultant learning
graph was similar to the one in Fig. 2. Table 1 presents the list of all parameters

nodes. Parameters, having names beginning with: (i) “SEE” correspond to the ob-
jects or avatars that were appearing in the field of view of the user at the moment of
recording; (ii) “DIST” correspond to the distance measure between the user and the
center of mass of a visible object. The distance to objects not visible is equal to zero.
Parameter “janedoeRole” defines the role of the receptionist agent “janedoe”. When
the receptionist was not visible in the field of view of the trained guest agent, the val-
ues of janedoeRole is “null”. When the “jandoe” was located outside the institution
it’s role was “guest” and inside the registration room it was “receptionist”.

Table 2 A fragment of the data used in the training session.
Nr p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 p21 p22 p23 p24 p25 S
1 null 0 0 0 n 0 0 0 31 n n n n n 0 n 0 n 0 n 0 n y n 0 S1
2 recep 0 0 0 n 55 0 0 39 y n n n n 0 n 0 n 0 n 0 n y y 67 S2
3 null 0 0 0 y 0 61 0 0 n n n n n 96 y 0 n 0 y 70 n n n 0 S3
4 null 74 0 0 y 0 61 0 0 n n y n n 95 y 0 n 0 y 67 n n n 0 S4
5 recep 0 0 0 n 56 0 0 0 y n n n n 0 n 0 n 0 n 0 n n y 68 S5
6 null 0 0 0 n 0 0 43 77 n n n n y 0 n 0 n 48 n 0 y y n 0 S6
7 guest 0 0 0 y 0 0 0 0 n n n n n 96 y 0 n 0 n 69 n n y 24 S7
8 null 0 0 24 n 0 0 0 0 n y n y n 0 n 42 n 0 n 0 n n n 0 S8
9 null 0 0 0 n 0 0 0 0 n n n n n 0 n 0 n 0 n 0 n n n 0 S9

10 guest 0 41 0 y 0 96 0 0 n n n n n 69 n 0 y 0 y 0 n n y 38 S10

Table 2 presents the training data stored on the arc between “root” and “En-
terInstitution(SimpleInstitution)” during 10 recording sessions along the parame-
ters, listed in Table 1. The “S” column shows the acronyms of the sequences of
actions of the visual level of execution. The first four sequences correspond to the
trajectories S1...S4 outlined in Fig. 3.

62 A. Bogdanovych et al.

stored in the graph on the arc between “root” and “EnterInstitution(SimpleInstitution)”
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Each of the tests was conducted as follows. Two operators entered the Virtual
World by two different avatars: “janedoe” (driven by one of the researchers in our
lab), playing the “receptionist” or “guest” role and “agent0” (controlled by an in-
dependent observer), always playing the “guest” role. Both avatars were positioned
in various locations and the avatar “agent0” was facing a selected direction (with
janedoe either visible or not). On the next step agent0 was instructed to leave
the garden, enter the institution, walk into the registration room, exit it and then
walk through the next transition to the Meeting Room. The agent then looked for
the right sequence of the institutional level actions, which in the given case were:
EnterInstitution(SimpleInstitution), EnterScene(root), ExitScene(root), EnterTran-
sition(rootToRegistration), ExitTransition(rootToRegistration), EnterScene(Regis-

Transition(toMeeting), EnterScene(Meeting). To execute those actions the agent
needed to launch the appropriate sequence of the visual level actions, stored on
the arcs of the learning graph. The classifier was given the list of currently observed
parameters as the input and as the output it returned the sequence that was supposed
to fit best. After completion of recording, we conducted a series of 20 tests to check
whether the trained agent would act in a believable manner. Table 3 presents the
experiments’ results.

Table 3 Classifier performance: input data and recommendations.
Nr p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 p21 p22 p23 p24 p25 S
11 guest 0 0 0 n 0 0 0 0 n n n n y 0 y 0 n 40 n 91 n n y 36 S7
12 null 0 0 0 n 59 0 0 36 y n n n n 0 n 0 n 0 n 0 n y n 0 S1
13 guest 0 36 0 y 0 91 0 0 n n n n n 75 y 0 y 0 y 63 n n y 17 S10
14 null 0 0 0 y 0 0 0 0 n n n n n 36 y 0 n 0 n 82 n n n 0 S3
15 null 0 0 77 y 0 0 0 0 n y n y n 30 n 94 n 0 n 0 n n n 0 S8
16 guest 0 0 0 n 0 0 0 0 n n n n n 0 n 0 n 0 n 0 n n y 25 S9
17 guest 0 0 86 n 0 0 0 0 n y n y n 0 n 77 n 0 n 0 n n y 34 S8
18 null 65 0 0 y 0 51 0 0 n n y n n 87 n 0 n 0 y 0 n n n 0 S4
19 recep 0 0 0 n 41 0 0 0 y n n n n 0 n 0 n 0 n 0 n n y 51 S5
20 recep 0 0 0 n 72 0 41 40 y n n n n 0 n 0 n 0 n 0 y y y 78 S2
21 guest 0 0 0 n 0 0 63 95 n n n n y 0 n 0 n 42 n 0 y y y 18 S6
22 null 0 0 0 y 0 18 0 0 n n n n n 50 y 0 n 0 y 99 n n n 0 S3
23 null 0 0 0 n 0 0 0 0 n n n n n 0 n 0 n 0 n 0 n n n 0 S9
24 guest 0 95 0 y 0 0 0 0 n n n n n 71 y 0 y 0 n 41 n n y 14 S7
25 guest 0 0 0 y 0 26 0 0 n n n n y 59 y 0 n 82 y 84 n n y 71 S7
26 null 0 0 0 y 0 26 0 0 n n n n y 59 y 0 n 82 y 84 n n n 0 S3
27 null 0 0 43 n 0 0 0 0 n y n y n 0 n 60 n 0 n 0 n n n 0 S8
28 null 0 45 0 y 0 96 0 0 n n n n n 58 n 0 y 0 y 0 n n n 0 S10
29 null 0 0 0 n 0 0 0 0 n n n y n 0 n 63 n 0 n 0 n n n 0 S9
30 guest 0 0 0 n 0 0 0 0 n n n y n 0 n 63 n 0 n 0 n n y 14 S9

Fig. 4 shows the eye direction of the guest and the positions of both avatars. Solid
dots marked with the number of experiment in the figure correspond to the positions
of the guest. The arrows represent guest’s eye direction. The female figure marked
with the experiment number shows the positions of the receptionist (when it was
visible to the guest). The experiment numbers in Fig. 4 correspond to the ones spec-
ified in the “Nr” columns in Table 2 and Table 3. The numbers 1-10 are the initial
recordings and 11-30 represent the conducted experiments. The “S” column in Ta-
ble 3 outlines the acronyms of the action sequences (as used in Table 2) executed by
the agent as a result of classifier’s recommendation.

In every test the believability of the movement was assessed by an independent
observer. In all cases it was evaluated as believable.
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Fig. 4 Design of the experiments in the institution space.

6 Conclusion

We have presented the concept of implicit training used for teaching human behav-
ioral characteristics to autonomous agents in Virtual Institutions. The developed pro-
totype and conducted experiments confirmed the workability of the selected learning
method and the validity of the implicit training concept.
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relating the properties of composite items, i.e. items that each feature a number of values 
derived from a common schema. We partition the values associated to properties into fuzzy 
sets in order to apply fuzzy Association Rule Mining (ARM). This paper describes the 
process of deriving the fuzzy sets from the properties associated to composite items and a 
unique Composite Fuzzy Association Rule Mining (CFARM) algorithm founded on the 
certainty factor interestingness measure to extract fuzzy association rules. The paper 
demonstrates the potential of composite fuzzy property ARs, and that a more succinct set of 
property ARs can be produced using the proposed approach than that generated using a non-
fuzzy method.  

Association Rule Mining (ARM) is an important and well established data mining 
topic. The objective of ARM is to identify patterns expressed in the form of 
Association Rules (ARs) in transaction data sets [1]. The attributes in ARM data 
sets are usually binary valued but it has been applied to quantitative and 
categorical (non-binary) data [2]. With the latter, values can be split into ranges 
such that each range represents a binary valued attribute and ranges linguistically 
labelled; for example “low”, “medium”, “high” etc. Values can be assigned to 
these range attributes using crisp boundaries or fuzzy boundaries. The application 
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Mining Fuzzy Association Rules from Composite Items 

1. Introduction  

Abstract This paper presents an approach for mining fuzzy Association Rules (ARs) 



of ARM using the latter is referred to as fuzzy ARM (FARM) [3]. The objective 
of fuzzy ARM is then to identify fuzzy ARs. Fuzzy ARM has been shown to 
produce more expressive ARs than the “crisp” methods [3, 5, 8].  

We approach the problem differently in this paper by introducing “Composite 
Item Fuzzy ARM” (CFARM) whose main objective is the generation of fuzzy 
ARs associating the “properties” linked with composite attributes [4], i.e., 
attributes or items composed of sets of sub-attributes or sub-items that conform to 
a common schema. For example, given an image mining application, we might 
represent different areas of each image in terms of groups of pixels such that each 
group is represented by the normalized summation of the RGB values of the pixels 
in that group. In this case the set of composite attributes ( I ) is the set of groups, 
and the set of properties ( P ) shared by the groups is equivalent to the RGB 

=
analysis, where I  is a set of groceries, and P is a set of nutritional properties that 

Note that the actual values (properties) associated with each element of I  will be 
constant, unlike in the case of the image mining example. We note that there are 
many examples depending on application area but we limit ourselves to these 
given here.  

The term composite item has been used previously in [6, 7] and defined as a 
combination of several items e.g. if itemset {A, B} and {A, C} are not large then 
rules {B} {A} and {C} {A} will not be generated, but by combining B and C 
to make a new composite item {BC} which may be large, rules such as 
{BC} {A} may be generated. In this paper we define composite items differently 
as indicated earlier, to be an item with properties (see Sect. 3). This definition is 
consistent in [4] which also defines composite attributes in this manner, i.e. an 
attribute that comprises two or more sub-attributes. 

In this paper, the concept of “Composite item” mining of property ARs is 
introduced, the potential of using property ARs in many applications and a 
demonstration of the greater accuracy produced using the certainty factor measure. 
In addition, it is demonstrated that a more succinct set of property ARs (than that 
generated using a non-fuzzy method) can be produced using the proposed 
approach.  

The paper is organised as follows; section 2 presents a sequence of basic 
concepts, section 3 presents the methodology with an example application, Section 
4 presents results of the CFARM approach and section 5 concludes the paper with 
a summary of the contribution of the work and directions for future work. 

fuzzy association rule mining concepts, the normalization process for Fuzzy 
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these groceries posses (i.e. P = {Pr, Fe, Ca, Cu,..}) standing for protein, Iron etc. 

summation values (i.e. P {R,G, B}). Another could be the market basket 

2. Problem Definition  

The problem definition consists of basic concepts to define composite items, 
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Transactions (FT) and interestingness measures. Interested readers can see [11] for 
the formal definitions and more details.  

To illustrate the concepts, we apply the methodology using market basket 
analysis where the set of groceries have a common set of nutritional quantitative 
properties. Some examples are given in Table 1.  

Items/Nutrients Protein Fibre Carbohydrate Fat … 
     Milk 3.1 0.0 4.7 0.2 … 
     Bread 8.0 3.3 43.7 1.5 … 
     Biscuit 6.8 4.8 66.3 22.8 … 
     … … … … … … 
 
To illustrate the context of the problem, Table 1 shows composite edible items, 

with common properties (Protein, Fibre,…). The objective is then to identify 
consumption patterns linking these properties and so derive fuzzy ARs. 

A Fuzzy Association Rules [8] is an implication of the form:  
if XA,   then YB,  

where A and B are disjoint itemsets and X and Y are fuzzy sets. In our case the 
itemsets are made up of property attributes and the fuzzy sets are identified by 
linguistic labels.  

A Raw Dataset D consists of a set of transactions },,,{ 21 ntttT L= , a set of 

composite items },,,{ ||21 IiiiI L=  and a set of properties 

},,,{ 21 mpppP L= . The “ thk ” property value for the “ thj ” item in the 

“ thi ” transaction is given by ]][[ kji vit . An example is given in Table 2 where 

each composite item is represented using the notation <label, value>.  
The raw dataset D  (table 2) is initially transformed into a Property Dataset 
pD (table 3) which consists of property transactions },,,{ 21

p

n

pp tttT p L=  and a 

set of property attributes P  (instead of a set of composite items I ). The value for 
each property attribute ][ j

p
i pt  (the “ thj ” property in the “ thi ” property 

transaction) has a value obtained by aggregating the numeric values for all jp  in 

it  (see Table 3). Thus: 
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Table 1  Composite items (groceries) with their associated properties (nutrients) 

2.1  Basic Concepts 
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Table 2 Example raw dataset D Table 3 Property data set Dp 

TID Record 
1 {<a,{2,4,6}>, <b,{4,5,3}>} 
2 {<c,{1,2,5}>, <d,{4,2,3}>} 
3 {<a,{2,4,6}>, <c,{1,2,5}>, <d,{4,1,3}>} 
4 {<b,{4,5,3}>, <d,{4,2,3}>}  

TID X Y Z 
1 3.0 4.5 4.5 
2 2.5 2.0 4.0 
3 2.3 2.3 4.7 
4 4.0 3.5 3.0  

 
Once a property data set pD  is defined, it is then transformed into a Fuzzy 

Dataset D′ . A fuzzy dataset D′ consists of fuzzy transactions 
},...,,{ 21 ntttT ′′′=′  and a set of fuzzy property attributes P′  each of which has 

fuzzy sets with linguistic labels },...,,{ ||21 LlllL = (table 4). The values for each 

property attribute ti
p[ p j ] are fuzzified (mapped) into the appropriate membership 

degree values using a membership function )],[( kj
p

i lptµ  that applies the value 

of ][ j
p

i pt  to a label Llk ∈ . The complete set of fuzzy property attributes P′ is 

given by LP × .  
Composite Itemset Value (CIV) table is a table that allows us to get property 

values for specific items. The CIV table for Table 2 is given in Table 5 below. 

Table 4 Properties table  Table 5  CIV table 

Linguistic values Property 
Low Medium High 

X Vk ≤ 2.3 2.0 ≤ Vk ≤ 2.3 Vk ≥ 3.3 
Y Vk ≤ 3.3 3.0 ≤ Vk ≤ 4.3 Vk ≥ 4.1 
Z Vk ≤ 4.0 3.6 ≤ Vk ≤ 5.1 Vk ≥ 4.7 
     

Property attributes Item 
X Y Z 

A 2 4 6 
B 4 5 3 
C 1 2 5 
D 4 2 3  

 
Properties Table provides a mapping of property attribute values ti

p[ p j ] to 
membership values according to the correspondence between the given values to 
the given linguistic labels. An example is given in Table 5 for the raw data set 
given in Table 2.  

A property attribute set A , where LPA ×⊆ , is a Fuzzy Frequent Attribute 
Set if its fuzzy support value is greater than or equal to a user supplied minimum 

70

(1)

M. Sulaiman Khan et al.=



Mining Fuzzy Association Rules from Composite Items 

support threshold. The significance of fuzzy frequent attribute sets is that fuzzy 
association rules are generated from the set of discovered frequent attribute sets. 

Fuzzy Normalisation is the process of finding the contribution to the fuzzy 
support value, m′ , for individual property attributes ( ti

p[ p j[lk ]]) such that a 
partition of unity is guaranteed. This is given by equation 2 where µ  is the 
membership function: 

∑
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If normalisation is not done, the sum of the support contributions of individual 
fuzzy sets associated with an attribute in a single transaction may no longer be 
unity which is undesirable.  

Frequent fuzzy attribute sets are identified by calculating Fuzzy Support values. 
Fuzzy Support )( FuzzySupp  is calculated as follows: 

n

lit
ASupp

ni

i Ali
i

Fuzzy

∑ ∏
=

= ∈∀

′

= 1 ]][[

]][[
)(  

where },...,,{ ||21 AaaaA =  is a set of property attribute-fuzzy set (label) pairs. 

A record ′t i  “satisfies” A if A⊆ ′ t i . The individual vote per record, ti  is 
obtaining by multiplying the membership degree associated with each attribute-
fuzzy set pair Ali ∈]][[ .  

Frequent attribute sets with fuzzy support above the specified threshold are used to 
generate all possible rules. Fuzzy Confidence )( FuzzyConf  is calculated in the 

same manner that confidence is calculated in classical ARM: 
 

)(
)(

)(
ASupp

BASupp
BAConf

Fuzzy

Fuzzy
Fuzzy

∪
=→  

 
The Fuzzy Confidence measure )( FuzzyConf  described does not use 

)(BSuppFuzzy but the Certainty measure )(Cert  addresses this. The certainty 

measure is a statistical measure founded on the concepts of covariance (Cov) and 
variance (Var) and is calculated as follows: 
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  (4)

2.2  Interestingness Measures  
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The value of certainty ranges from -1 to +1. We are only interested in rules that 
have a certainty value greater than 0. As the certainty value increases from 0 to 1, 
the more related the attributes are and consequently the more interesting the rule.  

To evaluate the  approach, a market basket analysis data set with 600 composite 
edible items is used and the objective is to determine consumers’ consumption 
patterns for different nutrients using RDA. The properties for each item comprised 
the 27 nutrients contained in the government sponsored RDA table (a partial list 
consists of Biotin, Calcium, Carbohydrate, ...., Vitamin K, Zinc). These RDA 
values represent a CIV table used in the evaluation. The property data set will 
therefore comprise 1620027600 =×  attributes. The linguistic label set L was 
defined as follows L – {Very Low (VL), Low (L), Ideal (I), High (H), Very High 
(VH)}. Thus the set of fuzzy attributes LPA ×=  has 135527 =×  attributes. A 
fragment of this data (properties table) is given in Table 6.  

Table 6 Fragment of market basket properties table4  

Very Low Low Ideal High Very High
 Fuzzy 

Ranges Min Core Max Min Core Max Min Core Max Min Core Max Min Core 

Fiber 0 1 10 15 10 15 20 25 20 25 30 35 30 33 38 39 35 40 … 

Iron 0 6 8 12 8 12 16 18 16 18 19 20 19 20 22 23 22 23 …

Protein 0 1 15 30 10 20 35 40 35 40 60 65 60 65 75 80 75 70 …

Vitamin 0 15 150 200 150 200 300 400 300 350 440 500 440 490 550 600 550 600 … 

Zinc 0 0.8 8 10 8 10 15 20 15 20 30 40 30 40 46 50 46 50 …

 … … … … … … … … … … … … … … … … … … …

 
A representative fragment of a raw data set (T ), comprising edible items, is 

given in Table 7(a). This raw data is then cast into a properties data set ( PT ) 
using the given CIV/RDA table to give the properties data set in Table 7(b). It is 
feasible to have alternative solutions here but we choose to code fuzzy sets {very 

                                                           
4 Values could be in grams, milligrams, micrograms, International unit or any unit. Here 

Min is the minimum value i.e.α , Core is the core region δβ ,  and Max is the 
maximum value γ  in the trapezoidal fuzzy membership function. 
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low, low, ideal, high, very high} with numbers {1, 2, 3, 4, 5} for the first nutrient 
(Pr), {6, 7, 8, 9, 10} for the second nutrient (Fe) etc [9]. Thus, data in Table 7(c) 
can be used by any binary ARM algorithm. 

Table 7 (a) a   Table 7 (b) b Table 7 (c) c 

TID Items 
1 X, Z 
2 Z 
3 X,Y, Z 
4 …  

TID Pr Fe Ca Cu 
1 45 150 86 28 
2 9 0 47 1.5 
3 54 150 133 29.5
4 … … … …  

TID Pr Fe Ca Cu 
1 3 8 13 16 
2 1 6 12 16 
3 3 8 15 16 
4 … … … ...  

a Raw data  (T ) b Property data set  ( PT ) c Conventional ARM data set 
   

This approach only gives us, the total support of various fuzzy sets per nutrient 
and not the degree of (fuzzy) support. This directly affects the number and quality 
of rules as stated in Sect. 4. To resolve the problem, the fuzzy approach here 
converts RDA property data set, Table 7(b), to linguistic values (Table 8) for each 
nutrient and their corresponding degrees of membership reflected in each 
transaction.  

Table 8 Linguistic transaction file 

Protein (Pr) Iron (Fe)  
TID 

VL L Ideal H VH VL L Ideal H VH … 
1 0.0 0.7 0.3 0.0 0.0 0.0 0.0 0.8 0.2 0.0 … 
2 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 … 
3 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.8 0.2 0.0 … 
4 … … … … … … … … … … … 

 
Table 8 shows only two nutrients, Pr and Fe (i.e. a total of 10 fuzzy sets). 

4. Experimental Results  

experiments using a real retail data set [10]. The data is a transactional database 
containing 88,163 records and 16,470 unique items. For the purpose of the 
experiments we mapped the 600 item numbers onto 600 products in a real RDA 
table. Results in [11] were produced using synthetic dataset. In this paper, an 
improvement from [11] is that we have used real dataset in order to demonstrate 
the real performance of the proposed approach and algorithm. 

The Composite Fuzzy ARM (CFARM) algorithm is a breadth first traversal 
ARM algorithm, uses tree data structures and is similar to the Apriori algorithm 
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To demonstrate the effectiveness of the approach, we performed several  



[1]. The CFARM algorithm consists of several steps. For more details on 
algorithm and pseudo code please see [11].  

(CFARM) approach against standard Quantitative ARM (discrete method) with 
and without normalisation. We compare the number of frequent sets and the 
number of rules generated using both the confidence and the certainty 
interestingness measure. Fig. 1 demonstrates the difference between the numbers 
of frequent itemsets generated using Quantitative ARM approach with discrete 
intervals and CFARM with fuzzy partitions. CFARM1 uses data without 
normalisation and CFARM2 uses normalised data. For standard Quantitative 
ARM, we used Apriori-TFP algorithm [12]. As expected the number of frequent 
itemsets increases as the minimum support decreases.  

It is clear from the results that the algorithm that uses discrete intervals 
produces more frequent itemsets than fuzzy partitioning method. This is because 
standard ARM (using discrete intervals) generates numerous artificial patterns 
resulting from the use of crisp boundaries. Conversley, fuzzy partitioning methods 
generate more accurately the true patterns in the data set due to the fact that it 
considers actual contribution of attributes in different intervals. CFARM2 
produces comparatively less frequent itemsets than CFARM1, because the average 
contribution to support counts per transaction is greater without using 
normalization than with normalization. 

Fig. 2 shows the number of rules generated using user specified fuzzy 
confidence. Fig. 3 shows the number of interesting rules generated using certainty 
measures values. Certainty measures (Fig. 2) generate fewer, but arguably better, 
rules than the confidence measure (Fig. 2). In both cases, CFARM2 generates less 
rules as compared to CFARM1; this is a direct consequence of the fact that 
CFARM 2 generates fewer frequent itemsets due to using normalised data.  

Figure 1 Number of frequent Itemsets 
generated using fuzzy support measures 
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4.1  Quality Measures 
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Figure 2 Interesting Rules using confidence 
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Figure 3 Interesting Rules using certainty 

In addition, the novelty of the approach is its ability to analyse datasets 
comprised of composite items where each item has a number of property values 
such as the nutritional property values used in the application described here. 

For performance measures, we investigated the effect on algorithm execution time 
caused by varying the number of attributes and the data size with and without 
normalization using a support 0.3, confidence 0.5 and certainty 0.25. The dataset 
was partitioned into 9 equal partitions labelled 10K, 20K, …, 90K to obtain 
different data sizes  We used all 27 nutrients.  
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Figure 4 Execution time: No. of Records Figure 5 Execution time: No. of Attributes 

Fig. 4 shows the effect on execution time by increasing the number of records. 
From Fig. 4 it can be seen that both algorithms have similar timings while the 
execution time increasing with the number of records. Fig. 5 shows the effect on 
execution time by varying numbers of attributes. Each property attribute has 5 
fuzzy sets associated to it, therefore using 27 attributes, we have 135 columns.  

However the experiments also show that the CFARM algorithm scales linearly 
with the number of records and attributes. 
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called composite items where such items have properties defined as quantitative 
(sub) itemsets. The properties are then transformed into fuzzy sets. The CFARM 
algorithm produces a more succinct set of fuzzy association rules using fuzzy 
measures and certainty as the interestingness measure and thus presents a new way 
for extracting association rules from items with properties. This is different from 
normal quantitative ARM. We also showed the experimental results with market 
basket data where edible items were used with nutritional content as properties. Of 
note is the significant potential to apply CFARM to other applications where items 
could have composite attributes even with varying fuzzy sets between attributes. 
We have shown that we can analyse databases with composite items using a fuzzy 
ARM approach.  
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to Scaling up Classification Rule Induction

Abstract Top Down Induction of Decision Trees (TDIDT) is the most commonly
used method of constructing a model from a dataset in the form of classification
rules to classify previously unseen data. Alternative algorithms have been devel-
oped such as the Prism algorithm. Prism constructs modular rules which produce
qualitatively better rules than rules induced by TDIDT. However, along with the in-
creasing size of databases, many existing rule learning algorithms have proved to
be computational expensive on large datasets. To tackle the problem of scalability,
parallel classification rule induction algorithms have been introduced. As TDIDT
is the most popular classifier, even though there are strongly competitive alterna-
tive algorithms, most parallel approaches to inducing classification rules are based
on TDIDT. In this paper we describe work on a distributed classifier that induces
classification rules in a parallel manner based on Prism.

1 Introduction

Scaling up data mining algorithms to massive datasets has never been more top-
ical. That is because of the fast and continuous increase in the number and size
of databases. For example in the area of Molecular Dynamics (MD), simulations
are conducted which describe the unfolding and folding of proteins. These sim-
ulations generate massive amounts of data which researchers are just starting to
manage to store [7]. For example one single experiment can generate datasets of
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ing algorithms on MD experimental data such as pattern detection, clustering or

massive datasets and thus researchers are forced to sample the data to which they
want to apply their data mining algorithms. Catlett’s work [2] shows that sampling
of data results in a loss of accuracy in the data mining result. However, Catlett con-
ducted his experiments 16 years ago and referred to data samples that were much
smaller than those nowadays. Frey and Fisher [8] showed that the rate in increase of
accuracy slows down with the increase of the sample size.

However, scaling up is also an issue in applications that are concerned with the
discovery of knowledge from large databases rather than predictive modelling. For
instance researchers are interested in discovering knowledge from gene expression
datasets, for example concerning knowledge about the influence of drugs on the
gene expression levels of cancer patients. A drug might be designed to suppress
tumour promoting genes, so called oncogenes. In some cases the same drug might
also suppress genes that are not directly related to the tumour and thus cause adverse
effects which might be lethal in rare cases. If we would sample here, we might lose
data that may lead to the detection of rules that might identify a risk in applying
a certain drug. Furthermore not only the number of examples but also the number
of attributes which describe each example contributes to the size of the dataset [5].
For example gene expression datasets often comprise thousands or even tens of
thousands of genes which represent attributes in a relational data table.

We present work on a parallel data distributed classifier based on the Prism [3]
algorithm. We expect to be able to induce qualitatively good rules with a high accu-
racy and a sufficient scale up on massive datasets, such as gene expression datasets.

2 Inducing Modular Classification Rules Using Prism

The Prism classification rule induction algorithm promises to induce qualitatively

that is because Prism induces modular rules that have fewer redundancies compared
with TDIDT [3]. Rule sets such as:

IF a = 1 AND b = 1 THEN CLASS = 1
IF c = 1 AND d = 1 THEN CLASS = 2

which have no common variable cannot be induced directly by TDIDT [3]. Using

presents the Prism algorithm [3] as an alternative to decision trees. We implemented
a version of Prism that works on continuous datasets like gene expression data [11].
The basic Prism algorithm, for continuous data only, can be summarised as shown

ate rules with significantly fewer redundant terms than those derived from decision
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100s of gigabytes [6]. Researchers in the MD community wish to apply data min-

classification [4]. However, most data mining algorithms do not scale well on such

better rules compared with the traditional TDIDT algorithm. According to Cendrowska,

TDIDT would produce unnecessarily large and confusing decision trees. Cendrowska

trees. Compared with decision trees Prism [1]:

in figure 1, assuming that there are n(> 1) possible classes. The aim is to gener-



• Is less vulnerable to clashes
• Has a bias towards leaving a test record unclassified rather than giving it a wrong

classification
• Often produces many fewer terms than the TDIDT algorithm if there are missing

values in the training set.

Fig. 1 The basic Prism algorithm for continuous data comprises five nested loops. The innermost
loop involves sorting of the data for every continuous attribute.

However as shown in the algorithm in figure 1, the computational requirements of
Prism are considerable, as the algorithm comprises five nested loops. The innermost
loop involves sorting (contained in step b) the data for every continuous attribute
[11]. Loosely speaking Prism produces qualitatively strong rules but suffers from
its high computational complexity.

We have removed the innermost loop by pre-sorting the data once at the be-
ginning. We did that by representing the data in the form of sorted attribute lists.
Building of attribute lists is performed by decoupling the data into data structures of
the form

〈record id, attributevalue, classvalue〉

for each attribute. Attribute lists were first introduced and successfully used in the
SPRINT (Scalable PaRallelizable INduction of decision Trees) project for the paral-

sorted during the whole duration of the Prism algorithm. By doing so we achieved
a speedup factor of 1.8 [11].

The left-hand side of figure 2 illustrates the building of attribute lists. Note that
all lists are sorted and all lists comprise a column with identifiers (id) added so
that data records split over several lists can be reconstructed. As Prism removes
attribute lists that are not covered by the previously induced rule term, our classifier
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lelisation of TDIDT [10]. The use of sorted attribute lists enabled us to keep the data



Fig. 2 The left hand side shows how sorted attribute lists are built and the right hand side shows
how list records, in this case records with the ids 1 and 3, are removed in Prism.

needs to remove list records in an analogous way. For example if Prism finds a rule
term (salary ≥ 60.4) for class G then Prism would remove the list records with
the id values 1 and 3 as they are not covered by this rule. Note that the resulting list
records are still sorted. This fact eliminates multiple sorting of attribute lists. The use
of attribute lists in Prism enables us to parallelise the algorithm in a shared nothing
environment, where each CPU has its own private memory, by data distribution [11].

3 Speeding up Prism by Parallelisation via a Distributed
Blackboard System

A blackboard system is a software architecture that simulates a group of experts in
front of a blackboard which have expertise in different areas. These experts commu-
nicate by reading new information from the blackboard, deriving new knowledge
from it and writing this new information again on to the blackboard, thus making it
accessible to the other experts. In the software architecture the blackboard is based
on a server/client model. The server functions as a blackboard and the clients as ex-
perts. We are using an implementation of a distributed blackboard system developed
by the Nottingham Trent University [9]. In a similar way to a shared memory ver-
sion of SPRINT [13] we want to parallelise Prism by distributing 1/k chunks of each
attribute list to k different expert machines. We want to synchronise the algorithm
then by using the distributed blackboard system. Thus each expert machine will hold
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a different part of the data and derive new knowledge from it in the form of a locally
best rule term. Then each expert machine will exchange quality information about
all locally best rule terms via the blackboard with the other expert machines.

4 Parallel Prism: Basic Architecture And Algorithm

As described in the previous section, the first step is to build attribute lists and
distribute them to all expert machines. In the context of Parallel Prism (P-Prism),
we refer to the expert machines as Worker Machines as the purpose of parallelising
Prism is to split the workload, determined by the size of the training data, over k
CPUs.

Fig. 3 Architecture of P-Prism using a blackboard server comprising two partitions, a partition for
submitting rule terms to the blackboard (Local Rule Term Partition) and one to advertise global
information (global information partition) to the worker machines. The moderator program on the
blackboard derives the global information.

Figure 3 illustrates the basic architecture of P-Prism using a blackboard server
which comprises two partitions, a partition for submitting rule terms to the black-
board, the “Local Rule Term Partition” and one to advertise Global information to
the worker machines, the “Global Information Partition”. Figure 4 depicts the basic
P-Prism algorithm. Each worker machine M induces independently a rule term tM
for class i which is the best rule term to describe i on the local data on M. The qual-
ity of tM is measured in the form of the probability PM with which tM covers class i
on the local data. Each M submits tM plus its associated PM to the ”Local Rule Term
Partition” on the blackboard. The moderator program on the blackboard collects all
tMs with their associated PMs and searches out the globally best rule term, which is
the one with the highest PM . The moderator program also provides global informa-

81A Computationally Efficient Approach to Scaling up Classification Rule Induction



tion to the worker machines by writing it on to the ”Global Information Partition”.
The global information comprises the globally best rule term or identifiers for the
data covered by this rule term. Loosely speaking, global information informs the
worker machines about the global state of the algorithm and thus how they shall
proceed, e.g. deriving a further rule term or starting a new rule.

Fig. 4 Outline of the basic structure of the P-Prism algorithm. The data distribution takes place in
step B and the parallelisation in step D.

Figure 4 outlines the rough structure of the proposed P-Prism algorithm. The data
distribution takes place in step B by distributing the attribute lists. The parallelisa-
tion takes place in steps F to I as here every worker machine derives its local rule
term and waits for the global information to become available on the blackboard.

5 Ongoing Work

So far we have set up a local area network with 4 worker machines and one black-
board server which is configured as described in section 4. The moderator program
has been implemented and is fully functional. The worker machines simulate rule
term induction for a complete rule in order to test the moderator program’s func-
tionality on the blackboard server. The next step is to fully implement the worker
machines in order to test the computational performance of P-Prism.
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5.1 Reduction of the Data Volume Using Attribute Lists

hard disc in order to overcome memory constraints. However, buffering of attribute
lists involves many I/O operations. As the data in attribute lists is even larger than
the raw data, we expect a considerable slowdown of the runtime of Prism if we
use buffering of attribute lists. Thus we are working on a modified version of the
attribute list. As Prism mainly needs the class value distribution in a sorted attribute
list, we want to reduce memory usage by building class distribution lists instead of
attribute lists. Class distribution lists have the following structure:

〈record id, classvalue〉

The class distribution list is built out of a sorted attribute list by deleting the
attribute value column, thus the ids and class values in the class distribution list are
sorted according to the attribute values. The total size of these lists is less than that
of the raw data and even less than that of the data in the form of attribute lists. The
rules induced using class distribution lists will lead to rule terms labelled with record
ids instead of the actual attribute values. After all rules are induced, the record ids
can easily be replaced by the actual attribute values.

The amount of memory (S) needed for Prism working on the raw data can be de-
scribed by the formula S = (8∗n+1)∗m bytes, where n is the number of attributes
and m is the number of data records. We assume that eight bytes is the amount of
memory needed to store an attribute value (assuming double precision values) and
one byte to store a class value assuming a character representation. These assump-
tions would perfectly apply to gene expression data as a gene expression value is a
double precision value. The storage needed by Prism to hold all the attribute lists in
memory can be described analogously by the formula S = (8+4+1)∗n∗m bytes.
Again, the eight bytes represent an attribute value and the one byte a class value.
The four byte value corresponds to an integer value for a record id in the attribute
list. Representing the training data with the class distribution list structure instead
of the attribute list structure eliminates the eight byte attribute values and thus only
requires a memory usage of S = (4+1)∗n∗m bytes [11].

However, attribute lists without the actual attribute value cannot be used exactly
as stated above. We need to find a way to deal with repeated attribute values. Figure
5 illustrates the problem of repeated attribute values. The attribute list on the left
hand side would find (X ≤ 2.1) as the rule term for the attribute X regarding class C
with a covering probability of 0.67. The class distribution list on the right hand side
in figure 5 represents our class distribution list with only the ids and the class values.
Using only the class distribution without incorporating information about repeated
attribute values for finding the best rule term would lead to a rule term of the form
(X > id0) for class C with a covering probability of 1. But the value of X at id 0 is
8.7, which leads to the actual rule term (X > 8.7) which has a covering probability
of only 0.5 as data records with ids 3 and 0 are also covered by that term. Thus we
need to mark repeated attribute values in our class distribution list structure.
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Fig. 5 Finding a possible rule term in a class distribution list without having the attribute values

One possible way to mark repeated attribute values in the class distribution list
is to add another column “indicator” which is a flag that indicates repeated values,
e.g. we could use an integer that is 0 if the list record corresponds to a repeated
attribute value or 1 if not. Thus the class distribution list structure would have to
be altered to 〈indicator,record id,classvalue〉. This also leads to an altered formula
for the memory usage which is S = (4 + 1 + 1) ∗ n ∗m. The additional byte here
corresponds to the added indicator. The resulting S would still be smaller than those
for the raw data and the traditional attribute list structure. Concerning memory us-
age a better way is to use signed integers for the record id in the class distribution
list structure. Positive record ids can be used for non-repeated attribute values and
negative ids for repeated ones. The formula for the memory usage here would re-
main the same, but the disadvantage of using signed integers is that we could only
represent 231data records instead of 232 for unsigned integers. Another way to rep-
resent repeated attribute values without using additional memory or signed integers
is using upper case and lower case characters for the class values in order to indicate
repeated attribute list values. For example using lower case letters for non-repeated
values and upper case letters for repeated values.

Table 1 shows the actual memory usage of Prism working with raw data, attribute
lists and our class distribution list calculated using signed integers or upper case and
lower case class values and using S = (4+1)∗n∗m bytes for the memory usage of
the class distribution list. The datasets are gene expression datasets concerning sev-
eral diseases which can be retrieved from http://sdmc.lit.org.sg/GEDatasets/ except
the SAGE-tag and Affymetix dataset. They can be found at the Gene Expression
Omnibus (GEO) [12]. We clearly see that using attribute lists greatly increases the
memory required to store the training data. We also see that the class distribution
list outperforms the representation of data using both raw data and attribute lists in
relation to memory requirements.

84

can lead to low wrong rule terms.

Frederic T. Stahl et al.



Table 1 Examples of the memory usage of several gene expression datasets in Prism using raw
data S1 = (8 ∗ n + 1) ∗m; using the attribute list structure S2 = (8 + 4 + 1) ∗ n ∗m and using our
proposed class distribution list structure S3 = (4+1)∗n∗m. The datasets are gene expression data,
thus the number of attributes is determined by the number of genes. All values for memory usage
are stated in megabytes.

Dataset Genes(n) Examples(m) S1 S2 S3
ALL/AML Leukaemia 7129 48 2.74 4.45 1.71
Breast cancer outcome 24481 78 15.28 24.82 9.55
CNS embryonal tumour 7129 60 3.42 5.56 2.14
Colon tumour 7129 62 3.42 5.75 2.21
Lung cancer 12533 32 3.21 5.21 2.01
Prostate cancer 12600 102 10.28 16.71 6.43
Prostate cancer outcome 12600 21 2.12 3.44 1.32
Affymetix 12332 1640 161.80 262.92 101.12
SAGE-tag 153204 243 297.83 483.97 186.14

5.2 Synchronisation

Further work will be conducted on the synchronisation of the distributed classifier.
In particular several worker machines will have to wait for further information on
the blackboard after they write their rule term plus its quality in the form of the
covering probability on the backboard. This idle time could be used, for example,
to induce locally terms for a different class value.

6 Conclusions

This paper describes work on scaling up classification rule induction on massive data
sets. We first discussed why classification rule induction needs to be scaled up in
order to be applicable to massive data sets and focused on a particular classification
rule induction algorithm. The algorithm we focused on is the Prism algorithm. It
is an alternative algorithm to decision trees which induces modular rules that are
qualitatively better than rules in the form of decision trees, especially if there is
noisy data or there are clashes in the dataset.

Unfortunately Prism is computationally much more expensive than decision tree
induction algorithms and thus is rarely used. We described the work we did to scale
up the serial version of Prism by applying presorting mechanisms to it, which re-
sulted in a speed up factor of 1.8. We further introduced the idea of scaling up Prism
by distributing the workload in the form of attribute lists over several machines in a
local area network and inducing rules in parallel.

We described the basic algorithm and architecture of the parallel version of Prism
which we call P-Prism. We aim to parallelise Prism by using a distributed black-
board system via which Worker Machines exchange information about their locally
induced rule terms.
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We further outlined how we can reduce the size of the data that needs to be
held in memory by each worker machine by using class distribution lists rather than
attribute lists. We described the problem that repeated attribute values will cause if
we use class distribution lists, proposed 3 different ways to resolve the problem and
concluded that using an upper and lower case representation of the class value is the
best solution.

A further problem we briefly addressed is synchronisation, in particular the idle
time of worker machines caused by waiting for global information. We propose to
use this idle time to induce a rule term for a different class value in the meantime.
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Applying Data Mining to the Study of Joseki

Michiel Helvensteijn

Abstract Go is a strategic two player boardgame. Many studies have been done
with regard to go in general, and to joseki, localized exchanges of stones that are
considered fair for both players. We give an algorithm that finds and catalogues as
many joseki as it can, as well as the global circumstances under which they are likely
to be played, by analyzing a large number of professional go games. The method
used applies several concepts, e.g., prefix trees, to extract knowledge from the vast
amount of data.

1 Introduction

Go is a strategic two player game, played on a 19×19 board. For the rules we refer
to [7]. Many studies have been done with regard to go in general, cf. [6, 8], and to
joseki, localized exchanges of stones that are considered fair for both players. We
will give an algorithm that finds and catalogues as many joseki as it can, as well as
the global circumstances under which they are likely to be played, by analyzing a
large number of professional go games.

The algorithm is able to acquire knowledge out of several complex examples of
professional game play. As such, it can be seen as data mining [10], and more in
particular sequence mining, e.g., [1]. The use of prefix trees in combination with
board positions seems to have a lot of potential for the game of go.

In Section 2 we explain what joseki are and how we plan to find them. Section 3
will explain the algorithm in more detail using an example game from a well-known
database [2]. In Section 4 we mention some issues concerned with symmetry. Sec-
tion 5 will discuss the results of the algorithm. We try to explore the global circum-
stances under which a joseki is played in Section 6. Section 7 contains conclusions
and discusses further research.

Michiel Helvensteijn
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2 Joseki

There are several definitions of joseki, see, e.g., [5] and [4]. We will use a somewhat
adapted definition, which uses elements from other sources:

A joseki is a localized sequence of play in the game of go, in which both players play
locally optimal moves. These sequences occur often in recorded games, especially in
the corners of the board and the beginning of the game.

It is an important property of a joseki that it is a local phenomenon. It takes place
in a certain part of the board and moves that are played elsewhere (before, during
or after the joseki) are not part of it. The players can sometimes break away from
a joseki and get back to it later. This way, multiple joseki can be in progress at the
same time. The move that breaks away from a joseki is called a tenuki. The move
that continues the joseki after a tenuki is called a follow-up play.

We do not think that a joseki results in a fair outcome for both players by def-
inition, as is often stated in other definitions. In fact, joseki do not result in a fair
outcome if played under the wrong global conditions. Of course, if a sequence did
not result in a fair outcome under some global condition, it could never have been
played often enough to be noticed and given the name joseki. This is important.
Professional players do not blindly play joseki in their games, not even under op-
timal global conditions. At most, they use their knowledge of joseki as a heuristic.
They play the move that they think is best, and that is how joseki are found. This is
why we have not mentioned fairness in the definition, it is implied already. It is also
irrelevant to the algorithm. A computer can not calculate whether a sequence is fair.
Instead we choose to rely on human intuition, in that a sequence must be a joseki
under the above definition if it is played often enough by professionals.

3 The algorithm

In this section we give an algorithm to find joseki in a given database. We will use
a database from the Go4Go website [2], which contains 13,325 go games played by
professional go players. It is the job of the algorithm to analyze the games from this
database and eventually output the joseki (plural) that were found. The algorithm
is depicted in Figure 1 and Figure 2, which show phase 1 and 2 of the algorithm
respectively. In this section we mention some symmetry related issues; however, the
formal treatment of this subject is postponed until Section 4.

The first phase extracts all distinguishable sequences from the games in the
database and stores them in a prefix tree. The second phase prunes that tree so that
only the more interesting sequences remain, resulting in a tree of joseki.
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3.1 Phase 1

At the end of this phase, we will have a tree of all distinct move-sequences1 to be
found in the games. Phase 1, step 1 is basically a nested loop that iterates over all
moves of all games in the database. Every move is compared to all currently stored
sequences that belong to the current game. Its Manhattan distance2 to the stones of
those sequences is used to determine whether it belongs to one of them. It is also
possible for one move to belong to more than one sequence.

Because the joseki we are looking for are played mostly in the corners and in the
beginning of the game, the algorithm will stop looking for stones after each corner
contains at least 20 stones. This means that at the least, we will examine 80 moves.
Anything more than that means we have entered mid-game. The reason we don’t
just look at the first 80 stones instead is that sometimes a single corner can remain
empty for a large portion of the game, which means we might miss some obvious
joseki.

Game
database

Sequences Tree

Fig. 1 The algorithm, phase 1: creating the tree

Step 2 moves these sequences to the tree, after a possible transformation (see
Section 4). It is implemented as a prefix tree, a structure very popular in current data
mining algorithms [3]. The root of this tree represents the empty board. Its children
are the first moves of the sequences, and so on. Each node in the tree represents
a sequence prefix to that point and its children represent its continuations. Each
node contains a mapping of point→node (where “point” is a point on the board
or a tenuki) to find its children. This provides very fast lookup and insertion of
sequences. Each node also has a counter indicating how often a certain sequence
has been played. An insertion increases the right counters in the tree and adds new
nodes if necessary.

For efficiency, step 1 and step 2 are performed simultaneously. After every game,
the sequences are added to the tree and the sequence storage is made empty.

1 A sequence is a potential joseki. It is also called a sequence because it might eventually turn out to be
irrelevant and be pruned from the tree in phase 2. Only the sequences that survive this process are called
joseki.
2 The Manhattan distance between two points is the absolute difference between their x-coordinates plus
the absolute difference between their y-coordinates: the Manhattan distance between the points (x1,y1)
and (x2,y2) is |x1− x2|+ |y1− y2|.
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3.2 Phase 2

Phase 2 consists of pruning and printing (in SGF format [9]) the tree that we built
in phase 1. It removes the irrelevant sequences with a pruning function, that accepts
or rejects a sequence based on its pruning score, i.e., its frequency in the prefix tree.

Tree Pruned tree

SGF
fileB[cd]

W[ab]

Fig. 2 The algorithm, phase 2: pruning the tree

equal to the sum of the counters of its children, and so in particular greater than or
equal to the counter of any child node. The basic pruning approach is to cut off any
subtree that does not have a counter greater than or equal to a given threshold value.
We have experimented with several threshold values. The optimal value appears to
be around 1% of the amount of games in the database.

3.3 Example

We clarify the algorithm through an example game, a match between two strong
players, Xie He (white) and Duan Rong (black), from the first round of the 18th
Chinese CCTV Cup. See Diagram 1.

Both players first occupy the four corner star points. As can be seen in Dia-
gram 1, each of the first four moves starts a new sequence. For now we will call
them sequence 1, 2, 3 and 4.

Black 5 starts the first joseki of the match. It ends with black 9. A move belongs
to a sequence if it is within Manhattan distance x of it, where x is a predefined
threshold: the sequence binding distance. For this example, x = 5. Black 5 is clearly
only within proximity of white 2, and so it is added to sequence 2. The same holds
for white 6 to white 8. Black 9 also belongs to sequence 2, because it is within
proximity of black 5, which was added to the sequence earlier.

White 10, black 11 and white 12 are added to sequence 3 (see Diagram 2). One
will notice that black 11 is only just outside the reach of sequence 2. Black 13 starts
a long joseki that ends with black 23. All of those moves are part of sequence 4.
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Diagram 1 Xie He vs. Duan Rong, part 1
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Diagram 2 Xie He vs. Duan Rong, part 2

Such long, isolated joseki are not as uncommon as one might imagine, as proved by
this algorithm. That exact joseki is found 566 times in the database.

White 24 and black 25 add another small joseki to the collection, in sequence 1
(Diagram 3). But something else has also happened here. Black 25 is within range
of white 12, as well as black 1, so it is also part of sequence 3, as is white 26. After
two non-joseki moves, black 29 does the same thing. It is part of both sequence 1
and 4. This is bound to happen as more and more stones are played on the board.
But the assumption is that either joseki are played in isolation before the sequences
start interfering with each other or that only one of the sequences really “owns” the
new move. It is not unthinkable that a stone with a distance of 5 from a sequence
doesn’t really belong to it. For example, if black 25 were part of any joseki, it would
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Diagram 3 Xie He vs. Duan Rong, part 3

be sequence 1. These things will be recognized in phase 2, when follow-up moves
that do not belong to the joseki are pruned out of the tree.

We have now discovered and completed all joseki the algorithm is able to find in
this example game. However, the algorithm will not know it at this point and will
continue to build the sequences until at least 20 stones have been played in each
corner.

Prefixes of all four of the sequences played so far will turn out to be important
joseki in the final tree. Table 1 shows these joseki.

Table 1 Xie He vs. Duan Rong, four joseki

Joseki Transformation Color-swap?

1 ��� H No
2 ������ V Yes
3 ��	 D No
4 �
	�
����� H×V Yes

The first column gives the sequence reference number. The “Joseki prefix” col-
umn gives the prefix of the sequence that forms the joseki. In other words, the stones
that would be pruned in phase 2 are not shown here. The “Transformation” column
shows the matrix manipulation that should be applied to each move of the sequence,
so it will yield the sequence’s normal form (see Section 4). Here H means a reflec-
tion in the horizontal (y = 10) axis; V means a reflection in the vertical (x = 10) axis;
D means a reflection in the diagonal axis on which black 3 and white 4 are played;
and × is the matrix multiplication operator. So sequence 4 has to be reflected in the
horizontal and vertical axes to get to its normal form. The “Color-swap?” column
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indicates if the colors of the stones need to be swapped from black to white or the
other way around. This is the case for all sequences where white moves first, be-
cause by convention, black has the first move. We will adopt this convention to get
our normal form.

This procedure is performed for all games in the database, resulting in a tree with
still many irrelevant sequences. After phase 2, however, it will be a relatively small
tree with assorted recognizable joseki.

4 Symmetry

The board has a symmetry group (the dihedral group D4) with 8 elements, which
can be generated by a rotation by 90◦ and a reflection in one of the four board axes
(the horizontal, vertical and two diagonal axes). Reflecting twice is a rotation around
the intersection of the axes, i.e., the board center or tengen. Another dimension of
symmetry with regard to joseki is color, in that two spatially identical stones are still
equivalent, even if one is black and the other is white.

This symmetry can be extended to a sequence of moves. When two joseki are
equivalent in this way, we want the algorithm to recognize this. So when it transfers
a sequence of moves to the tree, it first transforms each of them using reflections
and color-swaps such that the resulting sequence will start with a black move in a
designated triangular space on the board. Note that it is often necessary to consider
more than just the first move in order to determine the exact transformation.

In theory, another transformation is possible: translation. Joseki that occur along
the top edge of the board may be equally valid two places to the right or to the
left. The algorithm does not take this into account, however, because this validity
can be extremely complicated to judge. It is also very situation dependent, unlike
reflections, rotations and color-swaps which are always valid.

5 Results

In this section we mention the results of experiments on the database [2], consisting
of 13,325 games. We have experimented with several parameter settings. Each run
took only a few seconds, which is not surprising in view of the linear nature of the
algorithm. It was found that the following settings gave the best results:

pruning score: 150
sequence binding distance: 5

The resulting tree (Figure 3) contains 81 leafs, meaning 81 complete joseki. How-
ever, the algorithm does not only find joseki, but also a lot of what might more
properly be called fuseki structures (opening game sequences). This is not surpris-
ing, since the algorithm looks primarily in the corners of the board and the opening
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game, which are exactly the time and place fuseki structures are formed. The set of
joseki and the set of fuseki seem to overlap when one only considers the opening
game. The resulting tree shows some well-known joseki and fuseki.
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Fig. 3 Joseki tree, pruning score = 150, sequence binding distance = 5

6 Global influence

More is still to be known about these joseki. We know now which joseki (and fuseki)
are played, but we still do not know when they are played. As explained in Section 2,
this is important information.

There are many factors that could have an influence on the “fairness” or “validity”
of a joseki, like ladder breakers, nearby influential stones and the overall score in
points (a player who is ahead will most likely play a more balanced game). But
another important factor is global influence around the board.

The algorithm calculates the global influence around a joseki. This information
extends the output of the algorithm, but does not alter it. The algorithm as explained
in Section 3 remains mostly unchanged, though the current state of the game is
always kept in memory, so global influence can be investigated. And influence di-
rection and color is of course transformed along with the sequence before being put
into the tree.

Diagram 4 shows how this influence is calculated, using a new example. The
stone marked� has just been played and added to the bottom-right sequence. The
influence reaching this sequence has to be calculated for that move. From the left
edge of the sequence’s bounding-box, a search to the left is done for each row. Each
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row is scored (17 minus the distance from the bounding-box to the first stone, capped
at 0)3. Certain threshold values can determine if the total score (all row-scores added
together) is white, black or neutral. The net score for this particular search turns out
to be 15 for black. This means black has the most influence in that direction, which
is quite clearly the case. This procedure can be repeated for the other three sides,
though two of them almost always have zero influence, since most joseki are played
in a corner.

This influence information in the tree is stored in aggregate, and so it is deter-
mined what the most likely global circumstances are for each stage of each joseki.
Manual inspection of the tree indicates that for most joseki, influence is most defi-
nitely a factor, as expected.
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Diagram 4 Calculation of left-side influence
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5 The nadare;
most variations branch off
after white 6

7 Conclusions and future research

The technique of finding joseki in a database as described in this paper certainly has
merit. It finds some well-known joseki and fuseki sequences and none of them seem
out of place. The search for global influence also produced promising results.

For example, the algorithm finds the joseki shown in Diagram 5. This joseki is
known as the nadare. This joseki, and some common variations on it, are described
in the Kosugi/Davies book [5]. In the tree of Figure 3 it is the joseki of 9 moves
deep, closest to the really long one (which seems to be a variation on the nadare

3 If a stone is closer to the sequence, it has more influence on it, making it more likely that a player will
deviate from the joseki that would have been played without this influence. Even if a stone is on the other
side of the board, though, it can have influence. The number 17 was chosen experimentally as the furthest
distance from which a stone could still have any influence.
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not described by Kosugi and Davies). By far most of the occurrences of this joseki
have a consistent black influence from below throughout the sequence. To a lesser
degree, white seems to have more influence to the right, which would play well with
white’s new wall. The fact that verifiable joseki such as this one can be found like
this is very encouraging.

Because of the high ranking of the players in the database, not a big subset of
the known joseki is found (there are thousands). It might be interesting to try this
algorithm on a database of weaker players.

In the algorithm, the decision whether a move belongs to a sequence or not is
decided by Manhattan distance. Other distance-measures could be used instead, and
might be more appropriate. And the tree is now pruned with a single strict pruning-
score. It may be advisable, in future research, to explore other possibilities.
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Approach to Hypertext Categorization  

Houda Benbrahim1  and Max Bramer2

 

Abstract Hypertext/text domains are characterized by several tens or hundreds of thousands 
of features. This represents a challenge for supervised learning algorithms which have to 
learn accurate classifiers using a small set of available training examples. In this paper, a 
fuzzy semi-supervised support vector machines (FSS-SVM) algorithm is proposed.  It tries 
to overcome the need for a large labelled training set. For this, it uses both labelled and 
unlabelled data for training. It also modulates the effect of the unlabelled data in the 
learning process. Empirical evaluations with two real-world hypertext datasets showed that, 
by additionally using unlabelled data, FSS-SVM requires less labelled training data than its 
supervised version, support vector machines, to achieve the same level of classification 
performance. Also, the incorporated fuzzy membership values of the unlabelled training 
patterns in the learning process have positively influenced the classification performance in 
comparison with its crisp variant.  

1 Introduction  

In the last two decades, supervised learning algorithms have been extensively 
studied to produce text classifiers from a set of training documents. The field is 
considered to be mature as an acceptable high classification effectiveness plateau 
has been reached [1]. It has become difficult to detect statistically significant 
differences in overall performance among several of the better systems even 
though they are based on different technologies.  
However, to achieve these good results, a large number of labelled documents is 
needed. This coincides with the conclusions from computational learning theory 
that state that the number of training examples should be at least a multiple of the 
number of features if reasonable results are sought [2]. Often, several thousand 
features are used to represent texts, and this leads to a need for thousands of 
labelled training documents. Unfortunately, obtaining this large set is a difficult 
task. Labelling is usually done using human expertise, which is tedious, 
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expensive, time consuming and error prone. On the other hand, unlabelled 
documents are often readily available in large quantities, and one might prefer to 
use unsupervised learning algorithms (restricted here to clustering). Yet, learning 
solely from unlabelled documents cannot be used to classify new documents into 
predefined classes because knowledge about classes is missing.  In this case, semi-
supervised learning comes to the rescue as it lies in between supervised and 
unsupervised learning approaches. It takes advantage of the strengths of both 
learning paradigms, i.e. it learns accurate classifiers and exploits the unlabelled 
data, and discards their major drawbacks, i.e. their need for a large labelled 
training set and their inability to identify the classes. 
The principal question that may arise in semi-supervised learning is how to 
combine labelled and unlabelled data in the learning system. In order to benefit 
from unlabelled data in a supervised learning model, a learner must augment 
unlabelled examples by class labels in some way.  However, fully using this newly 
labelled and originally unlabelled set of training documents in the supervised 
learning process may harm the performance of the resulting classifier.  
Classifying the unlabeled data using any classifier is error prone. Consequently, 
the newly labelled data imputed in the training set might be noisy, and this usually 
harms the performance of the learning algorithm as its performance might 
decrease with noisy training data. A possible solution to this problem is to 
modulate the influence of the originally unlabelled data in the supervised training 
phase. This might be achieved by introducing fuzzy memberships to unlabelled 
documents. In this case, a fuzzy membership value is associated with each 
document such that different documents can have different effects in the learning 
of the classifier. 
In this paper, a Fuzzy Semi-Supervised Support Vector Machine approach is 
proposed for hypertext categorization. 
Many researchers have studied semi-supervised support vector machines, which 
attempt to maximize the margin on both labelled and unlabelled data, by assigning 
unlabelled data to appropriate classes such that the resulting margin is the 
maximum. Earlier works include Transductive support vector machine (TSVM) 
first introduced by [3], which uses the unlabelled test set in the training stage. The 
problem with TSVM is that its training is more difficult. [4] uses an iterative 
method with one SVM training on each step, while mixed integer programming 
was used in S3VM [5]. [6] formulated the problem as a concave minimization 
problem which is solved by a successive linear approximation algorithm and 
produced V3SVM and CV3SVM. 
SVM is sensitive to noise and outliers in the training dataset [7]. To solve this 
problem, one approach is to do some processing on the training data to remove 
noise or outliers, and use the remaining set to learn the decision function [8]. 
Among the other approaches is the introduction of fuzzy memberships to data 
points such that different data points can have different effects in the learning of 
the separating hyperplane. Few fuzzy support vector machine approaches exist 
that treat noise and outliers as less important and let these points have lower 
membership values [9, 10]. 
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This paper deals with a proposed Fuzzy-Semi-Supervised Support Vector machine 
framework.  It is introduced in two steps.  First, we describe the concept of semi-
supervised clustering guided by labelled data. Then, we define how unlabelled 
data is partially incorporated into the learning process of the support vector 

evidence about (i) the effect of the number of labelled training documents in the 
fuzzy semi-supervised support vector machines learning process, and (ii) the 
effect of the number of unlabelled training documents in the fuzzy semi-
supervised support vector machines learning process. 
Fuzzy semi-supervised support vector machines approach is described in section 
2.  Section 3 presents experiments and results, comparing different classification 
algorithms. Section 4 concludes the paper. 

2 Fuzzy Semi-Supervised Support Vector Machines Approach  

Semi-supervised learning is halfway between supervised and unsupervised 
learning.  In addition to unlabelled data, the algorithm is also provided with 
labelled data.  In this case, the data set X can be divided into two parts: set XL= 
{x1, …, xL}, for which labels YL={y1, …, yL} are provided, and a set Xu={x1, …, 
xu} where the labels are not known.  The objective of semi-supervised learning is 
to benefit from both supervised and unsupervised learning when combining 
labelled and unlabelled data. 
The open question that may arise is how to take advantage of the unlabelled data 
to build a classifier. There are many approaches to this problem. The one adopted 
in this work is to train a classifier based on labelled data as well as unlabelled 
data. Typically, the unlabelled data is clustered then labelled, and then the 
augmented labelled data is used to train the final classifier. Two key issues in this 
approach are (i) how to impute labels to unlabelled data and (ii) how to use the 
augmented labelled data to train the classifier. 
The semi-supervised task in this paper can be formulated as follows: As a first 
step, a clustering algorithm (unsupervised learning) can be applied to discover 
groups in the unlabelled data; in this case, a c-means clustering algorithm [11] 
might be used. However, determining a suitable number of clusters and generating 
a suitable starting solution is a challenge for clustering algorithms. To overcome 
this dilemma, labelled data can be used in the unsupervised learning step. 
Therefore, a semi-supervised c-means algorithm [12] is applied. It also allows 
labelling the discovered clusters/groups. As a second step, a model is learned 
based on a supervised learning algorithm namely support vector machines trained 
by the whole set of labelled data and the newly labelled unlabelled data. 
In the crisp support vector machines approach, each training pattern has the same 
weight/importance in deciding about the optimal hyperplane. In this paper, and in 
this proposed FSS-SVM algorithm, the originally unlabelled data along with their 
imputed class labels in addition to the labelled data are used as a training set. 
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However, classical SVM learning is sensitive to noisy data because of the inherent 
“over-fitting” problem. This may increase the classification error [7, 13], and in 
order to decrease the effect of this possible noise that might originate from the 
unlabelled training sample, each training pattern is assigned a membership value, 
that corresponds to its weight in SS-FCM, to modulate the effect of the training 
data on the learning process of SVM. FSS-SVM also maximizes the margin of 
separation and minimizes the classification error so that a good generalization can 
be achieved. To reach that objective, FSS-SVM models the effect of unlabelled 
data incorporated in the training set. 
 
FSS-SVM 
The proposed fuzzy semi-supervised support vector machines algorithm works as 
follow: 
 Let X be the set of training examples. X is divided into two parts: set XL= {x1, 

…, xL}, for which labels Yl={y1, …, yL} are provided, and a set Xu={x1, …, 
xu} where the labels are not known. 

 
 SSFCM is used to impute the class labels of the unlabelled data set.  Each 

unlabelled example xj is assigned to 

       class  with membership value µ},...,1{,maxarg
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 The set XL = {(x1, y1), … (xL, yL)} of labelled patterns, and a set of Xu = {(x1, 

y1, µ1), … (xu, yu, µu)} of unlabelled patterns with their corresponding imputed 
class label and fuzzy membership value in that class are used as a training set 
for FSS-SVM. 
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Since i is the measure of error of a pattern xi in the SVM learning process, the 
term µi i is then the measure of error with different weighting.  The smaller the 
value µi , the smaller the effect of i , which means that the corresponding xi is 
treated as less important.  
Hence the solution is: 
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In this section, several experiments have been conducted to provide empirical 
evidence that learning from both labelled and unlabelled data through our 
proposed fuzzy semi-supervised support vector machines approach outperforms 
the traditional crisp supervised SVM learning algorithm which learns only from 
labelled data. 
Mainly, we will check in those experiments: 
 The effect of the number of labelled training documents in the fuzzy semi-

supervised support vector machines learning process. 
 The effect of the number of unlabelled training documents in the fuzzy semi-

supervised support vector machines learning process. 

3.1  Datasets  

BankSearch [14] and Web->KB  (www.cs.cmu.edu/~webkb/) hypertext datasets 
were used to evaluate the performance of the new classifier. However, we do not 
have available unlabelled data related to these datasets. For this reason, 30% of the 
available data was held aside and used as unlabelled data.    

3.2  The classification task 

The classification problem for both datasets is a single-label-per-document 
multiclass case, which means that the classifiers must decide between several 
categories, and each document is assigned to exactly one category. However, all 
the classification tasks were mapped into their equivalent binary classification 
problems. The one against all method was used to split the n-class classification 
problem into n-binary problems.  
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The pre-processing step for documents in both datasets comprises the following. 
The content of HTML pages, along with their corresponding extra information 
extracted. Each document representation is enhanced by its title + link anchor + 
meta data + similar neighbour [15].  However, when using labelled and unlabelled 
data for learning a classifier, we have to specify how the unlabelled data will 
participate in the different steps of the hypertext representation, namely, 
indexation, feature reduction and vocabulary generation. 
For the indexation phase, all indexes occurring in both labelled and unlabelled 
documents are taken into consideration; this is to enrich the vocabulary of the 
dataset in case there are a small number of labelled documents. 
Dimensionality reduction can also be applied when dealing with labelled and 
unlabelled documents. However, some restrictions are posed. For example, the 
information gain feature selection technique cannot be used in this case as it 
requires that the class label be known. To be able to use it anyway, the measure 
can be restricted to labelled documents, this leads to loss of information related to 
unlabelled data. Moreover, this class-dependent feature selection tends to be 
statistically unreliable as we are assuming that the labelled documents are scarce. 
Hence, for feature reduction, we apply only stop word removal, stemming, and 
elimination of words that occurs at most once in the training dataset. Then all the 
remaining indexes are used to build the dictionary. 

Two different evaluation procedures were carried out for the two datasets. 
For WEB->KB dataset, a 4-fold leave-one-university-out-cross-validation was 
used. That is for each experiment, we combined the examples of three universities 
to learn a classifier which was then tested on the data of the fourth university. 
For the BankSearch dataset, the holdout method is used. The dataset is randomly 
split into 70% training and 30% testing and repeated 30 times. 
Micro-averaged F1 and accuracy measures were used to evaluate the classifiers. 

Figures 1 and 2 show the classification F1 measure of the fuzzy semi-supervised 
support vector machines (FSS-SVM) on the two hypertext datasets when the 
number of labelled training documents is varied, and the number of unlabelled 
training documents is kept fixed (30% from each class). The results are contrasted 
with the learning results of SVM (which learns from only the labelled training 
documents), SSFCM and SS-SVM. 
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3.3  Document presentation 

3.4  Evaluation procedure  

3.5  The effect of the number of labelled training documents  



 
SS-SVM is a simple version of a semi-supervised SVM. The originally unlabelled 
data is classified using SSFCM algorithm. Then, each pattern is crisply assigned to 
the class that corresponds to the highest value in the resulting membership matrix. 
The horizontal axes indicate the number of labelled training documents. For 
instance, a total of 11 training documents for the BankSearch dataset correspond 
to 1 (one) document per class and a total of 40 training documents correspond 
to10 documents per class for the Web->KB dataset. The vertical axes indicate the 
F1 measure on the test sets. 
In all experiments, the fuzzy semi-supervised support machine performs better 
than its supervised version when the number of labelled training documents is 
small, i.e. FSS-SVM can achieve a specific level of classification accuracy with 
much less labelled training data. For example, with only 550 labelled training 
examples for the BankSearch dataset (50 documents per class), FSS-SVM reaches 
0.65 F1 measure classification, while the traditional SVM classifier achieves only 
0.5. For the same labelled training set size, F1 measure of SS-SVM is 0.46 and 
0.55 for SSFCM. In other words, to reach 0.65 classification F1 measure, for 
example, SVM requires about 1100 and FSS-SVM only 550 labelled training 
documents. 
Similarly, for the WebKB dataset, the performance increase is smaller but 
substantial; this may be because of the small size of the unlabelled data. For 
instance, for 80 labelled training examples (20 documents per class), SVM obtains 
0.29 F1 measure and FSS-SVM 0.59, reducing classification error by 0.3. For the 
same number of labelled documents, SS-SVM achieves 0.36 F1 measure and 
SSFCM 0.43.   
For both datasets, FSS-SVM is superior to SVM when the amount of labelled 
training data is small. The performance gain achieved by the semi-supervised 
learners decreases as the number of labelled training documents increases. The 
reason for this is that more accurate classifiers can be learned from the labelled 
data alone. As the accuracy obtained through plain supervised learning approaches 
a dataset-specific plateau, we barely benefit from incorporating unlabelled 
documents through semi-supervised learning.  
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Figure 1: Classifiers F1 measure with different 
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Figure 2: Classifiers F1 measure for 
different numbers of labelled data for 
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In fact, note that the accuracy of FSS-SVM also degrades when the number of 
labelled training documents is very large. For instance, with 4400 labelled training 
examples (400 documents per class) on the BankSearch dataset, classification F1 
measure decreases from 0.86 to 0.81. 
 To summarize, the results for the fuzzy semi-supervised support vector machines 
classifier show that the benefit we may achieve from the use of unlabelled 
documents strongly depends on the number of labelled training documents. The 
learning performance increases as the number of labelled training documents 
increases. So, when the number of labelled training documents is small, the 
learning algorithm needs more help. Therefore, the learner benefits from the 
additional unlabelled documents even though their imputed class labels are 
uncertain. However, it seems that the fuzzy hyperplane margin that modulates the 
influence of the imputed labelled data enhances the classifier’s performance. 
SSSVM performance degrades in some cases in comparison with that of SVM as 
more unlabelled documents are incorporated in the training set. This might be 
explained by the fact that the imputed labels of the unlabelled data tend to be 
incorrect as they are predicted by SSFCM, and therefore may not be correctly 
classified. 

In the previous set of experiments, we have shown that the extent to which we 
may benefit from unlabelled documents depends on the number of labelled 
training documents available. Obviously, this benefit will also depend on the 
number of unlabelled documents. The results below examine the effect of the 
unlabelled set size on the classifier’s performance. Figures 3 and 4 show the 
classification F1 measure of FSS-SVM with different numbers of labelled training 
documents on the BankSearch and WEB->KB datasets when the number of 
unlabelled documents is varied (10%, 20% or 30% of the available unlabelled 
data). In all cases, adding unlabelled data often helps learning more effective 
classifiers. Generally, performance gain increases as the amount of labelled data 
decreases. Also, performance gain increases with the number of unlabelled 
documents until it reaches a plateau.  
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3.6  The effect of the number of unlabelled training documents 



 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

unlab-0 1100 2200 3300

lab-11
lab-220
lab-550
lab-1100

 
Figure 3: FSS-SVM F1 measure with 
different numbers of labelled training 
documents and different numbers of 
unlabelled training documents for 
BankSearch dataset.
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Figure 4: FSS-SVM F1 measure with 
different numbers of labelled training data 
and different numbers of unlabelled training 
data for WEB->KB dataset. 

 

In this paper, we have presented a fuzzy semi-supervised support vector machines 
learning approach to hypertext categorization. This is learning from labelled and 
unlabelled documents. This is a crucial issue when hand labelling documents is 
expensive, but unlabelled documents are readily available in large quantities, as is 
often the case for text classification tasks. The following summarizes the results of 
the empirical evaluation: 
• FSS-SVM can be used to learn accurate classifiers from a large set of unlabelled 
data in addition to a small set of labelled training documents. It also outperforms 
its supervised version (SVM). In other words, FSS-SVM requires less labelled 
training data to achieve the same level of classification effectiveness. 

References 

Proceedings of the AAAI Symposium on Machine Learning in Information Access. 

Proceedings of the workshop on Speech and Natural Language: 212-217.  
[3] Vapnik, V. N. (1998). Statistical learning theory, Wiley New York. 

200-209. 

105A Fuzzy Semi-Supervised Support Vector Machines 

4  Conclusion  

[1] Liere, R. and P. Tadepalli (1996). “The use of active learning in text categorization.” 

[2] Lewis, D. D. (1992). “Feature selection and feature extraction for text categorization.” 

[4] Joachims, T. (1999). “Transductive inference for text classification using support vector 
machines.” Proceedings of the Sixteenth International Conference on Machine Learning: 

[5] Bennett, K. and A. Demiriz (1998). “Semi-supervised support vector machines.” 
Advances in Neural Information Processing Systems 11: 368-374. 



Houda Benbrahim and Max Bramer 

University of Wisconsin at Madison, Madison, WI. 

Networks for Signal Processing IX, 1999. Proceedings of the 1999 IEEE Signal 
Processing Society Workshop: 3-11. 

on Neural Networks 13(2): 464-471. 

13th Workshop on: 517-526. 
[11] Bezdek, J. C. (1981). Pattern Recognition with Fuzzy Objective Function Algorithms,   

Kluwer Academic Publishers Norwell, MA, USA. 

203. 

890 

Innovative Techniques and Applications of Artificial Intelligence, Cambridge, 
December 2004, pp. 258-268. ISBN 1-85233-907-1 

 
 
 

106

[6] Fung, G. and O. Mangasarian (1999). “semi-supervised support vector machines for 
unlabeled data classification.” (Technical Report 99-05). Data mining Institute, 

[7] Zhang, X. (1999). “Using class-center vectors to build support vector machines.” Neural 

training data with outliers.” Pattern Recognition Letters 24(14): 2479-2487. 
[8] Cao, L. J., H. P. Lee, et al. (2003). “Modified support vector novelty detector using 

[9] Lin, C. F. and S. D. Wang (2002). “Fuzzy support vector machines.” IEEE Transactions 

[10] Sheng-de Wang, C. L. (2003). “Training algorithms for fuzzy support vector machines 
with noisy data.” Neural Networks for Signal Processing, 2003. NNSP'03. 2003 IEEE 

[12] Bensaid, A. M., L. O. Hall, et al. (1996). “Partially supervised clustering for image 
segmentation.” Pattern Recognition 29(5), 859-871. 

[13] Guyon, I., N. Matic, et al. (1996). “Discovering informative patterns and data 
cleaning.” Advances in knowledge discovery and data mining table of contents: 181-

[14] Sinka, M. P. and D. W. Corne (2002). “A large benchmark dataset for web document 
clustering.” Soft Computing Systems: Design, Management and Applications 87: 881-

[15] Benbrahim, H. and M. Bramer (2004). “Neighbourhood Exploitation in Hypertext 
Categorization.” In Proceedings of the Twenty-fourth SGAI International Conference on 



 
 
 
 
 
 
 
 

NEURAL NETWORKS 



Estimation of Neural Network
Parameters for Wheat Yield
Prediction

Abstract Precision agriculture (PA) and information technology (IT) are
closely interwoven. The former usually refers to the application of nowadays’
technology to agriculture. Due to the use of sensors and GPS technology, in
today’s agriculture many data are collected. Making use of those data via
IT often leads to dramatic improvements in efficiency. For this purpose, the
challenge is to change these raw data into useful information. This paper
deals with suitable modeling techniques for those agricultural data where
the objective is to uncover the existing patterns. In particular, the use of
feed-forward backpropagation neural networks will be evaluated and suitable
parameters will be estimated. In consequence, yield prediction is enabled
based on cheaply available site data. Based on this prediction, economic or
environmental optimization of, e.g., fertilization can be carried out.

1 Introduction

Due to the rapidly advancing technology in the last few decades, more and
more of our everyday life has been changed by information technology. Infor-
mation access, once cumbersome and slow, has been turned into “informa-
tion at your fingertips” at high speed. Technological breakthroughs have been
made in industry and services as well as in agriculture. Mostly due to the
increased use of modern GPS technology and advancing sensor technology in
agriculture, the term precision agriculture has been coined. It can be seen as
a major step from uniform, large-scale cultivation of soil towards small-field,
precise planning of, e.g., fertilizer or pesticide usage. With the ever-increasing
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amount of sensors and information about their soil, farmers are not only har-
vesting, e.g., potatoes or grain, but also harvesting large amounts of data.
These data should be used for optimization, i.e. to increase efficiency or the
field’s yield, in economic or environmental terms.

Until recently [13], farmers have mostly relied on their long-term experi-
ence on the particular acres. With the mentioned technology advances, sen-
sors have cheapened data acquisition on such a scale that it makes them
interesting for the data mining community. For carrying out an information-
based field cultivation, the data have to be transformed into utilizable infor-
mation in terms of management recommendations as a first step. This can be
done by decision rules, which incorporate the knowledge about the coherence
between sensor data and yield potential. In addition, these rules should give
(economically) optimized recommendations. Since the data consist of simple
and often even complete records of sensor measurements, there are numer-
ous approaches known from data mining that can be used to deal with these
data. One of those approaches are artificial neural networks [4] that may be
used to build a model of the available data and help to extract the existing
pattern. They have been used before in this context, e.g. in [1], [7] or [12].

The connection between information technology and agriculture is and
will become an even more interesting area of research in the near future. In
this context, IT mostly covers the following three aspects: data collection,
analysis and recommendation [6]. This work is based on a dissertation that
deals with data mining and knowledge discovery in precision agriculture from
an agrarian point of view [15]. Hence this paper will also give a short overview
of the previous work. On the other hand, since we are dealing with the above-
mentioned data records, the computer science perspective will be applied. The
main research target is whether we can model and optimize the site-specific
data by means of computational intelligence techniques. We will therefore
deal with data collection and analysis.

The paper is structured as follows: Section 2 will provide the reader with
details on the acquisition of the data and some of the data’s properties. Sec-
tion 4 will give some background information on neural networks. In Section 5
we will describe the experimental layout and afterwards, we will evaluate the
results that were obtained. The last section will give a brief conclusion.

2 Data Acquisition

The data available in this work have been obtained in the years 2003 and 2004
on a field near Köthen, north of Halle, Germany. All information available
for this 65-hectare field was interpolated to a grid with 10 by 10 meters grid
cell sizes. Each grid cell represents a record with all available information.
During the growing season of 2004, the field was subdivided into different
strips, where various fertilization strategies were carried out. For an example

110 Georg Ruß et al.



of various managing strategies, see e.g. [11], which also shows the economic
potential of PA technologies quite clearly. The field grew winter wheat, where
nitrogen fertilizer was distributed over three application times.

Overall, there are seven input attributes – accompanied by the yield in
2004 as the target attribute. Those attributes will be described in the follow-
ing. In total, there are 5241 records, thereof none with missing values and
none with outliers.

2.1 Nitrogen Fertilizer – N1, N2, N3

The amount of fertilizer applied to each subfield can be easily measured. It
is applied at three points in time into the vegetation period. Since the site of
application had also been designed as an experiment for data collection, the
range of N1, N2, and N3 in the data is from 0 to 100 kg

ha
, where it is normally

at around 60 kg

ha
.

2.2 Vegetation – REIP32, REIP49

The red edge inflection point (REIP) is a first derivative value calculated
along the red edge region of the spectrum, which is situated from 680 to
750nm. Dedicated REIP sensors are used in-season to measure the plants’
reflection in this spectral band. Since the plants’ chlorophyll content is as-
sumed to highly correlate with the nitrogen availability (see, e.g. [10]), the
REIP value allows for deducing the plants’ state of nutrition and thus, the
previous crop growth. For further information on certain types of sensors and
a more detailed introduction, see [15] or [8]. Plants that have less chlorophyll
will show a lower REIP value as the red edge moves toward the blue part
of the spectrum. On the other hand, plants with more chlorophyll will have
higher REIP values as the red edge moves toward the higher wavelengths.
For the range of REIP values encountered in the available data, see Table 1.
The numbers in the REIP32 and REIP49 names refer to the growing stage
of winter wheat.

2.3 Electric Conductivity – EM38

A non-invasive method to discover and map a field’s heterogeneity is to mea-
sure the soil’s conductivity. Commercial sensors such as the EM-381 are de-

1 trademark of Geonics Ltd, Ontario, Canada
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signed for agricultural use and can measure small-scale conductivity to a
depth of about 1.5 metres. There is no possibility of interpreting these sensor
data directly in terms of its meaningfulness as yield-influencing factor. But
in connection with other site-specific data, as explained in the rest of this
section, there could be coherences. For the range of EM values encountered
in the available data, see Table 1.

2.4 Yield 2003/2004

Here, wheat yield is measured in t
ha

. In 2003, the range was from 1.19 to
12.38. In 2004, the range was from 6.42 to 11.37, with a higher mean and
smaller standard deviation, see Table 1.

2.5 Data Overview

A brief summary of the available data attributes is given in Table 1.

Table 1 Data overview

Attribute min max mean std Description

N1 0 100 57.7 13.5 amount of nitrogen fertilizer applied at the first date

N2 0 100 39.9 16.4 amount of nitrogen fertilizer applied at the second date

N3 0 100 38.5 15.3 amount of nitrogen fertilizer applied at the third date

REIP32 721.1 727.2 725.7 0.64 red edge inflection point vegetation index

REIP49 722.4 729.6 728.1 0.65 red edge inflection point vegetation index

EM38 17.97 86.45 33.82 5.27 electrical conductivity of soil

Yield03 1.19 12.38 6.27 1.48 yield in 2003

Yield04 6.42 11.37 9.14 0.73 yield in 2004

From the agricultural perspective, it is interesting to see how much the influ-
encable factor “fertilization” really determines the yield in the current site-
year. Furthermore, there may be additional factors that correlate directly or
indirectly with yield and which can not be discovered using regression or cor-
relation analysis techniques like PCA. To determine those factors we could
establish a model of the data and try to isolate the impact of single factors.
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That is, once the current year’s yield data can be predicted sufficiently well,
we can evaluate single factors’ impact on the yield.

From the data mining perspective, there are three points in time of fertil-
ization, each with different available data on the field. What is to be expected
is that, as more data is available, after each fertilization step the prediction
of the current year’s yield (Yield04) should be more precise. Since the data
have been described in-depth in the preceding sections, Table 2 serves as a
short overview on the three different data sets for the specific fertilization
times.

Table 2 Overview on available data sets for the three fertilization times (FT)

Fertilization Time Available Sensor Data

FT1 Yield03, EM38, N1

FT2 Yield03, EM38, N1, REIP32, N2

FT3 Yield03, EM38, N1, REIP32, N2, REIP49, N3

In each data set, the Yield04 attribute is the target variable that is to
be predicted. Once the prediction works sufficiently well and is reliable, the
generation of, e.g., fertilization guidelines can be tackled. Therefore, the fol-
lowing section deals with an appropriate technique to model the data and
ensure prediction quality.

4 Data Modeling

In the past, numerous techniques from the computational intelligence world
have been tried on data from agriculture. Among those, neural networks have
been quite effective in modeling yield of different crops ([12], [1]). In [14] and
[15], artificial neural networks (ANNs) have been trained to predict wheat
yield from fertilizer and additional sensor input. However, from a computer
scientist’s perspective, the presented work omits details about the ANN’s
internal settings, such as network topology and learning rates. In the follow-
ing, an experimental layout will be given that aims to determine the optimal
parameters for the ANN.

4.1 Neural Networks Basics

The network type which will be optimized here are multi-layer perceptrons
(MLPs) with backpropagation learning. They are generally seen as a practical
vehicle for performing a non-linear input-output mapping [4]. To counter the
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issue of overfitting, which leads to perfect performance on training data but
poor performance on test or real data, cross-validation will be applied. As
mentioned in e.g. [5], the data will be split randomly into a training set,
a validation set and a test set. Essentially, the network will be trained on
the training set with the specified parameters. Due to the backpropagation
algorithm’s properties, the error on the training set declines steadily during
the training process. However, to maximize generalization capabilities of the
network, the training should be stopped once the error on the validation set
rises [2].

As explained in e.g. [3], advanced techniques like Bayesian regularization
[9] may be used to optimize the network further. However, even with those
advanced optimization techniques, it may be necessary to train the network
starting from different initial conditions to ensure robust network perfor-
mance. For a more detailed and formal description of neural networks, we
refer to [3] or [4].

4.2 Variable Parameters

For each network there is a large variety of parameters that can be set. How-
ever, one of the most important parameters is the network topology. For the
data set described in Section 2, the MLP structure should certainly have up
to seven input neurons and one output neuron for the predicted wheat yield.
Since we are dealing with more than 5000 records, the network will require a
certain amount of network connections to be able to learn the input-output
mapping sufficiently well. Furthermore, it is generally unclear how many
layers and how many neurons in each layer should be used [2]. Therefore,
this experiment will try to determine those network parameters empirically.
Henceforth, it is assumed that two layers are sufficient to approximate the
data set. A maximum size of 32 neurons in the first and second hidden layer
has been chosen – this provides up to 1024 connections in between the hidden
layers, which should be sufficient. The range of the network layers’ sizes will
be varied systematically from 2 to 32. The lower bound of two neurons has
been chosen since one neuron with a sigmoidal transfer function does not
contribute much to the function approximation capabilities. Moreover, the
network size has also been chosen for reasons of computation time.

4.3 Fixed Parameters

In preliminary experiments which varied further network parameters system-
atically, a learning rate of 0.5 and a minimum gradient of 0.001 have been
found to deliver good approximation results without overfitting the data. All
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of the network’s neurons have been set to use the tanh transfer function,
the initial network weights have been chosen randomly from an interval of
[−1, 1]. Data have been normalized to an interval of [0, 1].

4.4 Network Performance

The network performance with the different parameters will be determined
by the mean of the squared errors on the test set since those test data will
not be used for training. Overall, there are three data sets for which a net-
work will be trained. The network topology is varied from 2 to 32 neurons
per layer, leaving 961 networks to be trained and evaluated. The network’s
approximation quality can then be shown on a surface plot.

5 Results and Discussion

Fig. 1 MSE for first data set

To visualize the network performance appropriately, a surface plot has
been chosen. In each of the following figures, the x- and y-axes show the
sizes of the first and second hidden layer, respectively. Figures 1 and 2 show
the mean squared error vs. the different network sizes, for two of the three
fertilization times (FT), respectively. For the first FT, the mse on average is
around 0.3, at the second FT around 0.25 and at the third FT around 0.2. It
had been expected that the networks’ prediction improves once more data (in
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Fig. 2 MSE for third data set

terms of attributes) become available for training. There is, however, no clear
tendency towards better prediction with larger network sizes. Nevertheless,
a prediction accuracy of between 0.44 and 0.55 t

ha
(the figures only show the

mean squared error) at an average yield of 9.14 t
ha

is a good basis for further
developments with those data and the trained networks.

Furthermore, there are numerous networks with bad prediction capabili-
ties in the region where the first hidden layer has much fewer neurons than
the second hidden layer. Since we are using feedforward-backpropagation net-
works without feedback, this behaviour should also be as expected: the in-
formation that leaves the input layer is highly condensed in the first hidden
layer if it has from two to five neurons – therefore, information is lost. The
second hidden layer’s size is then unable to contribute much to the network’s
generalization capabilities – the network error rises.

For the choice of network topology, there is no general answer to be given
using any of the data sets from the different FTs. What can be seen is that
the error surface is quite flat so that a layout with 16 neurons in both hid-
den layers should be an acceptable tradeoff between mean squared error and
computational complexity. Furthermore, this choice is also substantiated by
the fact that the variance of the mse during the cross-validation declines with
larger hidden layer sizes.

Figure 3 shows the difference between the networks’ mean squared errors
vs. the different network sizes, respectively. For reasons of simplicity, the
similar-looking plots for the differences between the networks trained on the
first/second datasets as well as on the second/third dataset are not shown
here. Figure 3 illustrates the networks’ performance quite clearly. In the ma-
jority of cases, the networks generated from later data sets, i.e. those with
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Fig. 3 MSE difference from first to third data set

more information, seem to be able to predict the target variable better than
the networks from the earlier data sets.

6 Conclusion

This paper contributes to finding and evaluating models of agricultural yield
data. Starting from a detailed data description, we built three data sets that
could be used for training. In earlier work, neural networks had been used to
model the data. Certain parameters of the ANNs have been evaluated, most
important of which is the network topology itself. We built and evaluated
different networks.

6.1 Future Work

In subsequent work, we will make use of the ANNs to model site-year data
from different years. It will be evaluated whether the data from one year
are sufficient to predict subsequent years’ yields. It will also be interesting
to study to which extent one field’s results can be carried over to modeling
a different field. The impact of different parameters during cropping and
fertilization on the yield will be evaluated. Finally, controllable parameters
such as fertilizer input can be optimized, environmentally or economically.
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Many researchers and organizations are interested in creating a mechanism ca-
pable of automatically predicting software defects. In the last years, machine
learning techniques have been used in several researches with this goal. Many
recent researches use data originated from NASA (National Aeronautics and
Space Administration) IV&V (Independent Verification & Validation) Facility
Metrics Data Program (MDP). We have recently applied a constructive neural
network (RBF-DDA) for this task, yet MLP neural networks were not investi-
gated using these data. We have observed that these data sets contain inconsis-
tent patterns, that is, patterns with the same input vector belonging to different
classes. This paper has two main objectives, (i) to propose a modified version of
RBF-DDA, named RBF-eDDA (RBF trained with enhanced Dynamic Decay
Adjustment algorithm), which tackles inconsistent patterns, and (ii) to com-
pare RBF-eDDA and MLP neural networks in software defects prediction. The
simulations reported in this paper show that RBF-eDDA is able to correctly
handle inconsistent patterns and that it obtains results comparable to those of
MLP in the NASA data sets.

1 Introduction

Machine learning techniques have already been used to solve a number of soft-
ware engineering problems, such as software effort estimation [5], organization
of libraries of components [17] and detection of defects in software [3, 9]. This
paper is concerned with the detection of defects in software. We aim to predict
if a software module contains some defect, without regard of how many defects
it contains. For detecting defects in current software projects, a classifier needs
to be trained previously with information about defects of past projects. In
many papers, the data used during the experiments are obtained from a public
repository made available by NASA [1] and by the Promise Repository [15].
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These repositories contain static code measures and defect information about
several projects developed by NASA.

Bezerra et. al [3] have evaluated the performance of some classifiers in the
problem of defect detection. They reported that some patterns of the NASA
data sets of the Promise Repository were inconsistent, that is, they had the same
input vector and a class different from that of the other replicas. Inconsistent
patterns are an inherent feature of some defect detection data sets and therefore
should be handled appropriately by the classifiers. For instance, we can have
two different software modules characterized by exactly the same features (such
as (i) number of operators, (ii) number of operands, (iii) lines of code, etc). The
problem is that the first can have defect and the other can be free of defects.
This leads to inconsistent patterns (same input vector but different classes).
Note that this situation arises because the input information regarding the
software modules is not sufficient to differentiate them.

Bezerra et. al [3] have used the RBF-DDA classifier in their experiments and
reported an important drawback in the DDA (Dynamic Decay Adjustment)
algorithm: it does not work with inconsistent patterns. Therefore, in their ex-
periments, patterns that had repetitions with conflicting classes (that is, incon-
sistent patterns) were discarded [3], which means loosing information. One of
the contributions of this paper is to propose a modified version of RBF-DDA,
referred to as RBF-eDDA, which is able to handle inconsistent patterns.

The DDA algorithm was originally proposed for constructive training of RBF
neural networks [2]. The algorithm has achieved performance comparable to
MLPs in a number of classification tasks and has a number of advantages for
practical applications [2, 13], including the fact that it is a constructive algo-
rithm which is able to build a network in only 4 to 5 epochs of training [2].

The use of neural networks for software defect prediction is rare in com-
parison to other techniques such as Decision Trees J4.8 [4, 7, 10, 12], k-Nearest
Neighbor (kNN) [4, 7, 10], and Naive Bayes [7, 10, 12]. Furthermore, multi-layer
perceptron (MLP) neural networks was not used for the detection of fault-prone
modules using the NASA data. MLPs were used for software defect prediction,
yet using other data (not from NASA), such as in [9]. In this way, our exper-
iments utilize MLP neural networks trained with backpropagation to evaluate
its performance in the detection of software defects and to compare it to RBF-
eDDA in this task.

In summary, the main contributions of this paper are: (i) to propose a mod-
ified version of the RBF-DDA algorithm, named RBF-eDDA, which aims to
handle inconsistent patterns, (ii) to apply RBF-eDDA to software defect pre-
diction in the NASA data sets, and (iii) to apply MLP to software defect pre-
diction in the NASA data sets and to compare the results obtained to those of
RBF-eDDA.

The rest of this paper is organized as follows. Section 2 briefly reviews the
standard RBF-DDA network and describes the proposed method, RBF-eDDA.
Sections 3 presents the methods used to assess and compare the classifiers
whereas Section 4 presents the experiments and discusses the results obtained.
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Finally, the Section 5 presents the conclusions and suggestions for future re-
search.

2 The Proposed Method

RBF-DDA neural networks have a single hidden layer, whose number of units
is automatically determined during training. In this way, during training, the
topology starts with an empty hidden layer. Next, the neurons are dynamically
included on it until a satisfactory solution has been found [2, 13]. The activation
Ri(−→x ) of a hidden neuron i is given by the Gaussian function (Eq. 1), where−→x is the input vector, −→ri is the center of the ith Gaussian and σi denotes its
standard deviation, which determines the Gaussian’s width.

Ri(
−→x ) = exp

(
−‖−→x −−→ri‖2

σ2

i

)

RBF-DDA uses 1-of-n coding in the output layer, with each unit of this layer
representing a class. Classification uses a winner-takes-all approach. In this way,
the output unit with the highest activation gives the class. Each hidden unit is
connected to exactly one output unit and has a weight Ai, whose value is deter-
mined by the training algorithm. Output units use linear activation functions
with values computed by f(−→x ) =

∑m
i=1

Ai × Ri(−→x ), where m is the number
of RBFs connected to that output. In this paper, each output is normalized
as proposed by et al. Bezerra in [3]. Thus, the RBF-DDA becomes capable to
produce continuous outputs that represent the probability of a module being
fault-prone.

The DDA algorithm has two parameters, namely, θ+ and θ−, whose default
values are 0.4 and 0.1, respectively [2]. These parameters are used to decide on
the introduction of new neurons in the hidden layer during training. The DDA
training algorithm for one epoch is presented in the Algorithm 1 [2].

It was originally believed that the parameters θ+ and θ− would not influ-
ence RBF-DDA performance. Yet, Oliveira et al. have recently demonstrated
that the value of θ− may significantly influence classification performance [13].
Therefore, in this paper we use the default value for θ+ (θ+ = 0.4) and select
the best value of θ− for each data set via cross-validation, as in [13].

2.1 Training RBF Networks with the Enhanced DDA
Algorithm

Before the explanation of the modifications in the DDA algorithm, it is nec-
essary to understand its drawbacks regarding inconsistent patterns. For this
task, we use an example that has a one-dimensional training set composed by
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Algorithm 1 DDA algorithm (one epoch) for RBF Training
1: for all prototypes pk

i do � Reset weights
2: Ak

i = 0.0
3: end for

4: for all training pattern (−→x , c) do � Train one complete epoch
5: if ∃pc

i : Rc
i (
−→x ) ≥ θ+ then

6: Ac
i+ = 1.0

7: else

8: add new prototype pc
mc+1

with: � Commit: introduce new prototype
9: −→r c

mc+1
= −→x

10: σc
mc+1

= maxk �=c∧1≤j≤mk
{σ : Rc

mc+1
(−→r k

j ) < θ−}
11: Ac

mc+1
= 1.0

12: mc+ = 1
13: end if

14: for all k �= c, 1 ≤ j ≤ mk do � Shrink: adjust conflicting prototypes
15: σk

j = max{σ : Rk
j (−→x ) < θ−}

16: end for

17: end for

three patterns: (P1 )=0, class=C1; (P2 )=10, class=C0; (P3 )=10, class=C1.
The patterns P2 and P3 have the same input, but are from distinct classes.

Following Algorithm 1, when P1 is presented, there is no neuron in the hidden
layer, and then a new Gaussian (RBF) is created with −→rP1 = [0], AP1 = 1 and
class = C1 (Fig. 1(a)). When P2 is encountered, the DDA algorithm introduces
a new Gaussian with −→rP2 = [10], AP2 = 1 and class = C0, since there was no
neuron from class C0.

After P2 ’s Gaussian have been included, all others Gaussians with class
different from C0 have their width shrank (Fig. 1(b)). When P3 is presented,
the algorithm realizes that it has the same class of P1 and that its activation
is less than θ+, then a new prototype should be introduced. At this moment,
DDA’s drawback can be observed. The P3 ’s Gaussian conflicts with that of P2,
because both have the same center but distinct classes. Thus, the Euclidean
distance between the centers of P2 and P3 is zero. In other words, Eq. 1 gives
‖−→xP3 − −→rP2‖ = 0, and that makes the standard deviation of P3 equal to zero
as well (σP3 = 0), causing a division by zero (see line 10 of Algorithm 1). The
result can be seen in Fig. 1(c).

After P3 is introduced, the algorithm shrank the width of Gaussians with a
class different of C1. In this way, σP2 receive zero because ‖−→xP3−−→rP2‖ = 0, then
it will happen to P2 the same as P3, as can be seen in Fig. 1(d). Therefore,
the algorithm never converges to one solution, because the final SSE (Sum of
Squared Errors) is always calculated as NaN (Not-a-Number).

To handle the problem caused by inconsistent patterns just described, we
propose a modified version of RBF-DDA, named RBF-eDDA, which aims to
turn it robust enough to treat the problem of inconsistent patterns. We began
from the principle that the hidden layer could not hold this type of conflict,
because it will influence the inclusion of new Gaussians and the adjustment of its

122 Miguel E. R. Bezerra et al.



(a) (b) (c) (d)

Fig. 1 An example of the DDA Algorithm’s drawback: (a) P1 is encountered and a new
RBF is created; (b) P2 leads to a new prototype for class C0 and shrinks the radius of the
existing RBFs of class C1; (c) P3 Gaussian is presented and cannot be calculated because
σP3 = 0; (d) during the shrink of the Gaussians, σP2 = 0 and P2 also cannot be calculated.

width. In RBF-eDDA, whenever a new Gaussian is included, the algorithm will
verify if it is conflicting with some pre-existent Gaussian. If it is not conflicting,
the algorithm will create the Gaussian normally; otherwise, the algorithm will
not create a new Gaussian. Instead, the algorithm will reduce the weight Ai =
Ai − 1 of the pre-existent Gaussian that is conflicting. If the Gaussian weight
becomes zero, it is removed from the hidden layer.

3 Assessing the Performance

The defect detection is a cost-sensitive task whereby a misclassification is more
costly than correct classification. Other problem is that the data sets utilized
to train the predictors have a skewed class distribution, that is, these data sets
have more modules with defects than modules without defects. Then, we need
to use evaluation metrics capable to assess the performance of the classifiers,
and that handle these constraints. The ROC curve [18] is the best way to deal
with cost-sensitive problems and unbalanced datasets because it depicts the
performance of a classifier regardless of the class distribution or the error costs
[18]. Thus, in order to assess the classifiers, we use ROC’s AUC (Area Under
Curve). The best classifier is the one with the higher AUC [18].

A defect predictor is a binary classifier that has four possible outcomes, as
shown in Fig. 2, which depicts the confusion matrix. Considering the defect
detection problem, the columns of the Fig. 2 represent the actual class of a
software module while the rows represent the class predicted by the classifier.
Thus, the NO column represents the modules that do not have defects while
the YES column represents the inverse. Conversely, the no row represents the
modules labeled as fault-free by the classifier, while the yes row represents the
modules labeled as fault-prone.

The confusion matrix is the core of several evaluation metrics. The Accuracy
(Acc) is the proportion of the total number of modules that were correctly clas-
sified (Eq. 2). The Probability of Detection (PD) is the proportion of defective
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Fig. 2 Confusion Matrix of a Binary Classifier.

modules that were correctly identified (Eq. 3). In the other case, the Proba-
bility of False Alarm (PF) (Eq. 4), is the proportion of correct modules that
were incorrectly identified. Another metric is the Precision (Prec), that is the
proportion of the predicted defective modules that were correct (Eq. 5).

Acc =
(TP + TN)

(TP + TN + FP + FN)
(2)

PD =
TP

(TP + FN)
(3)

PF =
FP

(FP + TN)
(4)

Prec =
TP

(TP + FP )
(5)

These four metrics are used during our experiments to evaluate the perfor-
mance, yet their values depend on the adjustment of the classifiers’ operation
point (threshold), because it modifies the class memberships and, consequently,
the confusion matrix distribution. To choose the classifier’s best threshold, we
also use the ROC curves; the threshold is the best ROC’s point, which is the
one closer to the point (x-axis=0, y-axis=1) [6].

4 Experiments

This Section presents the experiments carried out with the proposed method,
RBF-eDDA, as well as with MLP neural networks. In the experiments with
RBF-eDDA, we adjusted the parameter θ− to find the best performance of the
classifier [13]. We employed the following values for this parameter: 0.2, 10−1,
10−2, 10−3, 10−4, 10−5 and 10−6. These values were chosen because they were
used successfully in previous papers [13, 3].

In this study, we compare the performance of RBF-eDDA with other neural
network, the MLP trained with Backpropagation [8]. MLP is a feedforward
neural network. As its architecture is not constructive, it is necessary to vary
its topology to choose the one that performs well for a given problem. In the
experiments we varied three parameters of the MLP: the number of neurons
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in the hidden layer, the learning rate (η) and the momentum. The simulations
using MLP networks were carried out using different topologies, that is, number
of neurons in the hidden layer. The values used were: 1, 3, 5, 9 and 15. The
values used for the learning rate were 0.001 and 0.01; for the momentum we
used 0.01 and 0.1.

In our experiments we are concerned with the reproducibility, then, we de-
cided that the five data sets used – CM1, JM1, KC1, KC2 and PC1 – should
be obtained from the Promise Repository [15], since it stores data sets that
can be reused by other researches. Each dataset has 21 input features based on
software metrics such as cyclomatic complexity, lines of comments, total oper-
ators, total lines of codes, etc. Detailed information about each feature can be
obtained freely on the MDP web site [1].

To compare two or more classifiers, it is important that the data used in the
evaluation are exactly the same. Then, to guarantee the reproducibility of our
results, all experiments utilized the same data set separation. In order to do
this, the fold separation and the stratification were made by the Weka [18]. We
set the Weka’s random seed to 1 and made the separation of the datasets in 10
stratified folds. Then, using the Weka framework and Promise datasets, other
researchers can reproduce the experiments reported here.

Before the simulations, we made a preprocessing in the datasets. This is
a procedure whereby the data are cleaned and prepared for training and for
testing the classifiers. Initially we observed that some patterns had missing
values. These patterns with missing values were removed, since they represented
a very small sample of the total number of patterns in each data set (less than
0.1%) and therefore could be discarded [11]. The next step of the preprocessing
was the dataset normalization because the values of each feature had different
amplitudes in relation to the others, and this could induce skewed results. Table
1 summarizes the characteristics of each dataset after preprocessing. Notice that
all datasets have a small percentage of modules with some defect.

Table 1 Summary of the datasets used in this paper.

Dataset #Modules %Modules with defects

CM1 498 9.83
JM1 10885 19.35
KC1 2109 15.45
KC2 522 20.50
PC1 1109 6.94
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4.1 Analysis of Results

In our comparison between RBF-eDDA and MLP, the AUC is used as the main
criterion; we also report the PD, PF, Acc and Prec obtained by the classifiers
for comparison. The AUC was selected as the most important criterion because
it summarizes the global performance of the classifier in a single scalar value.
The simulations’ results of the RBF-eDDA and MLP are reported in Table 2.

Table 2 Results of the classifiers RBF-eDDA and MLP with backpropagation.

RBF-eDDA MLP with BackPropagation
Dataset θ− #Units AUC PD PF Acc Prec AUC PD PF Acc Prec

CM1 10−3 336 0.773 0.837 0.347 0.671 0.208 0.760 0.755 0.327 0.681 0.201
JM1 10−2 7238 0.596 0.653 0.461 0.561 0.254 0.718 0.652 0.326 0.670 0.324
KC1 10−5 999 0.712 0.801 0.384 0.644 0.276 0.792 0.755 0.309 0.701 0.309
KC2 10−1 252 0.744 0.766 0.313 0.703 0.387 0.825 0.757 0.186 0.803 0.513
PC1 10−2 613 0.859 0.805 0.218 0.784 0.216 0.819 0.805 0.300 0.707 0.167

Average 0.737 0.772 0.345 0.673 0.268 0.783 0.745 0.289 0.712 0.303

For RBF-eDDA, Table 2 shows the best θ− for each dataset and the num-
ber of neurons of the hidden layer. For the MLP networks the configuration
that obtained the best stability and performance across all datasets was the
configuration with 3 neurons in the hidden layer, learning rate set to 0.01 and
momentum set to 0.1. Using the AUC for the comparison, notice that the MLP
outperformed the RBF-eDDA classifier on the JM1, KC1 and KC2 datasets; on
the other hand, the RBF-eDDA outperformed the MLP in the CM1 and the
PC1. In the CM1 dataset, the difference between the classifiers was small, but
in the PC1 dataset it was higher.

Fig. 3 shows the ROC curve of the classifiers for each dataset along with
the best operation points. The values of PD, PF, Acc and Prec were computed
using these operation points. A prominent result of the MLP has occurred in
the KC2 dataset, with PD=75.7% and a high accuracy and small amount false
alarms. In the case of RBF-eDDA, the best result occurred in the PC1 dataset,
with a PD=80.5%, PF=21.8% and a high accuracy.

5 Conclusions

This paper contributes by proposing RBF-eDDA, an enhanced version of the
DDA algorithm. RBF-eDDA aims to handle inconsistent patterns, which occur
in software defect detection data sets. The original RBF-DDA algorithm was not
able to train if the data set contains inconsistent patterns. We report a number
of experiments that have shown that RBF-eDDA handles inconsistent patterns
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(a) (b)

(c) (d) (e)

Fig. 3 ROC Curves obtained by the MLP and RBF-eDDA classifiers for the datasets CM1(a),
JM1(b), KC1(c), KC2(d) and PC1(e).

adequately. Our experiments also aimed to compare the proposed method to
MLP networks for software defect prediction. The experiments have shown that
RBF-eDDA and MLP have similar performance in this problem. RBF-eDDA
offers an advantage over MLP since it has only one critical parameter (θ−)
whereas MLP has three.

Considering the study of Shull et al. [16], which asserts that in a real de-
velopment environment a peer review catches between 60-90% of the defects,
our results are useful, since RBF-eDDA achieved mean PD of 77.2% and the
MLP achieved 74.5%.

We endorse the conclusions of Menzies et al.[12], since they state that these
predictors would be treat as indicators and not as definitive oracles. Therefore,
the predictors are suitable tools to guide test activities, aiding on the priori-
tization of resources and, hence, in the reduction of costs in software factories
where the development resources are scarce.

As future work, we propose to investigate a committee machine composed of
RBF-eDDA and MLP networks to achieve a better classification performance;
this was already used with success in time series novelty detection [14]. The mo-
tivation for such a committee is that in some data sets RBF-eDDA outperforms
MLP whereas in others the inverse occurs.
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A Study with Class Imbalance and
Random Sampling for a Decision Tree
Learning System

Ronaldo C. Prati, Gustavo E. A. P. A Batista, and Maria Carolina Monard

Abstract Sampling methods are a direct approach to tackle the problem
of class imbalance. These methods sample a data set in order to alter the
class distributions. Usually these methods are applied to obtain a more bal-
anced distribution. An open-ended question about sampling methods is which
distribution can provide the best results, if any. In this work we develop a
broad empirical study aiming to provide more insights into this question. Our
results suggest that altering the class distribution can improve the classifi-
cation performance of classifiers considering AUC as a performance metric.
Furthermore, as a general recommendation, random over-sampling to balance
distribution is a good starting point in order to deal with class imbalance.

1 Introduction

A key point for the success of Machine Learning – ML – application in Data
Mining is related to understanding and overcoming some practical issues that
have not been previously considered when learning algorithms were initially
proposed. One of these issues that has come into light in supervised learning
is related to class imbalance, where some classes are represented by a large
number of examples while the others are represented by only a few. Numerous
studies report a poor performance of the induced models in domains where

Sampling methods are a direct approach to tackle the problem of class
imbalance. These methods sample a data set in order to alter the class dis-
tributions. Usually these methods are applied in order to obtain a more bal-
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class imbalance is present [2, 10].

.



anced distribution. The two most well-known sampling methods to deal with
the problem of class imbalance are random over-sampling and random under-
sampling. These methods replicate (eliminate) examples of the minority (ma-
jority) class in order to obtain a more balanced distribution.

An open-ended question considering sampling methods is which distribu-
tion can provide the best results, if any. In this work we develop a broad
empirical study aiming to provide more insights into this question. To this
end, random under-sampling and random over-sampling methods were used
to change the class distribution of fourteen UCI [1] data sets. The data sets
are under and over-sampled to reach thirteen different fixed class distribu-
tions and used as input to a decision tree learning algorithm (C4.5) to induce
a model. Our results suggest that altering the class distribution can improve
the classification performance of classifiers considering AUC as the perfor-
mance metric.

Furthermore, as a general recommendation given the results obtained, ran-
dom over-sampling can be considered a good starting point to deal with class
imbalance. This method is straightforward to implement and considerably
fast if compared with more sophisticated (heuristic) sampling methods. Over-
sampling attempting to reach the balanced distribution is also a good first
choice as AUC values near the balanced distribution are often the best.

This work is organized as follows: Section 2 presents some notes on ROC
analysis, and its importance in evaluating the performance of classifiers in
imbalanced domains. Section 3 discusses our methodology and the experi-
mental results obtained. Finally, Section 4 presents some concluding remarks
as well as outlines some future research.

2 ROC analysis

From hereafter, we constrain our analysis to two-class problems, where the
minority class will be called positive and the majority class negative.

A straightforward connection between class imbalance and error rate might
be traced by observing that it is easier to achieve a low overall error rate by
simply predicting the majority class. For instance, it is straightforward to
create a classifier having an error rate of 1% in a domain where the majority
class proportion corresponds to 99% of the instances, by simply forecasting
every new example as belonging to the majority class.

In scenarios where the target class priors and/or misclassification costs are
unknown or are likely to change, the use of error rate as a basic performance
measure may lead to misleading conclusions. This is due to the fact that the
error rate strongly depends on class distribution and misclassification costs.
Furthermore, the use of the error rate in such conditions does not allow the
direct comparison/evaluation of how learning algorithms would perform in
different scenarios. In a nutshell, two fundamental aspects of performance,
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namely discrimination capacity and decision tendencies1, are confused when
error rate is used as a basic performance measure.

Often, we are primarily interested in the discrimination aspect. In this
case we want to leave out the decision aspect such that it does not mislead
the evaluation of classifiers. Receiver Operating Characteristic (ROC) analy-
sis [8] provides such a way of assessing a classifier performance independently
of the criterion adopted for making a particular decision on how to trade-off
true/false positives as well as the bias used by learning algorithms toward
one particular decision or another. Thus, ROC based methods provide a fun-
damental tool for analyzing and assessing classifiers performance in imprecise
environments. The basic idea is to decouple relative error rate (percentage
of false positives or false positive rate – FPrate) from hit rate (percentage of
true positives or true positive rate – TPrate) by using each of them as axis in
a bi-dimensional space. Thus, in ROC analysis a classifier is represented by
a pair of values instead of a single error rate value. Furthermore, spreading
the classifier criterion over all possible trades off of hits and errors, a curve
that works as an index that reflects the subjective probabilities and utilities
that determine all possible criteria is obtained.

For instance, considering a classifier that provides probabilities of an ex-
ample belonging to each class, such as the Naive Bayes classifier, we can use
these probabilities as a threshold parameter biasing the final class selection.
Then, for each threshold, we plot the percentage of hits against the percentage
of errors. The result is a bowed curve, rising from the lower left corner (0,0),
where both percentages are zero, to the upper right corner (1,1), where both
percentages are 100%. The more sharply the curve bends, the greater the
ability of coping with different class proportions and misclassification costs,
since the number of hits relative to the number of false alarms is higher. By
doing so, it is possible to consider what might happen if a particular score
is selected as a classification threshold, allowing to select the most suitable
threshold given a specific situation.

In situations where neither the target cost distribution nor the class dis-
tribution are known, an alternative metric to compare models through ROC
analysis is the area under the ROC curve (AUC). The AUC represents the
probability that a randomly chosen positive example will be rated higher
than a negative one [12], and in this sense it is equivalent to the Wilcoxon
test of ranks. However, it should be kept in mind that given a specific target
condition, the classifier with the maximum AUC may not be the classifier
with the lowest error rate.
1 Discrimination capacity can be defined as how well the system is able to discriminate

between positive and negative examples. Decision tendencies can be understood as how
well the system is able to manage the trade-off between true and false positives given

different misclassification costs and class distribution scenarios.
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3 Experiments

The experiments involved the application of two sampling methods to fif-
teen UCI [1] data sets. We start describing the sampling methods and the
methodology used in the experiments, followed by an analysis of the results
obtained.

The two sampling methods used in the experiments with the objective of
altering the class distribution of training data are:

Random under-sampling: a method that reduces the number of examples
of one of the classes through the random elimination of examples of this
class.

Random over-sampling: a method that increases the number of examples
of one of the classes through the random replication of examples of this
class.

Usually, random under-sampling and random over-sampling are used to
approximate the prior probabilities of each class. Therefore, random under-
sampling is usually applied to the majority (negative) class while random
over-sampling is usually applied to the minority (positive) class.

Several authors agree that the major drawback of random under-sampling
is that this method can discard potentially useful data that could be im-
portant to the induction process. On the other hand, random over-sampling
supposedly increases the likelihood of occurring overfitting, since it makes ex-
act copies of the minority class examples. For instance, a symbolic classifier
might construct rules that are apparently accurate although actually cover
one replicated example.

For experimental analysis, we selected fourteen data sets from UCI [1] hav-
ing different degrees of imbalance. Table 1 summarizes the data sets used in
this study. For each data set, it shows the number of examples (#Examples),
number of attributes (#Attributes), together with the number of quantita-
tive and qualitative attributes in brackets, class labels and class distribution.
For data sets having more than two classes, we chose the class with fewer
examples as the positive class, and collapsed the remainder as the negative
class.

Our implementation of random over-sampling and random under-sampling
methods have a parameter that allows the user to set up the desired class
distribution that should be reached after the application of these methods.
We over and under-sampled all data sets until the following positive class
distributions were reached: 5%, 7.5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%,
80%, 90%, 92.5% and 95%. Distributions greater than 50% mean that the
application of the over or under-sampling methods made the positive class
more frequent than the negative class. Moreover, in order to reach distri-
butions smaller (more imbalanced) than the original ones, we over-sampled
the negative class or under-sampled the positive class, depending on which
method was being applied.
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Table 1 Data sets summary descriptions.

Data set
#Examples

#Attributes Class Class

# Name (min., maj.) (positive,negative) proportion

1 sonar 208 61 (61,0) (m, r) (46.6%, 53.5%)

2 heart 270 14 (14,0) (2, 1) (44.4%, 55.6%)

3 bupa 345 7 (7,0) (1, 2) (42.0%, 58.0%)

4 ionosphere 351 34 (34,0) (bad, good) (35.9%, 64.1%)

5 breast 683 10 (10,0) (malignant, benign) (35.0%, 65.0%)

6 pima 768 8 (8,0) (1, 0) (34.8%, 65.2%)

7 tic-tac-toe 958 10 (0,10) (positive, negative) (34.7%, 65.3%)

8 german 1000 20 (7,13) (bad, good) (30.0%, 70.0%)

9 haberman 306 3 (3,0) (die, survive) (26.5%, 73.5%)

10 vehicle 846 18 (18,0) (van, remainder) (23.5%, 76.5%)

11 new-thyroid 215 5 (5,0) (hypo, remainder) (16.3%, 83.7%)

12 ecoli 336 7 (7,0) (imu, remainder) (10.4%, 89.6%)

13 flag 194 28 (10,18) (white, remainder) (8.8%, 91.2%)

14 glass 214 9 (9,0) (ve-win-float-proc, remainder) (7.9%, 92.1%)

It is important to note that, as under and over-sampling are applied, the
number of training examples will vary. In particular, the number of training
examples of under-sampled data sets might be significantly reduced. This
shortcoming is one of the most frequent criticisms regarding under-sampling
as this method might discard important information.

It should be observed that our experimental setup is significantly differ-
ent from [14], where Weiss & Provost consider a scenario in which data are
expensive to acquire, and they analyze the effect of class distribution. Their
experimental setup uses random under-sampling, however training set sizes
are constant for all class distributions.

In our experiments release 8 of the C4.5 [13] symbolic learning algorithm
was used to induce decision trees. The trees were induced with default pa-
rameter settings. m-estimation [4] was used to improve the leaf probability
estimates to produce ROC curves. We adjusted the m parameter so that
bm = 10 as suggested in [6], where b is the prior probability of the positive
class. We also use the AUC as the main method to assess our experiments.

Table 2 presents the AUC values obtained by the trees induced by C4.5
with random under and over-sampled data sets. The first column in Table 2
specifies the number of the data set (according to Table 1) and the next
two columns specify the natural proportion of positive examples followed by
the AUC values assessed using this distribution. The next columns present
the AUC values for the thirteen fixed class distributions. Each line has been
split into two, each one presenting the results obtained with random over
and under-sampled data sets, as indicated in the fourth column. All AUC
values in Table 2 were obtained using 10-fold stratified cross-validation, and
the values between brackets refer to the standard deviations.

The highest AUC values for each data set/method are shaded. The last col-
umn (p-value) shows the p-value of the statistical test comparing the shaded
results with the natural distribution. The statistical procedure used to carry
out the tests is the Student paired t-test, with the null hypothsis (H0) that

135



T
a
b
le

2
A

U
C

re
su

lt
s

fo
r

ra
n
d
o
m

u
n
d
er

(U
d
)

a
n
d

o
v
er

(O
v
)

sa
m

p
li
n
g

m
et

h
o
d
s

fo
r

se
v
er

a
l
p
o
si

ti
v
e

cl
a
ss

d
is

tr
ib

u
ti
o
n
s.

#
O

r
ig

in
a
l

S
m

p
P

r
o
p
o
r
t
io

n
o
f
p
o
s
it

iv
e

e
x
a
m

p
le

s
p
-
v
a
lu

e
P

r
p

A
U

C
9
5
%

9
2
.5

%
9
0
%

8
0
%

7
0
%

6
0
%

5
0
%

4
0
%

3
0
%

2
0
%

1
0
%

7
.5

%
5
%

1
4
6
.6

7
9
.0

(
1
1
.0

)
O

v
6
8
.4

(
9
.4

)
6
8
.5

(
1
0
.0

)
7
3
.8

(
1
2
.3

)
7
7
.5

(
1
1
.3

)
7
1
.5

(
1
2
.5

)
8
0
.6

(
1
0
.8

)
7
9
.1

(
1
2
.6

)
7
7
.7

(
7
.3

)
7
3
.8

(
1
2
.1

)
7
0
.9

(
1
3
.1

)
7
3
.5

(
1
2
.6

)
7
1
.5

(
8
.4

)
7
4
.3

(
1
2
.5

)
0
.3

7

U
d

5
3
.3

(
1
0
.6

)
5
5
.0

(
1
2
.3

)
5
6
.0

(
8
.4

)
7
5
.7

(
1
7
.3

)
7
7
.5

(
1
5
.6

)
7
2
.7

(
1
7
.9

)
7
8
.4

(
1
0
.6

)
7
8
.8

(
1
4
.9

)
7
0
.6

(
1
2
.4

)
6
5
.9

(
9
.9

)
6
6
.8

(
1
2
.2

)
6
5
.5

(
1
1
.7

)
6
2
.3

(
1
0
.0

)
0
.4

9

2
4
4
.4

8
5
.5

(
1
0
.4

)
O

v
8
2
.2

(
1
4
.3

)
8
4
.5

(
1
4
.3

)
8
7
.3

(
1
0
.1

)
8
8
.1

(
1
0
.3

)
8
7
.2

(
9
.4

)
8
4
.1

(
1
0
.0

)
8
4
.2

(
9
.0

)
8
5
.6

(
1
1
.0

)
8
7
.6

(
9
.1

)
8
4
.7

(
1
0
.3

)
8
6
.1

(
1
2
.4

)
8
7
.6

(
9
.4

)
8
7
.3

(
8
.6

)
0
.2

9

U
d

5
3
.1

(
9
.9

)
6
2
.5

(
1
6
.3

)
7
4
.0

(
2
0
.7

)
7
9
.5

(
1
1
.9

)
8
4
.9

(
9
.8

)
8
6
.8

(
8
.8

)
8
7
.0

(
6
.9

)
8
8
.4

(
1
0
.6

)
8
8
.8

(
8
.2

)
8
2
.6

(
1
1
.4

)
7
0
.8

(
8
.5

)
6
5
.7

(
1
0
.0

)
5
9
.1

(
9
.2

)
0
.2

2

3
4
2
.0

6
5
.2

(
6
.6

)
O

v
6
3
.1

(
6
.8

)
6
5
.6

(
6
.0

)
6
5
.1

(
9
.6

)
6
5
.4

(
8
.6

)
6
1
.6

(
6
.6

)
6
4
.1

(
9
.5

)
6
8
.0

(
9
.6

)
6
4
.5

(
7
.4

)
6
5
.1

(
6
.5

)
6
6
.3

(
4
.6

)
6
7
.1

(
4
.5

)
6
5
.0

(
8
.3

)
6
6
.2

(
7
.7

)
0
.2

3

U
d

5
0
.0

(
0
.0

)
4
9
.6

(
1
.5

)
5
2
.7

(
7
.1

)
5
7
.1

(
7
.2

)
6
1
.3

(
1
0
.8

)
6
1
.8

(
9
.1

)
6
4
.0

(
6
.6

)
6
2
.9

(
6
.2

)
6
1
.1

(
7
.4

)
5
5
.4

(
8
.6

)
5
7
.3

(
9
.2

)
5
3
.2

(
7
.9

)
5
0
.8

(
2
.5

)
0
.2

2

4
3
5
.9

9
1
.4

(
5
.0

)
O

v
8
9
.4

(
6
.6

)
8
9
.7

(
5
.8

)
9
1
.8

(
4
.6

)
9
2
.2

(
4
.9

)
9
1
.9

(
4
.3

)
9
2
.7

(
4
.7

)
9
2
.8

(
6
.4

)
9
2
.7

(
3
.7

)
9
1
.3

(
5
.1

)
9
2
.9

(
4
.1

)
9
0
.2

(
5
.3

)
9
0
.9

(
5
.8

)
8
9
.4

(
6
.6

)
0
.2

4

U
d

6
6
.0

(
1
0
.6

)
7
5
.8

(
5
.9

)
7
9
.6

(
6
.0

)
8
8
.2

(
6
.2

)
8
9
.6

(
5
.8

)
9
2
.0

(
5
.2

)
9
0
.2

(
6
.0

)
9
0
.4

(
4
.4

)
8
9
.1

(
4
.2

)
8
9
.2

(
5
.2

)
8
5
.8

(
5
.9

)
8
3
.6

(
6
.7

)
8
2
.1

(
9
.3

)
0
.4

0

5
3
5
.0

9
5
.7

(
3
.9

)
O

v
9
7
.1

(
2
.7

)
9
7
.2

(
2
.7

)
9
7
.1

(
2
.6

)
9
7
.1

(
2
.5

)
9
6
.9

(
2
.6

)
9
7
.4

(
2
.0

)
9
7
.3

(
2
.2

)
9
6
.5

(
2
.5

)
9
7
.3

(
1
.9

)
9
6
.5

(
3
.6

)
9
6
.5

(
2
.5

)
9
6
.9

(
3
.5

)
9
6
.8

(
3
.6

)
0
.1

1
7

U
d

8
9
.8

(
4
.3

)
9
1
.7

(
5
.0

)
9
2
.5

(
3
.8

)
9
3
.2

(
2
.9

)
9
4
.9

(
2
.7

)
9
5
.8

(
2
.1

)
9
5
.4

(
2
.7

)
9
6
.3

(
3
.4

)
9
6
.3

(
2
.2

)
9
6
.1

(
2
.9

)
9
5
.4

(
3
.5

)
9
3
.8

(
5
.3

)
9
1
.4

(
6
.3

)
0
.3

4

6
3
4
.8

7
9
.0

(
5
.1

)
O

v
7
6
.7

(
7
.0

)
7
7
.0

(
6
.7

)
7
7
.3

(
7
.5

)
7
8
.2

(
7
.3

)
7
7
.3

(
8
.2

)
7
6
.9

(
4
.5

)
7
9
.1

(
5
.3

)
7
9
.6

(
6
.8

)
7
5
.7

(
6
.9

)
7
8
.6

(
5
.3

)
7
8
.3

(
7
.2

)
7
8
.9

(
6
.9

)
7
9
.4

(
5
.2

)
0
.4

1

U
d

6
0
.8

(
1
0
.0

)
6
9
.1

(
6
.0

)
6
9
.2

(
5
.9

)
7
3
.6

(
8
.0

)
7
7
.9

(
5
.2

)
7
7
.1

(
4
.9

)
8
0
.2

(
6
.1

)
7
8
.7

(
6
.1

)
7
8
.8

(
6
.2

)
7
2
.6

(
7
.1

)
6
3
.7

(
1
0
.5

)
6
1
.1

(
1
1
.6

)
5
7
.7

(
9
.0

)
0
.3

2

7
3
4
.7

9
1
.0

(
3
.0

)
O

v
9
3
.1

(
2
.7

)
9
3
.0

(
3
.4

)
9
2
.7

(
3
.4

)
9
2
.3

(
3
.6

)
9
2
.1

(
4
.0

)
9
3
.1

(
3
.1

)
9
1
.5

(
3
.7

)
9
0
.8

(
4
.5

)
8
8
.8

(
2
.4

)
9
0
.1

(
3
.3

)
8
9
.2

(
3
.8

)
8
7
.3

(
5
.9

)
8
6
.6

(
5
.8

)
0
.0

6

U
d

5
0
.0

(
0
.0

)
5
1
.7

(
5
.2

)
5
3
.4

(
6
.0

)
7
6
.0

(
6
.3

)
7
8
.3

(
5
.8

)
8
3
.8

(
5
.6

)
8
7
.8

(
5
.4

)
8
7
.8

(
4
.4

)
8
4
.9

(
4
.5

)
7
5
.7

(
7
.9

)
6
9
.6

(
9
.4

)
5
9
.5

(
1
0
.9

)
5
2
.4

(
5
.0

)
0
.0

4

8
3
0
.0

7
2
.4

(
3
.9

)
O

v
6
9
.9

(
6
.1

)
7
0
.9

(
5
.8

)
6
9
.1

(
4
.8

)
7
2
.2

(
5
.0

)
7
0
.9

(
4
.0

)
7
1
.8

(
6
.4

)
7
2
.5

(
5
.9

)
7
1
.3

(
5
.9

)
7
2
.6

(
4
.0

)
7
2
.1

(
4
.1

)
7
3
.2

(
4
.3

)
7
1
.9

(
4
.0

)
7
2
.4

(
4
.5

)
0
.4

6

U
d

5
0
.0

(
0
.0

)
5
1
.1

(
3
.4

)
5
0
.0

(
0
.0

)
6
5
.4

(
9
.8

)
7
0
.4

(
7
.9

)
7
1
.9

(
7
.5

)
7
0
.4

(
5
.9

)
7
2
.7

(
6
.1

)
7
2
.8

(
4
.0

)
6
9
.8

(
7
.9

)
5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
0
.4

2

9
2
6
.5

5
4
.1

(
7
.9

)
O

v
6
0
.5

(
7
.2

)
6
2
.6

(
9
.2

)
6
2
.9

(
7
.8

)
5
9
.7

(
9
.9

)
6
2
.5

(
1
0
.0

)
6
3
.8

(
1
0
.3

)
6
4
.1

(
1
2
.2

)
6
1
.3

(
1
0
.6

)
6
4
.3

(
1
4
.7

)
5
1
.2

(
5
.3

)
5
4
.9

(
1
3
.2

)
5
2
.9

(
7
.4

)
5
2
.6

(
8
.7

)
0
.0

4

U
d

5
0
.0

(
0
.0

)
5
0
.4

(
6
.0

)
5
2
.1

(
6
.7

)
4
9
.7

(
1
.9

)
5
4
.9

(
7
.8

)
5
9
.7

(
1
0
.2

)
6
1
.7

(
1
1
.4

)
6
3
.2

(
1
3
.2

)
6
1
.0

(
1
4
.4

)
5
0
.0

(
3
.9

)
5
0
.4

(
1
.4

)
5
0
.4

(
1
.4

)
4
9
.7

(
1
.0

)
0
.0

4

1
0
2
3
.5

9
8
.1

(
2
.0

)
O

v
9
7
.7

(
1
.8

)
9
7
.9

(
1
.4

)
9
7
.9

(
1
.1

)
9
8
.2

(
1
.1

)
9
8
.1

(
2
.1

)
9
7
.9

(
2
.1

)
9
7
.8

(
2
.0

)
9
7
.7

(
1
.8

)
9
7
.8

(
1
.5

)
9
7
.9

(
2
.1

)
9
7
.9

(
2
.2

)
9
7
.9

(
1
.8

)
9
7
.7

(
2
.3

)
0
.4

5

U
d

7
5
.6

(
7
.0

)
8
4
.7

(
9
.0

)
8
7
.5

(
7
.8

)
9
4
.6

(
3
.8

)
9
5
.3

(
2
.8

)
9
6
.5

(
2
.9

)
9
7
.3

(
2
.5

)
9
7
.3

(
2
.4

)
9
7
.5

(
1
.8

)
9
7
.8

(
1
.9

)
9
7
.5

(
2
.3

)
9
6
.5

(
2
.6

)
9
4
.0

(
3
.3

)
0
.3

7

1
1
1
6
.3

8
9
.0

(
1
8
.8

)
O

v
9
1
.2

(
1
8
.9

)
9
1
.2

(
1
8
.9

)
9
1
.2

(
1
8
.9

)
9
1
.2

(
1
8
.9

)
9
1
.2

(
1
8
.9

)
9
0
.6

(
1
8
.7

)
9
0
.6

(
1
8
.7

)
9
0
.6

(
1
8
.7

)
9
0
.3

(
1
8
.5

)
8
4
.3

(
2
1
.1

)
8
7
.9

(
1
8
.2

)
8
5
.9

(
1
9
.0

)
9
2
.6

(
1
0
.7

)
0
.3

1

U
d

5
5
.3

(
1
4
.2

)
8
9
.2

(
1
2
.2

)
8
8
.2

(
1
0
.1

)
8
9
.5

(
7
.4

)
8
5
.0

(
1
6
.5

)
8
5
.8

(
1
6
.9

)
8
7
.7

(
1
7
.8

)
8
9
.4

(
1
8
.3

)
8
7
.5

(
1
8
.1

)
8
6
.0

(
1
9
.0

)
9
2
.6

(
1
2
.7

)
9
2
.8

(
1
4
.5

)
8
6
.4

(
1
8
.3

)
0
.3

1

1
2
1
0
.4

9
2
.5

(
8
.1

)
O

v
9
4
.9

(
5
.5

)
9
4
.6

(
5
.8

)
9
4
.3

(
6
.8

)
9
4
.7

(
7
.0

)
9
4
.3

(
7
.2

)
9
4
.2

(
7
.2

)
9
3
.1

(
6
.7

)
9
5
.1

(
6
.0

)
9
5
.2

(
6
.2

)
9
4
.6

(
5
.0

)
9
2
.7

(
8
.3

)
8
9
.6

(
1
3
.1

)
9
3
.3

(
9
.0

)
0
.2

0

U
d

6
9
.8

(
1
3
.9

)
7
0
.8

(
1
3
.1

)
7
2
.9

(
1
0
.1

)
8
4
.2

(
7
.0

)
8
5
.8

(
5
.6

)
8
9
.3

(
6
.7

)
9
3
.1

(
4
.2

)
9
4
.0

(
3
.9

)
9
3
.0

(
2
.9

)
8
5
.4

(
1
4
.3

)
9
4
.3

(
4
.4

)
8
3
.5

(
1
5
.5

)
8
0
.3

(
2
0
.0

)
0
.3

0

1
3

8
.8

5
0
.0

(
0
.0

)
O

v
6
6
.2

(
2
2
.8

)
6
7
.8

(
2
4
.2

)
6
7
.0

(
2
3
.3

)
6
9
.3

(
2
5
.4

)
6
6
.5

(
2
6
.5

)
6
6
.7

(
2
7
.1

)
6
3
.4

(
1
7
.5

)
6
3
.1

(
2
1
.5

)
5
5
.8

(
2
2
.8

)
6
0
.0

(
2
2
.9

)
4
9
.2

(
1
.9

)
5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
0
.0

1

U
d

5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
5
0
.8

(
2
.6

)
5
0
.9

(
8
.5

)
6
0
.5

(
6
.6

)
6
4
.7

(
2
1
.6

)
5
9
.3

(
2
9
.7

)
6
7
.5

(
2
4
.6

)
6
4
.6

(
2
8
.1

)
4
9
.9

(
2
3
.7

)
5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
0
.0

2

1
4

7
.9

8
2
.4

(
1
9
.2

)
O

v
8
5
.4

(
1
4
.7

)
8
1
.8

(
1
5
.6

)
8
2
.2

(
1
5
.6

)
8
2
.6

(
1
6
.5

)
8
2
.9

(
1
5
.3

)
8
5
.4

(
1
4
.9

)
8
5
.6

(
1
5
.5

)
8
6
.1

(
1
4
.3

)
8
5
.0

(
1
7
.0

)
8
3
.4

(
1
8
.0

)
8
4
.1

(
1
7
.6

)
8
2
.9

(
1
9
.3

)
8
5
.8

(
1
5
.5

)
0
.3

1

U
d

5
0
.0

(
0
.0

)
5
0
.0

(
0
.0

)
5
6
.5

(
6
.5

)
5
7
.6

(
6
.3

)
6
3
.9

(
1
9
.3

)
6
5
.3

(
2
3
.0

)
6
7
.1

(
1
6
.8

)
7
4
.4

(
2
2
.1

)
6
9
.3

(
2
2
.0

)
7
9
.0

(
1
9
.8

)
8
3
.4

(
1
8
.0

)
6
2
.9

(
2
1
.3

)
5
1
.7

(
5
.3

)
0
.4

5

136 Ronaldo C. Prati et al.



A Study with Class Imbalance and Random Sampling for a DT

both means are the same. The smaller the p-value, the more evidence we have
against H0. A p-value lower than 0.05 indicates a 95% degree of confidence of
rejecting H0. Even though there are only a few differences at that significance
level, some tendencies can be observed from these results.

A first observation from Table 2 is that random over-sampling performs
better than random under-sampling. Out of 15 data sets used in this study,
in only 3 of them (heart(2)2, pima(6) and new-thyroid(11)) under-sampling
performed slightly better than over-sampling. The reason is two-fold: over-
sampling does not discard any cases and consequently it might not end up
with a restricted set of examples which is unrepresentative of the underlying
concept; and over-sampling increases the number of examples of the minority
class, directly dealing with the problem of learning from the rare cases of this
class.

Another observation is that changing the class distribution seems to be
worth the effort. For random over-sampling, the best results obtained for
each data set are higher than the performance obtained with the original class
distribution. For random under-sampling, results seem to be less promising
as for 5 (sonar(1), bupa(3), tic-tac-toe(7) and vehicle(10)) of the 15 data sets,
random under-sampling was not able to improve the performance obtained
with the original class distribution.

As mentioned before, the best results obtained by over and under-sampling
are shaded in gray. Most of these results are related to the most balanced
class distributions, having a slight tendency to the left where, proportions
are biased for the positive class.

Three of the most balanced distributions, i.e., 40%, 50% and 60% of posi-
tive class prevalence, concentrate exactly 7 (50%) of the best results obtained
by random over-sampling. If we restrict the analysis to the balanced distribu-
tion, random over-sampling provided performance results slightly better than
the balanced distribution in 13 out of the 15 data sets. Specifically for data
sets haberman(9) and flag(13) which have less than 30% of positive examples
and poor classification performance, and consequently, seem to suffer from
the class imbalance problem, random over-sampling to the balanced distribu-
tion was able to improve the performance in two of them (haberman(9) and
flag(13)) with a statistical confidence of 95%3.

It is important to note that the data sets german(8), vehicle(10), new-
thyroid(11), ecoli(12) and glass(14) also have 30% or less positive class preva-
lence and do not seem to suffer from the class imbalance problem. For these
data sets, balancing the class distribution did not improve the performance
significantly. In addition, these data sets seem to confirm the hypothesis that
the class imbalance does not hinder the performance of classifiers per se.

2 From hereafter, we use a subscript number after a data set name in order to facilitate

references to Table 2.
3 For data set flag(13), the Student t-test p-value between the balanced distribution and

the natural distribution is 2.42. It is not shown in Table 2 since the balanced distribution

did not provide the best result for all considered distributions.
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Class imbalance must be associated with other data characteristics such as
the presence of within-class imbalance and small disjuncts [9] and data over-
lapping [11] in order to cause a loss in performance.

As a general recommendation given the results obtained in the experi-
ments, random over-sampling seems to be a good starting point in order to
deal with class imbalance. This method is straightforward to implement and
considerably fast if compared with more sophisticated (heuristical) sampling
methods. Over-sampling for the balanced distribution seems also to be a good
first choice as AUC values near the balanced distribution are often the best.

As mentioned early, another point that is often cited in the literature
is that over-sampling may lead to overfitting, due to the fact that random
over-sampling makes exact copies of minority class examples. As results re-
lated to random over-sampling and overfitting are often reported using error
rates as the basic performance measure, we believe that the conclusions re-
ported might be due to the confusion of the classification criteria and the
discrimination ability natural to the error rate measure. As a matter of fact,
over-sampled data sets might produce classifiers with higher error rates than
the ones induced from the original distribution. Since it is not possible to de-
termine the appropriate configuration without knowing in advance the target
distribution characteristics, it is not possible to confirm that over-sampling
leads to overfitting. In fact, the apparent overfitting caused by over-sampling
might be a shift into the classification threshold in the ROC curve.

Although for most of the sampled data sets it was not possible to identify
significantly differences from the original distribution, this does not mean
that the different sampling strategies or different proportions perform equally
well, and that there is not any advantage in using one or another in a given
situation. As stated earlier, this is due to the fact that the classifier with
higher AUC values does not necessarily lead to the best classifier in the whole
ROC space. The main advantage of using different sampling strategies relies
on the fact that they could improve on different regions of the ROC space.
In this sense, the sampling strategies and proportions could boost some rules
that could be overwhelmed by imbalanced class distributions.

For instance, consider the ROC curves shown in Figure 1. This figure
presents ROC graphs (averaged over the 10 folds using the vertical average
method described in [8]) for the pima(6) data set. Furthermore, we have
selected two curves which perform well in different parts of the ROC space.
The selected curves are those generated from random under-sampled data sets
with class distribution of 70% positive examples and random over-sampled
data sets with 20% positive examples. Figure 1 shows that random under-
sampling with 70% positive examples performs better in the range 0-50% of
false positives, approximately. On the other hand, random over-sampled data
sets with 20% positive examples outperforms random under-sampled data
sets with 70% in the remainder of the ROC space. In other words, different
sampling strategies and different class distribution may lead to improvements
in different regions of the ROC space.
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4 Concluding remarks

As long as learning algorithms use heuristics designed foroverall error rate
minimization, it is natural to believe that these algorithms would be biased
to perform better at classifying majority class examples than minority class
ones, as the former is weighed more heavily when assessing the error rate.

However, it is possible to use learning algorithms that use basic heuris-
tics insensitive to class distribution. One of these algorithms (a decision tree
using DKM splitting criterion) is shown to be competitive to overall error
minimization algorithms in various domains [5]. Furthermore, for some do-
mains standard learning algorithms are able to perform quite well no matter
how skewed the class distribution is, even if the applied algorithms are (at
least indirectly) based on overall error rate minimization and therefore sensi-
tive to class distribution. For these reasons, it is not fair to always associate
the performance degradation in imbalanced domains to class imbalance.

Another point that is often cited as a drawback for learning in imbalanced
domains is that, as the training set represents a sample drawn from the
population, the examples belonging to the minority class might not represent
all characteristics of the associated concept well. In this case, it is clear that
the problem is the sampling strategy instead of the proportion of examples.
If it were possible to improve the quality of the data sample, it would be
possible to alleviate this problem.

Finally, it is worth noticing that generally there is a trade-off with respect
to marginal error rates. This is to say that generally it is not possible to di-
minish the relative error rate of the minority class (false positive rate) without
increasing the relative error rate of the majority class (false negative rate).
Managing this trade-off introduces another variable in the scenario, namely
misclassification costs. Although misclassification costs might be cast into a
class (re)distribution by adjusting the expected class ratio [7], a complicating
factor is that we do not generally know in advance the costs associated to

Fig. 1 Two ROC curves
for the pima dataset, aver-

aged over 10 folds. These

ROC curves are those gen-
erated from random under-

sampled data sets with class
distribution of 70% positive

examples and random over-

sampled data sets with 20%
positive examples.
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each misclassification. ROC analysis is a method that analyses the perfor-
mance of classifiers regardless of this trade-off by decoupling hit rates from
error rates.

In order to investigate this matter in more depth, several further ap-
proaches might be taken. Firstly, it would be interesting to simulate different
scenarios of class prior distributions and misclassification costs. This simu-
lation could help us to identify in each situation which sampling strategy is
preferred over another. Moreover, it is also interesting to apply some heuris-
tic sampling methods, such as NCL [10] and SMOTE [3], as these sampling
methods aim to overcome some limitations present in non-heuristic meth-
ods. Another interesting point is to empirically compare our method with
algorithms insensitive to class skews. Finally, it would be interesting to fur-
ther evaluate the induced models using different misclassification costs and
class distribution scenarios. In the context of our experimental framework, it
would be interesting to further evaluate how the sampling strategies modify
the induced tree.
Acknowledgments This work was partially supported by the Brazilian Re-
search Councils CNPq, CAPES, FAPESP and FPTI.
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Answer Extraction for Definition Questions 
using Information Gain and Machine Learning 
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Abstract. Extracting nuggets (pieces of an answer) is a very important process in 
question answering systems, especially in the case of definition questions. Al-
though there are advances in nugget extraction, the problem is finding some gen-
eral and flexible patterns that allow producing as many useful definition nuggets as 
possible. Nowadays, patterns are obtained in manual or automatic way and then 
these patterns are matched against sentences. In contrast to the traditional form of 
working with patterns, we propose a method using information gain and machine 
learning instead of matching patterns. We classify the sentences as likely to con-
tain nuggets or not. Also, we analyzed separately in a sentence the nuggets that are 
left and right of the target term (the term to define). We performed different ex-
periments with the collections of questions from the TREC 2002, 2003 and 2004 
and the F-measures obtained are comparable with the participating systems. 

1   Introduction 

Question Answering (QA) is a computer-based task that tries to improve the 
output generated by Information Retrieval (IR) systems. A definition question is a 
kind of question whose answer [12] is a complementary set of sentence fragments 
called nuggets. 

After identifying the correct target term (the term to define) and context terms, 
we need to obtain useful and non redundant definition nuggets. Nowadays, pat-
terns are obtained manually as surface patterns [7]. Also, patterns are very rigid, 
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other case can be a soft pattern [4], even also extracted in an automatic way [5]. 
Then, once we have the patterns we apply a matching process to extract the nug-
gets. Finally, we need to perform a process to determine if these nuggets are part 
of the definition; where a common criterion employed is the repetition of the nug-
get. 

According to the state of the art the F-measure in a pilot evaluation [12] for 
definition questions in 2002 is 0.688 using the nuggets set of author and 0.757 us-
ing the nuggets set of other with =5. For the TREC 2003 [13] F-measure is 0.555 
with =5 and the TREC 2004 [14] F-measure is 0.460 with =3. 

In contrast to the traditional way to extract nuggets, we propose a method that 
uses two approaches: information gain and machine learning (ML), in particular 
Support Vector Machine (SVM), Random Forest (RF) and k-nearest-Neighbor (K-
NN). We extract the sentence fragments to the left and right of the target term in 
an automatic way. These sentence fragments are obtained using a parser (Link 
Grammar) in the relevant sentences. Then, from parsed sentence we obtained four 
kinds of sentences fragments, noun phrase containing an appositive phrase, noun 
phrase containing two noun phrases separated by comma, embedded clauses, and 
main or subordinate clauses without considering embedded clauses. For the ma-
chine learning approach, we labeled with the correct tag, positive if the nugget is 
part of the definition and negative otherwise, to prepare the training set of a classi-
fier. So, when we have a sentence fragment and we want to determine if it defines 
the target term, we apply the classifier. 

For this task we work with the questions of the pilot evaluation of definition 
questions 2002, TREC 2003 and TREC 2004. First, we test each approach, i.e. fre-
quencies, information gain and machine learning algorithms. Then, we combine 
the sentence fragments obtained with information gain and the sentence fragments 
labeled classified like positive by the ML algorithms. 

The paper is organized as follows: next section describes the process to extract 
sentence fragments; Section 3 describes the approaches used and the method to re-
trieve only definition sentence fragments; Section 4 reports experimental results; 
some conclusions and directions for future work are presented in Section 5.  

2   Sentence Fragments Extraction 

Official definition of F-measure used in the TREC evaluations [12] is: 
Let  r  # of vital nuggets returned in a response 

  a  # of non-vital nuggets returned in a response  
  R  total # of vital nuggets in the assessors’ list 
  l  # of non-whitespace characters in the entire answer string 

Then 
 

Rrrecall /)(  (1) 
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So, a reason to extract sentence fragments is that we need to retrieve only the 

most important information from relevant sentences. Other reason to extract short 
sentence fragments is related to the performance F-measure applied to definition 
systems in the TREC evaluation; this measure combines the recall and precision of 
the system. The precision is based on length (in non-white-space characters) used 
as an approximation to nugget precision. The length-based measure starts from an 
initial allowance of 100 characters for each (vital or no-vital) nugget matched. 
Otherwise, the measure value decreases as the length the sentence fragment in-
creases. 

We use Lucene [15] system to extract candidate paragraphs from the 
AQUAINT Corpus of English News Text. From these candidate paragraphs we 
extract the relevant sentences, i.e. the sentences that contain the target term. Then, 
to extract sentence fragments we proposed the following process: 
1) Parse the sentences. Since we need to obtain information segments (phrases or 

clauses) from a sentence, the relevant sentences were parsed with Link Gram-
mar [6]. We replace the target by the label SCHTERM. For example the sen-
tence for the target term Carlos the Jackal: 

The man known as Carlos the Jackal has ended a hunger strike after 20 days 
at the request of a radical Palestinian leader, his lawyer said Monday. 

The Link Grammar produces: 
[S [S [NP [NP The man NP] [VP known [PP as [NP 

SCHTERM NP] PP] VP] NP] [VP has [VP ended [NP a hun-
ger strike NP] [PP after [NP 20 days NP] PP] [PP at 
[NP [NP the request NP] [PP of [NP a radical Pales-
tinian leader NP] PP] NP] PP] VP] VP] S] , [NP his 
lawyer NP] [VP said [NP Monday NP] . VP] S] 

2) Resolve co-references. We want to obtain main clauses without embedded 
clauses or only embedded clauses, so we need to resolve the co-reference, oth-
erwise important information can be lost. To resolve co-reference the relative 
pronouns WHNP are replaced with the noun phrase preceding it.  

 
3) Obtain sentence fragments. An information nugget or an atomic piece of in-

formation can be a phrase or a clause. We analyzed the sentences parsed with 
Link Grammar and we have identified four kinds of sentence fragments directly 
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related to the target with a high possibility that their information define the tar-
get: 

a) Noun phrase (NP) containing an appositive phrase. 
b) Noun phrase (NP) containing two noun phrases separated by comma 

[NP, NP]. 
c) Embedded clauses (SBAR). 
d) Main or subordinate clauses (S) without considering embedded clauses. 

 
To retrieve the four kinds of sentence fragments we analyze the tree following 

this procedure:  
I. Looking for the nodes which contain the target, in our case the label 

SCHTERM.  
II. Find the initial node of the sentence fragment. The process analyzes the 

path from the node with the SCHTERM label towards the root node. The 
process stops when a NP with appositive phrase, NP with [NP, NP], an em-
bedded clause SBAR, or a clause S is reached.   

III. Retrieve the sentence fragment without embedded clauses.  
IV. Mark as visited the parent node of the second phrase. In case [NP1, NP2] 

mark as visited the parent node of NP2. For appositive phrase, SBAR or S, 
the second phrase can be NP, VP or PP. 

 
The steps II – IV are repeated for the same node with a SCHTERM label until a 

visited node is found in the path to the node towards the root node or the root node 
is reached. Also the steps II – IV are repeated for each node found in step I. 

The next module of our definition question system selects definition sentence 
fragments. In order to select only definition nuggets from all of sentence frag-
ments, we analyze separately, the information that is to the left of SCHTERM and 
the information that is to the right of SCHTERM, so we form two data sets. 

Now, we present some sentence fragments of two sets obtained using the proc-
ess for the target term Carlos the Jackal: 
Right sentence fragments 
SCHTERM , a Venezuelan serving a life sentence in a French prison 
SCHTERM , nickname for Venezuelan born Ilich Ramirez Sanchez 
SCHTERM , is serving a life sentence in France for murder 
SCHTERM as a comrade in arms in the same unnamed cause 
SCHTERM refused food and water for a sixth full day 
SCHTERM , the terrorist imprisoned in France 

Left sentence fragments 
the friendly letter Chavez wrote recently to the terrorist 
SCHTERM
The defense lawyer for the convicted terrorist known as SCHTERM 
he was harassed by convicted international terrorist SCHTERM 
an accused terrorist and a former accomplice of SCHTERM 
Ilich Ramirez Sanchez , the terrorist known as SCHTERM 
Ilich Ramirez Sanchez , the man known as SCHTERM 
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Analyzing separately the sentence fragments before and after the target term is 
an advantage since in many candidate sentences only one part contains informa-
tion that defines the target term. 

3   Nuggets Selection 

In order to obtain only the informative nuggets from the left and right sentence 
fragments we use two approaches, one using statistical methods and the other us-
ing machine learning algorithms. In the statistical methods we assess the informa-
tion gain of each fragment and simple frequencies. For the latter we only obtained 
word frequencies for the sake of comparison. We describe information gain and 
the machine learning algorithms. 
 
 

 
The information gain [2] for each word or term l is obtained using the follow-

ing definition: 
Given a set of sentence fragments D, the entropy H of D is: 

i

c

i i ppDH
1 2log)(  (5) 

 
Where Pi is the probability of i word and c is the size of the vocabulary. Now, 

for each term l. Let  be the subset of sentence fragments of D containing l and 

 its complement. The information gain of l. IG(l), is defined by 
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3.2 Machine Learning Algorithms  

The other approach to determine if a sentence fragment is part of the definition 
is using a machine learning algorithm, if it is labeled like positive, then is part of a 
definition sentence. The ML algorithms that we used are Support Vector Machine, 
Random Forest, and k-Nearest-Neighbors. We describe briefly each algorithm in 
the following sections. 

Support Vector Machine 

The Support Vector Machine (SVM) is a classification technique developed by 
Vapnik [3], [11]. The method conceptually implements the idea that input vectors 
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are no-linearly mapped to a very high-dimension feature space. In this feature 
space a linear decision surface is constructed. Special properties of the decision 
surface ensure high generalization ability of the learning machine. The main idea 
behind the technique is to separate the classes with a surface that maximizes the 
margin between them. SVM is based on the Structural Risk Minimization (SRM) 
principle [11] from computational learning theory. We used a polynomial kernel 
to perform our experiments. 

Random Forest 

method uses Breiman's bagging idea and Ho's random subspace method [8] to 
construct a collection of decision trees with controlled variations. Random forests 
are a combination of tree predictors such that the tree depends on the values of a 
random vector sampled independently and with the same distribution for all trees 
in the forest.  

K-Nearest-Neighbor 

K-Nearest-Neighbor (K-NN) belongs to the family of instance-based learning 
algorithms. These methods simply store the training examples and when a new 
query instance is presented to be classified; its relationship to the previously stored 
examples is examined in order to assign a target function value. A more detailed 
description of this algorithm can be found in [9]. In this work, we use distance-
weighted K-NN. 

To obtain informative nuggets we combine two processes, one using informa-
tion gain and the other using machine learning algorithms. The process that uses 
information gain is the following: 

I) Obtain the vocabulary of all the sentence fragments (left and right sets). 
II) Obtain the information gain for each word of the vocabulary using the defini-

tion of section 3.1. 
III) Using the value of the information gain of each word (except stop words), 

calculate the sum of each sentence fragment. 
IV) Rank the sentences fragments according to the value of the sum. 
V) Eliminate redundant sentence fragments. 

 
To eliminate redundancy, we compare pairs (X, Y) of sentence fragments using 

the following steps: 
a) Obtain the word vector without empty words for each sentence fragment. 
b) Find the number of identical words between the two Sentence Fragments 

SF. 
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3.3   Method to Select Nuggets 

Random Forest [1] is a classifier that consists of several decision trees. The 



c) If 
3
2

X
SF

  or 
3
2

Y
SF

, remove the sentence fragment with lower sum 

of information gains of the vector. We tested others thresholds but with 
2/3 we obtained the better results. 

 
To illustrative the process to eliminate redundancy, we present the following 

sentence fragments for the target Carlos the Jackal, with their corresponding 
sums: 
2.290 nickname for Venezuelan born Ilich Ramirez Sanchez 
2.221 Ilich Ramirez Sanchez , the Venezuelan born former guer-
rilla
2.157 Ilich Ramirez Sanchez , the terrorist 
1.930 Ilich Ramirez Sanchez , the man 
1.528 Illich Ramirez Sanchez 

 
If we compare the first and the second sentences, the result of the step a) is: 

[nickname, Venezuelan, born, Ilich, Ramirez, Sanchez] 
[Ilich, Ramirez, Sanchez, Venezuelan, born, former, guerrilla] 

In the step b) we obtained that SW=5. 
Finally, in the step c) we remove the second sentence fragment since it has a 

lower sum of information gains. Applying the procedure with the other sentence 
fragments, the result is that we keep only the first: 

2.290 nickname for Venezuelan born Ilich Ramirez Sanchez 
For the machine learning algorithms we apply the following process. From the 

AQUAINT Corpus and following the process described in the section 2, we ob-
tained the sentence fragments to form two training sets for the three learning algo-
rithms. The left set contains 2982 examples and the right set contains 3681 exam-
ples. The sets were formed with a ratio of 1:3 between positive and negative 
examples in order to have balanced sets. One sentence fragment was labeled as 
positive if it contains information of a vital or no vital nugget and negative other-
wise. The sentence fragments were tagged with POS [10]. Then, we maintain the 
two words closer to the target term and the following five tags, so a window of 
seven words and tags is obtained. We tested others combinations likes all labels 
POS or maintain the word closer to the target but the best result was obtained 
maintain the two words closer.   

An illustrative example to obtain the training set for the target Christopher 
Reeve, using only three sentences fragments, is the following: 

Right set of sentence fragments 
SCHTERM is paralyzed from a spinal cord injury in a rid-
ing accident 
SCHTERM, the actor confined to a wheelchair from a 
horseback riding accident 
SCHTERM told a 6 year old girl paralyzed in an amusement 
park accident 

Sentence fragments tagged with POS 
SCHTERM/NNP is/VBZ paralyzed/VBN from/IN a/DT spinal/JJ 
cord/NN injury/NN in/IN a/DT riding/VBG accident/NN
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SCHTERM/NNP ,/, the/DT actor/NN confined/VBD to/TO a/DT 
wheelchair/NN from/IN a/DT horseback/NN riding/VBG acci-
dent/NN
SCHTERM/NNP told/VBD a/DT 6/CD year/NN old/JJ girl/NN 
paralyzed/VBN in/IN an/DT amusement/NN park/NN acci-
dent/NN

Final coding for training set 
is, paralyzed, IN, DT, JJ, NN, NN, POSITIVE 
COMMA, the, NN, VDB, TO, DT, NN, POSITIVE 
 told, a, CD, NN, JJ, NN, VBN, POSITIVE 

4   Experiments Results  

We performed experiments with three sets of definition question, the questions 
from the pilot evaluation 2002, TREC 2003 and TREC 2004. (We did not com-
pare our results with the collections of the TREC 2005 and 2006 since in these 
years the list of nuggets was not readily available). First we test each approach, i.e. 
frequencies, information gain and the machine learning algorithms. For the latter 
approach we used the training set described in the section 3.3 but excluding from 
the training set the collection on evaluation. Then, we combine the sentence frag-
ments obtained with information gain and the sentence fragments classified like 
positive by the machine learning algorithms. 

Values of the F-measure are shown in the figure 1 and Freq is the baseline. In 
every set of questions, information gain obtained higher F-measure than simple 
frequencies and machine learning algorithms. But the best value of the F-measure 
is obtained when we combined information gain with the machine learning algo-
rithms, since the two approaches are complementary, the first approach obtained 
the most frequent sentence fragments and the second approach retrieves the in-
formation that has implicitly or explicitly a definition pattern.  

It is important to note that with the collection 2002 there are two set of nuggets 
AUTHOR and OTHER. We compare the output of our system (labeled SysDe-
fQuestions) with the set’s AUTHOR nuggets. Figure 2 shows the comparison of 
F-measure values obtained in the pilot evaluation version of definition questions 
using the AUTHOR set of nuggets [12]. The figure 4 shows the comparison of F-
measure values obtained in the TREC 2003 [13]. Finally, in the figure 5 we pre-
sent the comparison of F-measure values obtained in the TREC 2004[14].  

  

machine learning algorithms ML, and the combination of IG with ML. 
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Fig. 1. Comparison of the F-measures obtained with Frequencies Freq, information gain IG, 



 
 

 

  
Fig. 2. Comparison of F-measure values of pilot evaluation of definition questions using 

 

 
 

Fig. 3. Comparison of F-measure values of TREC 2003. 
 

 

 

Fig. 4. Comparison of F-measure values of TREC 2004.  
 
From two sets of definition questions, we can observe that our system SysDe-

fQuestions retrieves most of the definition sentence fragments. For the set of defi-
nition questions of TREC 2004 the F-measure of our system is competitive when 
compared to the participating systems. 
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We have presented a method to extract definition sentence fragments called 
nuggets in an automatic and flexible way and the results obtained are comparable 
with the participating systems in the TREC. The sentence fragments obtained with 
the process presented are acceptable since these contain only the information di-
rectly related to the target. Other advantage is that these sentence fragments pre-
sent a short length, and this improves the precision of our definition question sys-
tem. 

We are planning to categorize the targets in three classes: ORGANIZATIONS, 
PERSON and ENTITIES and then train three different classifiers. 

Acknowledgments: The first author was supported by scholarship 157233 granted by CONA-
Cyt, while second author was partially supported by SNI, Mexico.     
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Mobile Wheeled Pendulum Robot

Abstract In this paper we present an application of Reinforcement Learning (RL)
methods in the field of robot control. The main objective is to analyze the behavior
of batch RL algorithms when applied to a mobile robot of the kind called Mobile
Wheeled Pendulum (MWP). In this paper we focus on the common problem in clas-
sical control theory of following a reference state (e.g., position set point) and try to
solve it by RL. In this case, the state space of the robot has one more dimension, in
order to represent the desired variable state, while the cost function is evaluated con-
sidering the difference between the state and the reference. Within this framework
some interesting aspects arise, like the ability of the RL algorithm to generalize to
reference points never considered during the training phase. The performance of the
learning method has been empirically analyzed and, when possible, compared to a
classic control algorithm, namely linear quadratic optimal control (LQR).

1 Introduction

This paper is about the application of Reinforcement Learning (RL) methods [10] in
the field of robot control. To achieve optimal performance, many feedback control
techniques (e.g., PID, direct pole placement, optimal control, etc.) generally require
very accurate models of the dynamics of the robot and of its interaction with the
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surrounding environment, which is often infeasible in many real situations. Using
traditional RL techniques (e.g., Q-learning), a robot can learn the optimal control
policy by directly interacting with the environment, without knowing any model in
advance. On the other hand, collecting data through direct interaction is a very long
process when real robots are considered. Furthermore, RL algorithms are typically
used to solve single-task problems such as balancing an inverted pendulum, driving
the robot to a goal state, or learning to reach a given set point. This implies that
every time the goal changes the learning process must restart from scratch, thus
making infeasible to cope with a common problem in control theory like following
a continuously changing reference point (e.g., position or speed set points). To face
this class of problems, the state space of the problem needs to be enlarged by adding
a new variable to represent the desired state, while the cost function can be defined
on the error signal (i.e., the distance between the current state and the desired one).

In this paper, we propose to use fitted Q-iteration algorithms [6, 9, 2], i.e., batch
algorithms that decompose the original RL problem into a sequence of supervised
problems defined on a set of samples of state transitions. Since the value of the ref-
erence state does not affect the transition model, but only the reward function, using
a batch approach allows to reuse the same set of transition samples to train the con-
troller for different values of the reference state thus reducing the time of direct inter-
action with the environment. Within this framework some interesting aspects arise,
for example the ability of the RL algorithm to generalize to reference points never
seen during the training phase. The experimental activity has been carried on using
a model of a mobile robot of the kind called Mobile Wheeled Pendulum. We ex-
perimentally evaluate batch RL algorithms using different function-approximation
techniques, and compare their accuracies when following a given angle profile.

The rest of the paper is organized as follows: next section briefly motivates the
use of batch RL algorithms and reviews the main state-of-the-art approaches. Sec-
tion 3 describes the dynamic model of the robot Tilty used in the experiments. In
Section 4 we describe how to collect data and how to train batch RL algorithms
to build automatic controllers, and in Section 5 we show the results obtained using
both neural networks and extra-randomized trees. Section 6 draws conclusions and
proposes new directions for future research.

2 Batch Reinforcement Learning

In reinforcement learning [10] problems, an agent interacts with an unknown envi-
ronment. At each time step, the agent observes the state, takes an action, and re-
ceives a reward. The goal is to learn a policy (i.e., a mapping from states to actions)
that maximizes the long-term return. An RL problem can be modeled as a Markov
Decision Process (MDP) defined by a tuple 〈S ,A ,T ,R,γ〉, where S is the set of
states, A (s) is the set of actions available in state s, T : S ×A ×S → [0,1]
is a transition distribution that specifies the probability of observing a certain
state after taking a given action in a given state, R : S ×A → R is a reward
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function that specifies the instantaneous reward when taking a given action in a
given state, and γ ∈ [0,1 is a discount factor. The policy of an agent is charac-
terized by a probability distribution π : S ×A → [0,1] that specifies the prob-
ability of taking a certain action in a given state. The utility of taking action a
in state s and following a policy π thereafter is formalized by the action-value
function Qπ(s,a) = E

[
∑∞

t=1 γt−1rt |s = s1,a = a1,π
]
, where r1 = R(s,a). RL ap-

proaches aim at learning the policy that maximizes the action-value function in
each state. The optimal action-value function is the solution of the Bellman equa-
tion: Q∗(s,a)= R(s,a)+γ ∑s′ T (s,a,s′)maxa′ Q

∗(s′,a′). The optimal policy π∗(·, ·)
takes in each state the action with the highest utility.

Temporal Difference algorithms [10] allow the computation of Q∗(s,a) directly
interacting with the environment with a trial-and-error process. Given the tuple
〈st ,at ,rt ,st+1〉 (experience made by the agent), at each step, action values may
be estimated by online algorithms, such as Q-learning [10], whose update rule is:
Q(st ,at) ← (1−α)Q(st ,at)+α (rt + γmaxa′ Q(st+1,a′)):α ∈ [0,1] learning rate.

RL has proven to be an effective approach to solve finite MDPs. On the other
hand, using RL techniques in robotic and control applications rises several dif-
ficulties. Since state and action spaces are high-dimensional and continuous, the
value function cannot be represented by means of tabular approaches, but function-
approximation techniques are required. Despite some successful applications, cou-
pling function approximation with online RL algorithms can lead to oscillatory be-
haviors or even to divergence [1]. The reason for this is that, unlike in the supervised
case, in RL we cannot sample from the target function, and the training samples de-
pend on the function approximator itself. Recently, several studies have focused on
developing batch RL algorithms. While in online learning the agent modifies its
control policy at each time step according to the experience gathered from the envi-
ronment, the batch approach aims at determining the best control policy given a set
of experience samples 〈st ,at ,rt ,st+1〉 previously collected by the agent following
a given sampling strategy. In particular, good results have been achieved by fitted
Q-iteration algorithms derived from the fitted value iteration approach [3]. The idea
is to reformulate the RL problem as a sequence of supervised learning problems.
Given the dataset, in the first iteration of the algorithm, for each tuple 〈si,ai,ri,s′i〉,
the corresponding training pair is set to (si,ai) → ri, and the goal is to approximate
the expected immediate reward Q1(s,a) = E[R(st ,at)|st = s,at = a].

The second iteration, based on the approximation of the Q1-function, extends the
optimization horizon one step further: Q2(s,a) = R(s,a)+γ maxa′ Q̂1(s′,a′). At the
Nth iteration, using the approximation of the QN−1-function, we can compute an
approximation of the optimal action-value function at horizon N.

The batch approach allows to use any regression algorithm, and not only para-
metric function approximators as happens for stochastic approximation algorithms.
Several studies have reported very good results with a wide range of approxima-
tion techniques: kernel-based regressors [6], tree-based regressors [2], and neural
networks [9]. All these works show how batch mode RL algorithms allow to effec-
tively exploit the information contained in the collected samples, so that, even using
small datasets, very good performances can be achieved. The size of the dataset is
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Fig. 1 The MWP robot Tilty and its degrees of freedom

a key factor for robotic applications, since collecting a large amount of data with
real robots may be expensive and dangerous. As shown in [9], it is possible to solve
simple control problems, such as balancing a pole, with a dataset obtained by per-
forming random actions for a few minutes.

In this paper, we study the problem of controlling a mobile wheeled pendulum to
follow a time-dependent set point. As we will explain in Section 5, fitted Q-iteration
algorithms are well-suited to cope with this class of problems and we will show the
results achieved with different function approximators.

3 The Robot: Tilty

The mobile wheeled inverted pendulum robot named Tilty has been considered for
the tests. Tilty has an aluminum frame, a pair of wheels on the same axis connected
to a DC motor each, batteries and a programmable drive. The robot structure is
represented in Figure 1. The system has two types of sensors onboard: encoders on
motors and a dual-axis accelerometer.

3.1 Dynamical Model

The first analysis consists in the study of the equations that describe the dynamics
of the robot. In our case the model describing Tilty is non-linear: i.e., the system
cannot be described by a system of equations of the form ẋ(t) = A · x(t)+ B · u(t),
with A and B constant matrices, but by the general form ẋ = f(x(t),u(t)).

For mechanical or dynamical models, a common way to obtain such non-linear
equations is to use the Lagrange equations [4], [8]:

d
dt

(
∂T
∂ q̇

)
−

∂T
∂q

−

∂V
∂q

= τ, (1)
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where q is the generic variable describing the pose of the system (i.e., degree of
freedom), T is the kinetic energy, V is the potential energy, and τ represents the
generalized force acting on the system. Tilty is described by two degrees of freedom
when considering a linear motion (see Figure 1): the position of the center of the
wheels x, and the angle ϑ between the pole and the vertical axis, while the input is
represented by the motor torque C acting between the motors and the pendulum.

The equations for the kinetic and potential energy of the system are:{
T(x,ϑ ) = 1

2 ·Mtot ẋ2 + 1
2 · Jtot ϑ̇ 2 + Htot · cos(ϑ )ϑ̇ ẋ

V(x,ϑ) = −Htot(1− cos(ϑ )) ·g
(2)

where Mtot = ∑mi is the total mass of the system, Jtot = ∑Ji +∑mi · d2
i is the

moment of inertia w.r.t. the wheel axis, and Htot =∑mi ·di is the first order moment.
In order to calculate the generalized forces τ in (1), the virtual work of acting

forces has to be determined: τi = δ ∗L
∂qi

with δ ∗L = 2C ·

(
δ ∗x

Rwheel
− δ ∗ϑ

)
. Where C is

the motor torque acting on wheels. Solving the equations in (1) with the expressions
in (2) brings to the following system of equations:{

Mtot ẍ + Htot cos(ϑ) · ϑ̈ −Htot sin(ϑ) · ϑ̇ 2 = 2C
Rwheel

Jtot ϑ̈ −Htot cos(ϑ ) · ẍ−Htot sin(ϑ ) ·g = −2C
(3)

which represents the non-linear dynamics of Tilty. The system in (3) can be rear-
ranged in the form:{

ẍ, ϑ̇ , ϑ̈
}
′ =
[
A
(
ϑ , ϑ̇
)]

·

{
ẋ,ϑ , ϑ̇

}
′ +{B(ϑ )} ·C (4)

The matrix A and vector B in (4) are the state space representation of the system’s
dynamics.

3.2 Design of the controller

The system needs a regulator able to keep it in equilibrium. We developed a regula-
tor of the kind LQR (linear quadratic regulator), obtained by optimal control theory
[5]. Optimal control finds a regulator able to give the best performance with respect
to a specific measure of the performance itself. LQR procedure is interesting be-
cause it allows to minimize the cost functional of the following equation (5) giving
stable controllers and because it is applicable to Multi-Input Multi-Output (MIMO)
systems.

J =
∫ ∞

0

(
x′ · Q̃ · x + u′ · R̃ ·u

)
dt, (5)

where x is the state of the system, u is the input variable, Q̃ and R̃ are weight matrices
for state variables and actions. The values Q̃ and R̃ have been chosen to optimize the
system response in the conditions of the experiments. The feedback control law that
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minimizes the value of the cost is u = −K · x. This feedback law is determined by
solving the Riccati Equation [5]. Therefore, it is necessary to linearize (4) around an
equilibrium point, so that matrix A and vector B become state independent. This ap-
proach gives controllers with good behavior, but are heavily dependent on the model
of the system: it is necessary to describe exactly the geometry and the dynamics and
assume that the linear approximation is good. RL methods, proposed here, do not
need any prior knowledge about the system, so appear to be interesting when the
model is strongly non-linear or when its parameters can be hardly estimated.

3.3 Simulation of the dynamics

The behavior of the controlled system has been simulated as accurately as possible,
considering, among others, the following aspects:

• control frequency of 50Hz,
• the robot inclination ϑ is available by reading the output of the 2-axis accelerom-

eter, obtaining the inclination by comparing the two data,
• the robot angular velocity ϑ̇ is not directly available by sensor reading, so its

value is determined by means of a reduced observer block.

The model described here has been used to gather all the data used to apply batch RL
algorithms and to compare the performance of the LQR controller with the policy
determined by the learning algorithms.

4 Experimental Settings

The application of RL methods requires the agent to interact with the environment
in order to learn the optimal policy. The interaction can be direct (on-line) or indi-
rect (off-line). In the first case, the agent itself chooses the action based on what it
has learned until then, and the policy (the Q-function) is estimated progressively. In
the second case, the policy update is done in a batch fashion. Rather than choos-
ing actions based on a policy, the agent observes state transitions due to actions
externally determined. On the basis of the whole dataset, the optimal policy is com-
puted. Therefore, the first step in batch RL methods consists in collecting samples
〈s,a,r,s′〉.

4.1 Data collection

The kind of raw data needed for training is made of tuples (s,a,s′), where s =
{ẋ,ϑ , ϑ̇} is the present state of the robot, a is the torque C applied, and s′ =
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{ẋ′,ϑ ′, ϑ̇ ′
} is the next state reached from state s when C is applied. The whole

dataset is composed by seven-tuple samples:
{

ẋ,ϑ , ϑ̇ ,C, ẋ′,ϑ ′, ϑ̇ ′

}
.

Each sample represents a Markovian transition. Using model-free RL algorithms,
it is not required a priori knowledge about system dynamics, since it can be implic-
itly inferred by the samples obtained through direct interaction with the real robot.

In our approach, we consider the dynamical model described in Section 3.1. The
model is initialized with a random state defined by the vector [0,ϑin,0]′, with ϑin

varying in the range of ±0.3rad. A random motor torque uniformly distributed in
±Cmax = 7.6 Nm is then applied to the system at frequency of 50Hz and the se-
quence of the states reached is collected with the same frequency. When the sys-
tem reaches dangerous conditions (i.e., |ϑ | ≥ 0.5rad), the simulation is stopped
and the system is initialized again. All the experiments have been carried out us-
ing datasets with 1,000, 3,000, and 5,000 samples, that correspond, respectively,
to 20s, 60s, and 100s of training in real time. During the phase of data collection
no reference value is considered. Then, we have considered angular references by
adding two values to each sample, thus obtaining the input vector of the training set:{

ẋ,ϑ , ϑ̇ ,ϑre f ,C, ẋ′,ϑ ′, ϑ̇ ′,ϑ ′

re f

}
. We made the assumption that the reference varies

slowly w.r.t. the frequency of data collection, so that it can be considered constant
during a single transition (ϑ ′

re f = ϑre f ). We consider the following set of reference
values: ϑre f ∈ {−0.1,0,0.1}rad. Since the reference value does not affect the dy-
namics of the system, we simply replicate the data previously collected for each
reference value.

4.2 Training

Once the input data have been collected, we need to compute the output values. The
first step is to consider the instantaneous rewards. The reward function is:

R (st ,at) =
{
−

∣∣ϑt −ϑre f
∣∣ when st+1 notfinal

−1 when st+1 final
(6)

where a final state is the one in which the magnitude of angle ϑ exceeds 0.5 rad.
As described in Section 2, fitted Q-iteration algorithms iteratively extend the time
horizon by approximating Q-functions defined according to the following equation:

Qk (s,a) = R (s,a)+ γ ·max
b

Qk−1
(
s′t ,b
)
. (7)

On the basis of the approximation of the Qk−1-function, it is possible to build the
training set in order to get an approximation of the Qk-function.

The first Q-function, Q1, is the approximation of the direct rewards as calculated
in (6). The training values of the following functions (Qk) are determined by (7),
using direct rewards and the approximation given in the previous step (Qk−1). These
values are the output values of Qk used by the approximator.
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For each experiment, we have approximated the Q-functions from Q0 to Q50

using two kinds of function approximators: neural networks and extra-trees, which
are briefly described in the following. For more details refer to [9, 2].

4.2.1 Training with neural networks

The training of neural networks follows the approach used for the NFQ algo-
rithm [9]. The Q-function at the kth step is represented by a neural network whose
input is the tuple (ẋ,ϑ , ϑ̇ ,ϑre f ,C). The model considered for the network uses 2
hidden layers composed of 5 neurons each and an output layer composed of one
neuron. The activation function is sigmoidal for the inner layers and linear for the
output layer. The training method used to determine the set of weights and biases is
Levenberg-Marquardt [7].

4.2.2 Training with Extra-Trees

Besides neural networks, we have performed experiments with extra-trees, a partic-
ular kind of regression tree ensemble. Each tree is built so that each test at a node is
determined by selecting K candidate tests at random, and choosing the one with the
highest score. The parameters used in our experiments are those proposed in [2]: 50
trees, 5 candidate tests, and each node must contain at least two samples.

5 Simulation Results

In this section, we present and discuss some of the results obtained with the fitted
Q-iteration algorithm using neural networks (NN) and with extra-trees. To give an
idea of the performances achievable by the learned controllers, in each graph we
report three simulations, which correspond to controllers learned using datasets with
different sizes. To compare the results, we show simulations starting from a fixed
angular position: 0.2 rad.

Figure 2 compares the behavior of the LQR control with the behavior of the
learned controllers when the angular set point is fixed to 0. It can be noticed that
all the learned controllers are much faster than LQR to reach the set point. In par-
ticular, extra-trees get very close to the set point after only a few control steps, and
neural networks take about one second to converge. On the other hand, using neural
networks the controllers are much smoother than those achieved by extra-trees.

Figures 3 to 5 show the behavior with ϑre f varying according to different pro-
files. It is worth noting that all the controllers are able to approximately follow the
given profiles, even if they have been trained only to follow three angular set points:
−0.1,0,0.1. However, as we can see, neural networks are much more accurate (al-
most overlapping with the reference profile) than extra-trees. Extra-trees perform
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Fig. 2 Performance with ϑre f = 0 (left:NN, right:Extra-Trees)
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Fig. 3 Performance with ϑre f piecewise constant (left:NN, right:Extra-Trees)
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Fig. 4 Performance with ϑre f piecewise ramp (left:NN, right:Extra-Trees)
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Fig. 5 Performance with ϑre f sinusoidal (left:NN, right:Extra-Trees)

quite poorly since they produce policies that make the robot reach speeds higher
than those experienced using random exploration during the training phase, thus
requiring hard extrapolation capabilities. This problem could be overcome by us-
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ing the learned controller to collect and add further samples to the training set, and
restarting the fitted Q-iteration algorithm.

As expected, controllers trained with larger datasets have better performances,
even if it is worth noting that 1,000 samples (corresponding to 20s of real time
acquisition) are enough to learn quite good controllers.

6 Conclusions

In this paper, we presented batch RL methods to solve a robot control problem. The
system considered here is unstable and non-linear, thus classic controllers require an
approximated model. RL methods do not need any model of the robot and overcome
problems of parameter identification. RL methods are generally used to solve single-
task problems, while controllers generally follow changing reference points. We
extended the idea of reference following to RL. The experiments show that a few
tens of seconds are enough for batch RL algorithms to learn good controllers (even
better than a classic controller like LQR). In particular, we have proposed a novel
procedure that allows to learn controllers able to follow a varying reference point. It
is interesting to note that the learned controllers effectively generalize to reference
point not considered in the training phase. Given these encouraging results, we will
experiment the proposed approach on the real robot.
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Abstract The Repertory Grid method is widely used in knowledge engineering to infer 
functional relationships between constructs given by an expert. The method is ignoring 
information that could be used to infer more precise dependencies. This paper proposes an 
improvement to take advantage on the information that is being ignored in the current 
method. Furthermore, this improvement fixes several other limitations attached to the 
original method, such as election in a discrete set of two values as a similarity pole or a 
contrast pole, the arbitrary measurement of distances, the unit-scale dependency and the 
normalization, among others. The idea is to use linear regression to estimate the correlation 
between constructs and use the fitness error as a distance measure. 

1 Introduction   

The Repertory Grid method is widely used in knowledge engineering to infer 
functional relationships between constructs given by an expert. The the original 
method is ignoring information that could be used to infer more precise 
dependencies [1], [2] and [3].  

This paper proposes an improved method using linear regression to calculate 
the dependencies using the given values and interpreting the scales and units. 
Vectorial constructs like colors and location are also be supported by this method. 
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To do that the relationships are described using a relationship function or 
“model” with coefficients to bee calculated using the least squares method. The 
residuals that could not have been fit by the regression are the ones not explained 
by the model and are used to calculate a better measure of the distance. In Sec. 4 a 
use case is provided. 

2 Deficiencies of the original repertory grid method  

The following paragraphs enumerate some deficiencies in the original repertory 
grid method, the goal is to solve most of them. 

2.1 Generated trees rely on the scale and units inherent to the 
data, which has been arbitrarily normalized 

When comprising distances between the constructs 1C and 2C  there could be errors 
resulting from the measurement using different magnitudes that make the data 
sensible to scale changes, in the repertory grid method this issue is ignored simply 
taking the numerical values without checking the unit; even though this could be 
dangerous because the results may be different depending on what units the expert 
is measuring on, even when normalized to numbers from 1 to 5. e.g. Celsius, 
Fahrenheit and Kelvin scales measure temperature, but the zeros are in different 
places, so the measured values are not proportional. Even when normalized, the 

are the logarithmic scales such as pH, decibels and even musical notes. 

2.2 Vectorial constructs are not supported 

There are constructs that have a vectorial nature such as colors, coordinates and so 
forth. They cannot be reduced to a linear scale because they could not only depend 
on the way they were converted to a scalar value but also much information could 
be lost (and degrees of freedom). e.g. a color may be represented in values like  
1=red 3=blue 5=black, but the sense of that measure is completely lost. Neither 
can be separated into different components and be studied independently because 
one of the components is inherently related to the others and the construct must be 
studied as a whole and not by the parts. e.g. A dead pixel may depend on the 
intensity of the red value (in its RGB scale) but the human eye percepts the colors 
better using the HSL scale. When measuring in HSL it is very unlikely to see the 
direct correspondence between the probability to lose a pixel and the red 
component of the color if it is measured in the HSL scale. Studying the HSL as a 
whole should find an association and then will be possible to realize that this 
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relation is very similar to the red transformation function in the HSL to RGB 
conversion method. 

2.3 It is discrete 

The grid could be much better generalized if continuous values are used. Greater 
precision could be acquired when comparing our results. 

2.4 The distance measurement is a kind of dubious 

Using the 1-norm is arbitrary. How do we know that this is the better choice? 

3 The Proposed Method 

The objective of the repertory grid method is to find functional relationships 
between constructs, the original method proposes the equality between two 
constructs as the optimal dependency and then measures how deviated are the 
constructs to each other using the 1-norm. 

This paper, in contrast, proposes the use of a regression method to fit the given 
data using the resultant fitness as a measure of the relationship between the 
adjusted constructs. 

3.1 Definitions on matrices 

Before stating the method some definitions on the original repertory grid method 
are to be explained. 

3.1.1 Repertory grid matrix 
Let G  be the grid matrix. It has n  elements and m  characteristics. The notation 

jCiGg ,  with mjni <,0<0  to each of its elements will be used. 

3.1.2 Distance matrix 
Let D  be the matrix containing the distance between characteristics. It has m  
columns and m  rows, one for each characteristic. It is superior triangular without 

diagonal, so jCiCd ,  with mjimi <<,<0  for each of its elements. In the original 
repertory grid method it is the 1-norm distance between two columns (i and j) in 
the G  matrix. 

165



When adding the trivial twist to support the contrast construct, it should use 
the minimum value between the 1-norm distance from the first construct to both: 
the second construct and its contrast (each value of this column iC  is replaced by 

iC6 ). 

3.2 Measuring distances 

The measurement is based on the hypothesis that F(Ci,Cj)=1 where Ci  and ,Cj are 
two constructs, then it measures how deviated the is fitness to the hypothetical 
value (1 in this case). The obtained residue should reflect how both constructs are 
explained by a model and the degree of dependency between both constructs. 

Before doing the measurements, the knowledge engineer should define a 
model, that is equivalent to state arbitrarily the equations where the fitting will be 
made. Defining a model is the most important step in the method, because the 
measurements not only depend on the relationships between the constructs but on 
how the model applies to the situation. It is possible to use different models to 
measure distances between different pairs of constructs; the method should 
support such case.  

The distance matrix could be filled by the fitness error. This is really an 
excellent way to measure the dependency between two characteristics. If the 
model were completely generic (ideal, but impossible), the fitness error would be 
the optimal distance to measure the dependence. This is an ideal case and not 
useful in practice, it is recommended to use simple models to find real 
relationships and avoid complex equations. 

3.3 Defining a fitting model 

To calculate the distance between two constructs the knowledge engineer must 
define a model. In the original method, the model was linear, scalar and discrete. 
Let VU ,  be the model to correlate variables U  and V . Examples of models are the 

linear },{1,=, vuVU  and the quadratic },2,,2,{1,=, uvvvuuVU .  

The cardinality n  of VU ,  is the number of coefficients to be calculated by our 

regression. Let 
n

VU ,  be the vector representing that model and 
n

VU ,  the 
vector of coefficients represented by that model. These definitions arrive to the 
current ideal equation 

2,12,1
=1=)2,1( CCCC

CCF

 
(1) 

if there is a 2,1 CC  that satisfies the equation for all pair of 1c  and 2c , then the 
fitness is perfect. 

For example, the linear model },{1,=, vuVU  derives to the plane 
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vuVUF 321=1=),(  (2) 

and the quadratic },2,,2,{1,=, uvvvuuVU  to 
uvvvuuVUF 6

2
54

2
321=1=),(  (3) 

Let W  be the one-variable model related to the model VU ,  and may be 
obtained by 

WVUVUVWUVUW =0,=,0=,=,=
 

(4) 

that is }{1,= wW  for the linear model and }2,{1,= wwW  for the quadratic. 

3.4 Limitations of the proposed method 

The method is linear since linear regression has been used. This means that the 
resultant relationships will be shown in euclidean subspaces resulting from the 
sum of terms with the form of coefficient n  multiplied by a function dependent 
of the input data. This function is part of the model and does not necessarily need 
to be linear. It is not on the scope of this paper to study non-linear dependencies. 

3.5 Calculating the regression 

The least squares method should find the best fit. The matrix A  related to two 

model. The matrix is calculated column by column for each row in G  as  

iCGViCGUVUiA
,2

=,,1
=,=

 
(5) 

which is exactly evaluating the model (except the first 1) with the values of 
each row from the repertory grid matrix. 

Finally the coefficients may be obtained by the multiplication of the pseudo-
inverse matrix [2] and the unit vector.   

11)(= TAATA  (6) 
The first value in the model (the constant part) must not be used because it will 

be in the other side of que equation as the unit vector 1 . By doing that resultant 
equation Eq. (1) representing the model has been calculated. 

3.6 Measuring the residuals 

The desired measure of the fitness may be expressed by the residuals, that is the 
difference between the model evaluated with the repertory grid elements and the 
ideal result that is the unit vector.  

VURVUVUVU ,=1,,1=, PP
 

(7) 

where PP VUVUR ,=, . 
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The first impression is that VUR ,  is a good measure of the correlation between 
U  and V  but the fact is that it is a good measure of “what may not be explained 
by the model”. It is possible that a construct is very attached to itself, its variance 
is very small and therefore the fitness is very small too. 

For example, in the linear model vuVU ,1,=, , it is possible that the construct U  
has values strictly around 6  for all of its elements. The resultant plane will be 

1=0
6

v
u

. In this case VUR ,  represents the fitness of U  by itself and not the fitness of 
U  related to V . 

This paper proposes the use of two more regressions, the one related to U and 

the one related to V  with the residuals UR  and VR  respectively. Having known 
that regressions, a good redefinition of the distance could be “what is explained by 
the two-variable model that was not already explained by each separated variable 
using a single variable model”. This is the definition 

jiC

jCiC

ji

CR

RR
d

,

},{min
=,

 

(8) 

with jCiCR
iCR ,>

 and jCiCR
jCR ,>

 because the least squares method had minimized 
jCiCR ,
 with more degrees of freedom. It is easy to show that the distance matrix 

will have values between 0 and 1 , being 0 the stronger relationship according to 
the chosen model and 1 the weakest one. 

3.7 Vectorial constructs 

In vectorial constructs the process is mostly the same, the only difference is that 
the whole vector must be evaluated in the model for each component. That is for 

example a construct color ),,(= BGRC  and another scalar lightness L  should be 
evaluated in the quadratic model as  

1=2
87

2
65

2
43

2
21 llbbggrr .  

The residuals should be divided by the minimum of the regression of each 
separated construct, in the example by the residual of  

1=2
65

2
43

2
21 bbggrr  and 1=2

21 ll . 

3.8 Normalization is no longer needed 

A side effect by the use of a dependency function is that the units and scales are 
inside the model being completely abstracted to the method. There is no longer 
need to have a discretized input of numbers from 1 to 5, now, the normalization is 
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inside the method which will find the best fit regardless the scale and the units. If 
the scale is logarithmic adding a logarithm to the model should be enough. 

4 Case Study 

Our expert is providing the knowledge engineer with four constructs; the first one 
is the vectorial location of a city ( 2L ), its population ( NP ), temperature (T ) 
and the average level of pollution ( O ). The obtained values are shown in Table 
1. 

Table 1. Population, temperature and pollution of a city regarding to its location on an 
arbitrary coordinate plane. 

Location Population Temperature Pollution 

km;km Hab C ppm 

(9.83982;40.4372) 73272 30.8322 36.8086 

(17.3862;69.5633) 65115 27.916 41.1447 

(24.1684;89.5489) 94737 25.7233 42.2755 

(26.9449;57.6548) 85173 25.5949 28.7814 

(47.1808;33.3024) 102663 29.8456 15.5273 

(67.8653;72.7391) 118860 27.717 24.7249 

(48.1759;80.8657) 19293 24.4881 26.9948 

(16.3168;20.8034) 105084 29.317 28.6556 

(28.1486;43.4684) 57170 29.8976 29.4861 

(55.1659;3.49954) 3431 30.2999 17.1146 

(45.7604;63.8792) 4965 26.7262 25.5383 

 
The knowledge engineer calculates the regressions and compares the results as 

shown in Table 2. Finally, as the temperature quadratic model has a very small 
variance by itself, the engineer decides to use the linear model for this construct. 
To calculate the distances between constructs the smallest one-construct residual 
is taken to divide the two-construct to be measured. The resultant distance matrix 
calculated by all this divisions is shown in Table 3. 
Finally we perform the tree building method as shown in Fig. 1. As we can see, 
the Pollution is primarily related to the location, then to the temperature and 
finally to the population. In Fig. 2 it is shown the level of pollution over a region 
of L , deduced from the resultant subspace, in Fig. 3 the temperature is shown 
under the linear model and in Fig. 4 under the wrong quadratic model which had 
been discarded by the knowledge engineer. 

The pollution equation suggests that the proximity to (60km;20km) has low 
pollution, perhaps it is the top of a mountain. As we can observe, the method 
found the dependencies. 
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Table 2. Comparison between models. 

Construct Model Residual Subspace 

T  Quadratic 0.0144453 0.0723193 t - 0.00130023 t2 = 1 

T  Linear 0.244034 0.035479 t = 1 

P  Quadratic 1.37606 0.000030232 p – 1.9863 10-10 p2 =1 

O  Quadratic 0.291629 0.0697022 c – 0.00113199 c2 = 1 

1L  Quadratic 0.733654 0.0574155 l1 – 0.000689149 l1
2 = 1 

2L  Quadratic 0.979385 0.0391949 l2 – 0.00033698 l2
2 = 1 

L  Quadratic 0.560544 
0.0356493 l1 – 0.000410520 l1

2 + 0.0168284 l2 – 
0.00015598 l2

2 = 1 

TL,  Quadratic 0.0137924 
0.0722 t – 0.0013 t2 + 0.0002 l1 – 3.0117 10-6 l1

2 – 
0.0001 l2 + 1.403 10-6 l2

2 = 1 

PL,  Quadratic 0.43544 
0.000013 p - 9.1028 10-11 p2 + 0.0308 l1 - 0,0003 l1

2 + 
0.0033 l2 - 0.00035 l2

2 = 1 

OL,  Quadratic 0.1191 
0.03239 o – 0.0002 o2 + 0.0176 l1 – 0.0001 l1

2 + 
0.0008 l2 – 0.00004 l2

2 = 1 

OT ,  Quadratic 0.0143339 0.00039 o – 7.008 10-6 o2 + 0.0719 t – 0.0013 t2 =1 

OP,  Quadratic 0.286957 0.0687 o - 0.00111 o2 - 4.633 10-7 p + 6.992 10-12 p =1 

PT ,  Quadratic 0.0128094 
8.9589 10-8 p – 1.1170 10-12 p2 + 0.0723 t – 0.0013 t2 

= 1 

TL,  Linear 0.12522 0.0309 t + 0.0006 l1 + 0.002 l2 = 1 

TL,  Combined 0.0952247 
0.0291 t + 0.0063 l1–0.00008 l1

2 + 0.0009 l2 + 
0.00001 l2

2 = 1 

PO,  Combined 0.155222 0.0289 o – 0.0005 o2 + 0.0204 t = 1 

PT ,  Combined 0.243501 4.78 10-7 p – 3.855 10-12 p2 + 0.0351 t = 1 
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Table 3. Distance as relationships between constructs using an arbitrary model. 

 L  P  T  O  

L   0.776819 0.390211 0.212472 

P    0.997819 0.98398 

T     0.636069 

O      

 
 

 

 

Fig. 1. Tree view of the distances built by Fig. 2. Regressed pollution depending on 
the location. 

  

Fig. 3. Regressed temperature under a 
linear model depending on the location. 

Fig. 4. Regressed temperature under a 
wrong quadratic model depending on the 
location. 
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5 Conclusions 

The proposed method has potential application on several fields, specially in 
knowledge acquisition. The usage of pre-designed model instead of the discrete-
linear one may fit with more constructs and helps the knowledge engineer in the 
exploration of the construct. Future lines of development may find better ways to 
choose the appropriate model. Using the fitness coefficient as a measure is refined 
generalization of the method. 

References 

1. Bradshaw, J.M., Ford, K.M., Adams-Webber, J.R. and Boose, J.H. Beyond the repertory 
grid: new approaches to constructivist knowledge acquisition tool development. 
International Journal of Intelligent Systems 8(2) 287-33. (1993). 

2. Acton.  F. S.  Analysis of Straight-Line Data. Dover Publications. (1966). 
3. Beeri, C., Fagin, R. and Howard  J. H. (1977). A complete axiomatization for functional and 

multivalued dependencies in database relations, In Proceedings of the 1977 ACM 
SIGMOD international Conference on Management of Data (Toronto, Ontario, Canada, 
August 03 - 05, SIGMOD '77. ACM, New York, NY, 47-61. (1977). 

4. Barlett.  D. General Principles of the Method of Least Squares. Dover Publications. (2006). 
 

 
 

 

172 Enrique Calot et al.



Context to Improve Learning Within
Organizations

Abstract Knowledge Management has been always considered as a problem of ac-
quiring, representing and using information and knowledge about problem solving
methods. Anyway, the complexity reached by organizations over the last years has
deeply changed the role of Knowledge Management. Today, it is not possible to take
care of knowledge involved in decision making processes without taking care of so-
cial context where it is produced. This point has direct implications on learning pro-
cesses and education of newcomers: a decision making process to solve a problem
is composed by not only a sequence of actions (i.e. the know-how aspect of knowl-
edge), but also a number of social interconnections between people involved in their
implementation (i.e. the social nature of knowledge). Thus, Knowledge Manage-
ment should provide organizations with new tools to consider both these aspects in
the development of systems to support newcomers in their learning process about
their new jobs. This paper investigates how this is possible through the integration
of storytelling and case-based reasoning methodologies.

1 Introduction

Storytelling is a short narration through which an individual describes an experi-
ence on a specific theme. In this way, the human being is motivated to focus the
attention on his/her own knowledge about the specific theme that is the subject of
narration [5]. Within organizations, storytelling can be considered an effective way
to treasure the knowledge that is produced from the daily working activities. For
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example, Roth and Kleiner [9] have analyzed how the adoption of storytelling al-
lows an organization to be more conscious about its overall knowledge, to share
knowledge among all the people involved in its generation, to treasure and dissem-
inate new knowledge originated by the sharing of different stories. The adoption of
storytelling can promote the development of new professional contexts where differ-
ent professionals collaborate to solve common problems, share experiences, explicit
and implicit assumptions and understandings in order to improve the global capabil-
ity of the organization to transform, create and distribute knowledge. In this sense,
Knowledge Management can profitably exploit the storytelling as a way to make
explicit the individual experiences, skills and competencies, promote the negotia-
tion processes through dialogues among people involved, support the reification of
new knowledge in order to make it available for the future and help newcomers in
the learning process about his/her job through the analysis of the problem–solving
strategies and social context represented by the stories. In this paper, we present a
conceptual and computational framework for supporting continuous training within
wide organizations, in the learning by doing [12] context. This approach is based
on the integration of storytelling and case–based reasoning [10] methodologies: the
former allows to manage a decision making process like a story that describes prob-
lem characteristics and what kind of communications among people and problem
solution strategies can be applied to solve it; the latter is a very useful and efficient
mean to compare stories (i.e. cases) finding solutions to new problems by reusing
past experiences. Next section is devoted to make clear how learning by doing, sto-
rytelling and case based reasoning can be put together; first, a brief introduction to
learning by doing and historical/methodological motivations to adopt it as a good
paradigm for supporting continuous learning in organization is given. Then, its re-
lationship with storytelling and case based reasoning is explored in details, to show
how storytelling is the theoretical bridge between the need to support learning by
doing through computer-based tools and one of the most suitable computer science
paradigm for this scope. In section 3, an application of the framework to the SM-
MART (System for Mobile Maintenance Accessible in Real Time) project will be
briefly introduced, to show its effectiveness in representing problem solving strate-
gies of experts in the form of stories that can be archived as cases into a case base
and used as pieces of experience to build newcomers training systems, according to
the learning by doing approach. In particular, the domain of the SMMART project
is the troubleshooting of trucks (thanks to the collaboration with Volvo Trucks),
thus the stories involved concern the experience owned by expert mechanics and
the system is devoted to support newcomers of a truck manufacturers after-sales
department. Finally, conclusions and future work will be briefly pointed out.

2 Learning by Doing, Storytelling and Case Based Reasoning

Contemporary socio-cultural context supports the idea of knowledge acquisition and
management, not only as development of organisation, policy, methods of knowl-
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Problem 
Description

New Case
- Problem Description

New Case
- Problem Description

Retrieved Case
- Problem Description

- Problem Solution

New Case
- Problem Description

- Problem Solution

Suggested Solution

New Case
- Problem Description

- Adapted Solution

Learned Case
- Problem Description

- Adapted Solution

CASE BASE

RETRIEVE

REUSE

REVISEConfirmed Solution

RETAIN

Fig. 1 On the left, the four steps in learning by doing methodology; on the right, the 4R’s cycle of
CBR applications

edge diffusion, but also as a communitys benefit. Starting from these considerations,
we reflect about the concept of continuous learning within organizations and how
to support it. In particular, we focus the attention on learning by doing paradigm.
Learning by Doing is based on well known psycho–pedagogical theories, like cog-
nitivism and behaviourism, which are devoted to point out the role of practice in
humans’ intellectual growth and knowledge improvement. In particular, this kind of
learning methodology refuses the typical idea that concepts are more fundamental
than experience and, consequently, that only a solid set of theoretical notions al-
lows to accomplish a given task in a complete and correct way. Learning by doing
methodology states that the learning process is the result of a continuous interaction
between theory and practice, between experimental periods and theoretical elabora-
tion moments. Learning by doing can be articulated into four distinct steps (see the
left part of Figure 1), where practical phases (i.e. Concrete Experience and Experi-
mentation) are alternated with theoretical ones (i.e. Observation and Reflection and
Creation of Abstract Concepts): starting from some kind of experience, this expe-
rience originates a mind activity that aims to understand the phenomenon; this step
ends when a relation between the experience and its results (typically a cause-effect
relation) is discovered that can be generalized to a category of experiences similar
to the observed phenomenon. The result is a learned lesson that is applicable to new
situations which will eventually occur in the future.

In our framework, a concrete experience can be represented by a story, which rep-
resents a decision making process about a problem to be solved. This story should
give to a newcomer an idea of how a critical situation could be tackled, according
to the knowledge owned by experts. Moreover, it could give indications about who
could help him/her in case of need.

Stories can be archived as cases according to the case-based reasoning (CBR)
paradigm. Case Based Reasoning is an Artificial Intelligence method to design
knowledge management systems, which is based on the principle that similar prob-
lems have similar solutions. For this reason, a case based system doesnt require a
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complete and consistent knowledge model to work, since its effectiveness in finding
a good problem solving strategy depends typically on how a problem is described.
Thus, CBR is particularly suitable to adopt when domains to tackle are characterized
by episodic knowledge and it has been widely used in the past to build decision sup-
port systems in domain like finance [4], weather forecasting [8], traffic control [7],
chemical product design and manufacturing [3], and so on. A case, is a complete
representation of a complex problem and it is generally made of three components:
description, solution and outcome [10]).

The main aim of CBR is finding solutions to new problems through the com-
parison of it with similar problems solved in the past, as shown in the right part of
Figure 1, that is the well known 4Rs cycle by Aamodt and Plaza [1]: the comparison
is made according to a retrieval algorithm working on problem features specified
in the description component. When an old problem similar to the current one is
retrieved, its solution is reused as a solving method for the new problem. The so-
lution can be then revised in order to fit completely the new problem description
and finally retained in the case base to become a sort of new lesson learned. In the
retained case, the outcome component gives an evaluation about the effectiveness of
the proposed solution in solving the problem. In this way, new cases (i.e. stories) can
be continuously created and stored to be used in the future, building up a memory
of all experiences that can be used as newcomer training tool.

Starting from concrete experiences newcomers can learn decision making pro-
cesses adopted within the organization they are introducing quicker than studying
manuals or attending courses. Moreover, the comparison between their own prob-
lem solving strategy and the organization one, represented by the collection of sto-
ries, stimulates the generalization of problems and consequently the reflection about
general problem solving methods, possibly reducing the time period to make the
newcomers able to find effective solutions.

CBR is one of the most suitable Artificial Intelligence methods to deal with learn-
ing by doing [11], due to the perfect match between their cycles of life. In particular:
the description of a new case can be a way to represent experimentation in new sit-
uations, since the aim of CBR is to solve a new problem exploiting old solutions
to similar problems. Thus, a new case is the attempt to apply past experiences to
a new concrete situation in order to validate a problem solving strategy, as the ex-
perimentation in new situations is a way in the learning by doing context to test
the generation of abstract concepts starting from already validated concrete expe-
riences; a retrieved case in the case base represents a concrete experience in the
learning by doing framework; retrieval, reuse and revise are the CBR phases during
which a solution to a new problem is found and reused by comparison with similar
past problems and then adapted to fit completely the critical situation defined by
problem description. Thus, they can be exploited to model the theoretical steps of
learning by doing methodology (i.e. Observation/Reflection and Creation of abstract
concepts), through which a newcomer finds a general way to tackle a problem start-
ing from a set of existing examples; finally, the retained case in the CBR paradigm
is the completion of the initial problem to be solved with the optimal solution ob-
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Fig. 2 A typical story about a truck troubleshooting session

tained at the end of the CBR cycle, thus it represents a new instance of the initial
experimentation in new situations.

Moreover, since the concept of story can be used to describe both a case in the
CBR paradigm and a concrete experience in the learning by doing methodology,
in our opinion, storytelling is the optimal connection between a case-based support
to the development of training systems for newcomers and the learning by doing
context.

3 The SMMART Project

SMMART (System for Mobile Maintenance Accessible in Real Time) is a research
project funded by the European Community1 that aims to develop a decision support
system for supporting experts of Volvo Truck2 , a world leader in the manufacturing
of trucks in troubleshooting vehicle problems. To this aim, a case-based reasoning
module of the final system is going to be designed and implemented in order to
detect the most probable faulty engine component on the basis of a given set of
information, which can be archived as a story.

The narration (see Figure 2) about the problem starts when a driver recognizes
that a problem arose on his/her truck truck. For example, a light of the control panel
turns on or some unpredictable event happens (e.g. smoke from the engine, oil loss,
and noises during a break and so on). Thus, the driver contacts the truck after sale
assistance to obtain problem solution. The mechanic who receives the truck is re-
sponsible for making a detailed analysis of it by taking care of driver impressions,

1 Project number NMP2-CT-2005-016726
2 http://www.volvo.com/trucks/global/en-gb/
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testing it and collecting information coming from on–board computers. Then, he/she
has to find the fault, repair it and verify that the problem has been solved before the
truck leaves the workshop. In the following, a detailed description of how such sto-
ries have been represented and used in the context of SMMART is given in terms of
case structure and similarity functions developed.

3.1 The Case Structure: a story in the SMMART Context

The final scope of the CBR tool is to identify the most probable truck faulty compo-
nent (e.g. engine, gearbox), namely High Level Component (HLC). The HLC is an
indication where the real cause of the truck malfunction is: this is the root cause and
it is detected by the mechanic manually or through the exploitation of traditional
softwares used by Volvo repair shops. Anyway, the CBR systems archives all the in-
formation about the problem, in order to give a complete representation of the story
involved, as shown in Figure 3: HLC and root cause represent the solution part of
the case, while the problem analysis made by mechanic, that is represented as the

codes, general context and vehicle data.
Symptoms give qualitative descriptions of truck problems and their context. For

example, the sentence “The truck cruise control fails to maintain set speed while
driving uphill at -20C under heavy charge” specifies that a possible fault of the cruise
control (i.e. the symptom) is detected when the road is not plane, the temperature is
very low, and the truck is transporting a big load (i.e. the context). The same problem
could be not detected under different conditions. Symptoms a grouped into a tree
structure within the SMMART case description: currently, five levels are considered,
but they could increase in the future.

Fault codes are quantitative information coming from on–board computers: when
some event happens that possibly causes malfunctions, a fault code is generated and
memorized to be used during troubleshooting sessions. A fault code is characterized
by many fields, the most important are (1) the Message IDentifier (MID), that spec-
ifies the on–board computer generating the error code (for example, the entries with
MID 128 in Figure 3 identify the on–board computer monitoring the engine; for this
reason, it can be deduced that the MID indirectly identifies a HLC), (2) the Param-
eter Identifier (PID), that specifies which component of the on–board computer has
generated the Fault Code (this means that an on–board computer is characterized
by the presence of many sensors, each of them devoted to monitor a specific part
of the HLC under control), and (3) the Failure Mode Identifier (FMI) that identifies
the category of the fault (electrical, mechanical, and so on). The main activity of the
mechanic during the truck analysis is the correlation between symptoms and their
fault codes: in this way, it is possible to identify the faulty component, to repair
it and trying to verify if the problem has been solved by controlling if fault codes
disappear when the truck is turned on.

178 Stefania Bandini et al.

case description, considers four main categories of information: symptoms, fault
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Case 
Structure

Description

Solution

Outcome

Vehicle 
Data

General 
Context

Symptoms

Fault 
Codes

HLC(s)

MID PID FMI
128 21 3
128 21 4
130 12 8
249 18 9
... ... ...

HLC Level 1 ... Level n

Engine Engine start
Engine 

cranks but 
does not run

Engine Low Power

Engine Engine start
Starter motor 
does not run

Gearbox ... ... ...

Feature Value
Altitude < 1500

Road Condition ...
Climate ...

Curve density ...

Root Cause Intervention
Electric cable substituted
Electric cable repaired

... ...

Feature Value
Engine type Eng-VE7

Eng. emission ...
Eng. version ...
Transmission ...

MID = Message IDentifier
PID = Parameter IDentifier
FMI = Failure Mode Identifier

HLC = High Level Component
Level 1...n = HLC subtree level

Fig. 3 The case structure of the SMMART project

Finally, general context and vehicle data contain information about driving con-
ditions and truck characteristics respectively. These two kinds of information are not
directly related to the fault generation, but they can be useful during the similarity
calculus. For this reason, they have been included in the case description.

3.2 The Similarity Function: Retrieving Stories in the SMMART
Context

When a new story is generated that represents the current problem (i.e. a problem
without solution), it is represented as a case and properly described in terms of
symptoms, fault codes and context. Then, it is compared with other cases already
solved in the past in order to find similar story descriptions: the solution of most
similar story is then reused as a starting point for deriving the solution to the current
problem, suggesting in this way how to detect the most probable root cause. The
comparison between stories is done according to a retrieval algorithm based on the
K–Nearest Neighbor approach [6].

Given the current case Cc, for which no solution is given, the goal of the retrieval
algorithm is to propose a possible solution (i.e. a HLC together with a possible
root cause) by comparing its description Cd

c with the descriptions Cd
p of each case

Cp solved in the past and included in the case base. The similarity among cases
is calculated with a composition of sub functions, as described by the following
formula

SIM(Cc,Cp) =
k1 ∗ SIMS + k2 ∗ SIMFC + k3 ∗ SIMVehicle + k4 ∗ SIMGenContext

4
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where:

• k1...k4 are configurable weights and k1 + k2 + k3 + k4 = 1;
• SIMS, SIMFC, SIMVehicle and SIMGenContex are in [0.0 ... 1.0].

SIMS is the similarity among the two sets of symptoms of current case and past
case, named Sc and Sp respectively: for each symptom A in the current case, the
algorithm finds the closest symptom B (possibly the same as symptom A) in the
past case, belonging to the same sub–tree, having the HLC name as its root.

The function dist(A,B) gives the minimum number of arcs that separates A and B
in the symptoms tree and it is used for calculating the similarity. Similarity between
symptom A and symptom B (A ∈ Sc and B ∈ Sp) is

sim(A,B) = (1−dist(A,B)/dmax)

where dmax is the constant maximum distance possible between two nodes in the
tree (in the current symptom tree dmax=5). Similarity between symptom A and
symptom B is modified by the conditions under which the symptoms occurred; the
algorithm evaluates the degree of similarity between the two sets of conditions and
modifies the value of sim(A,B) consequently.

The similarity among symptoms SIMS is the sum of all the sim(A,B) normalized
with the number noc of couples of symptoms considered and eventually penalized
if the two cases are different in number of symptoms. The final formula is:

SIMS = (SIMS/noc)∗ (1−Penalty)

where Penalty = (#Sc+#Sp−2∗noc)
#Sc+#Sp

SIMFC is the similarity among the two sets of fault codes (FCs) calculated on
each HCL group of FCs (FCs grouped by high level component): the relation be-
tween FCs and HLCs is given by mapping the MID of each FC to the HLC name.
Doing so, different MIDs (that means FCs coming from different processing units)
can be associated to the same HLC. If a FC has not any MID–HLC mapping entry,
the FC will be related to a fictitious HLC, called HLC0: in this way, also Fault Codes
which cannot be linked directly to a specific HLC can be compared, with benefits
from the final similarity point of view.

When all the Fault Codes of both Cc and Cp have been grouped in the FCc and
FCp sets respectively, the algorithm compares the information they contains: the
similarity sim(A, B) between two Fault Codes belonging to Cc and Cp depends on
their PID and FMI values. The similarity values are fixed and they have been de-
termined with the collaboration of Volvo Truck experts. The similarity among fault
codes SIMFC is the sum of all the sim(A, B) normalized with the number noc of cou-
ples of fault codes considered and eventually penalized if the two cases are different
in the number of fault codes; The final formula is:

SIMFC = (SIMFC/noc)∗ (1−Penalty)

where Penalty = (#FCc+#FCp−2∗noc)
#FCc+#FCp

.
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SIMVehicle is the similarity among the two vehicle characteristics: each possible
feature involved in vehicle description is linked to a weight. These weights are used
in the computation of the similarity between vehicle descriptions given in the current
case and in the past case.

SIMGenContext is the similarity among the two general contexts. Since items de-
scribing general contexts are assigned qualitative values (i.e. strings), these values
are preprocessed according to an opportune mapping function to be converted an
integer values.

4 Conclusions

This paper has presented a framework to support learning by doing within organi-
zations; this framework is based on the integration of storytelling and case based
reasoning methodologies. Storytelling has been chosen due to its capability of tak-
ing care of different kinds of knowledge in the description of working experiences
and presenting important pieces of expertise to newcomers in wide organizations;
according to Atkinson [2]:

Storytelling is a fundamental form of human communication [...] We often think in story
form, speak in story form, and bring meaning to our lives through story. Storytelling, in
most common everyday form, is giving a narrative account of an event, an experience, or
any other happening [...] It is this basic knowledge of an event that allows and inspires
us to tell about it. What generally happens when we tell a story from our life is that we
increase our working knowledge of ourselves because we discover deeper meaning in our
lives through the process of reflecting and putting the events, experience, and feelings that
we have lived into oral expression.

On the other hand, case based reasoning is one of the most suitable Artificial In-
telligence paradigms to deal with episodic and heterogeneous knowledge and con-
sequently, in our opinion, it is probably the best approach to manage unstructured
narrations about expertise and problem solving strategies. The proposed framework
provides newcomers with a complete representation of the competencies developed
by experts over the years. Thus, they can increase their experience about the prob-
lem solving strategy used inside the organization as well as the understanding about
who are the people to contact in case of need (i.e. the experts who solved similar
problem in the past).

In order to test the effectiveness of our approach, its application in the context
of the SMMART project has been briefly introduced. It is important to highlight
that the SMMART projects aims at the development of a CBR module to identify
the most probable faulting component of a truck by means of a specific retrieval
algoeirthm: the solution of the CBR engine is not subject to adaptation, since it is
not the real solution of the mechanic troubleshooting session. A mechanic exploits
this solution as a starting point to make deeper analysis looking for the root cause.
Anyway, once the mechanic detect the real cause(s) of the problem, the CBR mod-
ule retains it in the case base together with all other information, in order to give
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a complete representation of the story related to that troubleshooting session. From
the learning by doing point of view, the case base composed of all the stories about
past troubleshooting sessions is a very important source of knowledge for newcom-
ers; they could be solicited to solve a problem by specifying what are the symptoms
and the related fault codes. Then they could try to identify faulty components and
then compare their solution with the one proposed by the system, with an imme-
diate evaluation of their own capability to learn expert mechanics decision making
processes and identification of points they have to work on, maybe asking directly
to the people who solved past problems. In this way, experience and knowledge cre-
ated by the organization over the years and captured by the CBR system could be
used as a very important training method alternative to the more traditional ones.

Future works are devoted to verify the applicability of the proposed methodology
in building supporting systems for learning by doing in other complex contexts.
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Abstract System Engineering (SE) projects encompass knowledge-intensive tasks that 
involve extensive problem solving and decision making activities among interdisciplinary 
teams. Management of knowledge emerging in previous SE projects is vital for 
organizational process improvement. To fully exploit this intellectual capital, it must be 
made explicit and shared among system engineers. In this context, we propose a knowledge 
modelling framework for system engineering projects. Our main objective is to provide a 
semantic description for knowledge items created and/or used in system engineering 
processes in order to facilitate their reuse. The framework is based on a set of layered 
ontologies where entities such as domain concepts, actors, decision processes, artefacts, are 
interlinked to capture explicit as well as implicit engineering project knowledge.  

System Engineering (SE) is an interdisciplinary approach to enable the realization 
of successful systems. It is defined as an iterative problem solving process aiming 
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at transforming user’s requirements into a solution satisfying the constraints of: 
functionality, cost, time and quality. [1] 
System engineering projects involve the definition of multiple artifacts that 
present different formalization degrees, such as requirements specification, system 
architecture, and hardware/software components. Transitions between the project 
phases stem from decision making processes supported both by generally 
available domain and design knowledge. 
We argue that Knowledge about engineering processes constitutes one of the most 
valuable assets for SE organizations. Most often, this knowledge is only known 
implicitly, relying heavily on the personal experience background of system 
engineers. To fully exploit this intellectual capital, it must be made explicit and 
shared among project teams. Consistent and comprehensive knowledge 
management methods need to be applied to capture and integrate the individual 
knowledge items emerging in the course of a system engineering project. 
Knowledge management (KM) is a scientific discipline that stems from 
management theory and concentrates on the systematic creation, leverage, sharing 
and reuse of knowledge resources in a company. [2] Knowledge management 
approaches are generally divided into personalization approaches that focus on 
human resources and communication, and codification approaches that emphasize 
the collection and organization of knowledge [3]. 
In this paper, we only consider the latter approach. Special focus is put on the   
comprehensive modeling of system engineering project knowledge. This 
knowledge partly resides in the product itself, while a lot of different types of 
knowledge are generated during the engineering processes. The background 
information such as why engineers came up with the final shape or geometry, 
what constraints were to be considered in engineering processes, and so on, can 
not be found either [4]. In other words, most of design rationale either disappear or 
exist partially in the form of engineering documents. In such setting, the most 
critical issue is related to the construction of a structured representation for 

reasoning processes for a specific issue. This representation must be based on a 
formal language with expressive semantics, in order to perform computable 
operations on the recorded knowledge items and to improve their retrieval. 
Ontological engineering [5], which is the successor to knowledge engineering, has 
been expected to resolve the problem of semantic based knowledge modeling. In 
the engineering domain, the typical expectations for ontologies are: 
interoperability among engineering supporting systems, semantic constraints for 
modeling, implicit knowledge capture and knowledge systematization, [6]. In the 
context of our research, we use the term “ontology” as a formal structure 
providing a basis of knowledge systematization. [6] We propose a set of layered 
ontologies for representing the relevant engineering project entities and their 
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System engineering (SE) is an interdisciplinary approach to enable the realization 
of successful systems. It is defined as an iterative problem solving process aiming 
at transforming user’s requirements into a solution satisfying the constraints of: 
functionality, cost, time and quality [1].  This process is usually comprised of the 
following seven tasks: State the problem, Investigate alternatives, Model the 
system, Integrate, Launch the system, Assess performance, and Re-evaluate. 
These functions can be summarized with the acronym SIMILAR: State, 
Investigate, Model, Integrate, Launch, Assess and Re-evaluate. [7]. This Systems 

 
 
 
 
 
 

 
It is important to note that the System Engineering Process is not sequential.  
Tasks are performed in a parallel and iterative manner. At each step a 
comprehensive set of possible engineering models arises witch are progressively 
combined and refined to define the target system.  
Because of its inherent creative nature, it is a special case of business process. It is 
poorly structured and, as a rule, evolves in an unpredictable manner. In such 
highly dynamic settings with continuously changing requirements, the 
overwhelming majority of the engineering ways of working are not properly 
formalized, but are heavily based on the experience knowledge of the human 
performers. 
As a consequence, engineering support environments have further to deal with the 
systematic collection of experience from previous project cycles and its 
dissemination and utilization from analogous problem solving contexts in the 
future. [8]. in section 3, we present a knowledge modeling framework that acts as 
a backend for what we expect to be a “Next generation of engineering support 
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Engineering Process is shown in Figure 1.

environment” i.e.: “knowledge centric” rather than “data centric” [12]. 

Fig 1:  System Engineering Process [7] 

2. Background and motivation  

2.1 System Engineering processes 



The Above-delineated characteristics of SE processes show that a significant 
amount of knowledge is involved to solve a mix of ill- and well-defined problems.  
System engineers require topic knowledge (learned from text books and courses) 
and episodic knowledge (experience) [9]. 
One of the main problems in SE processes is the lack of capture and access to 
knowledge underpinning the design decisions and the processes leading to those 
decisions [10, 11]. 
System Engineers spend large portions of their time searching through vast 
amounts of corporate legacy data and catalogs searching for existing solutions 
which can be modified to solve new problems or to be assembled into a new 
device. This requires utilizing databases or online listings of text, images, and 
computer aided design (CAD) data. Browsing and navigating such collections are 
based on manually-constructed categorizations which are error prone, difficult to 
maintain, and often based on an insufficiently dense hierarchy. Search 
functionality is limited to inadequate keyword matching on overly simplistic 

In this paper, we focus on the knowledge modeling issue which is often 
considered as the first step in developing Knowledge-Based Systems (KBS). The 
aim of this process is to understand the types of data structures and relationships 
within which knowledge can be held, and reasoned with. We use ontologies to 
describe the knowledge model in a formal representation language with expressive 
semantics.  
In order to determine the basic building blocks of the knowledge repository, we 
introduce the notion of “SE-Project Asset” as the smallest granularity in the 
system experience knowledge. “SE-Project Asset”, represent an integrated 
structure that capture product and process knowledge in engineering situations in 
conformance to set of layered ontologies.  

3. Knowledge Modeling Framework for System Engineering 
Projects 

In this section, our framework for knowledge modeling in system engineering 
projects is described. It structures the traces of engineering in the form of semantic 
descriptions based on a system engineering ontology. Section 3.1 introduces the 
so-called “SE general Ontology”, and Section 3.2 describes the modeling layers 
considered for semantic knowledge capture.  
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2.2 Knowledge Management issues in SE  

attributes; it lacks the formal framework to support automated reasoning. [8] 
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 3.1 System Engineering General Ontology  

Basically, our model aims at specifying explicitly the facets describing an “SE-
Project Asset”. 
We choose to model these description facets with ontologies. In the knowledge 
engineering community, a definition by Gruber is widely accepted; that is, 
“explicit specification of conceptualization” [13], where conceptualization is “a 
set of objects which an observer thinks exist in the world of interest and relations 
between them” [14]. In engineering domain, ontology is considered “a system 
(systematic, operational and prescriptive definitions) of fundamental concepts and 
relationships which shows how a model author views the target world and which 
is shared in a community as building blocks for models. [6] 
 By instantiating these ontological concepts, concrete “SE-Project Asset” could be 
stored in a system engineering repository for future reuse. Furthermore, the 
ontology itself can serve as a communication base about the products and 
processes e.g. for exploring domain knowledge for system engineers. 
We propose three description facets to capture the “SE-Project Asset”. These three 
facets are arranged in a “SE general ontology” that introduces top-level concepts 
describing products and processes, as well as their interrelations and 
dependencies, independently from any particular engineering domain or 
application. 

 The main idea is to capture the engineering products, engineering processes, the 
design rationale, and the domain concepts in order to provide a comprehensive 
and computable description for projects knowledge. These descriptions facets are 
arranged around the “SE-Project Asset” as the central concept for SE project 
knowledge modeling. 

 
-Domain facet: contains basic concepts and relations for describing the content 

of engineering assets on a high semantic level. It can be regarded as domain 
ontology for system engineering. In order to capture all engineering artifacts in a 
comprehensive manner, we propose to integrate in this facet a systematic 
description of: domain requirements, domain functions and behavior, domain 
architecture, and domain physical components. This decomposition constitutes 
typical system engineering modeling areas. Nevertheless, they could be extended 
or restricted in function of the engineering domain and the knowledge modeling 
scope. We work on aligning this domain facet with the reference device ontology 
described in [15]. Figure 3 presents a high level description of a typical domain 
facet. 
 

-Product facet: contains concepts and relations representing artifact types as 
well as their information model. In SE domain, a system is described with several 
views such as: contextual, dynamic, static, functional or organic. By formally 
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relating modeling elements to domain concepts we could provide a systematic and 
semantic description of an engineering solution. 
 

 
 

 
-Process facet: contains concepts and relations that formally describe 

engineering activities, tasks, actors, and design rationales concepts (intentions, 
alternatives, argumentations and justification for engineering decisions). Both the 
process and the product facets act as a formal structure for the SE-Project Asset. 
The domain facet provides semantic domain values for characterizing this 
structure.  Figure 4, illustrates the relationships and the complementarily of our 
three modeling facets for comprehensively representing SE-Project Assets. 

For the sake of generality of our modeling framework, we have proposed the 
higher-level concepts for modeling SE-Project Asset. The concepts presented in 
the above section must be specialized and refined in order to provide operational 
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3.2 Multi-layered Ontologies for SE Knowledge Modeling 

Fig 3: Ontologies for system engineering domain facets 
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knowledge model for system engineering projects. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
More precisely, the proposed SE General ontology must be refined in function of 
the engineering domain (aeronautics, information system, automobile etc.) and in 
function of the system engineering organizational context.  
We propose an ontological framework organized into four semantic layers: layers 
subdivide the ontology into several levels of abstraction, thus separating general 
knowledge from knowledge about particular domains, organizations and projects. 
Basically, knowledge in a certain layer is described in terms of the concepts in the 
lower layer. 
Figure 5 shows a hierarchy of ontologies built on top of SE general ontology. 
The first layer aims to describe super-concepts that are the same across all 
domains, it corresponds to the SE General ontology. The domain layer defines 
specializing concepts and semantic relations for a system engineering domain such 
as aeronautics. It integrates for examples domain theories and typical domain 
concepts that are shared in an engineering community. The application layer, 
presents specialized concepts used by specific system engineering organization, 
this is the most specialized level for knowledge characterization and acts as a 
systematized representation for annotating engineering knowledge projects.  The 
fourth layer corresponds to semantic annotation on SE project assets defined using 
conceptual vocabulary from the application layer. In this way, all SE project assets 
are captured as formal knowledge models, by instantiating these ontological 
concepts. 
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Fig  4: SE general ontology: domain, product and process facet 



 

 
 

Fig 5: Ontology layers for SE projects 

Most of the existing SE tools still lack essential aspects needed for supporting 
knowledge capitalization and reuse during projects processes. To our knowledge, 
there is no generic framework for knowledge management in SE domain.  
In design engineering domain, [16] have integrated concepts of artificial 
intelligence into commercial PDM systems. The software is based on a dynamic 
and flexible workflow model, as opposed to the deterministic workflows seen in 
most commercial PDM applications. [17] Describes an integration of a PDM 
system with ontological methods and tools.  
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4.  Related work 
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The Protégé ontology editor is combined with a commercial PDM system to 
provide knowledge management capabilities for the conceptual design stage. [18] 
Have designed ontology for the representation of product knowledge. A Core 
Ontology defines the basic structure to describe products from a functional view. 
An ontological architecture for knowledge management that resembles to our 
proposed framework has been proposed by Sebastian C. Brandt [19] and 
illustrated in the context of chemical engineering processes. Our knowledge 
modeling approach, in a way, tries to combine and to extend the ideas underlying 
the discussed related works into a coherent framework and to tailor them towards 
the specific system engineering domain and application. 

knowledge and could be considered as a knowledge production process.  We have 
proposed a knowledge modeling framework based on ontologies for capturing in a 
semantic level the informal engineering artifacts in SE projects.  A principal 
strand of future research is the application of this modeling framework in the 
context of an engineering organization to trigger further improvement. We plan 
also to use the same framework for capturing “best practices” knowledge. The 
problem of providing a knowledge management interface integrated to existing 
system engineering  support tools is also under investigation. 
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Machines with good sense: How can computers 
become capable of sensible reasoning? 

Junia C. Anacleto, Ap. Fabiano Pinatti de Carvalho, Eliane N. Pereira, 
1

Abstract   Good sense can be defined as the quality which someone has to make 
sensible decisions about what to do in specific situations. It can also be defined as 
good judgment. However, in order to have good sense, people have to use common 
sense knowledge. This is not different to computers. Nowadays, computers are still not 
able to make sensible decisions and one of the reasons is the fact that they lack 
common sense. This paper focuses on OMCS-Br, a collaborative project that makes 
use of web technologies in order to get common sense knowledge from a general 
public and so use it in computer applications. Here it is presented how people can 
contribute to give computers the knowledge they need to be able to perform common 
sense reasoning and, therefore, to make good sense decisions. In this manner, it is 
hoped that software with more usability can be developed. 

1 Introduction 

Until nowadays computer are not capable of understanding about ordinary tasks that 
people perform in their daily life. They cannot reason about simple things using good 
sense as a person can do, and, therefore, they cannot help their users as they could if 
they had the capacity of making good judgment about the users’ needs. 

Since late 1950s, Artificial Intelligence (AI) researches have been looking for ways 
to make computers intelligent so that they could help their users in a better way. Part 
of those researchers believes that, in order to be intelligent, computers should first get 
the knowledge about human experiences, which involves knowledge about spatial, 
physical, social, temporal, and psychological aspects of typical everyday life. The set 
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of these kinds of knowledge, which is shared by most of people who have the same 
cultural background, is called common sense [1], [8], [11]. 

Actually common sense knowledge is very important to reach good sense because 
people use it to make their judgments. For example, in order to judge as wrong the 
attitude of a child badly responding to his parents, people have to consider some 
common sense facts such as “a child must respect older people”, “parents are older 
than their children”, “responding in a bad way is not respectful”, and so on. 

Since common sense is essential to reach good sense, how can this knowledge be 
provided to computers? One idea is to construct machines that could learn as a child, 
observing the real world. However, this approach was discarded after Minsky’s and 
Papert’s experience [15] of building an autonomous hand-eye robot, which should 
perform simple tasks like building copies of children’s building-block structures. With 
this experience, they realized that it would be necessary innumerous short programs to 
give machines human abilities as cognition, perception and locomotion. 

Another idea is to build a huge common sense knowledge base, to store it in 
computers and to develop procedures which can work on that knowledge. This seems 
an easier approach; nevertheless there are big challenges that must be won in order to 
get it [2], [7]. The first challenge of the second idea is to build the common sense 
knowledge base, since it is believed that to cover the human common sense it is 
necessary billions of pieces of knowledge such as knowledge about the world, myths, 
beliefs, etc. [1], [9], [10], and it is know that common sense is cultural dependent [1], 
[2]. Other challenges are presented in further sections. 

Talking about building a large scale common sense knowledge base and developing 
applications capable of common sense reasoning, one attempt of this is the CYC 
Project, idealized by Douglas Lenat and that has been under development since 1984 
[9]. In this project, Knowledge Engineers work on data that is gotten by interviewing 
people, and populate the project common sense knowledge base, storing the 
knowledge in a specific language, CycL. This approach has been proved to be very 
expensive, since nowadays the sum expended with the project exceeds tens of millions 
dollars [16]. In this way, CYC has been working on other alternatives [16]. 

Another attempt to build the desired common sense knowledge base and to use it in 
computer applications is the OMCS (Open Mind Common Sense) project [17], which 
takes into account the fact that every ordinary people has the common sense that 
computers lack and, so, everyone can help to construct the base. In this project the web 
technologies play a very important role in the knowledge base building. In order to get 
common sense facts it was developed web sites where anyone who knows how to 
write in a specific language – there are many versions of the project, each one in a 
language, such as English, Portuguese, Mexican and Korean – can subscribes himself 
and contribute by entering statements in natural language that originates a semantic 
network which is used by computer application. 
 This paper focuses on the OMCS-Br (Brazilian Open Mind Common Sense) 
project and its approaches to give common sense to computers. It is organized as 
follows: section 2 goes over some challenges that were faced since OMCS-Br has been 
under development at the Advanced Interaction Laboratory (LIA) from Federal 
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University of São Carlos, Brazil; section 3 brings some accomplishments of the 
project; and section 4 presents some conclusions and points to future works. 

2  Challenges of getting and using common sense  

Providing computers with common sense knowledge is an old dream of some AI 
researchers. In 1959, McCarthy was already concerned about the importance of giving 
this kind of knowledge to machines in order to make them intelligent [14]. Actually, 
there are those, as Marvin Minsky, who believes that the true intelligence with which 
computers should be supplied, lays on this kind of knowledge [15]. In spite of that, 
few projects have been developed to the purpose of reaching this dream. This is 
because there are difficult issues to deal with, as the ones experienced by OMCS-Br 
and explored in this paper. 

First of all, to build a robust inference system based on common sense knowledge, 
it is necessary to construct a huge knowledge base [9], [10], [7]. However, what can be 
considered a huge knowledge base? Concerning those projects that collect common 
sense using natural language sentences, how many sentences should be necessary to 
cover the whole human knowledge? Furthermore, since it is known that common sense 
changes as time goes by, how long does it take to build the desired knowledge base? 
These are some questions that still have no answers, and maybe it was what has leaded 
some AI researchers not to invest on building common sense knowledge bases. 

Nevertheless, OMCS-Br researchers believe that, whereas there is still no huge 
common sense knowledge base, it is possible to make machines more helpful and quite 
intelligent with a bit of common sense knowledge gotten from web contributors, as 
[10] showed to be possible. However, other questions rise up, as the ones related to the 
knowledge base quality. How can collaborators be guided in order to enter sentences 
related to the several kinds of knowledge which compose people’s common sense? 
How should redundancy be treated? What about orthographic mistakes? A last 
question concerning the knowledge base construction: how can users be motivated to 
contribute on the website?  

Now talking about the knowledge pre-processing which is necessary in order to use 
the acquired knowledge in computer application [9] [11], natural language has several 
syntactic structures. How should sentences be managed in order to get a better use of 
the knowledge they express? Which natural language parser should be used?  

These are some questions which OMCS-Br has faced with since it has been 
launched. The approaches adopted by the project to some of them are presented in the 
next section. 

3 The OMCS-Br Project accomplishments 

Notwithstanding challenges, OMCS projects have been working to overcome all 
of them. Here it is presented how OMCS-Br has been approaching some issues 
previously mentioned. To begin with the knowledge base building, OMCS-Br 

197Machines with good sense: How can computers become capable of sensible reasoning? 



adopts template-based activities which guide users in such a way that they can 
contribute with different kinds of knowledge. The templates are semi-structured 
sentences in natural language with some lacunas that should be filled out with the 
contributors’ knowledge so that the final statement corresponds to a common 
sense fact. They were planned to cover those kinds of knowledge previously 
mentioned and to get pieces of information that will be used further to give 
applications the capacity of common sense reasoning. The template-based 
approach makes easier to manage the knowledge acquired, since the static parts 
are intentionally proposed to collect sentences which can be mapped into first 
order predicates, which composes the project’s semantic network. In this way, it is 
possible to generate extraction rules to identify the concepts present in a statement 
and to establish the appropriate relation-type between them. In OMCS projects, 
there are twenty relation-types, used to represent the different kinds of common 
sense knowledge, as it is presented in [11]. 

Those templates have a static and a dynamic part. The dynamic part is filled 
out by a feedback process that uses part of sentences stored in the knowledge base 
of the project to compose the new template to be presented. Figure 2 exemplifies 
how the feedback process works. At the first moment the template “You usually 
find a ___________ in a chair” of the activity Location is presented to a 
contributor – the templates bold part is the one filled out by the feedback system. 
In the example, the contributor fills out the sentence with the word “screw”. Then, 
the sentence “You usually find a screw in a chair” is stored in the OMCS 
knowledge base. At the second moment, the template “A screw is used for 
__________” of the activity Uses is shown to another contributor. Note that the 
word screw entered at the first moment is used to compose the template presented 
at the second moment.  

 
Figure 1. Example of the OMCS-Br feedback process 

The feedback process used in OMCS-Br website was planned in order to allow 
varied templates to be generated so that users are able to contribute on several 
subjects and do not get bored with always filling out the same sentence. 

Still related to the feedback process, considering that the sentences stored in the 
knowledge base will be used to compose templates that will be shown to other 
contributors, it is important to provide a way through what it could be selected the 
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sentences that should be used by the feedback process. Thinking in this need, it was 
developed in OMCS-Br an on-line review system, which can be accessed just by the 
ones who have administrator privileges, where the sentences are selected to be or not 
to be used by the feedback process.  

In order to perform the review, it was defined some rules to assure that common 
sense knowledge would not be discarded. The rules adopted in the review process are 
the following:  
1. Sentences generated from a template that was filled out with a set of character 

without any meaning in Brazilian Portuguese are rejected. For example – if 
someone fills out a template with “dafasdfasd” the sentence is rejected; 

2. Sentences with errant spelling, e.g., sentences that were filled out with words that 
are written orthographically wrong, are rejected; 

3. Sentences generated by a template which was filled out differently from the 
default defined by the Knowledge Engineers to that activity, are accepted, but the 
entry is not used in feedback process. This happened for example, when the 
Knowledge Engineer defined that the default entry to a template is a noun phrase 
but the contributor filled it out with a verbal phrase. The entry is accepted, if all 
words are orthographically correct. The justification to this approach is that if the 
entry is accepted to the feedback process, it will be generated templates 
syntactically incorrect. 

4. Sentences generated by a template that was filled out with bad words are 
accepted, but this entry is not used by the feedback process. 

It is worth pointing out that during the review process the reviewer is not allowed 
to judge the semantic of a sentence. That is because it does not matter if a sentence 
seems strange in meaning or if it has already been scientifically proved as wrong. 
Common sense knowledge does not match scientific knowledge necessarily. Since a 
sentence is accepted as true by the most people who share the same cultural 
background, it is considered as a common sense sentence. Because of that reviewers 
are not allowed to judge if a sentence is common sense sentence or not.  

Besides the templates about general themes such as those about “things” which 
people deal with in their daily life, “locations” where things are usually found and the 
common “uses” of things, there are also, in the Brazilian project website, templates 
about three specific domains: health, colors and sexual education. They are domains 
of interest to the researches that are under development in the research group which 
keeps the project [5] [4] [2]. This approach is only used in Brazil and it was adopted 
taking into account the necessity of making faster the collection of common sense 
knowledge related to those domains. The specific-domain templates were defined with 
the help of professionals of each domain. They were composed with some specifics 
words which instantiate the templates of general themes, in order to guide users to 
contribute with sentences related to a domain. Table 1 shows the accomplishments that 
OMCS-Br has gotten with that approach. 

Table 1. Contributions on specific domains in OMCS-Br 

Domain Number of contributions Period of collection 
Health 6505 about 29 months 
Colors 8230 about 26 months 

Sexual Education 3357 about 21 months 
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The numbers of contributions in each domain can seem to be irrelevant, however, 
considering the only 2 facts about AIDS found in the knowledge base before creating 
the theme Sexual Education, it can be noticed the importance of domain-
contextualized templates in order to make fast the collection of statements related to 
desired domains. 

Another accomplishment of the OMCS-Br is related to the variety of contributor 
profiles. Nowadays there are 1499 contributors registered in the project site of which 
19.33% are women and 80.67% are men. The most part of contributors (72.80%) is 
from Brazil South-east area, followed by the South area (15.25%). Those numbers 
point to the tendency that is proved by geographic sciences, which present the South-
east and South area as being the most developed areas of Brazil. Considering that, it is 
perfectly understandable that, being well developed areas, their inhabitants have easier 
access to the Internet. Table 2 and Table 3 present other characteristics of OMCS-Br 
contributors. 

Table 2. Percentage of contributors by 
age group 

Age group Percentage 
Younger than 12 years  0.75 % 
13 – 17 20.51 % 
18 – 29 67.36 % 
30 – 45 9.88 % 
46 – 65 1.22 % 
Older than 65 years 0.28 % 

Table 3. Percentage of contributors by 
school degree 

School degree Percentage 
Elementary school 2.21 % 
High school 18.17 % 
College 65.86 % 
Post-Graduation 4.52 % 
Master Degree 7.04 % 
Doctorate Degree 2.21 % 

 
Another conquest of OMCS-Br is the amount of contributions. Within two years 

and a half of project, it was gotten more than 174.000 sentences written in natural 
language. This was possible thanks the web technology and the marketing approach 
adopted by LIA. As the project was released in Brazil in 2005, it was realized that the 
knowledge base would rise up significantly just when there were an event that put the 
project in evidence. Figure 2 demonstrates this tendency.  

 

It can be noticed in Figure 2 that the periods where the knowledge base grew up 
significantly were from August to October 2005, from January to March 2006, from 
August to October 2006, from January to February 2007 and from November to 
December 2007. This is an interesting fact, because those jumps in the knowledge base 
just followed some marketing appeals performed by LIA. In the first one, LIA got 
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published some articles in some newspapers of national coverage telling people about 
the project and asking for people contribution. After had those articles printed, the 
OMCS-Br knowledge base reach the number of 50.000 sentences. Three months later, 
the knowledge base established and passed to grow up very slowly. 

Thinking of having another jump in the knowledge base size, it was released in the 
later January 2006 a challenge associated to the Brazilian carnival. In that challenge, it 
was offered little gifts as prizes to the three first collaborators that contributed with the 
most number of sentences in the site activities. The winners received T-Shirts of the 
OMCS-Br Project and pens of MIT. The challenge was announced among the project 
contributors, which received an e-mail telling about it. The announcement was also 
posted in the Ueba website (www.ueba.com.br), a site of curiosities which target 
public is people interested in novelties. As it can be noticed, the knowledge base size 
had a jump as soon as the challenge was launched. The same approach was used in 
August 2006, January 2007 and December 2007. 

Although the approach has gotten a good response from the contributors in the first 
three challenges, it can be noticed in Figure 2 that this approach is becoming 
inefficient. Thinking about keeping the knowledge base growing up, it is under 
development some games, following project contributors’ suggestions, in order to 
make the collection process funnier and more pleasant. 

Besides the knowledge base growth, another important issue in OMCS-Br is the 
pre-processing of the sentences stored in the knowledge base. As the knowledge is 
collected in natural language, it might be put in a computational notation in order to be 
used in computer application. The knowledge representation adopted in OMCS-Br is a 
semantic network. 

After being generated in the extraction process, i.e. the process which extracts the 
semantic network nodes from the natural language statements stored in the knowledge 
base and relates them through first order predicates, the network nodes are submitted 
to a normalization process. Since the sentences collected in the site can vary in their 
morphology, it is needed to manipulate those sentences in order to increase the 
semantic network connectivity. 

In order not to have inflected concepts, which means same words varying in 
number, tense, etc, separated in the semantic network, a set of heuristics is applied on 
the contributions so that they are grouped in a single node of the semantic network. 

The normalization process in OMCS-Br is performed using Curupira [13], a 
syntactic parser for Brazilian Portuguese. However, as the parser does not strip the 
sentence inflectional morphology, it was developed a Python module to normalize the 
nodes. For this purpose, it is used the inflectional dictionary developed in the 
UNITEX-PB Project [18], which has all inflectional forms of Brazilian Portuguese 
morphological classes. 

The module works in 3 steps. First of all, each sentence token is tagged using the 
Curupira parser. Afterward, articles and cardinal numbers are taken off – proper nouns 
are kept in original form. Special Portuguese language structures are treats. For 
instance, the ênclise structure, which is a case of pronominal position where the 
pronoun is concatenated after the verb, is stripped from the sentences and the verb is 
put in the infinitive form. For example, the verb “observá-la” (“observe it”) is 
normalized to “observar” (“to observe”). Overall, each tagged token is normalized by 
searching its normal form in the inflectional dictionary used. In this way, sentences 
that were separated by morphological variations, like “comeria maçãs” (“would eat 
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apples”) and “comendo uma maçã” (“eating an apple”), are reconciled during the 
normalization process generating the normalized expression “comer maçã” (“to eat 
apple”).  

In order to check the connectivity of the network generated using and not using the 
normalization process a test was performed. The results of this measurement are 
presented in Table 4. 

structure 
 non-normalized normalized normalized/ non-normalized 

nodes 36,219 31,423 - 13.24 % 
relations 61,455 57,801 - 5.95 % 

average nodal edge-density 4.4643 3.3929 + 31.57 % 

 
These results can be interpreted as follows: regarding the number of nodes and 

relations, they were decreased after the normalization process. This confirms the 
tendency that the normalization process makes reconciliations between morphological 
variations, and thus unifies them.  

Another result that can be inferred examining the connectivity of semantic network 
is that the nodal edge-density has increased more than 30%, which demonstrates that 
the normalization process improves the connectivity of nodes. 

Other strategy to improve the connectivity of the network is to extract new relations 
from the original relations. This is made applying a set of heuristic inferences over the 
original relations nodes. The relations generated by these heuristics are K-Line 
relations, a kind of relation based on Minsk’s Theory about the contextual mechanism 
in memory [15]. 

One of these heuristics identifies whether a node is composed by more than a word, 
finds the node components variations based on grammar patterns and establishes 
“ThematicKLine” relations between the variations which do not have any word in 
common. For example, in the node “pote de mel na mesa” (“honey jar on the table”) it 
is found the following variations: “pote de mel” (“honey jar”), “pote” (“jar”), “mel” 
(“honey”) e “pote na mesa” (“jar on the table”). So, it is generated the following 
ThematicKLine: 
(ThematicKLine ‘pote de mel’ ‘mesa’) 
(ThematicKLine ‘pote na mesa’ ‘mel’) 
(ThematicKLine ‘pote’ ‘mesa’) 
(ThematicKLine ‘pote’ ‘mel’) 
(ThematicKLine ‘mesa’ ‘mel’) 

Another heuristic considers the nominal adjuncts in a node. In Portuguese, the 
nominal adjunct is a phrase accessory term that delimits or specifies a noun, and can 
be composed by a noun followed by an adjective. With this construction, it is created 
“SuperThematicKLine” relations, which establish generalization/specialization 
relation between the nodes. This relation links the entire structure to the stripped 
adjective structure. For example, from the expressions “sala grande” (“big room”) it is 
created the following relations: 
(SuperThematicKLine ‘sala grande’ ‘sala’) 
(SuperThematicKLine ‘sala grande’ ‘grande’) 

In this way, related terms are linked one another in the semantic network which 
became consequently more connected. 
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These are the approaches which are used by the OMCS-Br project. The next section 
presents some conclusions on providing common sense to computers so that they can 
make sensible reasoning and points to some projects which are under development 
using the architecture of this project. 

4 Conclusions and Future works 

This paper presented the approaches adopted by OMCS-Br to collect common sense 
knowledge from a general public and use it in computer applications. The project has 
been working on three fronts to make possible the development of applications which 
are capable of common sense reasoning. It is believed that, giving computer this ability 
is a step on getting machines which can act with good sense. In this way, it would be 
possible to construct applications which can support their users in a better way, 
offering a contextualized help, according to the common sense knowledge which the 
machines were provided with. 

A research developed at LIA has pointed to the fact that OMCS-Br knowledge 
bases store cultural differences as it is presented in [1] and in [2]. As future work, it is 
intended to invest in the development of applications with intelligent interfaces. Those 
interfaces would take into account the cultural context, since it is known that cultural 
differences impacts directly in the user interface [12]. Considering common sense 
knowledge, applications could offer an interaction instantiated to that cultural 
background. Another research developed at the laboratory is related to using common 
sense knowledge to support teachers to plan learning activities [6]. It is being 
investigated, how common sense knowledge can be used by teachers in order to make 
them concerned about the previous knowledge of its students, about the 
misconceptions that should be approached during a learning activity, since common 
sense register myths, believes and procedures of the daily life, and so on. Also 
common sense reasoning has been integrated to Cognitor, an authoring tool developed 
at LIA, whose main purpose is to support the development of learning material to be 
delivery electronically [3]. There is another research related to how common sense 
reasoning can be used in the development of educational games [4], which allow 
teachers to use common sense knowledge in order to contextualize the learning 
process.  

Actually, there are lots of challenges to be won in order to reach the dream of make 
machines capable of common sense reasoning and, consequently, good sense 
reasoning. The OMCS-Br group is concerned about the innumerous challenges which 
they might deal with and it has been looking for solutions that can lead to the success 
of the project as a whole. 
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Jörg Cassens and Rebekah Wegener

Abstract One of the challenges for ambient intelligence is to embed technical arte-
facts into human work processes in such a way that they support the sense making
processes of human actors instead of placing new burdens upon them. This success-
ful integration requires an operational model of context. Such a model of context
is particularly important for disambiguating abstract concepts that have no clear
grounding in the material setting of the work process. This paper examines some of
the strengths and current limitations in a systemic functional model of context and
concludes by suggesting that the notions of instantiation and stratification can be
usefully employed.

1 Introduction

The exhibition of intelligent seeming behaviour is necessary for an artefact to be
considered intelligent. Intelligent seeming behaviour is generally considered to be
behaviour that is contextually appropriate. An ability to accurately read context is
important for any animal if it is to survive, but it is especially important to social
animals and of these perhaps humans have made the most out of being able to read
context, where such an ability is tightly linked to reasoning and cognition [1].

The necessity of exhibiting some kind of intelligent behaviour has lead to the
developments jointly labelled as ambient intelligence [2]. But to successfully create
intelligent artefacts, the socio-technical processes and their changes through the use
of mediating artefacts have to be examined more closely. This paper focuses on
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how a social-semiotic theory of language, in which context is seen as integral to
understanding communication, can be usefully employed in ambient intelligence.
Ambient intelligence and its requirements from semiotics is further discussed in
section 2 below.

Semiotics, or the study of sign systems, is here examined using a systemic func-
tional model (see section 3). Systemic functional linguistics is a social semiotic
theory of language which treats all behaviour as meaning bearing. This includes the
behaviour of non-human participants and is oriented to the shared rather than the
unique aspects of sign systems. The relationship between semiotics and ambient in-
telligence is outlined in section 4 below. In this paper we discuss how a systemic
functional approach to semiotics is valuable in defining abstract concepts, see sec-
tion 5. Abstract concepts, or concepts which have no direct referent in the material
setting, are an important part of the mental tool set for humans. They allow us to
transcend the here and now by providing us with a shorthand for complex events
or complex sets of ideas. Despite this benefit, they do represent a challenge for
modelling within ambient intelligence. Because they lack a clear material referent,
abstract concepts are difficult to disambiguate and respond appropriately to. We pro-
pose that a systemic functional model of context will be beneficial in understanding
abstract concepts.

We conclude this paper by pointing to future work in this area. For example,
while we have focused on devices designed to interact closely with a single user,
humans typically interact in groups, so it will be necessary to consider the impact
of this for environments where not all users share the same meaning system.

2 Ambient Intelligence

In understanding human cognition and reasoning, disciplines such as neuroscience,
psychology, sociology, linguistics, and philosophy have had to take a stance on con-
text as a concept. Setting aside the more mechanistic views taken on reasoning,
which typically need not consider context at all, positions on context tend to fall
into two broad domains: those who see context as vast and unable to be coded and
those who view some form of generality and coding as being possible.

For social and practical reasons, historically, AI has drawn heavily from formal
logic. For example, one of the benefits of such models was that they were compara-
bly easy to implement. Formal logic is concerned with the explicit representation of
knowledge and places great emphasis on the need to codify all facts that could be of
importance. This focus on knowledge as an objective truth can be traced back to e.g.
the logic of Aristotle who believed that at least a particular subset of knowledge had
an objective existence (Episteme) [3]. This view contrasts with that of, for example,
Polanyi, who argues that no such objective truth exists and all knowledge is at some
point personal and hidden (tacit) [4].

The total denial of the existence of an objective truth is problematic, since con-
sequently there can exist no criterion to value any representation of knowledge. We
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can contrast this with the view of Kant, who regards the accordance of the cogni-
tion with its object as being presupposed in the definition of truth [5, p. 52]. Going
further, he makes clear that a purely formal and universal criterion of truth cannot
exist. He foregrounds the dialectic relation between the formal logic and the ob-
jects to which this logic may be applied and which are given through intuition. Such
a dialectic approach overcomes the conceptual difficulties outlined above, but the
consequences for computational models are not easily accounted for.

Context does not fit very well with the strict logical view on how to model the
world. However, an extrememly personal and unique account of context serves lit-
tle purpose in attempting generality. Context is, after all, a shared and very elusive
type of knowledge. Despite the fact that humans can quite easily read context, con-
text is hard to quantify in any formal way, and it is difficult to establish the type
of knowledge that is useful in any given situation. Ekbia and Maguitman argue that
this has led to context being largely ignored by the AI community [6]. Neither the
relativist nor the formal logic approach to context has been very useful at producing
accounts of context which resonate with the AI community, and, except for some
earlier work on context and AI, Ekbia and Maguitman’s observation still holds.
Systemic-functional linguistics as described in the following section employs a di-
alectic view on context, and therefore avoids the pitfalls of the formal logic as well
as the relativistic approaches.

3 Semiotics

Understanding meaning making and meaning making systems is the domain of
Semiotics. Semiotics is commonly understood to be the study of sign systems and
we here make use of systemic functional linguistics which is a social semiotic[7].
Semiotics itself has a long history and its use in computer science is not new, even
if not extensive. However, it is not our intention in this paper to review the body of
work surrounding semiotics though we are mindful of the impact of this work on the
field today, in particular the work of Saussure [8], Peirce [9] and Voloshinov [10].
For a comprehensive account of semiotics as it is applied to computing we recom-
mend works such as Gudwin and Queiroz [11] (in particular Bøgh Andersen and
Brynskov [12] and Clarke et al. [13]) as well as de Souza [14]. The intelligent arte-
facts that we consider in this paper are an integral part of social interaction. They
change the sense making process on the side of the human users as well as their
own functioning as signs (contextualised by the users). Ideally, the artefact should
be able to adapt to its use and user, and the means for this adaptation will have to be
laid out by the designers.

In this research, we have used the social semiotics outlined by Halliday (see for
example [15] and [16]). Halliday combines the strengths of the approaches of Saus-
sure, Pierce, and Voloshinov. He brings together the tradition of relational thinking
from Saussure, the understanding that different modalities have consequences for
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the structure of meanings from Pierce, and from Voloshinov, the insistence that the
sign is social.

Halliday’s Systemic Functional Theory of language (SFL) is a social semiotic
theory that sets out from the assumption that humans are social beings that are in-
clined to interact [15]. In this paper we examine the value of the SFL notion of
context, which views context as all the features of a social process relevant to mean-
ing making. These features are organised into 3 core parameters of context: Field,
Tenor and Mode, where field is “the nature of the social activity. . . ”, tenor is “the
nature of social relations. . . ”, and mode is “the nature of contact. . . ” [17]. Con-
text, in SFL is one of four linguistic levels (see below), which are related realiza-
tionally rather than causally, meaning that patterns on one level both construe and
construct patterns on another level. Halliday manages the complexity of language
by modelling it as a multidimensional system. The most crucial dimensions of this
multidimensional system for our purposes are: stratification and instantiation. We
examine how these key notions of SFL make this model of context valuable for AI.
Focusing in particular on the notion of instantiation.

Stratification: Halliday uses a stratified model of language that incorporates the
levels of the expression plane (including sound systems – phonetics and phonology,
gesture, pixels etc.), lexicogrammar (lexis/grammar – or wording and structure), se-
mantics (the meaning system) and context (culture and situation – elements of the
social structure as they pertain to meaning). Description on each stratum is func-
tionally organised into systems.

Instantiation: Halliday uses a tripartite representation of language, which has
language as system, language as behaviour and language as knowledge. Language
as system encapsulates the abstract structure of language. This accounts for the reg-
ularised (though changeable) patternings that we see in language. It is this regular-
ity that makes prediction and a certain degree of formalism (at least of a functional
nature) possible. Language as behaviour looks at the activity of language, while lan-
guage as knowledge looks at the way in which we know language. But we do not
do these things independently. We do not know language as a set of abstract rules.
Rather we know language in the sense of knowing how to use it, in the sense of
knowing how to communicate with others [15]. In practice these things occur to-
gether. When we try to build a device, it is language behaviour and knowledge that
we face, yet it is the seemingly inaccessible system that we need to encode in order
to produce intelligent seeming behaviours and knowledge in the device.

The concept that encapsulates this problem is what Halliday calls the cline of
instantiation. This is a way of looking at the relationship between System (which at
the level of context means the culture) and Instance (which at the level of context
means the situation that we are in). This is represented in figure 1. Here we see in
the foreground the system view of language, and its grounding in the instance.

The formalization of a level of context as part of a polysystemic representation of
language has long been emphasized in the work of systemic functional linguists, es-
pecially Halliday and Hasan [18]. It is the dialectic approach of systemic functional
linguistics which avoids the problem of vastness and that of uniqueness.
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Fig. 1 The dimensions of language – Halliday and Matthiessen

Instances that share a similar function, e.g. instances of ward rounds in hospitals,
typically share a similar structure. Halliday refers to these situation types as registers
and they represent a functional variety of language [16]. The value of register is that
we do not have to describe everything. Register can be thought of as an aperture
on the culture. So, we are not faced with the full complexity of the culture. This
does not mean that we do not keep the culture in mind. Any picture of a part of the
system necessarily has the full system behind it. With register we set out from the
instance, but keep in mind that each instance is a take on the system. Our notion of
what constitutes an instance is shaped by our understanding of the culture/system.
So, although Halliday represents the relationship between system and instance as a
cline of instantiation, it is probably best understood as a dialectic since the two are
never actually possible without each other. Register does not so much sit between
system and instance, as it is a take on system and instance at the one time. It is the
culture brought to bear on the instance of the social process.

For ambient intelligence, this means that we are not faced with the unhelpful
uniqueness of each instance, because we are viewing it through the system and
therefore foregrounding the shared aspects. Neither are we confronted with the
seemingly impossible task of transcribing the infinity of culture, because we are
viewing the culture through the aperture of the instance.
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4 Semiotics in Ambient Intelligence

In this section, we will give our basic understanding of how semiotics can be used to
understand the peculiarities of user interaction with ambient intelligent systems. The
basic concept of the chosen interpretion of semiotics is the sign, a triadic relation of
a signifier, a signified, and object. We look at the process of sense-making, where a
representation (signifier) and its mental image (signified) refer to an entity (object)
(the meaning of a sign is not contained within a symbol, it needs its interpretation).

On the background of semiotics, meaningful human communication is a sign pro-
cess. It is a process of exchanging and interpreting symbols referring to objects. The
user of a computer systems sees his interaction with this system on this background.
When typing a letter, he does not send mere symbols, but signs to the computer, and
the feedback from the machine, the pixels on the screen, are interpreted as signs: to
the user, the computer is a “semiotic machine”. The question that arises is whether
a computer is actually itself taking part in the sense making process.

On one hand, following for example Kant, human understanding has as a neces-
sary constituent the ability to conceptualise perceived phenomena through an active,
discursive process of making sense of the intuitive perception [5, p. 58]. Following
this understanding, computer systems are only processing signals, lacking the neces-
sary interpreting capabilities humans have. They only manipulate symbols without
conceptualising them.

On the other hand, we can take a pragmaticist approach, following for example
Peirce and Dewey, and focus not on whether the machine is itself a sense maker,
but on how its use changes the ongoing socio-technical process, and whether it can
mediate the sense making process. From this point of view, the computer can be a
sense making agent if its actions are appropriate in terms of the user’s expectations.

Both approaches lead to a change in the issues we deal with when constructing
an ambient intelligent system. The problem is transformed from one where the issue
is to build a machine which itself realises a sense making process to one in which
the issue is to build a computer thats actions are appropriate for the situation it is in
and which exhibits sufficient sign processing behaviour.

We argue that, in order to make a pervasive, ambient intelligent system that be-
haves intelligently in a situation, it must be able to execute actions that make a
difference to the overall sense making process in a given context. This differs from
the interaction with traditional systems in which case the sense-making falls wholly
on the side of the human user: You do not expect a text processor to understand your
letter, but you expect an ambient intelligent system to display behaviour suggesting
that it understands relevant parts of the situation you are in. When interacting with
ambient intelligent systems, the user should be facilitated to subscribe to the sense
making abilities of the artefacts. We consider the ability of the system to deal with
concepts which have no direct material reference to be important to achieve this
goal.
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5 Abstract Concepts

Abstraction, or the ability to create a more general category from a set of specifics
by whatever principle, is arguably one of the most useful mental tools that humans
possess [19]. Indeed [20] suggests that the abstract categories that form part of our
everyday life and language, are typically below conscious attention and only become
apparent through linguistic analysis.

Such abstraction, though important to human intelligence, presents a challenge

gency’. Emergency has numerous meanings depending on the context in which it
occurs. For the purposes of our discussion we will here limit ourselves to the hos-
pital environment. In the hospital environment, emergency’ has specific meanings
that are distinct from the meanings in other contexts. Not only are there hospital
specific meanings (culture specific), but the meaning varies according to the situ-
ation as well (situation specific). Within the hospital domain the term emergency
may be understood to have two distinct meanings. Firstly, the term may mean the
emergency department of the hospital. This is a concrete concept with a direct ma-
terial referent of a place: the emergency department of the hospital. Drawing on the
notion of stratification, we can see that this concept is typically realized in the lexi-
cogrammar 1

department’).
Secondly, the term may mean an emergency. This meaning of the term is an ab-

stract concept with no direct referent in the material setting, referring instead to a
state. This term is realized in the lexicogrammar by use of a non-specific deictic (e.g.

that is the circumstance, but either time or location.
Our focus in this paper is on the second of these meanings. This meaning, an

emergency, may be understood to refer to a complex set of actions and relations that
constitute an interruption to the normal flow of a social process. This interruption
may be:

• Culture based: deriving from the function of the broader hospital culture, or,
• Context based: deriving from variation within the structure of the social process

itself.

It is this relation between culture based and context based meanings that is explored
below.

gency’ and respond appropriately. They may need, for example, to “be quiet” while

1 This makes use of the relationship between patterns on different levels of language. For details,
see section 3
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for modelling in ambient intelligence. Consider the meanings of the word ‘Emer-

‘

by use of the specific deictic (e.g. ‘the emergency department’), and by
the possibility of using it as a circumstance location spatial (e.g. ‘in the emergency

‘an emergency’) and may, if used in the past tense, use the specific deictic accom-

in F ward’ or ‘the emergency this morning’). Note that here it is not the emergency
panied by a circumstance of location either spatial or temporal (e.g. ‘the emergency

To function intelligently in context, artefacts must be able to recognise ‘emer-

the doctor deals with an ‘emergency’ or they may need to “provide new informa-
tion” needed by the doctor in an ‘emergency’. To account for these complexities,
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a rich, but targeted, description of the culture is needed. To do this we will use the
notions of register and generic structure potential [21] and a contextual model of
language.

In order to establish what emergency means in this context we need to see its
place in the system. That means we need to understand how it fits within the hospital
culture. Understanding the richness of the culture is part of adequately embedding
a device into that culture. Not doing so runs the risk of producing an artefact un-
suited to its purpose and thus unintelligent. Part of what makes something (appear)
intelligent is the ability to read and respond to the context. Context here is not just
the immediate setting of the artefacts, (the context of situation), but the culture of
which that setting is a part. Ward rounds then must be seen from the perspective of
how they fit into the hospital culture. Within the function of the hospital, which is
the restoration of health, the function of ward rounds is to monitor health. Because
it has a ‘monitoring’ function within the hospital culture, it will be possible for the
ward round to be interrupted by ‘emergencies’ from the wider hospital, since the
function of the hospital overrides that of the ward round in terms of urgency.

By understanding the function of the ward round, and its contextual configura-
tion, it is possible to state a generic structure potential for a ward round. A generic
structure potential is a statement of the likely structure of a context. A generic struc-
ture however does not mean that there will not be variation.The notion of a ward
round for example, is itself a functional abstraction2 of all the behaviours, relations,
and communications that go into completing a ward round. We are able to recog-
nise from experience that certain behaviours by different participants, combined
with certain roles and relations (e.g. ward doctor, ward nurse, patient, specialist)
combined with the exchange of certain types of information (receiving information,
requesting information, giving information) together constitute a ward round. None
of these behaviours, relations or communications on their own constitutes a ward
round, the ward round is identified by all of these things together.

Understanding the function both of the hospital within society and the ward
round within that environment, facilitates the construction of a picture of the generic
structure of a ward round and its place within the broader hospital culture. This
enables a better understanding of the likely meaning of abstract concepts such as
‘emergency’. Based on these conceptions of the ward round context, it is possible to
posit the existence of two broad categories of emergency: those constituting an in-
terruption to the ward round (when the hospital culture impinges on the ward round)
and those constituting a change to the ward round (when there is internal variation in
the ward round context). Because the first involves changes to the field (a new topic,
ward, and focus), tenor (very different participants and role relations), it is likely
to require a “new information response”. This is because the field, tenor and mode
settings have changed so much that it is now a new context and will thus require
different information to suit this new context. The second will not involve changes
to the mode or tenor, and only minor changes to the field. Thus it is likely to require
a “be quiet and await query” response. This is because this is not a new context, it

2 Here used to refer to the means by which abstraction is made, i.e. by considering the function of
the behaviour.
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is simply variation within the structure of the ward round. By utilising the notion of
register to limit what we have to consider in the culture, and the concept of generic
structure potential to model a typical view of the situation based on our study of the
instances, we are able to better understand the context of the ward round and how to
model abstract concepts for this context.

6 Conclusion and further work

In this paper we have considerered one of several ways that semiotics can be made
fruitful in ambient intelligence. This research has suggested many areas of future
investigation. In this project we have focused on the individual, but the sign making
process is a negotiated process. It is not simply one meaner that has to be considered.
In any exchange there are always at least two meaners, and more typically more than
two. Multiparticipant communication represents a challenge to modelling. We have
to keep in mind that others may share our conceptualisations and meanings only to
a certain extent. When ambient intelligent systems link different people this is an
important thing to remember. The closer a person is in our social network the more
likely they are to share our meanings, while the further out in our social network
the less likely they are to share meanings. In the hospital environment, ambient
intelligent devices can belong to different groups of users. Should we model them in
a way that the assistant of a nurse is more likely to share concepts with the assistant
of another nurse than that of a physician?

Ambient intelligent systems will have deal with these kinds of challenges. An-
other point to consider is where in the network the system itself sits. What is the
relation of the system to its user? To other pervasive devices? To their users? We are
effectively dealing with a case of dialectal variation. Certain users may find some
signs transparent and others not, while other users may find the exact opposite. If
ambient intelligent systems are used to link people how do they best utilise signs
to do this? This issue becomes very important when health care professionals from
different cultural and language backgrounds have to interact.

Another issue we would like to explore further is the extent to which it is possible
to relate a semiotic approach to ambient intelligent systems design to other socio-
technical theories already in use in the field of ambient intelligence. A promising
candidate is for example activity theory. Bødker and Andersen have outlined some
properties of a socio-technical approach taking advantage of ideas from both theo-
retical frameworks [22], and we would like to extend this to cover specific aspects
of SFL and Cultural-Historical Activity Theory (CHAT). This will potentially ex-
tend the number of projects from which we can borrow findings, meaning a richer
description of the hospital environment.

Another point we have not fully explored yet is the relation of concepts from
SFL with specific methods from the field of artificial intelligence. For example, the
notion of genres in SFL seems to be a likely candidate for knowledge poor lazy
learning mechanisms, while the descriptive power of register might be exploitable
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in knowledge intensive or ontology based approaches. A promising candidate to
combine these aspects is knowledge-intensive case-based reasoning.
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Making Others Believe What They Want

Guido Boella, Célia da Costa Pereira, Andrea G. B. Tettamanzi, and Leendert van
der Torre

Abstract We study the interplay between argumentation and belief revision within
the MAS framework. When an agent uses an argument to persuade another one,
he must consider not only the proposition supported by the argument, but also the
overall impact of the argument on the beliefs of the addressee. Different arguments
lead to different belief revisions by the addressee. We propose an approach whereby
the best argument is defined as the one which is both rational and the most appealing
to the addressee.

Galbraith [5] put forward examples of public communication where speakers have
to address a politically oriented audience. He noticed how it is difficult to propose
them views which contrast with their goals, values, and what they already know.

Speaker S , a financial advisor, has to persuade addressee R, an investor, who
desires to invest a certain amount of money (im). S has two alternative arguments
in support of a proposition wd (“The dollar is weak”) he wants R to believe, one
based on bt → wd and one on hb→ wd:

1. “The dollar is weak (wd) since the balance of trade is negative (bt), due to high
import (hi)” (a = 〈{bt → wd,hi→ bt,hi}〉)
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2. “The dollar is weak (wd) due to the housing bubble (hb) created by excess sub-
prime mortgages (sm)” (hb→ wd, sm→ hb, sm). And to the reply of R: “There
is no excess of subprime mortgages (sm) since the banks are responsible (rb)”
(rb→¬sm, rb), S counters that “The banks are not responsible (rb) as the En-
ron case shows (ec)” (ec→¬rb, ec).

Assume that both agents consider a supported proposition stronger than an un-
supported one (e.g., ec→¬rb prevails on rb alone). Although, from a logical point
of view, both arguments make the case for wd, they are very different if we consider
other dimensions concerning the addressee R. For example, even if R could accept
wd, other parts of the arguments have different impacts.

Accepting the arguments implies not only believing wd, but also the whole ar-
gument from which wd follows (unless we have an irrational agent which accepts
the conclusion of an argument but not the reasons supporting the conclusion). This
means that R undergoes a phase of belief revision to accept the support of the ar-
gument, resulting in a new view of the world. Before dropping his previous view of
the world and adopting the new one, he has to compare them.

• The state of the world resulting from the revision is less promising from the point
of view of the possibility for R of reaching his goals. E.g., if the banks are not
responsible, it is difficult to achieve his goal of investing money im.

• The state of the world resulting from the revision contrasts with his values. E.g.,
he has a subprime mortgage and he does not like a world where subprime mort-
gages are risky due to their excess.

• He never heard about hb→ wd, even if he trusts S ; this is new information for
him.

Thus R is probably leaning to accept the first argument which does not interact
with his previous goals and beliefs, rather than to accept the second one, which,
above all, depicts a scenario which is less promising for his hopes of making money
by investing. Thus, a smart advisor, which is able to figure out the profile of the
investor, will resort to the first argument rather than to the second one.

Even if such evaluation of R’s in deciding what to believe can lead to partially
irrational decisions, this is what happens in humans. Both economists like Galbraith
and cognitive scientists like Castelfranchi [8] support this view. Thus, S should
take advantage of this mechanism of reasoning.

In particular, an agent could pretend to have accepted the argument at the public
level, since he cannot reply anymore to the persuader and he does not want to appear
irrational. However, privately, and in particular when the time comes to make a
decision, he will stick to his previous beliefs.

For this reason, if we want to build agents which are able to interact with hu-
mans, or believable agents, or if we want to use agent models as formal models for
phenomena which are studied informally in other fields like economics, sociology,
and cognitive science, and, moreover, to avoid that our agents are cheated by other
agents which exploit mechanisms like the one proposed here, these phenomena must
be studied.
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We adopt a simple framework for argumentation along the lines of Dung’s orig-
inal proposal [4] by instantiating the notion of argument as an explanation-based
argument. Given a set of formulas L, an argument over L is a pair A = 〈H,h〉 such
that H ⊆ L, H is consistent, H � h, and H is minimal (for set inclusion) among the
sets satisfying the former three conditions. On the set of arguments Arg, a priority
relation � is defined, A1 � A2 meaning that A1 has priority over A2.

Let A1 = 〈H1,h1〉 and A2 = 〈H2,h2〉 be two arguments. A1 undercuts A2, in sym-
bols A1 � A2, if ∃h′2 ∈ H2 such that h1 ≡ ¬h′2. A1 rebuts A2, in symbols A1 � A2,
if h1 ≡ ¬h2 (note that � is symmetric); finally, A1 attacks A2, in symbols A1 ��A2,
if (i) A1 � A2 or A1 � A2 and, (ii) if A2 � A1 or A2 � A1, A2 �
 A1.

The semantics of Dung’s argumentation framework is based on the two notions
of defence and conflict-freeness.

Definition 1. A set of arguments S defends an argument A iff, for each argument
B ∈ Arg such that B��A, there exists an argument C ∈ S such that C��B.

Definition 2. A set of arguments S is conflict-free iff there are no A,B ∈ S such that
A��B.

The following definition summarizes various semantics of acceptable arguments
proposed in the literature. The output of the argumentation framework is derived
from the set of acceptable arguments which are selected with respect to an accept-
ability semantics.

Definition 3. Let S⊆ Arg.

• S is admissible iff it is conflict-free and defends all its elements.
• A conflict-free S is a complete extension iff S = {A | S defends A}.
• S is a grounded extension iff it is the smallest (for set inclusion) complete exten-

sion.
• S is a preferred extension iff it is a maximal (for set inclusion) complete exten-

sion.
• S is a stable extension iff it is a preferred extension that attacks all arguments

in Arg\S.

In this paper we use the unique grounded extension, written as E(Arg,�). Many
properties and relations among these semantics have been studied by Dung and
others.

Example 1. The example of Section 1 can be formalized as follows in terms of ar-
guments.

a = 〈{bt → wd,hi→ bt,hi},wd〉, b = 〈{eg→¬hi,eg},¬hi)〉,
c = 〈{de→¬eg,de},¬eg〉, c� b, d = 〈{hb→ wd,sm→ hb,sm},wd〉,
e = 〈{rb→¬sm,rb},¬sm〉, f = 〈{ec→¬rb,ec},¬rb〉, f � e,
b � a, c � b, e � d, f � e,
Arg = {a,b,c,d,e, f},
E(Arg,�) = {a,c,d, f}.
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3 Arguments and Belief Revision

Belief revision is the process of changing beliefs to take into account a new piece
of information. Traditionally the beliefs are modelled as propositions and the new
piece of information is a proposition. In our model, instead, the belief base is made
of arguments, and the new information is an argument too.

Let ∗ be an argumentative belief revision operator, it is defined as the addition of
the new argument to the base as the one with the highest priority. Given A = 〈H,h〉,
a base of arguments Q and a priority relation �Q over Q:

〈Q,�Q〉 ∗A = 〈Q∪{A},�(Q,{A})〉 (1)

where �Q⊂�(Q,{A}) ∧∀A′ ∈ Q A
(Q,{A}) A′.
The new belief set can be derived from the new extension E(Q∪{A},�(Q,{A}))

as the set of conclusions of arguments:

B(Q∪{A},�(Q,{A})) = {h | ∃〈H,h〉 ∈ E(Q∪{A},�(Q,{A}))}. (2)

Note that, given this definition, there is no warranty that the conclusion h of ar-
gument A is in the belief set; indeed, even if A is now the argument with highest
priority, in the argument set Q there could be some argument A′ such that A′��A.
An argument A′ = 〈H ′,h′〉� A (i.e., h′ ≡ ¬h) would not be able to attack A, since
A
Q A′ by definition of revision. Instead, if A′ � A, it is possible that A does not un-
dercut or rebut A′ in turn, and, thus, A′��A, possibly putting it outside the extension
if no argument defends it against A′.

Success can be ensured only if the argument A can be supported by a set of argu-
ments S with �S which, once added to Q, can defend A in Q and defend themselves
too.

Thus, it is necessary to extend the definition above to sets of arguments, to allow
an argument to be defended:

〈Q,�Q〉 ∗ 〈S,�S〉= 〈Q∪S,�(Q,S)〉 (3)

where the relative priority among the arguments in S is preserved, and they have
priority over the arguments in Q:
�Q⊂�(Q,S) ∧
∀A′,A′′ ∈ S A′ 
(Q,S) A′′iff A′ 
S A′′ ∧
∀A ∈ S,∀A′ ∈ Q A
(Q,S) A′.

Example 2. Q = {e},S = {d, f},d 
S f , f 
S d,
〈Q,�Q〉 ∗S = 〈Q∪S,�(Q,S)〉,
E(Q∪S,�(Q,S)) = {d, f},
d 
(Q,S) e, f 
(Q,S) e,d 
(Q,S) f , f 
(Q,S) d,
B(E({d,e, f},�(Q,S))) = {wd,sm}.
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4 An Abstract Agent Model

The basic components of our language are beliefs and desires. Beliefs are repre-
sented by means of an argument base. A belief set is a finite and consistent set of
propositional formulas describing the information the agent has about the world and
internal information. Desires are represented by means of a desire set. A desire set
consists of a set of propositional formulas which represent the situations the agent
would like to achieve. However, unlike the belief set, a desire set may be inconsis-
tent, e.g., {p,¬p}.

Let L be a propositional language.

Definition 4. The agent’s desire set is a possibly inconsistent finite set of sentences
denoted by D, with D⊆L .

Goals, in contrast to desires, are represented by consistent desire sets.
We assume that an agent is equipped with two components:

• an argument base 〈Arg,�Arg〉 where Arg is a set of arguments and �Arg is a
priority ordering on arguments.

• a desire set: D⊆L ;

The mental state of an agent is described by a pair Σ = 〈〈Arg,�Arg〉,D〉. In
addition, we assume that each agent is provided with a goal selection function G,
and a belief revision operator ∗, as discussed below.

Definition 5. We define the belief set, B, of an agent, i.e., the set of all propositions
in L the agent believes, in terms of the extension of its argument base 〈Arg,�Arg〉:

B = B(Arg,�Arg) = {h | ∃〈H,h〉 ∈ E(Arg,�Arg)}.

We will denote by ΣS , ArgS , E(ArgS ,�Arg) and BS , respectively, the mental
state, the argument base, the extension of ArgS, and the belief set of an agent S .

In general, given a problem, not all goals are achievable, i.e. it is not always pos-
sible to construct a plan for each goal. The goals which are not achievable or those
which are not chosen to be achieved are called violated goals. Hence, we assume
a problem-dependent function V that, given a belief base B and a goal set D′ ⊆ D,
returns a set of couples 〈Da,Dv〉, where Da is a maximal subset of achievable goals
and Dv is the subset of violated goals and is such that Dv = D′ \Da. Intuitively,
by considering violated goals we can take into account, when comparing candidate
goal sets, what we lose from not achieving goals.

In order to act an agent has to take a decision among the different sets of goals
he can achieve.

The aim of this section is to illustrate a qualitative method for goal comparison
in the agent theory. More precisely, we define a qualitative way in which an agent
can choose among different sets of candidate goals. Indeed, from a desire set D,
several candidate goal sets Di, 1≤ i≤ n, may be derived. How can an agent choose
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among all the possible Di? It is unrealistic to assume that all goals have the same
priority. We use the notion of preference (or urgence) of desires to represent how
relevant each goal should be for the agent depending, for instance, on the reward for
achieving it. The idea is that an agent should choose a set of candidate goals which
contains the greatest number of achievable goals (or the least number of violated
goals).

We assume we dispose of a total pre-order � over an agent’s desires, where
φ � ψ means desire φ is at least as preferred as desire ψ .

The � relation can be extended from goals to sets of goals. We have that a goal
set D1 is preferred to another one D2 if, considering only the goals occurring in
either set, the most preferred goals are in D1. Note that� is connected and therefore
a total pre-order, i.e., we always have D1 � D2 or D2 � D1 (or both).

Definition 6. Goal set D1 is at least as important as goal set D2, denoted D1 �D2 iff
the list of desires in D1 sorted by decreasing preference is lexicographically greater
than the list of desires in D2 sorted by decreasing importance. If D1 �D2 and D2 �
D1, D1 and D2 are said to be indifferent, denoted D1 ∼ D2.

However, we also need to be able to compare the mutual exclusive subsets
(achievable and violated goals) of the considered candidate goal, as defined below.

We propose two methods to compare couples of goal sets.
Given the �D criterion, a couple of goal sets 〈Da

1,D
v
1〉 is at least as preferred as

the couple 〈Da
2,D

v
2〉, noted 〈Da

1,D
v
1〉 �D 〈Da

2,D
v
2〉 iff Da

1 � Da
2 and Dv

1 � Dv
2.

�D is reflexive and transitive but partial. 〈Da
1,D

v
1〉 is strictly preferred to 〈Da

2,D
v
2〉 in

two cases:

1. Da
1 � Da

2 and Dv
1 ≺ Dv

2, or
2. Da

1 
 Da
2 and Dv

1 � Dv
2.

They are indifferent when Da
1 = Da

2 and Dv
1 = Dv

2. In all the other cases, they are not
comparable.

Given the �Lex criterion, a couple of goal sets 〈Da
1,D

v
1〉 is at least as preferred

as the couple 〈Da
2,D

v
2〉 (noted 〈Da

1,D
v
1〉 �Lex 〈Da

2,D
v
2〉) iff Da

1 ∼ Da
2 and Dv

1 ∼ Dv
2; or

there exists a φ ∈L such that both the following conditions hold:

1. ∀φ ′ � φ , the two couples are indifferent, i.e., one of the following possibilities
holds: (a) φ ′ ∈ Da

1∩Da
2; (b) φ ′ �∈ Da

1∪Dv
1 and φ ′ �∈ Da

2∪Dv
2; (c) φ ′ ∈ Dv

1∩Dv
2.

2. Either φ ∈ Da
1 \Da

2 or φ ∈ Dv
2 \Dv

1.

�Lex is reflexive, transitive, and total.
In general, given a set of desires D, there may be many possible candidate goal

sets. An agent in state Σ = 〈Arg,D〉 must select precisely one of the most preferred
couples of achievable and violated goals.

Let us call G the function which maps a state Σ into the couple 〈Da,Dv〉 of goal
sets selected by an agent in state Σ . G is such that, ∀Σ , if 〈D̄a, D̄v〉 is a couple of
goal sets, then G(Σ)� 〈D̄a, D̄v〉, i.e., a rational agent always selects one of the most
preferable couple of candidate goal sets [3].
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5 An Abstract Model of Speaker-Receiver Interaction

Using the above agent model, we consider two agents, S , the speaker, and R, the
receiver. S wants to convince R of some proposition p.

How does agent S construct a set of arguments S? Of course, S could include
all the arguments in its base, but in this case it would risk to make his argumentation
less appealing and thus to make R refuse to revise its beliefs, as discussed in the
next section. Thus, we require that the set of arguments S to be communicated to R
is minimal: even if there are alternative arguments for p, only one is included.

We include the requirement that S is chosen using arguments which are not al-
ready believed by R. S is a minimal set among the T defined in the following way:

T ⊆ ArgS ∧B(〈ArgR ,�ArgR
〉 ∗ 〈T,�S 〉)) � p. (4)

Example 3. S = {a,c}, p = wd,ArgR = {b}E(ArgR ∪ S,�(ArgR ,S)) = {a,c},
B(E(ArgR ∪S,�(ArgR ,S))) = {wd,¬eg}.

This definition has two shortcomings: first, such an S may not exist, since T could
be empty. There is no reasonable way of assuring that S can always convince R:
as we discussed in Section 3, no success can be assumed.

Second, in some cases arguments in E(ArgR ∪ S,�(ArgR ,S)) may be among the
ones believed by R but not by S . If they contribute to prove p, there would be a
problem: ∃A ∈ ArgR\ArgS B(E((ArgR\{A})∪S,�(ArgR ,S))) �� p

This would qualify S as a not entirely sincere agent, since he would rely (even if
he does not communicate them explicitly) on some arguments he does not believe,
which are used in the construction of the extension from which p is proved.

The second problem, instead, can be solved in the following way, by restrict-
ing set S not to require arguments not believed by S to defend S. S is now a
minimal T such that T ⊆ ArgS and B(〈ArgR ,�ArgR

〉 ∗ 〈T,�S 〉) � p and ¬∃A ∈
ArgR\ArgS B(〈ArgR\{A},�ArgR

〉 ∗ 〈T,�S 〉) �� p

Example 4. ArgS = {a,c, i},ArgR = {b,g,h},g � c,h��g, i��g.
If S = {a,c}, p = wd: E(ArgR ∪S,�(ArgR ,S)) = {a,c,h},
B({a,b,c,g,h}) = {wd,¬eg . . .}.
If S = {a,c, i}, p = wd: E(ArgR ∪S,�(ArgR ,S)) = {a,c, i},
B({a,b,c,g,h, i}) = {wd,¬eg . . .}.

The belief revision system based on argumentation (see Section 2), is used to
revise the public face of agents: the agents want to appear rational (otherwise they
lose their status, reliability, trust, etc.) and, thus, when facing an acceptable argu-
ment (i.e., they do not know what to reply) have to admit that they believe it and to
revise the beliefs which are inconsistent with it.

We want to model social interactions among agent which do not necessarily tell
the truth or trust each other completely, although they may pretend to. In such a
setting, an agent revises its private beliefs only if someone provides an acceptable
argument in the sense of Section 2.
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Fig. 1 A diagram of mutual inclusion relations among the belief bases and sets involved in the
interaction between S and R.

Thus, while publicly an agent must pretend to be rational and thus shall revise its
public belief base according to the system discussed in Section 3, nothing forbids
an agent to privately follow other types of rules, not even necessarily rational. As a
worst-case scenario (from S ’s standpoint), we assume that R uses a belief revision
system based on Galbraith’s notion of conventional wisdom discussed in [2] as a
proposal to model the way an irrational (but realistic) agent might revise its private
beliefs.

The idea is that different sets of arguments S1, . . . ,Sn lead to different belief revi-
sions 〈Arg,�Arg〉∗〈S1,�S1〉, . . . ,〈ArgArg,�Arg〉∗〈Sn,�Sn〉. R will privately accept
the most appealing argument, i.e., the Si which maximizes the preferences according
to the notion of Galbraith’s conventional wisdom.

In order to formalize this idea, we have to define an order of appeal on sets of
beliefs.

Definition 7. Let Arg1 and Arg2 be two argument bases. Arg1 is more appealing
than Arg2 to an agent, with respect to the agent’s desire set D, in symbols Arg1 �
Arg2, if and only if G(〈〈Arg1,�Arg1〉,D〉)� G(〈〈Arg2,�Arg2〉,D〉).

We will denote by • the private, CW-based belief revision operator. Given an
acceptable argument set S,

〈ArgR ,�ArgR
〉 • 〈S,�S〉 ∈ {〈ArgR ,�ArgR

〉,〈ArgR ,�ArgR
〉 ∗ 〈S,�S〉}.

belief change are deterministic. Clearly, this is not a realistic feature, but it makes
the models much simpler and easier to handle, not least from a computational point
of view. In indeterministic belief change, the subjection of a specified belief base to
a specified input has more than one admissible outcome.

Indeterministic operators can be constructed as sets of deterministic operations.
Hence, given n deterministic revision operators ∗1,∗2, . . . ,∗n, ∗ = {∗1,∗2, . . . ,∗n}
can be used as an indeterministic operator.”

We then define the notion of appealing argument, i.e., an argument which is pre-
ferred by the receiver R to the current state of its beliefs:
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Definition 8. Let S be a minimal set of arguments that supports A = 〈H, p〉, such
that S defends A and defends itself, as defined in the previous section:
〈ArgR ,�ArgR

〉 • 〈S,�S〉= 〈ArgR ,�ArgR
〉 ∗ 〈S,�S〉,

i.e., R privately accepts revision 〈ArgR ,�ArgR
〉 ∗ 〈S,�S〉, if

〈ArgR ,�ArgR
〉 ∗ 〈S,�S〉 � 〈ArgR ,�ArgR

〉

otherwise 〈ArgR ,�ArgR
〉 • 〈S,�S〉= 〈ArgR ,�ArgR

〉.
Example 5. The investor of our example desires investing money. Assuming this is
his only desire, we have DR = {im}. Now, the advisor S has two sets of arguments
to persuade R that the dollar is weak, namely S1 = {a,c} and S2 = {d, f}. Let us
assume that, according to the “planning module” of R,

V (〈〈ArgR ,�ArgR
〉 ∗ 〈S1,�S1〉,DR〉) = 〈{im}, /0〉,

V (〈〈ArgR ,�ArgR
〉 ∗ 〈S2,�S2〉,DR〉) = 〈 /0,{im}〉.

Therefore, G(〈〈ArgR ,�ArgR
〉∗〈S1,�S1〉,DR〉)�G(〈〈ArgR ,�ArgR

〉∗〈S2,�S2〉,DR〉),
because, by revising with S1 = {a,c}, R’s desire im is achievable.

A necessary and sufficient condition for the public and private revisions to co-
incide is thus that the set of arguments S used to persuade an agent is the most
appealing for the addressee, if one exists.

Since CW-based belief revision is indeterministic and not revising is an alterna-
tive, R decides whether to keep the status quo of his beliefs or to adopt the belief
revision resulting from the arguments proposed by S .

Seen from S ’s standpoint, the task of persuading R of p is about comparing
R’s belief revisions resulting from the different sets of arguments supporting p and
acceptable by R, and choosing the set of arguments that appeals most to R.

To define the notion of the most appealing set of arguments, we need to extend
the order of appeal � to sets of arguments.

Definition 9. Let S1 and S2 be two sets of arguments that defend themselves; S1 is
more appealing to R than S2, in symbols S1 �R S2, if and only if

〈ArgR ,�ArgR
〉 • 〈S1,�S1〉 � 〈ArgR ,�ArgR

〉 • 〈S2,�S2〉.

The most appealing set of arguments S∗p for persuading R of p, according to
conventional wisdom, is, among all minimal sets of arguments S that support an
A = 〈H, p〉, such that S defends A and S defends itself as defined in Section 5, the
one that is maximal with respect to the appeal �R , i.e., such that S∗p �R S.

6 Conclusions

We studied how to choose arguments in persuasion to maximize their acceptability
with respect to their receiver. In some applications, when agents have to interact with
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human users who act in a non fully rational way, like, e.g., following the principle
of conventional wisdom, it is necessary to model such a behavior.

To model the process of selecting acceptable arguments, in this paper:

• We derive the beliefs of an agent from a base of arguments. An agent believes the
propositions which are supported by the arguments of the grounded extension of
its argument base.

• We propose a definition of belief revision of an argument base as an expansion
of the base with the new arguments and by giving priority to the last introduced
argument.

• We define the notion of appeal of an argument in terms of the goals which the
revision triggered by the argument allows to satisfy by means of a plan.

It would be interesting to investigate how the work by Hunter [7] relates with
conventional wisdom and our definition of appeal. Note that appeal must not be
confused with wishful thinking: the receiver does not prefer a state of the world
which makes its goals true, but one which gives him more opportunities to act to
achieve its goals. The rationality of this kind of reasoning is discussed, e.g., by [1].

In this paper we do not study the formal properties of argumentative belief re-
vision, and we do not relate it to the AGM postulates. However, from the paper it
already appears that postulates like success are not meaningful in this framework.
Moreover, we do not study how the different types of argumentation frameworks
impact on belief revision [9].
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Abstract Thermal conductivity of solids provides an ideal system for analysis by conduct-
ing numerical experiment, currently known as virtual experiment. Here, the model is a nu-
merical model, which is dynamic in nature, as the parameters are interrelated.  The present
paper discusses the steps involved to conduct virtual experiments using Automated Reason-
ing for simulation to evaluate the thermal conductivity of Ge, Mg2Sn semiconducting and
YBCO superconducting materials, close to the experimental values.

1. Introduction

Computers can help human to be creative[1] in a number of ways e.g. providing a
continuous interaction between the man and machine, requires an even deeper un-
derstanding of the subject concerned. AI techniques are required to put the efforts
near to the actual experiment in most economical manner. However, its consider-

Virtual Experiment (VE), considering various parameters, a model has been de-
signed. Using Automated Reasoning(AR) for simulation, we  find the fitness
proven to be a reasonable facsimile of real experimental values for the thermal
conductivity of Germanium (Ge), Magnesium stannide (Mg2Sn) semi-conducting
and Yttrium Barium Cupric Oxide (YBCO) superconducting materials.

Please use the following format when citing this chapter: 
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able applications have not been applied in the thermal science [12]. To execute the

Artificial Intelligence and Practice II; Max Bramer; (Boston: Springer), pp. 225–234. 



2. Foundation for Virtual Experiment

Belonging to different fields viz. Economics, Physics, Biology etc.,  simulated ap-
proach has been applied e.g. usefulness of simulation, using models of economic

tions about which little or no information is available, so as to prepare for what

erized model to conduct experiments. This examines the nature of human intelli-

programs are written to prove mathematical theorems and it has been used as a
reasoning engine to discover the knowledge. Here, the propositional logic and an
alternative representation for proposition clauses have been used.

2.1 - Applications of simulation

Reasons can be given in favour of the VE as [17] ” Such refinements provide a
better understanding of physical problems which can not be obtained from ex-
periment”. AI techniques are used in physical science e.g. phase transforma-

Due to their inherent peculiar properties, semiconducting and superconducting
systems promise wide applications. The various models, needed to solve a com-
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gence by doing soft computing that mimic the intelligence behaviour [6]. In AR,

may happen”. Which is also described [19] as  the  process of designing a comput-

systems [13],  is reported as “Simulation can be used to experiment with new situa-

tion [14]; for predictions [16]; to identify the distillation process [18]; and to design
the complex thermal system [15].

plex problem are mentioned in Fig. 2.1. 
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2.1.1 Stages for Simulation Task

There are mainly five stages mapped-out for preparing for simulation as shown in

earlier 4 stages for simulation task[11]. This modification helps in controlling the
simulation process. The first stage lists all parameters and activities. The second
stage is to design the model by fitting the parameters and activities into the system
image and routines separately to act like a model collectively. Thirdly, simulation
algorithm is defined depending upon behaviour of the parameters. In the fourth
stage, simulated responses are generated. In the fifth stage, interaction parameters
are defined to provide a kind of feed back and help to retain the state of simulation
and doing the repetitive process as required.

2.1.2 Automated Reasoning

Arithmetic and logical conditions have been applied and manipulated to decide
whether the simulated results be accepted or neglected. The general format of the

 IF  <  > THEN  <  > ELSE  <  >
During the simulation process, these conditions are applied and tested to get the
best possible theoretical observations for fitting with the experimental values. The
set of conditions as defined above are tested by using the logical AND operator.
To gather the knowledge and to infer the simulated response for the fitness,  rule-

By providing the feed back, interactively, appropriate values of different parame-
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the Fig. 2.1.1. An additional stage of interaction interface is being considered in the

alternative representation for the propositional clause applied is:

based systems has been applied as shown in the Fig. 2.1.2 of the logic tree.

D2.2 - Applications of two   imensional Arrays

ters are processed for the fitness of the hypothesis as shown in the Fig. 2.2, the



self-explanatory diagram describing the interfacing algorithm. The preliminary
development of this approach has been partially reported elsewhere[3].
The values for the conductivity (K) have been generated in the form of a 2-D ma-
trix/arrays as RESS(I,J), for a set of parameters, while the value of one of them
has been altered. For a set of constant values of parameters - A, γ, α, β and, ∈ and
altered parameter δ, a 2-D array of temperature v/s δ is shown in Table 2.2.

             Table 2.2 : Storage of responses

Temp/δ 200 210 220 230
50 4.92 4.77 4.64 4.51
100 4.30 4.15 4.00 3.86
120 3.94 3.79 3.65 3.52
160 3.29 3.15 3.02 2.91

3. Mathematical Model and Virtual Experiment

The problem of integral calculations occurs very often in thermal science, where
many parameters are involved to understand the nature of various scattering proc-
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esses, operating at different temperatures simultaneously. To evaluate the thermal
conductivity, theoretical model (numerical) of Callaway[7] has been considered.

3.1  Rule for Numerical Integration

The functions in the theoretical physics besides being continuous are usually one
or more times differentiable. Therefore, to increase the accuracy of the numerical
integration for an equal number of mesh points, the Simpson rule[8] is applied.
The mesh width of each interval between a and b, can be defined as, h =(b-a)/n,
n(even) is the sub-subintervals where  a=.00001, b=20.0 and n=100 have been
taken into account. The error is only of the order of  h4 , so precision  is under con-
trolled.

3.2 Algorithm For Virtual Experimentation

Logic is developed to execute the desired work and a computer program is devel-
oped accordingly as shown in the Interfacing Algorithm diagram. To compute
speedily and to overcome the repetitive programming steps, subroutines are pre-
ferred. DO statement is extensively applied for various reasons, especially for ar-
rays and subroutine handling. The computer program is developed in the
FORTRAN-77 language[9].

4. Test for different cases to evaluate thermal
conductivity

We have executed the above discussed logic on the proposed model,  for instance,
for the Ge, a semi-conducting material. After successfully testing its conductivity
results in the temperature range from 2o K to 10o K, we have proceeded further for
detailed computations for the conductivity analyses for Ge & Mg2Sn semi-
conducting and YBCO superconducting samples.

4.1 Test for Germanium(Ge) Semiconductor

In analyzing the phonon conductivity of germanium, following equation for the
thermal induced phonon relaxation rate is required,
τ-1 = v/FL + A ω4 + (B1+B2) ω2 T3+ D ω3 T              (4.1)
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Here v is the sound velocity,  T is the temperature and other symbols are the vari-
ous parameters needed to test a particular theory. Values of different parameters
used in the calculation for a preliminary test are taken from the earlier work[10],
wherein the use of a computer program for achieving fitness in  the wide range of
temperature has been insisted. The set of values are :

v=3.5x105 cm/s; L=.24 cm' F=.8; θD=376; A=2.4x10-44 s5

B1+B2=2.77x10-33 sec K-3; D=1.203x10-33 s2 K-1.
Test shows accuracy with the experimental results for the temperature 2 oK, 4 oK,
6 oK, and 10 oK, which are .474 , .261 , .504 , .791 and .985 W/cm-1K-1, respec-
tively. Due to fitness of test, it is further carried up to the temperature of 40o K.
The Table 4.1.1 illustrates the different values of the parameters and their simu-
lated inferences for the conductivity values are shown in the Table 4.1.2.

Values  Parameters

   I II    III   IV
v(x105 cm/sec.) 3.5 3.5 3.5 3.5
L .24 .24 .24 .243
F .80 .77 .77 .77
θD 376 376 376 376

A (x 10-44 sec.3) 2.4 2.4 2.4 2.4
B1+B2

(x 10-23sec.K-3) 2.77 3.43 3.43 3.43
D (x 10-33sec.3K-1)       1.203 1.433 3.423 3.334
Max. Conductivity(  x107) 21.50 18.61 12.62 12.83
(at Temp.oK )                 17 16 18 18

Re-
sponse

    K
(x107)

Temp
  2

 4  8 10 15 20 25 30 35 40
I Cond. .49 3.17 1.20 1.58 2.10 2.10 1.26 1.58 1.32 1.10
II Cond. .47 2.98 1.09 1.42 1.80 1.80 1.52 1.32 1.05 0.91
III Cond. .45 2.52 7.79 0.97 1.20 1.24 1.09 0.97 0.80 0.70
IV Cond. .46 2.56 7.93 0.99 1.22 1.26 1.11 0.98 0.81 0.71
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Table  4.1.1: Parameters and Values for Ge

Table  4.1.2: Thermal Conductivity measures for Ge
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These four inferences for thermal conductivity measurements are closely exam-
ined and the values shown against the IVth  observations (marked with *) are
found fit, graphically depicted in the Fig. 4.1, where circle shows the experimental
point and the present analysis has been shown as the curve-line.

2

Semiconductor

We consider the following expression for relaxation time,
τ-1(ω)= (v/FL)+Aω4+[B1+B2exp.(-Θ/aT)]ω2T3+Dω3T                      (4.2)
It has been a usual practice, to generally neglect the exponential temperature de-
pendence of the parameter B2 for the conductivity calculation, representing
Umklapp phonon-scattering and both B1 (normal phonon scattering parameter)
and B2are lumped into a single parameter B, assumed to be independent of T.
Therefore,  B2 is taken to depend upon T, exponentially, in the analysis. Table
4.2.2 shows four simulated response against the values of different parameters as
shown in the Table 4.2.1.

2

Values  Parameters

   I    II    III   IV

v(x105 cm/sec.) 359 359 359 359
L .11 .11 .10 .10
F .54 .54 .54 .54
∝ 2.0 2.5 2.5 2.5
θD 154 154 154 154

A (x 10-44 sec.3) 6.3 6.3 6.3 6.3
B1

(x 10-23sec.K-3) 7.0 7.0 7.7 7.7
B2

(x 10-23sec.K-3) 4.7 4.7 4.7 4.7
D (x 10-33sec.3K-1)       2.75 2.75 2.75 2.95
Max. Conductivity(  x107) 6.483 6.398 6.088 5.909
(at Temp.oK )                 16 14 14 14

2

Re-
sponse

    K

(x107)

Temp
  2

 6  8 10 14 20 26 30 36 40
I Cond. .96 2.37 3.89 5.16 6.45 5.74 4.08 3.15 2.15 1.69
II Cond. .96 2.37 3.89 5.16 6.39 5.47 3.71 2.79 1.87 1.46*

III Cond. .89 2.21 3.65 4.87 6.08 5.25 3.57 2.70 1.81 1.42
IV Cond. .68 2.17 3.57 4.74 5.90 5.10 3.49 2.64 1.78 1.40

231Foundation for Virtual Experiments to Evaluate Thermal Conductivity

4.2 Test for Magnesium Stannide (Mg Sn)

Table 4.2.1: Parameters and Values for Mg Sn

Table 4.2.2: Thermal Conductivity measures for Mg Sn



The corresponding results for thermal conductivity are examined and the values of
the II observations(marked with *) are found fit, shown by the curve-line in
Fig.4.2 where the experimental data is shown as circle-points.

4.3 Test for Yttrium Barium Cupric Oxide (YBCO)
superconductors

In computing the thermal conductivity of YBCO superconductors, behaviour has
also been examined by earlier workers [2]. We have considered the Callaway’s

K = A t3 ∫ x4 ex / [(ex -1) 2 . F (t, x)] dx                (4.3.1)
F(t,x)=[1+αx4t4+βx2t2+ γtxg(x,y)+ δx3t4+(∈x2t5]   (4.3.2)
A, α, β, γ, δ and ∈ are scattering strengths due to boundary scattering, point defect
scattering, sheet like fault, electron-phonon scattering, interference scattering and
three phonon scattering. Corresponding maximum conductivity values are shown
in the Table 4.3.1.

Response Max.Cond. Temp A α β γ δ ∈
I 3.50 70 4 15 50 50 210 .01
II 3.82 60 4 25 50 50 210 .01
III 4.14 60 4 15 50 50 210 .01
IV 3.81 70 5 15 50 50 210 .01

TempRe-
sponse

K
(x107)  10 20 30 40 80 100 120 140 160

I Cond. .68 1.67 2.35 2.73 3.03 2.95 2.82 2.68 2.54
II Cond. 1.39 2.73 3.40 3.70 3.70 3.49 3.24 2.99 2.75
III Cond. 1.43 2.87 3.63 3.98 4.03 3.80 3.54 3.27 3.02

232

model, which is also used  by Tewordt et al.[20]  in a modified form-

Table  4.3.1: Thermal Conductivity measures for YBCO

Table  4.3.2: Thermal Conductivity measures for YBCO

IV Cond. .86 2.09 2.93 3.41 3.79 3.68 3.53 3.35 3.17

R. M. Bhatt and R. P. Gairola



We have found positive results in the temperature range from 10-160 oK and fit-

5. Model Validation

The model has also been validated in two cases. First case of the semiconducting
material Ge, shows[5] a good agreement between theory and experiment in the
temperature range 2 to 100 o

to analyse the three different samples of YBCO superconductors[4] in the tem-
perature range 0 to 260 oK and  the interference scattering & exponential tempera-
ture dependence lead to a good agreement with the experimental data.

6. CONCLUSION

It emerges that the VE has immense capabilities to yield good results, within the
prescribed automated reasoning and the interface algorithm,. In performing VE

parameters have been considered so as to search for the unusual features or prop-
erties might provide a background for understanding the mechanisms.

7. ACKNOWLEDGEMNT

Dr. Bhatt wants to sincerely acknowledge the encouragement received from his
respected and beloved father Sri Rameshwar Prasad Bhatt who passed away on
16 th of Feb., 2007.  Computational facilities availed at Deptt. of Computer Sci-
ence, HNB Garhwal University is also sincerely acknowledged.

233Foundation for Virtual Experiments to Evaluate Thermal Conductivity

ness (shown as curve-line) with the experimental results (shown as circle-point)

K. For the second case, similar approach also enables

over the different models for these materials (Ge, Mg and YBCO) , the various

from the IV observations of Table 4.3.2, as shown in the Fig. 4.3.
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Intelligent Systems Applied to Optimize Building’s 
Environments Performance 
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Abstract By understanding a building as a dynamic entity capable of adapting itself not 
only to changing environmental conditions but also to occupant’s living habits, high 
standards of comfort and user satisfaction can be achieved. An intelligent system 
architecture integrating neural networks, expert systems and negotiating agents technologies 
is designed to optimize intelligent building’s performance. Results are promising and 
encourage further research in the field of AI applications in building automation systems. 

1 Introduction  

According to the latest definitions internationally accepted for an “intelligent 
building”, this is a building highly adaptable to the changing conditions of its 
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environment [1]. But, in an overall concept of comfort, the idea of adaptation to 
changing environmental conditions may be not enough. Building systems are 
constructed in order to provide comfortable living conditions for the persons who 
live in them. It is well known that people usually differ in their personal 
perceptions of comfort conditions. To some extent, the sensation of comfort is an 
individual one and it is normally affected by cultural issues.  

Thus, the idea behind this research is to find techniques based on artificial 
intelligence in order to provide design recommendations for comfort systems in 
buildings so that these buildings can also be highly adaptable in terms of the 
comfort conditions desired by their users. In a few words, a building must “learn” 
to change its performance not only as a function of environmental conditions, but 
also as a consequence of preferences set by the people who live in it. 

2 The proposed Intelligent System Architecture     

According to the latest trends in the field, intelligence in building systems tends to 

1. There is a main computer where the functions of monitoring, visualizing and 
recording parameters is carried out while the regulation functions are left to the 
local controllers located throughout the building [3]. These controllers are 
responsible for taking over local control tasks in the zone they serve.  

To accomplish its function, the centralized computer contains a database that 
keeps track of relevant information concerning building user’s preferences. For 
instance, this database keeps records of time, date, number of persons in a room, 
current temperature and humidity values, as well as temperature and humidity 
values desired by users. In order to do this, temperature and humidity input panels 
are located in the different rooms. Each user can eventually set them to what he or 
she thinks is an ideal comfort condition. As comfort perception is an individual 
sensation, the database in the main computer keeps track of every individual 
requirement. 

The information contained in the user’s requirements database for a given room 
is applied to a neural network of the self organizational maps of Kohonen (SOM) 
[4] and [5] type, which is used to cluster all the user’s requirements and discard all 
those groups of requirements which are not relevant in terms of their 
approximation to the main cluster of preferences. Once a unique group of 
requirements is selected, their values are applied as input to a program which 
provides the limits as well as the average value for a particular environmental 
variable.  

This value is used as reference or set-point for the local control strategies set by 
an expert system which runs on the main computer. This expert system takes 
decisions concerning control strategies which are used to activate, deactivate or 
tune the individual controllers. The information about relevant occupancy and 
setting conditions, as well as the final values of environmental variables is used to 
train a multi-layer neural network which outcomes will provide ideal 
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be distributed [2]. The proposed intelligent system architecture is shown in Figure 
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environmental values in case of absence of occupants or of preference information 
given by them.  

 

 

Fig.1. Intelligent System Architecture where the negotiating agent resides in main computer 

In any case, set-points assigned to comfort variables provided by the analysis of 
user’s desired environmental conditions is given priority over any automatic 
calculation of these conditions. 

3 Energy saving conditions 

A very important issue in intelligent buildings technology is related to energy 
saving policies [6]. Optimisation procedures carried out to cut off energy 
consumption rates are not only justified in terms of operation costs reduction but 
also because of the environmental benefits implied in the adoption of energy 
saving strategies. 

In order to accomplish previously mentioned optimization procedures, an 
expert system [7] containing rules that perform energy saving strategies is set up 
in the central computer. However, it is necessary to verify if the rules defined in 
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the energy saving expert system may eventually alter the comfort conditions 
established by the control strategy expert system. As it is shown on Figure 2, there 
is an intelligent negotiation agent [8], [9] and [10]  which runs in the central 
computer created to determine whether the application of energy saving strategies 
will: a) not affect current comfort conditions in a given space (not affected) b) 
affect current comfort conditions but within the limits found by the SOM neural 
network based upon preference information provided by occupants (partially 
affected) c) affect current comfort conditions beyond the limits set by occupant’s 
requirements (fully affected).  

 

The policy applied by the intelligent negotiation agent in the different situations 
mentioned earlier can be summarized as follows:  

1. If comfort conditions are not affected, rules defining energy saving strategies 
are given the highest priority 

 

2. If comfort conditions are partially affected, rules defining energy saving 
strategies are given an intermediate priority, just lower than the priority given 
to the rules that regulate the operation of main control actuators. 

 

3. If comfort conditions are fully affected, rules defining energy saving strategies 
are given the lowest priority. 

To be more descriptive in terms of how the inference engine runs, the 
intelligent negotiation agent was given a number of rules which express the 
desired energy saving policy (constraints) based on the building conditions.  The 
occurrence of certain events inside the building (e.g. a temperature raises above a 
permitted upper limit) will trigger the appropriate rule within the agent.  

The agent executes the rule(s), with the purpose of readjusting the 
environmental conditions to some preferred set of values. The triggered rule(s) 
will cause a set of actions to be immediately executed.  After the previously 
described negotiation policy has been applied, the control expert system located in 
the main central computer has an updated rule base which can be used to set up 
the operation mode of local controllers (on, off, normal) and tune them 
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Fig. 2.  Negotiation Control and Energy Saving Rules 
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accordingly, for example, by determining the appropriate set-point for the control 
variable.  

With the purpose of providing an example that illustrates the functionality of the 
proposed intelligent system, the operation of the air – handling system depicted in 
Figure 3 will be described. It is assumed that the HVAC engineer has already 
designed the air handler in terms of laying out the ductwork, appropriately sizing 
the fan and heating and cooling coils, and selecting the proper dampers, damper 
actuators and motor contactor. From this design a system diagram has been 
constructed as shown in Figure 3.   

The designations DA and VA stand for damper and valve actuators, 
respectively, C is for electrical contactor and H/C and C/C represent the heating 
and cooling coils. When building zone building served by the air –handler is 
“occupied”, i.e., the current date and time fall within a certain schedule, the 
system is said to be in occupied mode. In this mode, the fan is started and the 
heating and cooling valves and dampers are modulated so as to maintain the set-
point temperature in the zone. 

 

This is called the “normal” operating condition. Control strategies describe how 
specific subsystems are to be controlled. Thus, some of the rules contained in the 
rule base of the control expert system will stated as follows: 

 
IF  the date and time fall within the specified schedule 
THEN  the system shall enter the occupied mode.  

241

4  An Example   

Fig. 3. System Diagram for the Air Handler 



IF  the system is in the occupied mode,  
THEN  the supply fan shall be turned on,  
AND  the normally closed cooling valves and air dampers 

shall be controlled by a sequenced PI (Proportional 
plus Integral) controller to maintain the room air 
temperature set-point to 70 F.

IF  the date and time fall outside of the specified 
schedule   

AND  the room air temperature exceeds 55 ºF  
THEN  the system shall enter the unoccupied mode. 

IF  the system is in the unoccupied mode  
THEN  the supply fan shall be turned off, the heating valve 

shall be set to fully open and the cooling valve and 
outside air dampers shall be set to fully closed. 

IF  the date and time fall outside of the specified 
schedule

AND  the room air temperature is less than or equal to 55 
ºF,

THEN  the system shall enter setback mode.  

IF  the system is in the setback mode,  
THEN  the system will remain in this mode until the room air 

temperature exceeds 60 ºF. 

Energy saving strategies were designed in order to diminish energy 
consumption levels while keeping a satisfying response to the building energy 
demand profiles. Therefore, some of the rules contained in the rule base of the 
energy saving expert system can be enunciated in the following manner: 

 
Dry Bulb Economizer Control: 

 
IF  the system is in occupied mode  
AND  the outside air temperature rises above 65 ºF, the dry 

bulb economizer set-point
THEN  the outside air damper will be set to a constant 

position of 20%. 

Mixed Air Low Limit Control:  
 

IF  the system is in occupied mode  
AND  the mixed air temperature drops from 40 to 30 ºF,  
THEN  a proportional (P) control algorithm shall modulate 

the outside air dampers from 100 to 0%. Mixed air low 
limit control shall have priority over dry bulb 
economizer control. 

 
Free cooling: 

 
IF  the system is in unoccupied mode AND the room air 

temperature exceeds 65 ºF
AND  the outside air temperature equals to or is less than 

55 ºF,
THEN  the supply fan shall be turned on the heating and 

cooling valves shall be set to fully closed and the 
outside air dampers shall be set to fully open. 
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As previously stated, the system tries to capture the occupants’ preferences by 
modifying the set-points of control variables to users’ demands.  

5 Implementation and Results   

A prototype of the proposed intelligent system has been implemented in CLIPS, a 
tool for developing expert systems. Neural network and negotiating agent 
algorithms have been programmed in C++. The system prototype has been tested 
in the building of the Ministry of Education, located in the city of Neuquén, 
Argentina. This building has been designed with a high degree of intelligence.  

After almost a year of continuous tuning and adjusting procedures, the most 
updated prototype of the system was put to work. The people who work in this 
public building was strongly encouraged to set comfort parameters in the input 
control panels that were installed for this purpose in different building zones. The 
comments of users who admitted positive changes in comfort conditions were 
confirmed by a survey. The survey outcomes were: 75 % percent of users were 
very satisfied with the performance of the new system, 20 % were just satisfied 
and 5% not satisfied. Such results encourage advancing in this direction of 
optimizing the operative and control strategies carried out by the developed 
system.     

6 Conclusions 

Techniques of artificial intelligence have been used in many decision, control and 
automation systems in the last twenty years. Building systems have not been an 
exception. In this direction, the intelligent system that is proposed in this article 
tries to contribute in the field of intelligent buildings optimization, by 
transforming them in a dynamic space, with high standards of comfort and 
occupant’s satisfaction. In this sense, the ability inherent to intelligent systems that 
are capable of learning from their own environment plays a very important role in 
the achievement of these building performance optimization goals. Furthermore, 
results obtained as a consequence of the proposed system implementation are very 
encouraging. Thus, further research and development work in the field deserves 
particular attention.    

References  

1. Krainier, A. Toward smart buildings, Architectural Assn. Graduate School, Environment & 
Energy Studies Program. (1996). 

2. So, A. Intelligent building systems, Kluwer Academic Press. (1999). 

243



3. 
Institute of Intelligent Buildings. (2001). 

4. Rich E. and Kevin, K. Introduction to Artificial Networks. Mac Graw-Hill. Publications. 
(1991). 

5. Hilera J. and Martínez V. Redes Neuronales Artificiales. Fundamentos, modelos y 
aplicaciones. RA-MA, Madrid. (1995). 

6. Sierra, E., Hossian, A., Labriola, C., García Martínez R. Optimal Design of Constructions: 
A Preliminary Model. Proceedings of the World Renewable Energy Congress (WREC 
2004) – Denver, Colorado, Estados Unidos. (2004). 

7. García Martínez, R. and Britos, P. Ingeniería de Sistemas Expertos. Editorial Nueva 
Librería.  649 páginas. ISBN 987-1104-15-4. (2004). 

8. Allen, J. F, Kautz, H., Pelavin, R. N., and Tenenberg, J.D. Reasoning About Plans. Morgan 
Kaufmann Publishers, Inc. San Mateo, California. (1991). 

9. Conry S. E., Meyer R. A., and Lesser V.R. Multistage negotiation in distributed planning. 
En Bond A and Gasser, L. [Eds] Readings in Distributed Artificial Intelligence. Morgan 
Kaufmann Publishers, Inc. San Mateo, California. (1988). 

10. Ferber J. and Drougol A. Using reactive multiagent systems in simulation and problem 
solving. In Avouris, N.M and Gasser L. [Eds], Distributed Artificial Intelligence: Theory 
and Praxis.  Kluwer Academic Press. (1992). 

 

244 E. Sierra et al.

Wong, K. The Intelligent Building Index: IBI manual: version 2.0, Hong Kong: Asian 



A Comparative Analysis of One-class Structural
Risk Minimization by Support Vector Machines

and Nearest Neighbor Rule

George G. Cabral and Adriano L. I. Oliveira

Department of Computing and Systems,Polytechnic School of Pernambuco, University of
Pernambuco, Rua Benfica, 455, Madalena, 50.750-410, Recife-PE,

Brazil{ggc,adriano}@dsc.upe.br

One-class classification is an important problem with applications in several
different areas such as outlier detection and machine monitoring. In this paper
we propose a novel method for one-class classification, referred to as kernel k -
NNDDSRM. This is a modification of an earlier algorithm, the kNNDDSRM,
which aims to make the method able to build more flexible descriptions with the
use of the kernel trick. This modification does not affect the algorithm’s main
feature which is the significant reduction in the number of stored prototypes in
comparison to NNDD. Aiming to assess the results, we carried out experiments
with synthetic and real data to compare the method with the support vector
data description (SVDD) method. The experimental results show that our one-
class classification approach outperformed SVDD in terms of the area under
the receiver operating characteristic (ROC) curve in six out of eight data sets.
The results also show that the kernel kNNDDSRM remarkably outperformed
kNNDDSRM.

1 Introduction

One-class classification differs from normal classification because in the training
phase there are data samples from only one class available to build the model
[5][9][10][11]. The term one-class classification originates from Moya [12], but
also outlier detection [13], novelty detection [2] or concept learning [7] are used.

Outlier detection is the task of learning what is normal and determining
when an event occurs that differs significantly from expected normal behavior.
The approach that outlier detection takes is the opposite of signature detection
(which can be implemented using multi-class classification). Signature detection
is explicitly given information on what is novelty, and simply attempts to detect
it when it happens. False alarms are rare when using signature detection because
the algorithm has been programmed to know exactly what to look for to detect
the known novelty conditions. However, signature detection is unable to detect
new unknown events. Although outlier detection systems produce more false
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alarms than signature detection systems, they have the significant advantage
that they are able to detect new, previously unknown, novelty behavior [14].

Structural risk minimization (SRM) [16] aims to find the function that for a
fixed amount of data achieves the minimum of guaranteed risk. In our approach
we do not search for a function that best fit the data, we try to find the more
representative and smaller amount of data in the training set according with
the empirical risk minimization principle (ERM). Many other approaches for
multi-class classification have a similar goal. An example is a method to prune
neurons from a neural network which have similar outputs given the same input
aiming to reduce the complexity of the network.

In a recent paper, we proposed to implement one-class classification with the
SRM principle using a nearest neighbor (NN) rule, referred to as k -NNDDSRM
[4]. One of the objectives of k -NNDDSRM is to reduce the number of instances
in an NNDD like one-class classifier while improving its classification perfor-
mance. Analysis has shown that this new method had a lower complexity in
comparison with the NNDD [15] with an improved performance in almost all
data sets considered in the experiments [3, 4].

In this paper we propose a modification in the original k -NNDDSRM to
make the one-class classifier able to work in a non-Euclidean space through the
use of kernel operators. The novel method introduced in this paper is referred
to as kernel k-NNDDSRM. The idea is to map the original input space into
an n-dimensional hyperspace. By doing this we establish a connection between
SVM classification and our NN rule. We also make a structural changing in the
original algorithm by eliminating the concept of center of mass, proposed in [3],
thereby introducing a more general form to build the data description.

To evaluate the effectiveness of our proposed method we conducted some
experiments using both artificial and real-world data sets and compared it with
both the SVDD [15], Support Vector Data Description, and the original k -
NNDDSRM [4]. In this paper we have chosen the SVDD by its SVM nature
which means we are dealing with one of the more sophisticated and powerful
methods available today. Performance is assessed by calculating the receiver
operating characteristics (ROC) curves and computing the AUCs (Areas Under
the Curves).

Next section briefly reviews the Support Vector Data Description method
for one-class classification. Section 3 details the proposed modification in the
k -NNDDSRM, named kernel k -NNDDSRM. Section 4 presents the experi-
ments and the results, including a comparison with SVDD and the original
k -NNDDSRM. Finally in section 5 conclusions and suggestions for further re-
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2 Support Vector Data Description - SVDD

Support vector machines (SVMs) comprise state of the art machine learning
methods based on the principle of structural risk minimization (SRM) [16].
SVMs can be applied, for instance, for classification and regression. SVM is one
of the most sophisticated nonparametric supervised classifiers available.

One-class SVM works by mapping the data onto the surface of a hyper sphere
in the feature space. The goal is to maximize the margin of separation from
the origin. This is equivalent to Support Vector Data Description (SVDD)[15]
which finds the smallest sphere enclosing the data. As in multi-class SVMs, slack
variables, denoted by ξi

possibility that some of the training data samples fall outside the description
(i.e. are misclassified as outliers) when the minimum radius is found.

Fig. 1 shows an example in which a data description is built and 3 objects
reside in the boundary of the description and one, with ξi > 0 , falls outside of
the description. These 4 objects are called support vectors.

Fig. 1 Hypersphere Generated by SVDD

Let φ : X → H be a kernel map which transforms the training sample
from a space X to another space H. To separate the data from the origin with
maximum margin one needs to solve the following quadratic problem:

min
1
2
‖ω‖2 − ρ +

1
ν�

l∑
i=1

ξi (1)

where ω is the normal vector to the separating hyper plane, � is the number
of training samples and ρ is the offset, subject to (ω • Φ(xi)) ≥ ρ − ξi i =
1, 2, ..., � ξi ≥ 0.

If ω and ρ solve this problem, then we have found a function f(x) =
sign ((ω • Φ(x)))− ρ) such that if f(x) > 0, the object x is classified as normal.
Otherwise, x is classified as novelty.

When ρ > 0 then the parameter υ ∈ (0, 1) is an upper bound on the fraction
of outliers (i.e. training error) and also a lower bound on the fraction of support
vectors. The dual problem is: minα

1

2

∑l
i=1

∑l
j=1

αiαjk(Φ(xi), Φ(xj)), subject
to 0 ≤ αi ≤ 1

ν� and
∑

i αi = 1. Now the decision function is
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f(x) = sign

(
�∑

i=1

αik(Φ(xi), Φ(z))− ρ

)
(2)

and ρ can be recovered by

ρ =
l∑

i=1

l∑
j=1

αiαjk(Φ(xi), Φ(xj)) (3)

where 0 ≤ αi, αj ≤ 1

ν� .
To carry out simulations using SVDD in our research, we have used the

DD Tools (Data Description toolbox) version 1.6.1. This is an integrated tool for

al

experiments will be explained in Section 4.

3 Kernel k-Nearest Neighbor Data Description with
Structural Risk Minimization - kernel k-NNDDSRM

In this Section we first explain how the training phase of the kernel NNDDSRM
is performed and then we show how the kernel k -NNDDSRM uses the kernel
NNDDSRM to classify objects taking into account the k nearest neighbors.

3.1 Kernel NNDDSRM

The main feature of the NNDDSRM [3] consists of reducing the number of
stored prototypes. This reduction produces at least two improvements. The first
improvement is a reduction in the search time for neighbors in the classification
phase. The second improvement is the reduction in memory space for data
storage.

NNDDSRM is based on NNSRM [8], a classification algorithm based on NN
(Nearest Neighbor) and SRM. The idea of NNSRM for the case of one-class
classification is to include in the prototype set only the training samples which
are in the harder region for classification. The training samples are included in
the prototype set until the training error becomes zero.

The first step of the kernel NNDDSRM consists of computing a matrix n×n,
where n is the number of input patterns in the training set, with the results of
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the kernel function for each two input patterns. After computing the matrix we
compute an array containing a sum, Si, of each row as shown in Eq. 4.

∑�
i=1

k(xi, x1) = s1∑�
i=1

k(xi, x2) = s2

... ... ...∑�
i=1

k(xi, xl) = sl

(4)

For this work we have used the RBF kernel (Eq. 5).

K(xi, xj) = exp
(− ‖ xi − xj ‖2

σ2

)
(5)

In Eq. 5, the σ value is not a crucial parameter to obtain a good kernel
kNNDDSRM classifier. We have performed several experiments and varied σ;
the results have shown that σ has no significant influence on performance.

After computing the array S, containing the si’s (Eq. 4), it must be sorted
in ascending order.

In the training phase, the kernel NNDDSRM will compute two different
sets of samples, namely, the rejected set (RS ) and the prototype set (PS ). RS
contains the fracrej patterns with smallest si. The idea is that a fraction of the
training set (fracrej ) should be considered outliers. On the other hand, PS is
a set which stores prototypes that delimit the region of normal patterns. The
inner training samples, that is, those with greatest sum si, will not be included
in PS. The number of samples to be stored in PS is determined as in NNSRM,
that is, training samples are included in PS as needed to make the training
error equal to zero.

After training, we have two sets of training samples, namely, PS (Prototype
Set) and RS (Rejected Set). Both sets are used in the test phase of the algo-
rithm, therefore the total number of prototypes stored by the algorithm is the
number of samples in PS plus the number of samples in RS.

The following pseudo-code shows the training phase of NNDDSRM.

1. Load data of the training set (TS )
2. Compute the array (S ) containing all the summing of each RBF between

each input sample and the rest of the samples
3. Sort TS in increasing order, according with S.
4. Remove fracrej% of the samples from the beginning of TS and add them to

RS
5. Remove the two first samples in TS and add to PS.
6. FOR ALL training pattern (p)

d1 = max(K(p,q) | q ∈ RS )
d2 = max(K(p,j ) | j ∈ PS )

IF (d2/d1) < 1
errorCounter++

7. IF errorCounter > 0
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//Remove the 2 first patterns from TS, add into PS, reset errorCounter
//and go back to (7)

ELSE
//End

The test phase, for a prototype p, is performed using the following pseudo-
code:

r1 = max(K(p,RS ))
r2 = max(K(p,PS ))
if (r2/r1) < th

return NOVELTY
else

return NORMAL

3.2 Kernel k-NNDDSRM

The kernel k -NNDDSRM method consists solely of an extension of the kernel
NNDDSRM involving the k members from PS and RS with highest kernel out-
puts for given test object. The kernel output of the first prototype with highest
kernel output in PS is compared to the kernel output of the first prototype in
RS with highest kernel output to a test object. The comparison is repeated for
the next k−1 prototypes in PS and RS with highest kernel outputs for a given
test object.

The following pseudo-code shows how the algorithm takes a decision on a
pattern z to be classified:

1. kRS // set with the k prototypes with highest kernel outputs to z in
//RS, increasing order

2. kPS // set with the k prototypes with highest kernel outputs to z in
// PS, increasing order

NOVELTIES = 0 // number of patterns classified as novelties
NORMAL = 0 // number of patterns classified as normal

3. for ( i = 1 to i ≤ k)
d1 = K(z,kRS[i])
d2 = K(z,kPS[i])

IF (d1/d2) ≤ th
normal++;

ELSE
novelties++;

end for
4. IF(novelties ≤ normal)

//the pattern z is classified as novelty
ELSE

//the pattern z is classified as normal
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4 Experiments

This section reports on experiments carried out to evaluate the performance
of the kernel k -NNDDSRM method and to compare it to SVDD and k -
NNDDSRM. For the experiments with the three methods we considered a range
of 5% to 25% for the fracrej parameter. The parameter k of the kernel k -
NNDDSRM and k -NNDDSRM were varied from 1 to 5 and the parameter σ of
the SVDD method was varied with values [5, 10, 15, 20].

To evaluate the methods we have used the area under the curve (AUC)
produced by the receiver operating characteristic curves (ROC) which is fre-
quently used to evaluate one-class classifiers and methods for novelty detection
[15], [5], [14]. In the ROC curve, the x-axis represents the PFA (Probability of
False Alarm), which identifies normal patterns wrongly classified as novelties;
the y-axis represents the PD (Probability of Detection), which identifies the
probability that patterns of the novelty class be recognized correctly. The ROC
curve depicts several operating points where each one of these operating point
consist of a different classifier.

Aiming to obtain the most accurate points to build the ROC curve we have
generated an array having length = #(test dataset), containing all the results
values of testing the model in each sample from the test dataset. After creating
the array, we sorted this array in increasing order and applied the same approach
used for Tax [15] for building the ROC curve; this approach achieves the most
accurate points with a low computational cost. With this approach we do not
need to vary any parameter for building the ROC curves.

The experiments were conducted using six data sets, three of them from the
UCI repository [1]. We have used two artificial data sets and four real world
data sets in the experiments.

The first artificial data set was generated from two Gaussian Distributions
and was also used in [3][4]. In the Gaussian Distributions data set the samples
belonging to normal class were generated by a Gaussian distribution with mean
0 and covariance 4 and the samples belonging to novel class by one with mean
4 and covariance 4. This data set is particularly important because it is visually
possible to analyze the behavior of the algorithm and to validate it.

The Banana Shaped data set, as the previous data set, is an artificial bi-
dimensional data set which was also used in [15]. This data set was generated
with the prtools Matlab toolbox [6].

Fig. 2 shows a small, but representative, fraction of the samples of the bi-
dimensional Gaussian Distributions data set and of the Banana Shaped data
set.

Three of the real-world data sets were obtained from the UCI Repository
[1]: (1) Iris, (2) Winscounsin Breast Cancer and (3) Pima Indian Diabetes.
The breast cancer and diabetes are two classes data sets. The Iris data set has
three different classes, thus we generated three different data sets from it for
novelty detection experiments. In each data set, a different class was selected
to represent novelties whereas patterns from the remaining classes represented
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Fig. 2 Synthetic Gaussian Distributions and Banana data sets distribution

the normal class. For simplicity we labeled class Iris-setosa as 1, Iris-versicolor
as 2 and Iris-virginica as 3. Thus we generated three different data sets, named
Iris class 1, Iris class 2, and Iris class 3. The Biomed data set, available in
the StatLib (http://lib.stat.cmu.edu/datasets) archive, was also used in our
experiments. This data set was also used in [5]. Table 1 shows the partitioning
of the data sets used in the experiments.

Table 1 Data sets Patterns Partitioning

Data set �Training Patterns
Test Patterns

�normal �novelty

Gaussian Distributions 300 150 150

Banana 80 80 80

Iris class 1 50 50 50

Iris class 2 50 50 50

Iris class 3 50 50 50

Diabetes 250 250 268

Breast Cancer 184 269 239

Biomed 80 54 75

Table 2 shows the results of the comparison of both methods, kernel k -
NNDDSRM and SVDD. The best AUC results are shown in boldface.

Table 2 kernel k -NNDDSRM and SVDD results

Data set
Kernel k-NNDDSRM SVDD

fracrej% k #prot %Total AUC fracrej% σ #SV %Total AUC

Gaussian Distributions 17 2 85 28.33 0.9144 8 10 226 75.33 0.9351
Banana 24 4 28 35 0.9309 10 5 11 13.75 0.9864

Iris Class 1 20 2 17 34 1.0 5 5 4 8 0.9800

Iris Class 2 6 1 5 10 0.5910 8 5 6 12 0.1296

Iris Class 3 16 3 19 38 0.9848 6 5 6 12 0.9736

Biomed 13 4 21 26.25 0.9080 5 5 80 100 0.8725

Diabetes 19 2 157 62.8 0.7017 7 20 167 66.8 0.6548

Breast Cancer 20 2 86 46.73 0.9974 7 5 61 33.15 0.7781
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For both synthetic data sets the SVDD slightly outperformed our proposed
method. For the synthetic Gaussian Distributions data set the best result when
using kernel k -NNDDSRM was achieved using the parameter fracrej set to 17%
and k = 2. In this case, we observed a performance loss, relative to SVDD,
of 2.07%, on other hand only 28.33% of the entire training set was used for
classification whereas the best SVDD used 75.33%.

Our proposed method outperformed the SVDD in all four real world data
sets of Table 2. In the Iris data set, when the class 1 was elected as novelty,
we have achieved the best possible result, AUC = 1. With class 2 as novelty
we achieved a poor result with both methods. In the Diabetes data set, even
achieving a considerably better result than the SVDD, the AUC of 0.7017 was
not satisfactory. In the Biomed data set the kernel k -NNDDSRM has achieved
a better AUC than the SVDD storing 73.75% less prototypes. A great perfor-
mance was also achieved in the Breast Cancer data set. An AUC of 0.9974 was
achieved by our proposed method storing only 46.73% of the entire training set.

Finally, we compare the performance of the kernel k -NNDDSRM with our
earlier method, the k -NNDDSRM [4]. Table 3 shows the best results obtained
in this paper and in [4], considering the same data sets. Once more, the boldface
AUCs show the bests results. The results show that the kernel k -NNDDSRM
remarkably outperformed the original k -NNDDSRM in the first three data set
and obtained similar result in the last one.

Table 3 kernel k -NNDDSRM and standard k -NNDDSRM results [4]

Data set
Kernel k-NNDDSRM k-NNDDSRM

fracrej% k #prot %Total AUC fracrej% k #prot %Total AUC

Gaussian Distributions 17 2 85 28.33 0.9144 5 1 40 13.3 0.7640

Biomed 13 4 21 26.25 0.9080 15 3 21 26.25 0.8500

Diabetes 19 2 157 62.8 0.7017 25 9 157 62.8 0.6470

Breast Cancer 20 2 86 46.73 0.9974 15 3 125 50 0.9950

5 Conclusion

In this paper we proposed a novel method for one-class classification named
kernel k -NNDDSRM. It is a modification of an early method that we developed,
the k -NNDDSRM. The new method aims to obtain more flexible descriptions
than a sphere shaped description, achieved by the original k -NNDDSRM. This
was done by using the kernel trick in our method and also by eliminating the
concept of center of mass [3, 4]. Both methods have a parameter k which makes
the final result more dependent on the neighborhood [4].

The novel method was able to achieve a significant reduction in the number
of stored prototypes in comparison to NNDD, which stores all training patterns.
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This reduction is directly related to the parameter fracrej which indicates the
fraction of prototypes in training set that should fall outside the description
boundary.

Our simulations using real and synthetic data sets have shown that the pro-
posed method has achieved a good performance in comparison with the SVDD
method. In six out of eight data sets our method outperformed SVDD. In com-
parison with the original k -NNDDSRM our method has obtained much better
results in all data sets.

Our future work will include the use of other kernels besides the RBF kernel.
We also aim to adapt our method for training with examples of the novelty
class as well as of the normal class, as in [15].
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3. Cabral, G.G., Oliveira, A.L.I., Cahú, C.B.G.: A novel method for one-class classifica-
tion based on the nearest neighbor rule and structural risk minimization. In: Proc.
IJCNN’2007, International Joint Conference on Neural Networks, pp. 1976–1981 (2007)
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Network

Abstract This paper presents a neural-based model for estimating the particle size
distribution (PSD) of a polymer latex, which is an important physical characteristic
that determines some end-use properties of the material (e.g., when it is used as an
adhesive, a coating, or an ink). The PSD of a dilute latex is estimated from combined
DLS (dynamic light scattering) and ELS (elastic light scattering) measurements,
taken at several angles. To this effect, a neural network approach is used as a tool
for solving the involved inverse problem. The method utilizes a general regression
neural network (GRNN), which is able to estimate the PSD on the basis of both
the average intensity of the scattered light in the ELS experiments, and the average
diameters calculated from the DLS measurements. The GRNN was trained with a
large set of measurements simulated from typical asymmetric PSDs, represented by
unimodal normal-logarithmic distributions of variable geometric mean diameters
and variances. The proposed approach was successfully evaluated on the basis of
both simulated and experimental examples.
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1 Introduction

Polymers play a major role in the current production of materials, both mass con-
sumer commodities (such as engineering plastics, rubber, etc.) and more special
products (adhesives, paints and coatings, reagents for medical diagnosis, etc.) [1].
The production of polymers with pre-specified quality characteristics is an impor-
tant scientific and technological challenge, which combines expertise in at least two
major research areas: a) optimization of production processes, and b) characteriza-
tion of the obtained products. The first line intends to define the best way to produce
the polymer, and involves the development of estimation, optimization, and con-
trol techniques, usually based on mathematical models representing the process [2].
The second line is intended to determine the quality of a product, using analytical
specific techniques and physical, chemical or mechanical tests on the properties of
the final product [3]. Nowadays, it is possible to simulate detailed mathematical
models of the process dynamics, which can easily involve dozens of simultaneous
differential and algebraic equations [4]. At an early stage, the model parameters are
adjusted off-line to the main process variable measurements. Subsequently, the ad-
justed model can be used to design operation and control strategies that may enable
an optimum polymer production with pre-specified quality characteristics.

Product characterization involves standard procedures for signals analysis and
data treatments. In this case, it is usually necessary to solve ill-conditioned inverse
problems, which result from indirect measurements of the desired properties, com-
bined with theoretical principles of the employed analytical techniques [5]. The res-
olution of such problems involves the use of numerical techniques for digital filter-
ing and functions regularization, to partially mitigate the inevitable noise measure-
ment presence in the signals and systematic mistakes committed during the mod-
elling of the associated analytical technique, which limits the accuracy and resolu-
tion of the obtained solutions. As an alternative to detailed models, artificial neural
networks (NN) allow describing the system from the viewpoint of their input/output
behavior [6]. A NN appropriately adjusted to a given process allows variables esti-
mation in short times, thereby facilitating its subsequent implementation in on-line
control process strategies [7].

Regarding analytical techniques for polymeric end-products characterization, the
resulting problems are hard to solve due to: (i) the indirect and relative character-
istics of the involved measurements, (ii) the low information content in the mea-
surements regarding the properties of interest, and (iii) the need of solving an ill-
conditioned inverse problem. For example, the quality of some polymer colloids
(or latexes) are normally associated to their particle size distributions (PSD). Such
characteristic determines some end-use properties (e.g., rheological, mechanical,
and physical properties) of the material when used as an adhesive, a coating, or
an ink. For example, the PSD can define the behavior of adhesives and paints, and
the chemical stability of latexes; and it can influence the physico-chemical mecha-
nisms involved in emulsion polymerization [8]. Unfortunately, there is no analytical
instrumentation capable of directly measuring a PSD. For this reason indirect mea-
surements are needed, where the measured physical variables are related to the PSD

256 G. Stegmayer et al.



through theoretical models. Some optical techniques, such as elastic light scattering
(ELS) or dynamic light scattering (DLS), can estimate a latex PSD from measure-
ments of the light scattered by particles in dispersion, when they are lightened with a
monochromatic light (typically, a laser). These techniques are sustained in the Mie
theory, which describes the light scattered by a particle at different measured an-
gles [9]. The resolution of the resulting inverse problem is usually approached using
standard regularization techniques [10], but the obtained solutions have low reso-
lution (i.e., inability to differentiate among similar particles). The combination of
measurements tends to increase the information content of the property to be mea-
sured. To improve the estimation of a latex PSD, some progress has been made by
combining ELS and DLS measurements carried out at multiple angles [11], even if
the refractive index of the particles is unknown [12].

The application of NN for the resolution of an inverse problem associated to
characterization techniques is scarce. For example, NNs have been used for pattern
recognition in high performance liquid chromatography [13]. They have also been
used to estimate: a) the radius and refractive index of homogeneous spherical parti-
cles, based on a reduced number of light scattering measurements taken at multiple
angles [14], b) the PSD of an aerosol, from measurements of laser light diffrac-
tion [15], and c) the radius, aspect ratio, and orientation of cylindrical and spherical
particles, from light scattering measurements at multiple angles [16]. This paper
proposes the use of a NN for the resolution of an ill-conditioned inverse problem
as an effective tool to mitigate the effect of noise on measurements; and to achieve
better solutions than those obtained through classical inversion procedures. To date,
it is unknown the existence of research papers using a NN for estimating a latex
PSD from combined DLS and ELS measurements.

The organization of this work is the following: Section 2 introduces some funda-
mentals concepts of DLS and ELS measurement techniques; Section 3 explains the
proposed neural network-based inverse model; Section 4 presents some simulation
and experimental results for model validation, and finally, Section 5 summarizes the
main conclusions of the work.

2 DLS and ELS fundamentals

Both DLS and ELS are optical techniques widely used for measuring mean diame-
ters and PSD of polymer latexes in the sub-micrometer range. The instruments em-
ployed for DLS and ELS techniques basically consist of: i) a monochromatic laser
light that falls onto a dilute latex sample; and ii) a photometer placed at a given de-
tection angle, θr, with respect to the incident light, that collects the light scattered by
the particles over a small solid angle. In practice, DLS and ELS have been broadly
employed for measuring mean diameters and PSD of polymer latexes [17]. The PSD
is calculated by solving an ill-conditioned inverse problem, on the basis of a math-
ematical model describing the light scattering phenomena (e.g, the Mie theory [18]
[19]). Unfortunately, single optical measurements have a low information content
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on the PSD; and consequently only a rather poor PSD resolution is expected. The
combination of two or more independent sets of measurements allows increasing the
information content, and can contribute to improve the quality of the PSD estimate
[20][21].

A photometer placed at θr collects the light scattered by particles in a diluted
latex sample. In ELS, the light intensity I(θr) is measured at each angle θr. In DLS,
a dedicated digital correlator, together with special software, measures the first or-
der autocorrelation function of the light scattered at every θr, g(1)

θr
(τ), for different

values of the time delay τ [9]. For each θr (r = 1,2, · · ·R), the measurements model
can be described through the following first order Fredholm equations [11][12]:

I(θr) =
∫ ∞

0
CI(θr,D) f (D)dD; r = 1, · · · ,R (1)

g(1)
θr

(τ) =
∫ ∞

0
e−

Γ0(θr)
D CI(θr,D) f (D)dD; r = 1, · · · ,R (2)

where f (D) is the unknown PSD, represented by the number of particles with di-
ameter D; CI(θr,D) is the light intensity scattered by a particle with diameter D
at θr calculated through the Mie theory, and Γ0(θr) depends on several experimen-
tal conditions [11]. In general, the estimation problem consists in finding the (un-
known) f (D) by inverting equations 1 and 2. Such inverse problem is normally
ill-conditioned; i.e., small errors in the measurement (for example, small perturba-
tions due to measurement noise) can originate large changes in the f (D) estimate.
Moreover, the difficulty of the inverse problem increases as the distribution becomes
narrower.

While DLS is reliable and fast for evaluating average particle diameters, it ex-
hibits serious limitations for estimating the PSD due to the extreme ill-conditioning
of equation 2, that makes it impossible to exactly obtain the PSD by numerical meth-
ods. Regularization methods aim at improving the numerical inversion by including
adjustable parameters, a priori knowledge of the solution, or some smoothness con-
ditions [10]. While a strong regularization produces an excessively smoothened and
wide PSD, a weak regularization normally originates oscillatory PSD estimates.
Thus, a trade-off solution must be selected. In general, the estimation of a narrow
PSD is more difficult than the estimation of a wide PSD.

The combination of independent measurements allows increasing the informa-
tion content and can contribute to improve the quality of the estimated PSD [12].
Properly combining the previous equations, an inverse problem can be stated for
estimating the PSD of a latex from ELS and DLS measurements. This approach
proposes to combine, for each θr, a scalar value I(θr) with a function g(1)

θr
(τ). How-

ever, both independent problems (ELS and DLS) are known to be ill-conditioned;
therefore their combination into one problem will also be ill-conditioned. To over-
come this problem, we propose to replace the equation 2 by the mean diameter
calculated with DLS measurements at each θr. That diameter - which we will call
DDLS(θr) - can accurately be evaluated in most commercial equipment. For a given
PSD, DDLS(θr) is calculated through:
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DDLS(θr) =
∫ ∞

0 CI(θr,D) f (D)dD∫ ∞
0

CI(θr ,D) f (D)
D dD

; r = 1, · · · ,R (3)

Call f (Di) the discrete number PSD, where f represents the number of particles
contained in the diameter interval [Di,Di+1], with i = 1,2 · · · ,N. All the Di values
are spaced at regular intervals ∆D along the diameter range [Dmin,Dmax]; thus, Di =
Dmin +(i−1)∆D, with ∆D = (Dmax−Dmin)/(N−1).

Now equations 1 and 3 may be re-written as:

I(θr) =
N

∑
i=1

CI(θr,Di) f (Di); r = 1, · · · ,R (4)

DDLS(θr) = ∑N
i=1 CI(θr,Di) f (Di)

∑N
i=1

CI(θr ,Di) f (Di)
Di

; r = 1, · · · ,R (5)

Then, the estimation problem consists in finding the PSD ordinates f (Di), by invert-
ing equations 4 and 5.

3 The proposed inverse neural model

To estimate the PSD from the indirect measurements I(θr) and DDLS(θr) the ill-
conditioned non-linear inverse problem of equations 4 and 5 must be solved. To
avoid solving such difficult problem, this work proposes the estimation of f (Di)
through a NN-based model. To this effect, a general regression neural network
(GRNN) is employed [22]. A GRNN is a normalized radial basis function network
in which there is a hidden unit (k) centered at every learning case [23]. In a GRNN
the number of neurons equals the total number of input/target vectors (K) selected
for building the model. The hidden-to-output weights (wik) are just the target values,
so the output is simply a weighted average of those target values that are close to
the given input case. Strictly, a GRNN model is directly built on the basis of the
learning cases, and therefore no specific training algorithm is required. The GRNN
can also be considered as a one-pass learning algorithm, with a highly parallel struc-
ture. Even with sparse data in a multidimensional measurement space, the algorithm
provides smooth transitions from one observed value to another [22].

When using GRNN models, the selection of an appropriate smoothing (spread)
factor is required, to be applied to each of the radial units, which indicates how
quickly the activation function decreases as the distance increases from the neu-
ron centroid. With a small spread, the neuron becomes very selective. With larger
spread, distant points have a greater influence and the function approximation will
be smoother.

Figure 1 shows a schematic representation of the inverse radial neural model
proposed for the estimation of the latex PSD. This model is created using a set
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Fig. 1 Inverse GRNN model proposed for estimating the PSD of a latex.

of K discrete PSDs, and their corresponding measurements obtained according to
equations 4 and 5. To simplify the problem, the discrete axis Di and the angles θr
are assumed fixed, and only the PSD ordinates ( f ) and the measurement ordinates
(I and DDLS) are presented to the model. Each discrete PSD a-priori known lies
in the diameter range [50-1100] nm, with ∆D=5 nm. Measurements were taken at
the range θ [20-140] degrees, with ∆θ= 10 degrees. Each input variable I(θr) and
DDLS(θr) is represented by R = 13 discrete points, and the total number of inputs to
the model is 2*R = 26. The PSDs used for building the model were restricted to be
only unimodals and with a fixed log-normal shape, given by:

f (Di) =
1

Diσ
√

2π
exp
[
− [ln(Di/Dg)]2

2σ2

]
; i = 1,2, . . . ,N (6)

where Di, i = 1,2, . . . ,211 represents the discrete diameter; Dg is the geometric
mean diameter; and σ is the standard deviation of the PSD.

For generating the learning set, Dg was varied in the range [100-1000] nm, at
intervals of 5 nm. For each Dg, 20 distributions were generated, with standard devi-
ations in the range [0.01-0.20] nm, at intervals of 0.01 nm. Hence, 181 different Dg
values were considered, with 20 PSDs of different standard deviations for each ge-
ometric mean, thus yielding a total of K = 3620 learning patterns. All patterns were
normalized to fall in the range [0,1]. The network perfectly learned the data, with an
approximate root mean square error (RMSE) of 10−5. Note that all the PSDs used
during the definition of the GRNN model were simulated on the basis of the same
distribution shape; and therefore no outlier was generated.

4 GRNN model validation

Two kind of validations were implemented. First, the GRNN was validated through
simulated (or synthetic) examples, since in these cases the solutions are a priori
known, and therefore the NN performance can be clearly evaluated. Then, the model
was tested through an experimental example that involves a polystyrene (PS) latex of
narrow PSD and known nominal diameter. In this case, the true PSD is unknown; but
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the best approximation is given by an independent PSD measurement as obtained
from transmission electron microscopy (TEM) [24].

Fig. 2 Two simulation examples for validating the GRNN model: a) a log-normal PSD, f1(D), and
b) an EMG PSD, f2(D). Comparison with the corresponding GRNN model estimates, f̂1(D) and
f̂2(D), respectively.

4.1 GRNN model validation with simulated data

Two asymmetric and unimodal PSDs of a PS latex were simulated. The first PSD,
f1(D), follows a log-normal distribution, with Dg,1 = 205 nm, and σ1 = 0.115
nm. The second PSD, f2(D), was assumed as an exponentially-modified Gaussian
(EMG) distribution, obtained by convoluting a Gaussian distribution (of mean di-
ameter Dg,2 = 340 nm and standard deviation σ2 = 20 nm), with a decreasing expo-
nential function (of decay constant τ = 10 nm).

The selected ”true” PSDs are represented in Figure 2 (in continuous lines). No-
tice that f1(D) presents the same shape used for creating the GRNN model, and for
this reason it will be useful for evaluating the model interpolation ability. In con-
trast, f2(D) exhibits a higher asymmetry than any log-normal distribution, and it
was selected to evaluate the ability of the GRNN model for estimating PSDs with
different shapes than those used during the model creation. The corresponding es-
timates are also represented in Figure 2 (in dashed curves). In the case of f1(D)),
its estimation is almost perfect. On the contrary, in the case of f2(D), its estimation
is broader than the true PSD; however, the solution is smooth and acceptably close
to f2(D). Additionally, both estimates exhibits only positive values, which is practi-
cally impossible to be obtained when traditional regularization routines are used to
solve the ill-conditioned inverse problem.

4.2 GRNN model validation with experimental data

A commercial latex standard of PS (from Duke Scientific) of nominal diameter 111
nm was measured through the following independent techniques: 1) DLS; 2) ELS;
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and 3) TEM. For the light scattering measurements, a Brookhaven instrument was
used. The TEM measurement was obtained after counting about 500 particles, in a
Hitachi H-7000 equipment [24].

Fig. 3 Experimental example for validating the GRNN model. Comparison of the TEM measure-
ment, fexp(D), with the GRNN model estimate, f̂exp(D).

The PSDs obtained from TEM, fexp(D), is shown in Figure 3 as a histogram,
and it is considered as a good approximation of the true (but unknown) PSD. The
DLS and ELS measurements were fed into the trained GRNN; and the resulting
estimated PSD is indicated as f̂exp(D) in Figure 3. The PSD estimate resulted some-
what broader than the TEM measurement. However, the average diameters of both
PSDs are quite similar.

4.3 Error Estimation Indexes

To evaluate the quality of the PSD estimates, the following performance indexes are
defined:

Jf =

(
∑N

i=1
[

f (Di)− f̂ (Di)
]2

∑N
i=1 [ f (Di)]

2

)0.5

(7)

ED =
Dn− D̂n

Dn
×100 (8)

where Dn is the number-average diameter of the PSD, that is defined as:

Dn = ∑N
i=1 f (Di)Di

∑N
i=1 f (Di)

(9)

Table 1 compares the different performance indexes for the 3 analyzed exam-
ples. In all cases, the mean diameters are accurately predicted. The experimental
case exhibits the highest Jf index. However, the comparison is against the TEM
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measurement, which is narrower than the “true” PSD as a consequence of the lim-
ited number of counted particles.

Table 1 Performance indexes for simulated and experimental examples.

f1(D) f̂1(D) f2(D) f̂2(D) fexp(D) f̂exp(D)

Dn 206.4 206.3 360.0 360.9 103.2 105.9
ED (%) - 0.05 - -0.25 - -2.62
Jf - 0.01 - 0.09 - 0.11

5 Conclusions

A method for estimating the particle size distribution of polymer latexes from com-
bined ELS and DLS measurements was developed. The proposed model utilizes
a general regression neural network, that was built on the basis of simulated log-
normal PSDs, with particles in a relatively broad diameter range [50-1100] nm. The
GRNN model building is straightforward and fast, because no training or validation
procedure is required. The proposed approach was successfully evaluated on the
basis of both simulated and experimental examples. It was observed that the result-
ing GRNN was able of accurately recuperating PSDs of log-normal distributions. In
principle, asymmetric EMG distributions can be adequately estimated too. Also, the
GRNN successfully estimated a narrow PSD of a commercial PS standard, yielding
a distribution close to that directly obtained by TEM. From a practical point of view,
the neural network constitutes a fast and robust tool, which additionally proved ade-
quate for the resolution of the involved ill-conditioning non-linear inverse problem.
With respect to the standard inversion techniques, the network presents the advan-
tages of not requiring any diameter range or numerical inversion method. Also, it has
proven to be insensitive to the standard noise measurements. The proposed method
has also proven to adequately predict the most difficult case of estimating narrow
PSDs.

Finally, the main limitation of the proposed approach is that it was developed
for unimodal PSDs. However, the network performance could be extended to more
general distributions, by including different PSD shapes during the GRNN model
definition. Also, an improved PSD resolution can be attained by reducing the dis-
cretization of the diameter axis, and/or by increasing the number of angles at which
the measurements are taken. As a future work, a more general tool will be presented
with reduced restrictions on the PSD shape.
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Abstract Plastics product design is very experience dependent process. In spite of various 
computer tools available on the market, the designer has to rely on personal or supporting 
experts’ knowledge and experience when designing plastics products. Proposed develop-
ment of the intelligent advisory system presented in this paper involves two methodologies. 
“Design for X” strategy will be applied to consider specific design aspects for plastic prod-
ucts, while “Knowledge-Based Engineering” will be used for knowledge acquisition, its 
systematization and utilization within the system. The major benefit of the intelligent sup-
port provided by the advisory system will be faster and more reliable product development 
process, as the system will offer the user some recommendation and advice about material 
selection and related production process. Thus, the expert team could be contracted. Mini-
mized development process costs along with optimal technical design solutions for plastic 
products will enable small and medium size enterprises to compete with their plastics prod-
ucts on the global market. 

                                                           
1  U. Sancin, BSc 

Faculty of Mechanical Engineering, University of Maribor, SI-2000 Maribor, Slovenia,  

email: urska.sancin@uni-mb.si 
2  Assoc. Prof. Dr. B. Dolšak 

Faculty of Mechanical Engineering, University of Maribor, SI-2000 Maribor, Slovenia,  

email: dolsak@uni-mb.si 

 

Please use the following format when citing this chapter: 
 
Sancin, U. and Dolšak, B., 2008, in  IFIP International Federation for Information Processing, Volume 276; Artificial 
Intelligence and Practice II; Max Bramer; (Boston: Springer), pp. 265–274. 



U. Sancin and B. Dolšak 

1 Introduction 

Not long ago, Computer Aided Design (CAD) represented quite revolutionary ap-
proach in both, computer and engineering science. Nowadays designers have at 
their disposal a wide range of CAD applications like drafting, modelling, analys-
ing, simulation, etc. Using CAD tools design is much more effective. Existing 
CAD is almost perfected on the graphic presentation of design but still has serious 
limitations at providing recommendation and advice to the designer. Information 
like material, surface treatment, tolerances, etc. are generally represented as re-
marks on the drawing or by attaching attributes to a three-dimensional model 
while only geometric form and dimensions are covered satisfactory.  

However, CAD applications are reality in modern engineering design process 
and working without them is almost impossible to imagine. As mentioned before, 
the existing computer support does not offer adequate information or advice to de-
signer when dealing with dilemmas about material selection or process selection 
etc. Therefore designer has to take a decision based on his or her own knowledge 
and experience. As one person cannot master such extensive range of knowledge 
to take all the correct engineering decisions, the designer has to collaborate with a 
group of experts with different expertises.  

The main objective of the proposed research presented in this paper is a devel-
opment of the intelligent advisory system for plastics products design to support 
designer with advice at product development process. The basic idea is to build 
and apply a knowledge base about plastics materials, related production processes 
and corresponding design guidelines. The major scientific challenge behind this 
goal is related to data mining and knowledge discovery. Knowledge acquisition is 
expected to be the most complex and time consuming part of the research to build 
the knowledge base, where domain knowledge and data will be collected, organ-
ised and properly encoded. 

The intelligent system mentioned here is expected to be a major acquirement 
for many small and medium sized enterprises, as with its application even single 
designers with less experience will be able to achieve optimal design solutions. 
The intelligent system will replace the expert team to a great extent so they will be 
able to focus on new technology development and knowledge dissemination. 

2 Design for X and knowledge-based engineering 

In today’s consumption oriented society consumers’ requests and wishes have to 
be considered as basic guidelines along with product specification as early as in 
concept phase of design process. Even successful designers have difficulties when 
linking all the factors and reaching compromises between them. The methodology 

266

called “Design for X ” (DFX) is extensively applied in engineering practice. “X” 



deputizes many quality criteria like appropriateness for manufacturing, assembly, 
maintenance, service, etc. [1]. Design for manufacturing (DFM) is mostly used in 
production process by new product development team as it directly refers to 
manufacturing process and its costs. All members of the development team as well 
as outside experts need to contribute their part of expertise to enable the effective 
DFM practice that leads to low manufacturing costs without sacrificing product 
quality. 

DFX methodology needs to be considered in development of the computer aid 
for supporting specific design aspects, such as design of plastics products. The 
second but any less important methodology for our research work is Knowledge-
Based Engineering (KBE), which is founded on Artificial Intelligence (AI). 

AI is a branch of computer science that is concerned with automation of intelli-
gent behaviour [2]. The Artificial Intelligence (AI) applications to design are gen-
erally concerned with studying how designers apply human intelligence to design, 
and with trying to make computer aids to design more knowledgeable. These ap-
plications are based on representation of heuristic knowledge (which is less easy 
to express) as mathematical approach is not appropriate in this case. As men-
tioned, the part of AI that is particularly concerned with the development of such 
representations are known as expert systems, or more generally knowledge–based 
systems, often also intelligent computer systems [3]. 

KBE is founded on knowledge base, which is existential for intelligent system 
functionality. KBE is an engineering method in which knowledge about the prod-
uct, e.g. the techniques used to design, analyse, and manufacture the product, are 
stored in the knowledge base or product/process model. The model represents the 
engineering intent behind the geometric design. It contains the attributes of the 
product such as material type, functional constraints, geometry etc. 

Although AI technology is still subject of extensive research and development, 
many successful AI applications in real–life domains already proved the useful-
ness of these technologies when dealing with nondeterministic problems that can-
not be treated adequately by using conventional approaches, unless the user is 
possessed of special skills and experience. Engineering design process is certainly 
one of the domains that very much fit into this scope. 

3 State-of-the-art 

It is hard to imagine a modern design process without using a computer. In fact, 
CAD is so extensively applied that in many companies all design work is done us-
ing these software tools. Yet, there is a body of opinion that the benefits of apply-
ing CAD are below expectations. We believe the reason for this lies in the fact that 
the existing CAD systems are still not yet adequate as a proper aid to the designer 
in the design process of a new product. The way in which it is hoped to overcome 
this bottleneck is to increase the intelligence of CAD systems [4]. 
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Existing CAD systems represent a present state-of-the-art in computer support 
to design process. Some of the systems were already upgraded with intelligence in 
some technical professional fields.  Significant improvement of reliability and ef-
fectiveness in performing various engineering tasks was perceived. AI applica-
tions are not only a subject of extensive research and implementation but today’s 
reality. Proceedings of the international scientific conferences “AI in Design”, ed-
ited by J.S. Gero [5], constitute a good collection of papers related to this area. 

Design data are not always well formulated, and almost never complete. Ex-
perienced designers can deal with such data reasonably easily, while even the 
most “intelligent” programs have great difficulties. Designers are also reluctant to 
assign responsibility for decisions to computer programs, no matter how compe-
tent they may appear. One can also argue that encoded design knowledge does not 
allow designers to express their creative ideas. This is even more important in 
some specific design domains that have their specific constraints and criteria and 
therefore require specific approach in design process. For all these reasons, com-
puter (intelligent) support to specific design aspects, including those that are sub-
ject of the proposed research, is still quite limited and therefore insufficient. 

3.1 Design of plastics products 

In today’s world, designer should follow quite extensive list of basic steps and 
procedures to produce a world-class product [6]. Within this process, different de-
sign decisions have to be taken, like choosing the appropriate material, production 
process, tooling, equipment, services, etc. The single designer is not able to reach 
all the correct decisions so the consultations with experts of different expertise are 
of high importance. Furthermore, design with polymers requires more involved 
and upfront engineering approach than ever before. This is why the intelligent 
computer support to plastics design is essential.  

Yet, quite many AI applications have been reported in this particular field of 
design. In 1996, Rapra Technology Ltd. [7] claimed to lunch first ever knowledge 
based system for the plastic industry. Most of the later AI applications were ad-
dressing separate parts of design process, i.e. the selection of specific materials, 
such as ceramic [8], or the use of special manufacturing and corresponding tooling 
processes, where injection moulding is far the most popular [9, 10]. On the other 
hand, no serious attempt is recorded to develop the intelligent advisory system for 
supporting plastics products design process as a whole. Therefore, our research 
presented in this paper represents a novel contribution to this important technical 
field. 

268



4 Problem presentation 

In present time, each product is exposed to the competitive struggle on the market, 
where success can be expected only for universally optimal design solutions. Con-
sequentially, specific design aspects like design of plastic products are becoming 
increasingly important and are not left behind in correlation with functionality and 
economic efficiency. Every competent enterprise with intention to take the leading 
position in its branch is aware of this fact and is opened for any process applica-
tion in order to achieve that goal. Therefore, it is no surprise that CAD is so exten-
sively applied. 

In spite the fact that modern CAD tools are very strong in graphic presentation, 
the limitations at providing design recommendations to the user are becoming 
more and more obstructive. Design projects normally originate in form of problem 
statement provided to the designer by the company management. These problem 
statements set a goal, some constraints within which the goal must be achieved, 
and some criteria by which a successful solution might be recognised. It is usually 
possible to improve the initial definition of the problem. Yet, many design con-
straints and criteria still remain unknown and the existing CAD approaches are not 
able to help designer in dealing with uncertainty and inconsistencies. Thus, the 

Designers face many dilemmas linked with various aspects of the product. 
Compromises have to be considered at every design step. In order to create as op-
timal compromises as possible, designers have to possess wide range of knowl-
edge and have to be aware of all influential parameters, or alternatively a team of 
experts in various fields has to collaborate in development process [11].  

The designer often stands at the crossroads as product specifications and cus-
tomer requirements are very much contradictive with specific design issues like 
how to produce, to assemble, to maintain or to service the product. In this case, 
DFX methodologies can be very helpful but often rather not sufficient.  

Figure 1 shows product development process, following four phases of design 
(upper part of the Figure 1): task clarification, conceptual design, embodiment de-
sign and detail design. 

 The designer is progressing through design phases relying on personal and ex-
pert team’s knowledge. As the alternative to the extensive expert team, which is 
often not on disposal, we propose a supplement to the existing CAD tools in form 
of the intelligent advisory system for supporting plastics product design described 
in this paper. Parallel with research in field of intelligent support to plastics de-
sign, the intelligent systems for supporting ergonomic and aesthetic design are 
also subject of development in our laboratory [12].  

It is anticipated the proposed intelligent supporting system to comprise several 
intelligent modules, each based on the knowledge base for specific design aspect. 
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Figure 1 Product development process supported with intelligent advisory system 

also presenting the intelligent module for supporting engineering analyses, which 
was already developed in our research group and gave promising results. 

Above all, the main purpose of the intelligent system is to support inexperi-
enced designer by qualified stream of advices in terms of design recommendations 
and guidelines for specific design aspects. Using this intelligent computer support, 
the designer will be able to use the “knowledge” encoded in the knowledge base 
of the system to follow basic steps of design and to find optimal design solutions 
easier and faster. 

5 Intelligent advisory system 

To consider the world without plastics is today almost impossible to imagine. 
Only the most innovative enterprises, which are investing in development and are 
keeping up with their competition, can be successful. In engineering practise de-
signers usually decide mostly upon well-known tested materials like metals, wood 
and ceramics. In the present time, this kind of materials can be substituted with 
others, more suitable for the certain type of product. Plastics are one of those al-
ternative materials, as they can offer optimal characteristics for noticeable lower 
costs. Due to the assortment of polymers (over 120 thousand) available on the 
market, the expert working team should be numerous, while planning the new 
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product. Consequentially, the designer is forced to rely upon knowledge and ex-
perience of the working partners.  

According to previous writing some major problems of plastics product devel-
opment process can be outlined and summarised in two basic groups: 

1. New materials are not adequately represented in engineering practise due to 
insufficient knowledge about new materials and related characteristics, as 
well as due to traditional use of other more familiar materials. 

2. Information about plastics, their properties, related machining processes 
and matching design recommendations are not properly collected and or-
ganised for engineering use. 

Development of the intelligent advisory system for plastics design will be 
clearly an acquirement to the great extent, as engineers will finally be able to get 
some professional recommendation how to deal with some specific design aspects 
in plastics product design process. In this manner, they will be able to select the 
material best suited to the purpose of the product without dependency on their lim-
ited experience, creativity and product performance requirements. 

5.1 KBE and DFX in plastics design 

Design is a very complex process. One of the crucial decisions that need to be 
made within this process is also the selection of the material for the new product. 
Material selection is always affected by basic demands, like application manner 
and additional factors, like supplier recommendation, own experience, etc. More-
over, the designer also has to anticipate the production process, semi-product or 
product assembly, maintenance of the part and environmental component, which 
becomes especially important due to the pollution of the planet. For all this rea-
sons, DFX methodology has to be considered very thoroughly, especially at plas-
tics product design process. However, designer still can not expect any adequate 
help in form of recommendation or guidelines when material or technological 
process has to be selected to achieve maximal quality at minimal costs. 

In order to overcome this bottleneck, KBE techniques need to be considered 
along with DFX methodology, when developing the intelligent advisory system 
for plastics product design. Figure 2 presents the basic idea and is visually divided 

in three components: input, intelligent module and output. Input containing 
customer’s requests, wishes, and technical criteria is general for any design prob-
lem, the same as the output with selected material and some design and production 
guidelines. The intelligent module for plastics product design represents a new 
component in design process. The preliminary condition for the knowledge-based 
support to plastics product design process is the adequate knowledge base contain-
ing related, well organized DFX knowledge, relations and data.  
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Figure 2 Knowledge-based design of plastics products 

It is evident that expert support in decision-making process is essential for al-
most every designer to perform design of plastics products successfully and effi-
ciently. Thus, we decided to develop an intelligent advisory system to support this 
important design issue. Above all, the expected development methods include a 
combination of basic design knowledge with special domain expertise in field of 
plastics. The knowledge base will contain rules related to selection of the modern 
plastic materials and correlated manufacturing processes, as well as special guide-
lines and recommendations for designing plastics products. Different approaches 
to knowledge acquisition and the appropriate formalisms for the presentation of 
the acquired knowledge within the computer program will be of special impor-
tance. The potential of transparent and modular IF-THEN rules is planned to be 
compared with more flexible knowledge presentation systems such as fuzzy logic.  

Figure 3 shows comparison between conventional approach of plastics product 
design and design process supported with the intelligent advisory system. 

 

Figure 3 Design process with intelligent system support vs. conventional approach 
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Requirements, wishes, conditions and due dates are passed to designer either 
from the management or direct from the customer. Designer’s responsibility is to 
design the model, tool or finished product by carrying out the whole development 
process. Thus, designer should consult with experts like technologist, chemist, tool 
designer and economist, who are able to deliver their expert knowledge as this is 
the only way to achieve performance of optimal solution. 

As the alternative to the expert team (Figure 3), some tasks like choosing the 
material and process, presenting the design guidelines, performing the analyses 
and monitoring the quality and costs, can be supported by applying the intelligent 
advisory system proposed here. 

In present practice design process is sometimes still successive. The customer 
provides the designer with input data where the requests frequently predominates 
technical criteria. Therefore, the designers and technologist are often handicapped 
when trying to enhance the quality of the product or a process. In such case, the 
need for intelligent computer support is also very expressive.  

The intelligent system will be developed in form of consultative advisory 
computer tool to be used interactively. The main goal for the system is to apply 
domain knowledge, relations and experiences from the knowledge base of the sys-
tem in complex reasoning procedure leading to qualified design recommendations. 

In order to enable transparent and efficient system application, the user inter-
face will be developed with a special attention. Regarding the type of input and 
output data, two different application modes are anticipated. Guided mode (ques-
tion and answer) will be used mostly at the beginning, when first set of parameters 
has to be presented to the system. During data processing phase, the system may 
present additional questions or ask for more parameters. In this case, guided and 
graphic mode will be used to present the problem to the user. In final phase, the 
solution will be presented in graphic mode if possible. 

Knowledge and experience of design experts are of crucial importance for plastics 
product design process. Thus, young inexperienced designers have many difficul-
ties when facing the challenge to make crucial decisions within complex design 
process. With development of the proposed intelligent advisory system, knowl-
edge and experiences will be collected, systematised and arranged in the module-
based knowledge base. 

KBE techniques are already extensively applied in developed world mostly in 
military, airplane and automotive industry. Small and medium sized enterprises 
are also aware of KBE advantages but do not have enough human and financial 
resources for implementation of those techniques in development process. Conse-
quentially, their competitiveness on the market is aggravating as for higher devel-
opment costs and related product price. The intelligent advisory system for plas-
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tics design will help them to achieve their business goal: »maximal quality at 
minimal costs« less experience-dependent and with higher efficiency. The experts 
working on one project will be contracted and the team members will be able to 
dedicate to the new technologies and dissemination of personal knowledge. 

The research presented in this paper is a part of the broader research activities, 
performed by members of our laboratory. The aim of these activities is to develop 
intelligent advisory systems for supporting product realization process. Our recent 
results in this research field are two prototypes of the intelligent systems, first to 
support finite element selection process [13], and the other to support design op-
timisation considering the results of the structural engineering analysis [14]. 

The proposed system is also meant to be used in education for the students of 
engineering and product design as typical representatives of inexperienced design-
ers. In this case, the important feature of the intelligent systems that usually have 
the ability to explain the interface process will be especially welcome. 
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Abstract   This paper uses multiagent simulation to examine the effect of various aware-
ness interventions on the spread of preventable diseases in a society.  The work deals with 
the interplay between knowledge diffusion and the spreading of these preventable infec-
tions in the population. The knowledge diffusion model combines information acquisition 
through education, personal experiences, and the spreading of information through a scale-
free social network.  A conditional probability model is used to model the interdependence 
between the risk of infection and the level of health awareness acquired. The model is ap-
plied to study the spread of HIV/Aids, malaria, and tuberculosis in the South African prov-
ince Limpopo. The simulation results show that the effect of various awareness interven-
tions can be very different and that a concerted effort to spread health awareness through 
various channels is more likely to control the spread of these preventable infections in a 
reasonable time. 

1 Introduction 

Social simulation models have been used to study knowledge diffusion through a 
social network [2] as well as modeling the spread of epidemics [3]. These models, 
unlike techniques that focus on cross sectional statistical analysis [8], also capture 
the factors affecting the individual and at same time allow global trends to emerge 
in the simulation environment.  The bridging of the gap between the micro and 
macro levels is a useful feature in the study of knowledge diffusion and epidemics. 
Moreover, hypothetical scenarios are more easily evaluated using social simula-
tions than other epidemiological models. In addition, the relative simplicity of the 
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“agent” in a social simulation makes it possible to explore complex interactions 
over substantial time durations that are difficult to capture in purely mathematical 
models. 

One such interaction is the interaction between knowledge about disease pre-
vention and the effectiveness of various awareness spreading media in controlling 
the spread of a preventable disease.  In this context, a disease is considered pre-
ventable if immunization, life style changes, and other means of prevention are ef-
fective in controlling the spread of the disease. 

Knowledge about disease prevention may be acquired through formal educa-
tion, personal experiences, and through advice from a social network of friends, 
relatives, and neighbors. A physician or a licensed health practitioner would have 
acquired good knowledge in the area of disease prevention through education. In 
fact, there is a continuum representing the validity of preventive health knowledge 
acquired through education. At one end of this continuum, we find the physicians 
and health care professionals, and on the other end we find individuals with no 
formal schooling.  

Disease prevention knowledge acquired through personal experiences is typi-
cally unreliable especially for diseases with long incubation periods like 
HIV/Aids, tuberculosis, or malaria as individuals are not likely to correlate risky 
behavior to a latent effect. However, personal experiences could guide an individ-
ual trying to avoid mosquito bites. By trying insect repellent or mosquito net, the 
individual may acquire knowledge that helps in preventing malaria. 

Mass media outlets like newspapers, radio, and television are considered useful 
in promoting healthy life styles and combating diseases. However, the effective-
ness of mass media depends on their degree of penetration, the consistency of the 
message, and the degree of trust that the individuals accords to the media outlets. 

 Word-of-mouth advice from friends and relatives is also an important means 
for knowledge diffusion. However, the quality of the information usually deterio-
rates as it spreads, particularly among the less educated groups. 

This paper presents a social simulation model that can be used to assess the ef-
fectiveness of various awareness interventions. Section 2 presents the elements of 
the social simulation model including the agents, the social networks, and the 
structure of the rules governing the spread of information. Section 3 introduces the 
simulated society in Limpopo, South Africa and the specific parameters and rules 
used in the simulations. Section 4 examines the effect of various health awareness 
interventions on the spread of the diseases and the size of the population. Section 
5 is the conclusion of this work. 

 
2 The Social Simulation Model 

Initially the model starts by generating a set of agents that represent the demo-
graphics of the society to be simulated. The agents are grouped into households 
according to a set of predefined criteria. If agents in the household share knowl-
edge the health awareness level becomes the same for all agents in the household. 
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A social network links households based on a set of criteria. The network includes 
special highly connected nodes representing influential individuals. Knowledge 
spreads along the social network.   Based on their educational background agents 
may acquire knowledge from other sources including formal education and news-
papers. Agents also acquire information from radio and television. As the simula-
tion progresses, children grow up and new households are formed while other 
households dissolve as agents die. Children in a dissolved household are adopted 
by other households in the social network. The probability of infection of agents at 
any time depends on age, gender, and their awareness level.    

2.1 The Agents 

Each agent has a health status that represents whether the agent is healthy, suscep-
tible, infected and incubating, infected and symptomatic, recovering, immune, or 
dead. Each health state, except dead, lasts for a period of time that depends on the 
infection and age. Agents may suffer from more than one infection at the same 
time. There are some interactions between concurrent infections. For example, any 
infection is more severe if the patient has HIV. 

The agent also has an education level that evolves for children according to the 
population’s demographic data. Education affects awareness in more than one 
way; it determines the awareness obtained from formal education and the reliabil-
ity of the agent is relaying information.  

Agents also have other demographic characteristics including gender, race, age, 
lifestyle parameters (e.g. number of sex partners), and a variable representing the 
degree of religiosity.  The degree of religiosity determines the influence of infor-
mation from preachers on the individual. Preachers are members of a group of 
highly influential agents that also includes physicians, other health care workers.  

2.2 The Household 

A household is formed as a result of a marriage. Members of the same household 
share the same level of health awareness. Children are born in a household and 
every agent is a member of a household. Unmarried adult children continue to be 
members of the household. A household dissolves if all adult member of the 
household die. Any children in the dissolving household are adopted by other 
households. The ability of a household to accommodate orphans depends on the 
health state of its members. 

The household is the unit of membership in the social network. Media exposure 
is assumed to be the same for members of the same household. Radio and televi-
sion ownership is assigned per household. Household members also share income; 
however, the current version of the simulation model does not take in considera-
tion these economic factors. The interaction between household income and health 
has been studied previously [1]. Other household attributes include its location as 
it affects the social network, which typically includes some neighbors.  
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2.3 The Social Network 

The social network is a scale free network where most nodes representing ordinary 
households with a small number of connections to other households. However, 
there are some high degree nodes representing influential agent such as the physi-
cians, health care workers, and preachers. Fig. 1 shows a social network where or-
dinary households are shown in blue while more influential nodes are marked by a 
box around them.  

Figure 1 The social network 

The network is dynamic to accommodate changes such as household creation 
and dissolution. There are some compatibility criteria to guide the creation of links 
between households including educational background and household location. 

2.4 Acquisition and Spread of Information 

While personal experiences are excellent source of knowledge [4], they are less 
relevant in this application due to the long incubation periods as discussed earlier. 
Other sources of knowledge are formal education, peers in the social networks, 
and influential agents in the social networks.  

Each agent is assigned an initial awareness level based on education. Table I 
provides the interpretation of awareness levels. The higher the level of awareness, 
the more informed the agent is. Level 9 is assigned to physicians and Level 8 is 
assigned to other health care workers based on their formal education.  The educa-
tion attainment of a child is determined based on the education attainment of 
adults in the household. 

The increase in awareness level from media differs according to the media and 
the frequency of the agent’s exposure to it. Such that, daily television watching, 
radio listening, or weekly newspaper reading increases the awareness of the agent 
by a fixed amount monthly.  

Every month the social links of each household are visited and knowledge is 
shared with a fixed probability assuming that individuals share preventive health 
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information occasionally. If two friends share knowledge, then their relative 
awareness is readjusted as follows: 

Considering the awareness Au and Av of agents u and v, respectively, whenever 
Au > Av then the readjustment is done as: A’v= Av +  Au , and A’u = Au -  Av ,  

where 1>    >  > 0 to reflect that knowledge diffusion is partial and that the cor-
rect information is typically more convincing than incorrect information.  

Table 1. Awareness Levels 

   
The awareness levels of the physicians and health care workers are not affected 

because they are confident of their knowledge while the awareness of ordinary in-
dividuals is increased as a result of the interaction with them. The amount of the 
increase is proportional to the agent’s education. 

2.5 Spread and Effects of Epidemics 

The spread of diseases is based on a probability model that takes into account 
typical epidemiological factors such as age, gender, and lifestyle. However, we 
add a factor that represents the effect of awareness. For example, the rate of occur-
rence of infections can be presented as a proportional hazard model [5], such that 
the factors affecting the hazard rate h(t) include both epidemiological and aware-
ness factors represented by the vector X= [x0, x1, …, xn] weighed by the coeffi-
cients 0, 1, …, n , or   h(t) = h0(t) e  i xi where h0(t) represents the uncondi-
tional hazard. 

Naturally, the coefficient for awareness should ensure that the probability of in-
fection decreases as the awareness increases. Of course, the choice of the survival 
model and its coefficients will have a great impact on the results. 

Once infected, an agent develops symptoms after a random incubation period 
that depends on the disease, and subsequently may recover or die after another 
time period. Agents who recover or do not get infected will die at an older age as a 
result of other causes. A secondary infection to an agent suffering from HIV acts 
as a time accelerator and the agent die earlier as a result. 

281Modeling the Spread of Preventable Diseases 



 

3. Case Study: Limpopo 

As a case study, we have simulated a village in Limpopo Province in South Af-
rica, which is a well studied example [1] of a community facing great difficulties 
because of preventable diseases. These problems include high levels of infections 
with HIV/AIDS, tuberculosis, and malaria. As in other regions in sub-Saharan Af-
rica, the spread of these preventable diseases has had a significant impact on the 
life expectancy, and on the regional economy. 

3.1 The Population 

The model starts with 500 individuals whose demographic profile is consistent 
with recent census data3 with respect to gender and age.  The percentage of the 
married couples in the actual Limpopo society, which is approximately 22% of 
adults aged 15 and over, determines the number of households. Throughout the 
simulation, 1.08% of men marry each year according to official recorded marriage 
statistics. To account for common law relationships, the model considers that 
2.2% of men marry per year, and hence the same number of households con-
structed. Despite the fact that, in Limpopo's real community, more than one couple 
may live in the same household, due to the expenses of constructing a new one, 
the model considers each couple to be living in a separate household so that their 
friendship relations with other households can be separate. Matching a couple is 
done randomly, but for a couple to marry, they should meet the following criteria: 

 Both partners should be over 15 years old. 
 The husband is not older by more than 10 years and the wife is not older with 

more than 5 years. 
 They should be of the same race with a probability of 90%. 
 The husband’s education level can be higher than the wife's with at most three 

levels or the wife's education level can be higher with at most one level. 

While constructing the community, the model assigns each couple a random 
number of children between 0 and 3 of each gender. Children inherit the ethnicity 
of the parents. Each year, a percentage of 4.2% are born (average of birth rates 
from 1999 to 2003) and the model randomly chooses households for new babies. 
Single adults in the initial population are also assigned randomly to households. 

3.2 Sources of Knowledge 

Education levels and initial health awareness is also assigned to individuals based 
on available statistics. Table 2 shows the statistics4 used. Health awareness levels 
within the ranges specified in Table 2 are assigned to agents randomly.  

                                                            
3 Statistics South Africa, Stats in Brief, 2006. 
4

by country and by gender 1970-2015. 
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As the number of physicians in Limpopo is one for every 11,000 individuals 
and the ratio of nurses to physician is 5.3 to 1, our initial population of 500 is as-
signed a part time physician who can only see 30 patients a month and a nursing 
staff that can see 159 patients each month.  Priority is given to symptomatic pa-
tients but they also see others. 

The model assumes that 70% of the population is somewhat religious but the 
influence of the preacher on a particular agent is proportional to the religiosity fac-
tor of the agent. 

Table 2. Education and health awareness in the population 

Education Health Awareness Level Percentage 

No schooling 0-1 33.4% 

Some primary 0-2 14.1% 

Completed primary 2-4 5.5% 

Some secondary 2-5 26.1% 

Completed secondary 3-6 14% 

Higher education 5-8 6.8% 

 
 
According to a recent study5, the percentage of the South African population 

that listens to the radio only once a week is 12.8% and the percentage that listens 
daily to the radio is 79.3%. While the percentage that watches the television once 
a week is 10.7%, and daily television watchers constitute 67.3% of the population. 
Moreover, 40.6% of the population read newspapers on weekly basis. These fig-
ures were used to incorporate the effect of media in the simulations.  

3.3 The Epidemics  

HIV/AIDS primarily infects the 15 to 49 age group. The infection rate is set to 
21% which is the average between the World Health Organization statistics and 
UNAIDS statistics. Mother-to-child infection during pregnancy, birth and breast-
feeding occurs with a probability of 25% and children infected through this proc-
ess do not survive more than 4 years.  

Throughout the simulation, the model only considered HIV transmission 
through either sexual contacts or through mother-to-child transmission. A recent 
study indicated that the rate of male-to-female infection in South Africa is as high 
as 74% to 100% [7], and UNAIDS6 estimates that male-to-female transmission 
during sexual contact is about twice as likely to occur as female-to-male ones. 
Therefore, the model considers that with each assigned contact if the male is HIV-

                                                            
5 BBC World Service Trust, Research Summary Report: African Media Development Initiative, 
2006. 
6 UNAIDS, Women and AIDS Fact Sheet, 2004. 
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positive then with a probability of 87% the female may become infected too but if 
the female is HIV-positive, the male may get infected with a probability of 44%. 

In the initial community, the model chooses 0.511% of the agents randomly to 
be infected with tuberculosis. During the simulation, 0.6% of the population gets 
infected annually7 According to available WHO statistics, 0.18% of the population 
that gets infected with TB is HIV-positive adults, 0.12% is normal adults, and 
0.3% is children, since they are more liable to get infected. Also, 7.2% of infected 
people die annually, and 40% are cured.  

Children under 4 who are co-infected with HIV/AIDS and TB die. Older agents 
also die from the co-infection if they have reached the symptomatic phase of HIV 
characterized by a very weak immune system.  

In Limpopo, 6369 individuals reported Malaria infection in 2006 which is 
8, but still most of the cases go unreported, 

so the model assumes that 1% of the agents get infected. Children under 5 years 
represent 60% of the infected population, the remaining 40% is equally divided 
between school aged children and adults.  

Children under 6 years who are co-infected with HIV and malaria die, while 
40% of infected children in this age group die as a result of a malaria infection 
alone. Malaria also claims the lives of 20% of infected children in the 6 to 14 age 
group and 10% of adults who are not in the symptomatic phase of HIV. It also 
causes a precipitous death for symptomatic HIV/AIDS patients.  

 
4. Effect of Awareness Interventions 

To study the effects of various awareness interventions, we simulated the system 
described in Section 2 and the case study introduced in Section 3 using Repast [6]. 
As we could not obtain enough data to properly validate the hazard model and its 
parameters, the results presented in this section should be considered illustrative of 
what social simulation models could produce. Also, in these simulations, we did 
not take into account changes resulting from medical advances, or changes in the 
education attainment over the simulation period. Under the assumed set of pa-
rameters, the simulations evaluate the following scenarios over 100 year period: 

awareness is solely determined by the agent’s education. 
 Scenario 2:  Agents use their social network to share knowledge but did not 

have access to advice from medical professionals nor preachers. 
 Scenario 3: Agents get knowledge through mass media outlets only. 
 Scenario 4: Medical professionals and preachers are the only ones spreading 

knowledge through the social network. 
 Scenario 5: Agents share knowledge within each household only. 

                                                            
7 WHO, Global tuberculosis control: surveillance, planning, financing: WHO report 2007. 
8 Department of Health: South Africa, Malaria cases in South Africa: 1999-2007. 
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equal to 0.11% of Limpopo’s population

 Scenario 1: Base scenario with no awareness intervention such that an agent’s 



 

 Scenario 6: All channels for knowledge sharing listed above are enabled. 

In all the above scenarios, we recorded the population growth and the number 
of agents infected by each of the three epidemics. Each scenario was run several 
times for cross validation and the average result reported here. As expected, the 
population in Scenario 6 was healthier than all the others and grew from 500 to 
8500 in 100 years. In Scenario 6, HIV/AIDS was eliminated within the first 32 
years while tuberculosis and malaria infections went down as well.  

Scenario 2 was the least effective intervention as HIV/AIDS infected more than 
40% of the adult population. However, the total population grew to 2230 over 100 
years. These results suggest that the dilution of knowledge through the social net-
work in the absence of reliable sources does not add to the population’s aware-
ness. These results are obtained using the information transfer rate for correct in-
formation ( ) as 0.3 and that of incorrect information ( ) as 0.3.  

Table 3 gives the population at the end of 100 years and the percentage of the 
population infected with HIV/AIDS. It is clear that the population grows as the 
mortality rate due to HIV decreases and the death rate because of these infections 
remained low. 

Table 3. Population and HIV infection at the end of the simulation period 

Awareness Intervention Scenario Final 

Population

HIV/AIDS  

% of adults

Tuberculosis

(%) 

Malaria 

(%) 

1. Formal Education  2204 41.5% 0.55% 0.86% 

2. Education + Social Network 2229 41.4% 0.54% 0.86% 

3. Education + Mass media  3801 25.5% 0.44% 0.76% 

4. Education + Reliable community sources 5161 3% .0.31% 0.63% 

5. Education + Household  7209    0% * 0.17% 0.25% 

6. All awareness interventions 8500      0% ** 0.11% 0.19% 
* Reached after 65 years  ** Reached after 32 years 

 
The fifth scenario gave the best result for a scenario in which only one method 

is enabled, due to the presence of many adults living in the same household, so if 
the awareness level of each became the highest of all their awareness levels, be-
cause they live together and have much time to convince each other with what 
they know, a lot of agents will have high awareness, and therefore the information 
will be disseminated more quickly. 

The results highlight the role of information sharing within the household and 
in the community. However, these results also warn against the spread of misin-
formation throughout the social network. 
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5. Conclusions and Future Research 

fects of awareness interventions. It shows that various interventions can have sig-
nificantly different results. As such, this work illustrates an application of multi-
agent systems to an important problem. It also shows how to combine traditional 
epidemiological models and social simulation models to study and analyze the 
spreading of preventable diseases.  The validity of these traditional epidemiologi-
cal models remains of course the domain of epidemiological studies. 

It is important to note that the parameters used in the case study relied on avail-
able statistics. However, in the simulations, many additional parameters were arbi-
trarily chosen. To assess how the results are affected by these parameters, we 
would like to perform some sensitivity analyses.  
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An Intelligent Decision Support System for the Prompt 
Diagnosis of Malaria and Typhoid Fever in the Malaria 
Belt of Africa 
 
A. B. Adehor1 and P. R. Burrell2

 
 
 

Abstract Malaria is endemic in Africa, though curable it is difficult to manage the prompt 
diagnosis of the disease because available diagnostic tools are affected by the harsh tropical 
weather. Also, the lack of electricity for the storage of current diagnostic tool in the rural 
areas as well as the fact that it has signs and symptoms that are similar to those of typhoid 
fever; a common disease in the region as well, is a major setback. This paper describes the 
research and development in implementing an Intelligent Decision Support System for the 
diagnosis of malaria and typhoid fever in the malaria subregions of Africa. The system will 
be mounted on a laptop, the one child per laptop, which will be powered by a wind-up 
crank or solar panel. The region chosen for our study was the Western Subregional network 
of malaria in Africa. 
   

 
 
 
 
 
 
 
 
 

1. Introduction 
 
Malaria is a climate sensitive disease and the parasites that transmit the disease 
strive very well in Africa’s tropical region. Although the disease is curable, it is 
estimated that a child is killed every 30 seconds and there is an annual report of 
500 million cases in Africa [1], [2]. In Africa, there are four Subregional networks 
(they are: Central Africa, East Africa, Southern Africa and West Africa) set up by 
the Roll Back Malaria Partnership to combat the disease from different fronts [3]. 

Although the disease can be managed at home by people with a minimum of 4-5 
years education [4], [5]; its prompt diagnosis is hindered by the fact that current 
diagnostic tools are affected by the harsh tropical weather; the lack of qualified 
medical laboratory technicians to read test results; the lack of regular or no supply 
of electricity to preserve available diagnostic tools and the lack of adequate 
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transport means to transport patients from the rural areas to the urban areas. These 
all contribute to the set back in the fight against malaria. Above all, the lack of 
basic social amenities in the rural areas prevents qualified medical personnel from 
taking up assignments in these areas of Africa. Thus, the treatment of the disease 
is left to resident healthcare personnel. 

The fact that malaria can be managed at home by people with 4-5 years 
education does not make it a simple case. The complexity of the management of 
the disease is attributed to the fact that other fibrille illnesses have signs and 
symptoms that are very similar to those presented by malaria patients. One such 
disease is the water related disease Typhoid fever, which is also common in this 
region of Africa. Typhoid fever is caused and transmitted as a result of poor 
hygiene. It is known that a child dies every 15 seconds from water related disease 
[6], of which typhoid fever is one. 

Thus, based on the fact that malaria has signs and symptoms that are similar to 
those of other fibrille diseases, makes home management, as well as management 
of the disease by healthcare personnel, difficult. This paper, describes the design 
and development of an Intelligent Decision Support System (IDSS) to aid in the 
management of the disease both at home and healthcare centres in rural areas. The 
system is intended to operate as a stand-alone system mounted on a desktop or 
laptop computer which will be powered by a solar panel or wind-up crank [7]. The 
system is also intended to be operated by people with little training. 
 
2. Method 
 
Our study was based on the Niger-delta region of Nigeria, in the West African 
Subregional networks [3], where malaria and typhoid fever are known to be 
prevalent [8].    

The research was approached from two perspectives, which are: 1. whether the 
diseases could be diagnosed based on signs and symptoms in the region, 2. what 
people of the region do when they have fever. 

The essence of the adopted method was to ascertain if both diseases could be 
diagnosed differentially based on signs and symptoms by following the principle 
that medicine is evidence-based and to provide possible applications in the wider 
sense (i.e. Africa and other malaria endemic region of the world).    
 
3. Survey Findings 
 
We carried out surveys in two regional states (i.e. Delta and Rivers States 
respectively) of the Niger-delta region of Nigeria in West Africa. In the first 
survey, 70 questionnaires returned by physicians were used to ascertain whether 
they could actually diagnose malaria and typhoid fever differentially based on 
signs and symptoms.  This indicated that 60.4% of the physicians agreed to this 
fact. This finding was further substantiated by interviewing three consultants from 
the University of Portharcourt Teaching Hospital Portharcourt River state and the 
Federal Medical Centre Asaba Delta state Nigeria respectively. 
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A second survey targeted demography, in other to ascertain the demographic 
attitude when people have fever. In total, 330 questionnaires returned show that 
41.4% actually go to a pharmacist to explain their condition; 36.2% will take 
medication based on previous prescription; 6.9% buy drugs without prescription 
from a chemist and 15.5% apply traditional African medicine.  
 
3.1 Syndromic Diagnosis of Malaria 
 
Our initial survey findings from physicians and the interview sessions with the 
medical consultants confirm that malaria can be diagnosed based on signs and 

 

Gambian children during high malaria transmission season”3

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Method of diagnosing         Malaria diagnosed   Sen.(%)     Spec.(%)        PPV 
malaria                                 if score >=   
 
Field worker using                   7                         88%              62%             55% 
algorithm.                                  8                         70%              77%             62% 
 
Computer calculated                7                          89%              63%            56% 
score using algorithm.              8                          70%              78%            63% 
 
Computer calculated                4                          90%             38%             43% 
score using a simple                 5                          73%             59%             48% 
count of signs and                    6                          46%             81%             56%  
symptoms. 
 
Physician’s diagnosis                                           82%             61%             53% 
without laboratory  
results. 
 
Physician’s diagnosis                                           100%           71%             65% 
after seeing laboratory 
results.              

 
The results from the work of Bojang et al [9] show that a count of 7 to 8 signs or 

symptoms, by field workers using algorithms and computer generated algorithms, 
gave a high positive predictive value (PPV), while the PPV of diagnosis by 
physicians showed these results increased. The only problem that affected the 
results of these findings is that field workers often enter wrong signs or symptom, 
thus affecting the PPV of the disease.    

However, such problems associated with entering wrong signs or symptoms are 
not eminent in the IDSS; as this system applies the traditional method of evidence-
based medicine. The system asks questions in two formats: 1. Questions that are 
directed at users, requires the user to critically observe the patient for specific 
signs or symptoms depending on the question generated from previous answer to a 

                                                 
3
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et al [9] on the syndromic diagnosis of malaria table 1.  
symptoms, which is in accordance with the research work carried out by Bojang 

Table 1. “Sensitivity and specificity of different methods of diagnosing malaria in 

 Keys on the table: Sen. = sensitivity, spec. = specificity and PPV= positive predictive value” 
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question, 2. The second question is directed at the patient. This prevents users of 
this system from entering wrong signs or symptoms.  The system also does not 
require users to observe patient for signs of splenomegaly or hepatomegaly based 
on Bojang et al [9] findings.   
 
3.2 Differential diagnosis of Malaria, Typhoid fever and other 

Fibrille Illnesses  
 

region from the consultants interviewed.       

malaria, typhoid fever and unknown-fever, in which individual modules with signs 

At this stage, unknown-fever could be meningitis, pneumonia or pyrexia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Similar Signs and Symptoms 

Fever (>37.5 degree cent) 
Fatigue 
Headache 
Anorexia 
Joint Pains 
Abdominal pains 
Vomiting 
Cough 
Diarrhoea 
Pallor 
Splenomegaly 
Tachycardia 
Hepathomegaly 
Abdominal tenderness 

Malaria: 
Intermittent fever 
Increased breathing 
Vomit all food 
Joint pains 

Typhoid fever: 
Stepwise fever 
Rose Spot 
Dry Cough 
Abdominal pain 
Headache 

Unknown-fever: 
Intermittent or stepwise fever- 
condition does not satisfy 
malaria or typhoid fever. 

 
Figure 1 Simple Differential Diagnostic Model for Diagnosing malaria, typhoid and 
unknown-fever   
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The syndronmic diagnosis of malaria, based on the aforementioned survey 
findings would suggest that the disease can be diagnosed differentially from other 
fibrille diseases based solely on signs and symptoms. We used a simple model to 
capture signs and symptoms that are similar to known fabrille diseases in the 

and symptoms can be encapsulated [10], and methods are used to access each 
module (figure 1). Questions are generated as the user interacts with the system. 

The model is a simplistic differential diagnostic model for the diagnosis of 



 
4. Knowledge Analysis and Representation  
 
The knowledge analysis of the system was carried out using the Mockler Situation 
Analysis methodology [11]. The result of our situation analysis indicated that 
there were 8 building blocks (figure 2) upon which the foundation of the 
differential diagnosis of malaria, typhoid fever and other fibrille diseases could be 
based. This was aided by interviewing five physicians in our selected region in the 
West African Subregional network. 
 
 
 
 
 
 
 
 
 
 
 

 
 BodyState 

     Disease 

 Cough  Constipation  Diarrhoea  Fever 

 RoseSpot  Taste  Age 

Figure 2 Building Blocks for the Differential Diagnosis of fibrille Diseases. 
 

Thus, in order to effectively represent our findings; we represented each 
building block (i.e. cough, constipation, rosespot, diarrhoea, fever, bodystate, taste 
and age) in a decision table as rules. The disease block has rules of its own which 
are encapsulated [10] and each of the 8 blocks can only gain access to the various 
signs or symptoms through questions directed at the user or the patient. The 
decision tables were passed on to the consultants at the University Teaching 
Hospital Portharcourt to incorporate uncertainty in the line of reasoning. In order 
to have a reference standard for the signs and symptoms on each table, as 
compared to the system generated certainty factor (CNF), the experience of both 
consultants was incorporated into the system (CNF in a scale of 0-100). The 
system will diagnose the illness based on the answers provided by the user, as 
depicted in figure 3. 

 
 

User User-Interface Knowledge-base 

.
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.

.

.

.

EnterAskPatient () 

ObservePatient ()

searchKnowledge-base () 

Returnsearch-Nextquestion ()

ReturnDiagnosis-Result () 
DisplayDiagnosis ()

Unknown-fever 

DisplayUnknown-fever () 

 
 
 
 
 
 
 
 
 

 
Figure 3 Simple component Interaction of the system with User 
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4.1 System Design and Implementation 
 
The system was designed and developed using rapid prototyping with a simple 
expert system shell because of its simplicity and fast learning curve. The 
knowledge-base of the shell holds details of the heuristics as shown in the general 
architecture of the system (figure 4).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

If fever = Intermittent and  
    taste = poor and 
    roseSpot = no and 
    diarrhoea = yes and 
    cough = no and 
    bodystate = Not-ok 
Then Disease = Malaria; 

IF Age <= 5 and 
TempDuration <= 2days and    
TimeOfDay = evening and 
shiver = yes and 
sweating = yes and 
headache = yes and 
malariaInRegion = no 
THEN fever = intermittent 
Because" Patient experiences headache 
and cold in the evening, although no 
history of travel to malaria region."; 

I F  C o u g h P r e s e n t  =  y e s  a n d  
   P r o d u c t i v e C o u g h  =  y e s  a n d  
   T a k e A n t i b i o t i c s  =  n o  
THEN cough = yes 
ELSE cough = no; 

Disease= Rule-set-1: (1-5) 
(Goal) 

Conditions (Signs or Symptoms): 
Rule-set-2 (6-24) => Fever 
Rule-set-3 (25-28) => taste 
Rule-set-4 (29-36) => cough 
Rule-set-5 (37-39) => diarrhoea 
Rule-set-6 (40-42) => constipation 
Rule-set-7 (43-48) =>bodystate 

Knowledge-base 

User Interface User  

Figure 4 General System Architecture  
 

in such a way that a set of three questions or more need to be answered in order to 
prove that a patient, suspected of having cough, actually had cough and that the 
cough is not as a result of any medication. The knowledge-base responds to each 
question by searching and generating the next question in accordance to the user 
and patient answers. This same principle is applied in all the other building blocks. 
For example, to prove that a patient has fever, a total of 18 questions will be asked 
in different combination and the question combination depends on answers 
provided by the user.     

Thus, the system works in such a way that questions asked are relevant to a 
particular hypothesis [12]. 

The system has a total of 53 rules in its knowledge-base; of which 5 depicts the 
disease-state (i.e. 2 malaria, 2 typhoid fever and unknown-fever) and the 
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The decision table for each building block has a group of questions that are asked 



remaining 48 rules represent the building blocks (fig. 2). Thus, for a particular 
sign or symptom to be confirmed as being present in the patient; each set of 
questions relating to a hypothesis is proved to be true and all sets, that have been 
proved to be true, then combine with other confirmed signs or symptoms to give 
the final disease diagnosis.  

The system can also give explanations as to why a particular question was asked 
as well as to how it arrived at the diagnosis of the disease and how certain it is 
regarding the diagnosis. Figure 5 shows how the system prevents users from 
entering incorrect signs or symptoms.  
 

 
 
Figure 5 User prevented from entering incorrect data or signs and symptoms. 

 
5. System Evaluation  
 
So many diagnostic tools have been developed over the years for the prompt 
diagnosis of malaria and typhoid fever and many more are still being sort after. 
The problem is not that these tools lack the efficacy of diagnosing these diseases, 
but the lack of qualified medical personnel to actually interpret the test results. 
Also, some test like the extraction of bone-marrow for detection of typhoid fever 
bacteria, with an accuracy of 90%, is very painful and there is no less painful or 
simpler way of extracting the typhoid bacteria. However, of the known tests for 
the early detection of typhoid fever; the Polymerase Chain Reaction test proved to 
be very effective but it is affected by the harsh tropical climate as well as its high 
implementation cost [13]. 

The sure test for the diagnosis of malaria is the thin and thick blood smear. This 
test, though effective, lacks qualified people in rural areas to read smear results. 
The lack of a constant electricity supply in the rural areas is another big hindrance 
as microbiological chemicals require cold storage medium. 

However, research work by Bojang et al [9], shows that malaria could be 
diagnosed based on signs and symptoms and that one does not have to detect 
splenomegaly or hepatomegaly in a patient in order to diagnose malaria (table 1). 
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Other authors like Chandramohan et al [14], have written algorithm for diagnosing 
malaria. Research studies [15], show that clinical diagnosis based on signs and 
symptoms is also justifiable.  

Other work carried out in the area of malaria diagnosis, utilising different forms 
of information systems, can differentiate malarial specie from blood smear [16], 
use signs and symptoms [17] and use ontology driven multi-agents [18]. These 
systems have demonstrated the effectiveness of such methods, but they rely 
heavily upon an established clinical and IT infrastructure to perform their 
diagnosis, something which is lacking in the rural areas of Africa.   

Based on these findings and the survey finding in the region of focus, we 
concluded that an IDSS that can diagnose malaria and typhoid fever can be based 
on the practical fact that medicine is evidence based. 

The system is able to differentiate different strains of the diseases (i.e. 2 malaria 
and 2 typhoid strains) in a region, based on its prevalence considering the patient 
age and travel history. For the prototype, only one strain for each disease was 
used, as the same treatment applies to both. It was suggested by the physicians 
who tested the system that it should also incorporate other fibrille diseases like 
pneumonia and meningitis, so that the application could be used in Wider-African 
context (i.e. the four Subregional networks). There is an intention to include this in 
the next incarnation. 

The reliability of the system, as compared to both physicians’ reference 
standard, was measured and it was demonstrated that the system could diagnose a 
disease with a reasonable level of accuracy. The results of the analysis, as shown 

in the majority of cases, and to a lesser degree with cases of malaria. This is as 
expected because during consultation the certainty of the diagnosis increases as 
the search criteria is narrowed to signs or symptoms that are very specific to the 
disease. Typhoid fever has far more discernable signs and symptoms than that of 
malaria (e.g. diarrhoea is more specific to typhoid fever). Further work is being 
undertaken to refine the knowledge base for malaria which will overcome these 
deficiencies. 
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in figure 6, indicates that typhoid fever bears a closer CNF to the physicians CNF 

Figure 6 System diagnosis as compared to physicians’ reference standard 



The present system is a stand-alone application using human judgement and 
intelligent decision support techniques which provide efficient search strategies to 
interrogate the knowledge base [19]. It will therefore be suitable, in the future, to 
mount this on the One Laptop Per Child (OLPC) computer, powered by a wind-up 
crank or solar panel, making it suitable for the home and healthcare management 
of malaria and typhoid in rural areas. Thus it overcomes the problems associated 
withthe lack of basic amenities for the management and storage of available 
diagnostic tools. 
 
6. Conclusion 
 
Although the system is a relatively straightforward application of medical 
diagnostics, its method of reasoning provides a more sophisticated data entry 
approach by eliminating the possibility of entering wrong or conflicting 
information. This increases its effectiveness when used by novice users, as would 
be the case in rural areas of the African malaria belt. 

The system is simple to learn with little training and this, together with its 
portability, would make it ideal for people in these rural areas where rural 
healthcare centres lack the necessary diagnostic tools and medical personnel. 
Other applications, based upon our demographic findings, would be that the 
system may be useful for home management of malaria and typhoid fever or for 
those in a Pharmacy practice where the management of anti-malaria and antibiotic 
drugs could be based upon the system’s diagnosis in cases where a prescription 
from a physician is not available. 

One other important use would also be as a training tool in providing semi-
skilled medical assistants with the necessary knowledge and practice to 
confidently diagnose malaria and typhoid in the early stages. 

The benefits of this system can not be overemphasised as the model applied in 
the Niger-delta region can be applied to the wider Africa malaria subregions as 
well as other malaria infested regions of the world.   
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Detecting Unusual Changes of Users Consumption 

Paola Britos1, Hernan Grosser 2, Dario Rodríguez 3 4

 
 
 
 
 
 
 

Abstract The points being approached in this paper are: the problem of detecting unusual 
changes of consumption in mobile phone users, the corresponding building of data 
structures which represent the recent and historic users’ behavior bearing in mind the 
information included in a call, and the complexity of the construction of a function with so 
many variables where the parameterization is not always known. 

When a mobile call is started, the cells or switches record that it is being made and 
they produce information referring to this event. These records are commonly 
called CDR’s (Call Detail Records). CDR’s contain useful information about the 
call so that it can be properly charged to whom it may correspond [1].  They can 
also be used to detect any fraudulent activity considering well-studied fraud 
indicators. That is, processing an amount of recent CDR’s and comparing a 
function of the different fields such as, IMSI (International Mobile Subscriber 
Identity, which univocally identifies a user in a mobile phone network), date of 

retrieves a value that is considered beyond normal limits, an alarm is set off. This 
alarm must be taken into account by fraud analysts in order to determine if there 
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has been any activity in bad faith or not. To be able to process these CDR’s, it is 
necessary to make previously a process known in telecommunications as 
mediation, in which the information is read with the format of record in which 
CDR’s come and then it is encoded in a new format of record which is understood 
by the fraud system. 

The existing systems of fraud detection try to consult sequences of CDR’s by 
comparing any field function with fixed criteria known as Triggers. A trigger, 
when activated, sends an alarm which leads to fraud analysts’ investigation. These 
systems make what is known as a CDR’s absolute analysis and they are used to 
detect the extremes of fraudulent activity. To make a differential analysis, patterns 
of behavior of the mobile phone are monitored by comparing the most recent 
activities to the historic use of the phone; a change in the pattern of behavior is a 
suspicious characteristic of a fraudulent act. [1] 

In order to build a system of fraud detection based on a differential analysis it is 
necessary to bear in mind different problems that arise and must be carefully 
worked on. These are: 

2.1. The problem of building and maintaining “users’ profiles” 

The majority of fraud indicators are not analyzed by using a unique CDR. In a 
system of differential fraud detection, information about the history together with 
samples of the most recent activities is necessary. An initial attempt to solve the 
problem could be to extract and encode CDR’s information and store it in a given 
format of record. To do this, two types of records are needed; one, which we shall 
call CUP (Current User Profile) to store the most recent information, and another, 
to be called UPH (User Profile History) with the historic information [2], [3] and 
[2]. When a new CDR of a certain user arrives in order to be processed, the oldest 
arrival of the UPH record should be discarded and the oldest arrival of the CUP 
should enter the UPH. Therefore, this new, encoded record should enter CUP. 
This information should be stored in a compact form so it is easy to analyze later 
on by the system of fraud detection. Considering the amount of information that a 
CDR contains it is necessary to find a way to “classify” these calls into groups or 
prototypes where each call must belong to a unique group. This raises several 
important questions to deal with: (a) What structure must CUP and UPH records 
have?, (b) How many groups or prototypes must CUP and UPH records have in 
order to take the necessary information?, (c) How can calls be classified in the 
different, pre-defined prototypes? and (d) How to encode calls so that they can be 
“prototyped”. 
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2.2. The problem of detecting changes in behavior 

Once the encoded image of the recent and historic consumption of each user is 
built, it is necessary to find the way to analyze this information so that it detects 
any anomaly in the consumption and so triggers the corresponding alarm. It is here 
that the most important question of the whole paper arises and it is: How can the 
changes in a user’s pattern of behavior may be detected? Our problem, then, is 
focused not only on the detection of abnormal changes in consumption, but also 
and fundamentally on building the data structures that represent the recent and 
historic behavior of each user considering the great amount of information that a 
call takes and the complexity of building a function with so many variables of 
input, complex and unknown. 

3. Description of the suggested solution 

The solution that has been developed has taken into account each and every 
question mentioned before, attempting to solve them in the most effectual and 
effectively possible way. Below is the presentation of each answer to the questions 
met in the analysis of the problem. In order to be able start processing the CDR’s, 
a new format of record  (mediation process output) must be created containing the 
following information: IMSI, date of call in YYYYMMDD format, time of the 
call in HH24MISS format, duration of call in 00000 format and type of call 
classified as LOC (local call), NAT (national call) and INT (international call). 
With this information together with the necessary data, it is possible to start 
solving the following and most important questions by using as input data the 
output of mediation process. 

3.1. User’s profiles construction and maintenance Solution 

The first point to solve is to determine how to make the CUP and UPH profiles. 
This means fixing the patterns that will make up each of the profiles. The patterns 
must have information about the user’s consumption, separating LOC 
consumption (local calls), NAT (national calls) and INT (international calls) 
respectively. An interesting way to build these patterns is using neural networks so 
as to determine the space of all users’ calls generating a space of patterns which 
represent the consumption of all users, and then generating a distribution of 
frequencies by user in which the probability of a user making calls following this 
pattern is represented [2]. To sum up, when a user’s profile is built, the 
representation of the distribution of frequency in which a certain user makes a 
certain call is made. This data structure shows the user’s pattern of consumption. 
Among other advantages, neural networks have the capacity to classify the 
information in certain patterns. Especially, SOM (Self Organizing Map) networks 
can take this information and build these patterns in a way which is not supervised 
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by similarity criteria, and without knowing anything a priori about the data [3] and 
[4]. In our case, all the calls made by all users can be processed so that the 
networks, depending of the quantity of calls there are of each type, generate the 
patterns (creating resemblance groups) that represent all of them. To avoid noise 
in the data, three neural networks are used to generate patterns to represent LOC, 
NAT, and INT calls respectively. The user’s profile is built using all three patterns 
generated by the three networks. The data used to represent a pattern are the time 
of the call and its duration. We know that if we represent, in a Cartesian axis, the 
time of all calls and their corresponding duration, we will obtain a rectangle full of 
points. The idea is to obtain a graph in which only the most representative points 
of the whole space will appear; that is the neural network task. Once the patterns 
that will be used to represent the user’s profile are obtained, it is necessary to start 
filling them with information. The procedure consists of taking the call to be 
analyzed, encoding it and letting the neural network decide which pattern it 
resembles. After getting this information, the CUP user profile must be adapted in 
such a way that the distribution of frequency shows that the user now has a higher 
chance of making this type of calls. Knowing that a user’s profile has K patterns 
that are made up of L patterns LOC, N patterns NAT and I patterns INT, we can 
build a profile that is representative of the processed call and then adapt the CUP 
profile to that call. If the call is LOC, the N patterns NAT and the I patterns INT 
will have a distribution of frequency equal to 0, and the K patterns LOC will have 
a distribution of frequency given by the equation [Burge & Shawe-Taylor, 1997a]. 
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where:  
X: encoded call to be processed 
v : probability that X call could be i pattern  
Qi: pattern i generated by the neural  LOC network. 

Notice that: 1
1

K

j
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If the call were NAT, then L must be replaced by N and the distribution of 

LOC and INT frequencies will be 0; if the call were INT, then L must be replaced 
by I and the distribution of LOC and NAT frequencies will be 0. 

Then, we can define the vector which represents V call, of K dimension, as 

Vi = vi, with 1  i  L 

Vi = 0, with L+1  i  K, when the call is LOC. 

Vi = vi, with L+1  i  L+N 

Vi = 0 with 1  i  L y L+N  i  K, when the call is NAT. 

Vi = vi, with L+N+1  i  K 

Vi = 0, with 1  i  L+N, when the call is INT. 
Now that we have V vector, we can adapt CUP vector with the information of 

the processed call: 

CUPi = LOC CUPi - (1- LOC)Vi , with 1  i  K, when the call is LOC, 

CUPi = NAT CUPi - (1- NAT)Vi , with 1  i  K, when the call is NAT,  

CUPi = INT CUPi - (1- INT)Vi , with 1  i  K, when the call is INT, where: 
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LOC: adaptability rate applied when call X is incorporated to CUP, if X 
corresponds to a local call. 

NAT: adaptability rate applied when call X is incorporated to CUP, if X 
corresponds to a national call. 

INT: adaptability rate applied when call X is incorporated to CUP, if X 
corresponds to an international call.  

Once the CUP profile is adapted, it is compared with the UPH profile and then 
it is decided whether there has been a significant change in behavior (engine of 
detection of changes in behavior). After this, the UPH is adapted with the CUP 
information, only if the number of calls necessary to change the historic patterns 
has been processed, 

iii CUPUPHUPH )1(  
With 1  i  K, where : adaptability rate applied when CUP is incorporated to 

UPH. 

3.2. Solution to the detection of changes in behavior 

In order to settle whether there have been changes in the pattern of behavior or 
not, it is necessary to compare, somehow, the CUP and UPH profiles and decide if 
the difference between them is big enough so as to set an alarm off. Because both 
the CUP and the UPH are vectors that represent frequency distributions, a 
vectorial distance can be used to compare how different they are. For this, the 
Hellinger distance (H) can be used; it indicates the difference between two 
distributions of frequency [1]. This distance will always be somewhere between 
zero and two, where zero is for equal distributions and two represents 
orthogonally.  The value of H will establish how different must CUP and UPH 
frequency distributions be, in order to set an alarm going. By changing this value, 
there will be more or fewer alarms set off. 

3.3. Limitations of the solution 

This solution is focused, as we described, on the analysis of the user’s differential 
consumption. One case that may not be detected would be that in which the user 
always makes a lot of calls of the same type with a high consumption, as his 
pattern of behavior would never change. That is why there should always be a 
combination of several solutions in order to have a system of fraud detection that 
can detect different types of fraud. In this case, the absolute analysis would be a 
good solution. The other limitation centers in that the patterns are static, so that if 
the way in which the company users consume changes completely, it will be 
necessary to train again the neural networks to establish new patterns that 
represent the total space of calls and to re- build the CUP and UPH profiles as 
from the new distributions. 

301



 

4. Experimentation 

4.1. Methodology used 

The experiments were divided in two parts: the first was focused on the training of 
the neural network and the generation of patterns to build the user’s profiles later 
on; the second was aimed at the analysis of the calls made by high-consumption 
users and the corresponding analysis and detection of alarms. The second part of 
the test was divided again into two different experiences: 1) updating of UPH 
profile with each call (f= 1 call) and low Hellinger threshold (H) for the setting off 
of alarms of change of behavior; 2) updating of UPH profile once a day (f= 1 day) 
and high Hellinger threshold (H). 

4.2. Experiments on the generation of patterns 

Three SOM were built for the generation of patterns for LOC, NAT and INT calls 
respectively. Each of the networks was trained with an amount of calls that was 
representative of the consumption that company users made during a couple of 
days at all times. The calls were introduced to the network in a disorderly manner 
so that the patterns that were generated were not representative only of the time 
and duration of the last calls. The result of this experience defined the patterns to 
build the users’ profiles. The patterns are made up of the time of the call and its 
duration in minutes, which managed to build a discrete space composed of all the 
types of called made by any user in a fixed quantity representative of  that space. 

4.3. Experiments on the construction of profiles and detection of 
behaviors 

Once the patterns that define the space of all calls are obtained, tests have been 
carried out on the construction of user’s profiles through the development of a 
distribution of frequencies of each of the patterns for each profile (CUP and UPH) 
and the corresponding detection of alarms. The process was based on the 
introduction to the system of calls made within a period of three months by users 
reported as “high-consumption user”. With each call the CUP user profile was 
updated, it was then compared with the UPH profile, thus, obtaining the Hellinger 
distance between them. If it surpassed the fixed threshold, an alarm was set off.  
Depending on the parameter of updating frequency of UPH profile (f), the UPH 
was updated with the corresponding contribution of the CUP. At the moment of 
inputting a user’s first call, all CUP and UPH patterns were initialized with the 
same distribution of frequency, assuming a priori that the user had the same 
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tendency to make any type of call, without any information. Moreover, this 
experience was carried out twice; the first one updating the UPH with each call, 
therefore, with a low Hellinger threshold (H) for the detection of alarms. This was 
because the difference that may arise between the CUP and UPH profiles was too 
small if updating the historic profile with each call, due to the fact that the historic 
profile tended to be the same as the current profile. The second experience was 
made by updating the UPH once a day and a high Hellinger (H) threshold to detect 
important differences that can be considered as changes in behavior. 

5. Results 

5.1. Generation of patterns 

In this section results are presented after the training of the three SOM (See Fig. 1 
to 3). The results show each of the patterns that the networks fixed as most 
representative of the space of all the users’ calls. Three graphs are represented 
(one for each network) to show the patterns that were generated. On axis X, the 
time of the call is shown and on axis Y, the duration expressed in minutes is 
illustrated. Each of the points represented corresponds to a pattern being chosen 
by the network as representative of the sample. In the local neural network graph, 
144 patterns are shown, in the NAT network, 64 and in the INT network, 36.  
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Fig. 1. Patterns generated after the training 
corresponding to local calls 
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Fig. 2. Patterns generated after the training 
corresponding to national calls 
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Fig. 3. Patterns generated after the training 
corresponding to  international calls 

 

 

303



 

The graph (Fig. 1) shows the 144 patterns generated after the training of the 
neural network corresponding to local calls.  At simple sight, it is easy to notice 
that there is a greater concentration of patterns in the time range between 8h and 
20h and duration of about 0–5 minutes. This denotes that most of the local calls 
made by this company’s customers occur at these hours with the average durations 
indicated. The graph (Fig. 2) shows the 64 patterns generated after the training of 
the national calls neural network. Here, also, a concentration of patterns can be 
seen, but this time more towards the time range of 15h to 22h with durations that 
vary between 0 and 7 minutes. It also shows that there are practically no patterns 
generated for dawn, which may lead to conclude that most users of the company 
being analyzed do not make any NAT calls during early hours. The graph (Fig. 3) 
shows the 36 patterns after the training of the international calls neural network.  
Here the distribution is a little more aleatory, but the duration of the calls “chosen” 
as patterns tends to have a longer duration (between 7 and 10 minutes). 

5.2. Profiles construction and changes detection in behavior 

In this section, the results presented were obtained after the construction (from the 
company records) of the profiles and the detection of the corresponding alarms for 
each of the two experiences made. The graphs show the CUP and UPH profiles at 
the moment an alarm was set off. On axis X, the 244 patterns (144 LOC, 64 NAT 
and 36 INT) are shown and on axis Y the distribution of frequencies of each of the 
patterns for the user being analyzed at the moment the alarm was set off. 

5.2.1. Experience 1 (Updating UPH with each call, high sensitivity with low 
Hellinger Threshold) 
The graph (Fig. 4) shows a user’s CUP at the moment an alarm was set off. It can 
be observed that the distribution of frequencies indicates a major tendency to 
make NAT calls (patterns 145 to 208). The graph (Fig. 5) shows the same user’s 
UPH at the moment the alarm was set off. It can also be observed that the 
distribution of frequencies indicates a major tendency to make local calls (patterns 
1 to 144). Hence, the difference between both distributions of frequencies defined 
by Hellinger distance (H) equals 0,30081.  By analyzing the detail of this user’s 
calls from dates previous to the triggering of the alarm to the day it was set off, 
there is evidence that the alarm responded to the user’s making his first NAT call 
since his calls were processed.  

This means, his historic pattern of behavior did not make it evident that this 
user would make such a call. However, when these calls were made, the system 
detected the change and generated the corresponding alarm. These results also 
show that, having made the experience with such high sensitivity, one single 
different call can indicate a change in behavior that leads to an alarm. The total 
number of alarms that were set off after analyzing the 60 users was 88, out of 
which 33 correspond to different cases.  
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Fig. 4. User’s CUP at the moment an alarm 
was set off 

UPH Distribution of frequencies
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Fig. 5. User’s UPH at the moment an alarm 
was set off 

This is due to the fact that once an alarm for a user is set off, the following calls 
keep on setting off alarms till the UPH definitely adapts to the change in behavior. 
Most of the calls follow the pattern of the case in the graph in which a call that is 
different from the normal pattern of behavior is enough for the system to define 
the user as suspicious. 

5.2.2. Experience 2 (Updating UPH once a day, moderate sensitivity with 
Hellinger threshold) 
The graph (Fig. 6) shows a user’s CUP at the moment an alarm was set off. It can 
be observed that the distribution of frequencies indicates a tendency to make local 
calls (patterns 1 to 144) and International calls (patterns 209 to 244). The graph 
(Fig. 7) shows the same user’s UPH at the moment the alarm was set off. 
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Fig. 6. User’s CUP at the moment an alarm 
was set off 
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Fig. 7. User’s UPH at the moment an alarm 
was set off 

  
It can also be observed that the distribution of frequencies indicates a major 

tendency to make INT calls only (patterns 209 to 244). Therefore, the difference 
between both distributions of frequencies defined by Hellinger distance (H) equals 
0,82815. By analyzing the detail of this user’s calls from dates previous to the 
triggering of the alarm to the day it was set off, there is evidence that the alarm 
responded to the user’s making only international calls till the moment that he 
started making local calls. When the number of local calls modified the CUP in 
the way illustrated by the graph, the alarm was triggered. This is a particular case 
as; surely, this alarm is not an indicator of fraud if the user pays his invoice for 
international calls. But it is an indicator of a sensitive change of behavior in the 
pattern of consumption, and that is exactly what this system searches. The total 
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number of alarms that were set off after analyzing the 60 users was 64, out of 
which 14 correspond to different cases. This is due to the fact that once an alarm 
for a user is set off, the following calls keep on setting off alarms till the UPH 
definitely adapts to the change in behavior. This phenomenon is emphasized here 
because it is only after calls of the next day are processed that the UPH is updated. 
The majority of the calls follow the pattern of the case in the graph in which there 
must be several calls outside the pattern of behavior for the system to find the user 
suspicious. This is much more satisfactory than what was obtained in experience 1 
in which the high sensitivity showed users as suspicious simply for having made 
one single different call. 

6. Conclusions 

to establish changes in the behavior of the users analyzed. Though the change in 
behavior does not necessarily imply fraudulent activity, it manages to restrict 
fraud analysts’ investigation to this users’ group. By using then other types of 
techniques [5], it is possible to obtain, with a high degree of certainty, a list of 
users who are using their mobile phone in an “unloyal” way. Besides, the 
experiences have helped to find users who have effectively changed their 
behavior, but in an inverse way, i.e. , they were users with high INT consumption 
and then they started making local calls. Commercially speaking, it could be an 
interesting tip to evaluate this type of consumers, since, for a certain reason they 
decided not to use their mobile phones to make international calls any more and it 
could help draw conclusions and create new rate plans based on these situations. It 
is also proven, with the experiences carried out, that the differential analysis 
provides with much more information than the absolute analysis, which can only 
detect peaks of consumption and cannot describe the user in question. As a final 
conclusion, neural networks can be said to be excellent tools for the classification 
of calls and the construction of users’ profiles as they represent their behavior in a 
faithful and efficient manner. 
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Optimal Subset Selection for Classification
through SAT Encodings

Fabrizio Angiulli and Stefano Basta

Abstract In this work we propose a method for computing a minimum size training
set consistent subset for the Nearest Neighbor rule (also said CNN problem) via
SAT encodings. We introduce the SAT–CNN algorithm, which exploits a suitable
encoding of the CNN problem in a sequence of SAT problems in order to exactly
solve it, provided that enough computational resources are available. Comparison of
SAT–CNN with well-known greedy methods shows that SAT–CNN is able to return
a better solution. The proposed approach can be extended to several hard subset
selection classification problems.

1 Introduction

Most useful classification tasks can be formulated as subset selection problems
[6, 17, 12, 26, 28]. Subsets to be singled out have to posses certain properties guar-
anteeing that they represent a model of the whole training set, according to the
specific classification rule. Often the number of potential models is exponential in
the training set size and, among all the training set subsets, the optimal model is that
composed of the minimum number of objects. Indeed, a small model improves both
response time and (according to the Occam’s razor) generalization.

For example, a sample compression scheme [12] is defined by a fixed rule ρ : T �→
ρ(T ) for constructing a classifier from a given set of data T . Given a training set T ,
it is compressed by finding the smallest subset S ⊆ T for which the classifier ρ(S)
correctly classifies the whole set T . It is known that the size of a sample compression
scheme can be used to bound generalization.
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Unfortunately, minimum cardinality subset selection problems often turn out to
be intractable (e.g., [27]). Consequently, authors provide greedy heuristics (e.g.,
[18]) or attempt to search for near optimal solutions using non exhaustive search
methods (e.g., [7]) or semi-naive enumeration methods (e.g., [23]) .

Nearest neighbor condensation. The Nearest Neighbor (NN rule for short) decision
rule [6] is a widely employed classification rule. The NN rule assigns to an unclas-
sified sample point the classification of the nearest of a set of previously classified
points. For this decision rule, no explicit knowledge of the underlying distributions
of the data is needed. A strong point of the NN rule is that, for all distributions,
its probability of error is bounded above by twice the Bayes probability of error
[6, 24, 10].

Naive implementation of the NN rule requires storage of all the previously clas-
sified data, and then comparison of each sample point to be classified to each stored
point. In order to reduce both space and time requirements, several techniques to
reduce the size of the stored data for the NN rule have been proposed (see [28] and
[25] for a survey) referred to as training set condensation algorithms. In particular,
among these techniques, training set consistent ones, aim at selecting a subset of the
training set that classifies the remaining data correctly through the NN rule.

According to the discussion above, using a training set consistent subset, instead
of the entire training set, to implement the NN rule, has the additional advantage
that it may guarantee better classification accuracy. Indeed, [19] showed that the
VC dimension of an NN classifier is given by the number of reference points in
the training set. Moreover, computing a minimum cardinality training set consistent
subset for the NN rule has been shown to be intractable [27].

A number of greedy training set condensation algorithms have been proposed
that extract a consistent subset of the overall training set, namely CNN, RNN,
MCNN, NNSRM, FCNN, and others [18, 15, 19, 9, 1, 3]. Approximate optimiza-
tion methods, such as tabu search, gradient descent, evolutionary learning, and oth-
ers, have been used to compute subsets close to the minimum cardinality one: [20]
provides a comparison of a number of these techniques. However, none of these
algorithms guarantees that the solution returned is of minimum size.

SAT Encodings. The SAT Problem [5] consists in deciding whether for a given
Boolean formula there exists a truth value assignment to its variables that makes
the formula true. SAT is the archetypical problem for the NP complexity class [14]
and, therefore, many problems of practical interest in, among other examples, ar-
tificial intelligence, operations research, and electronic design engineering, can be
SAT encoded, that is translated in suitable instances of SAT.

SAT solver technology is emerging, as witnessed by the annual conference de-
voted to this theme (the International Conferences on Theory and Applications of
Satisfiability Testing are the primary annual meetings for researchers studying the
SAT problem1), by several SAT solver implementations (e.g., [11, 21, 22]), and by

1 See http://www.satisfiability.org/.
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the annual competition (the international SAT Competitions identify new challeng-
ing benchmarks, promote new solvers for the SAT problem as well as compare them
with state-of-the-art solvers2).

Proposed approach. In this work we investigate the possibility of computing a mini-
mum size training set consistent subset for the NN rule (the CNN problem) via SAT
encoding. The CNN problem is NP-hard [27] and belongs to the complexity class
FPNP[O(logn)], that is, loosely speaking, the class of the problems that can be solved
in polynomial time by invoking at most a logarithmic number of times a procedure
able to solve a problem in NP and which is assumed to reply instantaneously.

Basing on this property, we introduce the SAT–CNN algorithm, which exploits
a suitable encoding of the CNN problem in a sequence of SAT problems in order
to exactly solve it, provided that enough computational resources are available. The
proposed approach can be extended to several intractable subset selection classi-
fication problems, such as SNN [23], k-NN [13], k-center [17], CNNDD [2], and
others.

The rest of the work is organized as follows. In Section 2 some preliminary defi-
nitions are provided. Section 3 describes the SAT–CNN algorithm. Section 4 reports
some experimental results. Finally, Section 5 depicts conclusions and future works.

2 Preliminary Definitions

In the following by T a labelled training set from a space S with distance d is
denoted.

Let x be an element of T . By nn(x,T ) the nearest neighbor of x in T according to
the distance d is denoted. By �(x) the label associated to x is denoted.

Given a labelled data set T and an element y of S , the nearest neighbor rule
NN(y,T ) assigns to y the label of the nearest neighbor of y in T , i.e. NN(y,T ) =
�(nn(y,T )) [6].

A subset S of T is said to be a training set consistent subset of T if, for each
x ∈ T , �(x) = NN(x,S) [18].

Given a training set T , the Minimum Training Set Consistent Subset Problem (or
CNN problem) 〈T 〉 is as follows: return a training set consistent subset S∗ of T such
that, for any other training set consistent subset S of T , |S∗| ≤ |S|.

Given a training set T and a positive integer number k, the Training Set Consis-
tent Subset Problem (or k-CNN problem) 〈T,k〉 is as follows: return a training set
consistent subset S of T such that |S| ≤ k, if at least one exists, and the empty set,
otherwise.

Given a training set T and a positive integer number k, the decision version
〈T,k〉D of the problem 〈T,k〉 is as follows: return “no” if the answer of 〈T,k〉 is
the empty set, and “yes” otherwise.

2 See http://www.satcompetition.org/.
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3 The SAT–CNN Algorithm

The algorithm SAT–CNN computes a minimum size training-set consistent subset
of the input training set T . It accomplishes its task by encoding the problem of
computing a training set consistent subset in a sequence of suitable instances of
the SAT problem. Without loss of generality the Boolean formula is in conjunctive
normal form (CNF), that is it is the conjunction of one or more clauses. A clause
is the disjunction of one or more literals. A truth value assignment σ to the set of
variables X = {x1, . . . ,xn} is a function σ : X �→ {true, f alse}.

3.1 SAT Encoding

Given a labelled training set T = {o1, . . . ,on} and a positive integer number k, in the
followingΨ k(T ) denotes the SAT encoding of the decision problem 〈T,k〉D.

More precisely,Ψ k(T ) is a Boolean formula in conjunctive normal form3 defined
on the set of variables x1,x2, . . . ,xn and on some others auxiliary variables that will
be introduced next. In particular, each variable xi is associated with the object oi of
the training set T (1 ≤ i ≤ n). Indeed, if a truth value assignment for the variables
in the formulaΨ k(T ) makes the formula true, then the variables x1, . . . ,xn encode a
training set consistent subset S of T . In particular, the variable xi being true (false,
resp.) means that the corresponding object oi belongs (does not belong, resp.) to S.

The formulaΨ k(T ) consists of two sets of clauses, namelyΨcons(T ), also called
constraint clauses, andΨ k

size(T ), also called cardinality clauses.
The clauses in the setΨcons(T ) serve the purpose of guaranteeing that the subset S

encoded by the truth assignment for the variables xi is indeed a training set consistent
subset of T . These clauses do not depend on the positive integer k.

The clauses in the setΨ k
size(T ) serve the purpose of guaranteeing that the size of

subset S encoded by the truth assignment for the variables xi does not exceed the
value k.

Next we describe the structure of the two above introduced set of clauses. We
assume that the training set T consists of m≥ 2 class labels l = 1,2, . . . ,m, and that
nl represents the number of objects belonging the the class l (clearly, n1 +n2 + . . .+
nm = n).

3.1.1 Constraint clauses

Before describing the constraint clauses, the following preliminary definition is
needed.

3 In the following we will use the terms boolean formula in conjunctive normal form and set of
clauses interchangeably .
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Given a labelled training set T and two objects oi and o j of T , having different
class labels, by c(oi,o j) we denote the set of objects of T which have the same class
label of oi and whose distance from oi is not greater than the distance from oi to o j,
that is

c(oi,o j) = {o ∈ T | �(o) = �(oi)∧d(o,oi)≤ d(o j,oi)}.
In order to guarantee that the truth value assignment for the set of variables
x1,x2, . . . ,xn encodes a training set consistent subset S of T , it must be the avoided
that there exist two objects oi and o j having different class labels, such that o j be-
longs to S and o j misclassifies oi. The object oi is not misclassified by the object o j

if there exists an object oh in the set S, having the same class label of oi and whose
distance from oi is less than the distance from oi to o j. As a whole the following
property must be verified:

(∀o j)(∀oi)(�(o j) �= �(oi)∧o j ∈ S)→
(∃oh ∈ S)(�(oh) = �(oi)∧d(oi,oh)≤ d(oi,o j)),

that can be encoded through the following set of clauses

r(1)
i, j ≡ x j →

⎛
⎝ ∨

oh∈c(oi,o j)

xh

⎞
⎠≡ ¬x j ∨

⎛
⎝ ∨

oh∈c(oi,o j)

xh

⎞
⎠ , (1)

where i and j are such that 1 ≤ i ≤ n, 1 ≤ j ≤ n, and �(oi) �= �(o j). The number
of clauses (1) is ∑m

l=1 nl(n−nl) = O(n2) and each of them is composed of at most
1 + maxm

l=1 nl = O(n) literals. Thus, overall, clauses (1) are composed of at most
O(n3) literals.

Note that the truth value assignment which assigns false to every variable xi sat-
isfies clauses (1). Nonetheless, the empty set is not a valid training set consistent
subset. Thus, the following set of clauses is needed in order to enforce nonempty-
ness of the solution set S:

r(2)
l ≡

∨
oi:�(oi)=l

xi, (2)

where l ∈ {1,2, . . . ,m}. The number of clauses (2) is m and, as a whole, they are
composed of exactly n literals. In particular, clauses (2) require that for each class
label at least one object of that class belongs to S. Clauses (1) and (2) form the set
Ψcons(T ), which guarantees that S is a training set consistent subset of T .

Before concluding the description of the constraint clauses, it is important to
point out that the truth value assignment which assigns true to every variable xi,
trivially satisfies all the clauses inΨcons(T ). As a matter of fact, T is always a train-
ing set consistent subset of itself. Cardinality rules, described in the following, will
take care of upper bounding the size of the subset S.
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3.1.2 Cardinality clauses

The formula Ψ k
size(T ) is defined on the n variables x1,x2, . . . ,xn and also on the nk

auxiliary variables ei, j, i = 1, . . . ,n, j = 1, . . . ,k. In particular, the variable ei, j being
true (false, resp.) encodes the fact that the object oi of T is (is not, resp.) the j-th
element of the set S.

The clauses composing the setΨ k
size(T ) are detailed next.

First of all, it must be guaranteed that if oi is the j-th element of S then xi belongs
to S (nk clauses of size 2):

r(3)
i, j ≡ ei, j → xi ≡ ¬ei, j ∨ xi, (3)

where i = 1, . . . ,n and j = 1, . . . ,k.
Furthermore, if oi belongs to S then it must exists a value ji ∈ {1,2, . . . ,k} such

that xi is the ji-th element of S (n clauses of size k +1):

r(4)
i ≡ xi →

(
k∨

j=1

ei, j

)
≡ ¬xi∨

(
k∨

j=1

ei, j

)
, (4)

where i = 1, . . . ,n.
Given Boolean variables y1, . . . ,yn, the at-most-one constraint

at-most-one(y1, . . . ,yn)

is a set of clauses which is satisfied if and only if at most one of the variables
y1, . . . ,yn is true.

The two following sets of clauses are needed to complete the cardinality clauses.
The object oi may occur at most one time in the subset S, that is, for each i = 1, . . . ,n,

r(5)
i ≡ at-most-one{ei,1, . . . ,ei,k}, (5)

and the j-th element of S may be at most one of the elements of T , that is, for each
j = 1, . . . ,k,

r(6)
j ≡ at-most-one{e1, j, . . . ,en, j}. (6)

Note that the formulaΨ k
size(T ) enforces the set S to have at most k elements, hence

S could be composed of less than k elements.
The at-most-one constraint can be formulated in different ways. Here we make

use of the formulation known as ladder encoding [16, 4]. The ladder encoding of
the at-most-one constraint at-most-one(y1, . . . ,yn) is the Boolean formula, defined
on the variables y1, . . . ,yn and also on n novel variables z1, . . . ,zn, composed of the
following O(n) clauses: the ladder validity clauses, for i = 2, . . . ,n,

c′i ≡ zi → zi−1 ≡ ¬zi∨ zi−1,

and the channeling clauses, for i = 1, . . . ,n,
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Algorithm SAT–CNN
Input: a training set T and a timeout τ
Output: a training set consistent subset Sopt of T

1. Compute the constraint clausesΨcons(T )
2. Optionally use a greedy method to find a seed cardinality training-set consistent

subset Sseed , having size kseed ; otherwise set Sseed to T and kseed to the size n of
T

3. Set kmax = kseed , kmin = m, kopt = kseed , Sopt = Sseed , and approx to false
4. If kmin > kmax then goto 12
5. Set kcurr = (kmin + kmax)/2
6. Compute the cardinality clausesΨ kcurr

size (T )
7. Solve the SAT problemΨ kcurr (T ) =Ψcons(T )∪Ψ kcurr

size (T )
8. If the answer to Ψ kcurr (T ) is “yes”, then determine the size ksol of the assign-

ment σkcurr found, that is the number of variables xi which evaluate to true in
σkcurr , and set kmax = ksol , Sopt = {oi | σkcurr (xi) = true}, and kopt = ksol

9. If the answer toΨ kcurr (T ) is “no”, then set kmin = kcurr +1
10. If the answer to Ψ kcurr (T ) is “unknown”, then set kmin = kcurr + 1 and approx

to true
11. Goto 4
12. Return the training set consistent subset Sopt and its size kopt . If approx is set

to true than the solution is approximate

Fig. 1 The Algorithm SAT–CNN.

c′′i ≡ yi ↔ (zi∧¬zi+1)≡ (yi∨¬zi∨ zi+1)∧ (¬yi∨ zi)∧ (¬yi∨¬zi+1).

Intuitively, clauses c′i impose that each truth value assignment for the variables
z1, . . . ,zn is of the form

(z1, . . . ,zt ,zt+1, . . . ,zn) = (true, . . . , true, f alse, . . . , f alse),

where the number t of variables which evaluates to true can be zero, one, or more
than one, while clauses c′′i guarantee that yt is true (if t is zero then no variable yi is
true).

3.2 SAT–CNN Algorithm

The algorithm SAT–CNN is a binary search based method enhanced with a greedy
initialization step and exploiting the size of the current solution in order to accelerate
convergence.

The algorithm is reported in Figure 1. Step 1 computes the constraint clauses
Ψcons(T ). During the main cycle (steps 4-11) the minimum cardinality subset is
searched for by adaptively adjusting the value of cardinality kcurr and then solving
the SAT problem Pkcurr =Ψcons(T )∪Ψ kcurr

size (T ).
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Other than the training set T , the algorithm receives in input a timeout τ , denoting
the maximum amount of time allowed to the SAT solver to solve the current instance
Ψ kcurr(T ). If the solver does not return an answer toΨ kcurr(T ) within time τ , then it
is stopped and its answer is assumed to be “unknown” (see step 10). Note that the
solver may return the answer “unknown” also because either the memory is over
or it is not able to answer to the given instance (the latter situation may occur only
when the solver is not complete).

4 Experimental Results

We interfaced SAT-CNN with the RSat 2.0 SAT solver [22]. RSat is a DPLL-based
[8] complete SAT solver that employs many modern techniques such as those used
in MiniSat [11] and Chaff [21]. It won gold medals from the SAT’07 competition in
the industrial category.

We compared the cardinality of the solution computed by the SAT–CNN algo-
rithm with the cardinality of the solutions returned by well-known greedy algo-
rithms, namely CNN, MCNN, NNSRM, and FCNN [18, 19, 9, 1, 3].

In the experiments, Sseed was always set to the whole training set (see step 2 in
Figure 1), while the timeout τ was set to 500 seconds. We employed a Core 2 Duo
based machine having 2GB of main memory.

The next table reports the data set employed in the experiments (data sets are
from the UCI Machine Learning Repository4), together with the size of the solu-
tion computed by SAT–CNN compared with the best size returned by the greedy
algorithms.

Data Set Size Dims Classes SAT–CNN Greedy Ratio
Bupa 345 6 10 145 168 86%
Colon Tumor 62 2,000 2 13 17 76%
Echocardiogram 61 11 2 2 5 40%
Iris 150 4 3 10 13 77%
Ionosphere 351 34 2 45 55 82%
Pima 768 8 2 300 316 95%
SPECT Heart 349 44 2 75 93 81%
Vehicle 846 18 4 348 382 91%
Wine 178 13 3 51 62 82%

the size of the best greedy solution. The SAT-CNN algorithm improved over greedy
methods in all cases. Moreover, it reported that the solution is exact on the Iris and
Echocardiogram data sets.

4 See http://mlearn.ics.uci.edu/MLRepository.html.
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Data Set Time 1 Time 2 Clauses Max. Clauses Max. Vars
Bupa 3,021 64 3,811,018 593,440 178,882
Colon Tumor 1,140 7 49,984 19,304 5,920
Echocardiogram 6 3 20,432 18,210 5,642
Iris 665 31 220,825 116,849 34,124
Ionosphere 2,529 43 1,683,093 610,929 185,152
Pima 39,169 717 19,827,074 2,925,278 886,655
SPECT Heart 2,151 38 2,149,965 596,190 183,050
Vehicle 3,661 623 29,753,120 3,768,274 1,078,225
Wine 2,564 10 709,579 164,147 47,970

are the total execution time (column Time 1, in seconds), the rewriting time (column
Time 2, in seconds), the total number of clauses evaluated (column Clauses), and the
maximum number of clauses (column Max. Clauses) and variables (column Max.
Vars) included in a single SAT instance.

5 Conclusions and Future Work

This work introduces the SAT–CNN algorithm, which exploits a suitable encoding
of the CNN problem in a sequence of SAT problems in order to exactly solve it.

As future work we plan to extend experiments in order to study how the size of
the solution varies with the timeout, to take into account other training sets, to inves-
tigate testing accuracy, and to compare with approximate optimization approaches.
We also plan to run our method with other state of the art SAT solvers, and to pro-
vide encodings for other families of solvers, such as pseudo-boolean solvers and
stable models engines. We will also investigate alternative rewritings for the cardi-
nality clauses and methods to reduce the number of constraint clauses. Finally, we
will extend the method here presented to other classification tasks that can be for-
malized as hard subset selection problems, as SNN [23], k-NN [13], k-center [17],
CNNDD [2], and others.

References

1. Angiulli, F. (2005). Fast condensed nearest neighbor rule. In 22nd International Conference
on Machine Learning (ICML), Bonn, Germany.

2. Angiulli, F. (2007). Condensed nearest neighbor data domain description. IEEE Trans. Pat-
tern Anal. Mach. Intell., 29(10):1746–1758.

3. Angiulli, F. (2007). Fast nearest neighbor condensation for large data sets classification. IEEE
Trans. Knowl. Data Eng., 19(11):1450–1464.
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using Computational Intelligence

Hirotaka Nakayama and Yeboon Yun

Abstract In many engineering design problems, the explicit function form of ob-
jectives/constraints can not be given in terms of design variables. Given the value of
design variables, under this circumstance, the value of those functions is obtained
by some simulation analysis or experiments, which are often expensive in prac-
tice. In order to make the number of analyses as few as possible, techniques for
model predictive optimization (also referred to as sequential approximate optimiza-
tion or metamodeling) which make optimization in parallel with model prediction
have been developed. In this paper, we discuss several methods using computational
intelligence for this purpose along with applications to multi-objective optimization
under static/dynamic environment.

1 Brief Review of Model Predictive Methods

To begin with, we shall review several typical methods for model prediction. Re-
sponse Surface Method (RSM) has been probably most widely applied to our aim
[6]. The role of RSM is to predict the response y for the vector of design variables
x = (x1, . . . , xn) on the basis of the given sampled observations (x̃i, ỹi), i =
1, . . . , �.

Usually, Response Surface Method is a generic name, and it covers a wide range
of methods. Above all, methods using design of experiments are famous. However,
many of them use relatively low order (say, 1st or 2nd) polynomials on the basis of
statistical analysis in design variable space. They may provide a good approximation
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of black-box functions with a mild nonlinearity. It is clear, however, that in cases in
which the black-box function is highly nonlinear, we can obtain better performance
by methods using computational intelligence such as RBFN (Radial Basis Function
Networks) or SVR (Support Vector Regression) taking into account not only the
statistical property in design variable space but also that of range space of the black-
box function (in other words, the shape of function).

In design of experiments, for example, D-optimality may be used for selecting
a new additional sample to minimize the variance covariance matrix of the least
squared error prediction. With the design matrix X , this reduces to minimize the
matrix (XT X)−1 which is attained by maximizing det(XT X). This is the idea of
D-optimality in design of experiments.

Other criteria are possible: to minimize the trace of (XT X)−1 (A-optimality),
to minimize the maximal value of the diagonal components of (XT X)−1 (minimax
criterion), to maximize the minimal eigen value of XT X (E-optimality). In general,
D-optimality criterion is widely used for many practical problems.

Jones et al. [5] suggested a method called EGO (Efficient Global Optimiza-
tion) for black-box objective functions. They applied a stochastic process model
for predictor and the expected improvement as a figure of merit for additional sam-
ple points. Regard y as a realized value of the stochastic variable Y , and let fp

min

be the minimal value of p-samples which are evaluated already. For minimization
cases, the improvement at x is I = max

(
fp
min

− Y, 0
)
. Therefore, the expected

improvement is given by

E[I(x)] = E
[
max
(
fp
min

− Y, 0
)]

.

We select a new sample point which maximizes the expected improvement. Al-
though Jones et al. proposed a method for maximizing the expected improvement
by using the branch and bound method, we can select the best one among several
candidates which are generated randomly in the design variable space. It has been
observed through our experiences that this method is time consuming.

2 Using Computational Intelligence

Recently, the authors proposed to apply machine learning techniques such as RBF
(Radial Basis Function) networks and Support Vector Machines (SVM) for approx-
imating the black-box function [7], [8]. There, additional sample points are selected
by considering both global and local information of the black-box function.

Support vector machine (SVM) has been recognized as a powerful machine
learning technique. SVM was originally developed for pattern classification and
later extended to regression ([1], [13]). In pattern classification problems with
two class sets, it generalizes linear classifiers into high dimensional feature spaces
through nonlinear mappings defined implicitly by kernels in the Hilbert space so
that it may produce nonlinear classifiers in the original data space. Linear classi-
fiers then are optimized to give the maximal margin separation between the classes.
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This task is performed by solving some type of mathematical programming such as
quadratic programming (QP) or linear programming (LP).

Linear classifiers on the basis of goal programming, on the other hand, were de-
veloped extensively in 1980’s [3], [4]. The authors developed several varieties of
SVM using multi-objective programming and goal programming (MOP/GP) tech-
niques [10]. In the goal programming approach to linear classifiers, we consider two
kinds of deviations: One is the exterior deviation ξi which is a deviation from the
hyperplane of a point xi improperly classified; The other one is the interior devia-
tion ηi which is a deviation from the hyperplane of a point xi properly classified.
Several kinds of objective functions are possible in this approach as follows:

i) minimize the maximum exterior deviation (decrease errors as much as pos-
sible),

ii) maximize the minimum interior deviation (i.e., maximize the margin),

iii) maximize the weighted sum of interior deviation,

iv) minimize the weighted sum of exterior deviation.

Introducing the objective iv) above leads to the soft margin SVM with slack
variables (or, exterior deviations) ξi (i = 1, . . . , �) which allow classification errors
to some extent.

Taking into account the objectives (ii) and (iv), we can have the same formulation
of ν-support vector algorithm developed by Schölkopf et al. [12]. Although many
variants are possible, µ−ν−SVM considering the objectives i) and ii) is promising,
because µ−ν−SVM for regression has been observed to provide a good sparse
approximation [10].

The primal formulation of µ−ν−SVR is given by

minimize
w,b,ε,ξ,ξ́

1
2
‖w‖2

2
+ νε + µ(ξ + ξ́)

subject to
(
wT zi + b

)− yi � ε + ξ, i = 1, . . . , �,

yi −
(
wT zi + b

)
� ε + ξ́, i = 1, . . . , �,

ε, ξ, ξ́ � 0,

where ν and µ are trade-off parameters between the norm of w and ε and ξ (ξ́).
Applying the Lagrange duality theory, we obtain the following dual formulation

of µ−ν−SVR:
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maximize
αi,άi

− 1
2

�∑
i,j=1

(άi − αi) (άj − αj)K (xi, xj) +
�∑

i=1

(άi − αi) yi

subject to
�∑

i=1

(άi − αi) = 0,

�∑
i=1

άi � µ,

�∑
i=1

αi � µ,

�∑
i=1

(άi + αi) � ν,

άi � 0, αi � 0, i = 1, . . . , �.

It has been observed through our experiences that µ−ν−SVR provides the least
number of support vectors among existing SVRs. This implies that µ−ν−SVR can
be effectively applied for selecting a new sample on the basis of information of
support vector.

3 Using global and local information for adding new samples

If the current solution is not satisfactory, namely if our stopping condition is not
satisfied, we need some additional samples in order to improve the approximation
of the black-box objective function.

If the current optimal point is taken as such additional data, the estimated optimal
point tends to converge to a local maximum (or minimum) point. This is due to lack
of global information in predicting the objective function.

On the other hand, if additional data are taken far away from the existing data,
it is difficult to obtain more detailed information near the optimal point. Therefore,
it is hard to obtain a solution with a high precision. This is because of insufficient
information near the optimal point.

It is important to get well balanced samples providing both global information
and local information on black-box objective functions. The author and his core-
searchers suggested a method which gives both global information for predicting
the objective function and local information near the optimal point at the same time
[7]. Namely, two kinds of additional samples are taken simultaneously for relearn-
ing the form of the objective function. One of them is selected from a neighborhood
of the current optimal point in order to add local information near the (estimated)
optimal point. The size of this neighborhood is controlled during the convergence
process. The other one is selected far away from the current optimal value in order to
give a better prediction of the form of the objective function. The former additional
data gives more detailed information near the current optimal point. The latter data
prevents converging to local maximum (or minimum) point.
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4 Multi-objective Model Predictive Optimization: Static Cases

In multi-objective optimization, the so-called Pareto solution is introduced. Since
there may be many Pareto solutions in practice, the final decision should be made
among them taking the total balance over all criteria into account. This is a prob-
lem of value judgment of DM. The totally balancing over criteria is usually called
trade-off. Interactive multi-objective programming searches a solution in an inter-
active way with DM while making trade-off analysis on the basis of DM’s value
judgment. Among them, the aspiration level approach is now recognized to be
effective in practice. As one of aspiration level approaches, one of authors pro-
posed the satisficing trade-off method [9]. Suppose that we have objective functions
f(x) := (f1(x), . . . , fr(x)) to be minimized over x ∈ X ⊂ Rn. In the satisficing

trade-off method, the aspiration level at the k-th iteration f
k

is modified as follows:

f
k+1

= T ◦ P (f
k
).

Here, the operator P selects the Pareto solution nearest in some sense to the given

aspiration level f
k
. The operator T is the trade-off operator which changes the k-th

aspiration level f
k

if DM does not compromise with the shown solution P (f
k
).

Of course, since P (f
k
) is a Pareto solution, there exists no feasible solution which

makes all criteria better than P (f
k
), and thus DM has to trade-off among criteria if

he wants to improve some of criteria. Based on this trade-off, a new aspiration level

is decided as T ◦P (f
k
). Similar process is continued until DM obtains an agreeable

solution.
The operation which gives a Pareto solution P (f

k
) nearest to f

k
is performed

by some auxiliary scalar optimization:

max
1�i�r

ωi

(
fi(x) − f i

)
+ α

r∑
i=1

ωifi(x), (1)

where α is usually set a sufficiently small positive number, say 10−6.
The weight ωi is usually given as follows: Let f∗

i be an ideal value which is
usually given in such a way that f∗

i < min {fi(x) | x ∈ X}. For this circumstance,
we set

ωk
i =

1

f
k

i − f∗
i

. (2)

Now, we propose a method combining the satisficing trade-off method for in-
teractive multi-objective programming and the sequential approximate optimization
using µ−ν−SVR. In the following, we explain the method along an example of the
welded beam design problem [2] shown by Fig. 1. The problem is formulated as
follows:
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F=6000lb

14 in

Fig. 1 Welded beam design problem

minimize
h,l,t,b

f1 := 1.10471h2l + 0.04811tb(14 + l)

minimize
h,l,t,b

f2 :=
2.1952

t3b

subject to g1 := τ � 13600
g2 := σ � 30000
g3 := h − b � 0
g4 := Pc � 6000
0.125 � h, b � 5.0, 0.1 � l, t � 10.0

Here,

τ =

√
(τ ′)2 + (τ ′′)2 +

lτ ′τ ′′√
0.25(l2 + (h + t)2)

τ ′ =
6000√

2hl

τ ′′ =
6000(14 + 0.5l)

√
0.25(l2 + (h + t)2)√

2hl
(

l2

12
+ 0.25(h + t)2

)
σ =

504000
t2b

, Pc = 64746.022(1 − 0.0282346t)tb3

The ideal value and aspiration level are given s follows:

ideal value := (f∗
1
, f∗

2
) = (0, 0)

aspiration level 1 := (f
1

1
, f

1

2
) = (4, 0.003)

aspiration level 2 := (f
2

1
, f

2

2
) = (20, 0.002)

aspiration level 3 := (f
3

1
, f

3

2
) = (40, 0.0002)
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Table 1 Result by SQP using a quasi-Newton method without model prediction

h l t b f1 f2 # evaluation

asp. average 0.5697 1.7349 10 0.5804 5.0102 3.78E-03 249.9

level stdv 0.0409 0.1826 0 0.0072 0.0420 4.83E-05 69.6

1 max 0.5826 2.2546 10 0.5826 5.0235 3.92E-03 369.0

min 0.4533 1.6772 10 0.5599 4.8905 3.77E-03 164.0

asp. average 1.0834 0.8710 10.0000 1.7685 13.7068 1.25E-03 204.2

level stdv 0.3274 0.1662 5.11E-08 0.1828 1.3793 1.13E-04 30.1

2 max 2.0132 0.9896 10 2.1263 16.3832 1.31E-03 263.0

min 0.9221 0.4026 10.0000 1.6818 13.0527 1.03E-03 172.0

asp. average 1.7345 0.4790 10 5 36.4212 4.39E-04 251.9

level stdv 0.0000 0.0000 0 0 0.0000 5.71E-20 146.2

3 max 1.7345 0.4790 10 5 36.4212 4.39E-04 594.0

min 1.7345 0.4790 10 5 36.4212 4.39E-04 112.0

Table 2 Result by the proposed method with 100 evaluations of function

h l t b f1 f2

asp. average 0.5223 1.9217 9.9934 0.5825 5.0344 3.78E-03

level stdv 0.0374 0.1656 0.0136 0.0011 0.0130 1.08E-05

1 max 0.5832 2.2742 10 0.5845 5.0692 3.81E-03

min 0.4520 1.6859 9.9558 0.5817 5.0224 3.77E-03

asp. average 0.8921 1.0398 9.9989 1.6809 13.0653 1.31E-03

level stdv 0.0898 0.1106 0.0012 0.0012 0.0081 7.79E-07

2 max 1.0787 1.1895 10 1.6824 13.0781 1.31E-03

min 0.7849 0.8273 9.9964 1.6789 13.0531 1.31E-03

asp. average 2.2090 0.4486 10 5 36.6830 4.39E-04

level stdv 0.9355 0.2293 0 0 0.2695 5.71E-20

3 max 3.7812 0.8734 10 5 37.1257 4.39E-04

min 1.0391 0.1895 10 5 36.4212 4.39E-04

Table 1 shows the result by the simple satisficing trade-off method using SQP
and a quasi-Newton method for randomly chosen starting points in 10 times. Table 2
shows the result by our proposed method combining the satisficing trade-off method
and the model predictive optimization using µ-ν-SVR with 100 sample points. Since
we used the usual gradient based optimization method for the simple satisficing
trade-off method, the number of function evaluation would be almost 4 times for
black box functions because we have to apply the numerical differentiation on the
based on the incremental difference.
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5 Multi-objective Model Predictive Optimization: Dynamic
Cases

For dynamic optimization problems, the model predictive control has been devel-
oped along a similar idea to the above. Let u(t), x(t) denote the control (input)
vector and the state vector, respectively. Our problem is represented by

Minimize J = φ[x(T )] +
∫ T

0

F (x, u, t)dt (3)

subject to ẋ = f(x(t),u(t), t), x(0) = x0 (4)

If the function form in the above model is explicitly given, then we can ap-
ply some techniques in optimal control theory. However, we assume that some of
function forms, in particular the dynamic system equation (4), can not explicitly be
given. Under this circumstance, we predict some of future state x(t+1), . . . ,x(t+
k) for given u(t+1), . . . ,u(t+p). The period [t+1, t+k] is called the prediction
period, and [t+1, t+ p] the control period. Our aim is to decide the optimal control
sequence u(t) over [0, T ].

For predicting the future state, we apply a support vector regression technique,
namely µ − ν−SVR which was stated in the previous section. In the following,
we show a numerical result by using the satisficed trade-off method with model
prediction. Our problem to be considered in this paper has multiple objectives

J = (J1, . . . , Jr).

For example, those objectives are the energy consumption, constraints of terminal
state, the terminal time (T ) itself and so on.

Step 1. Predict the model f based on (x(k), u(k), x(k + 1)), k = 0, 1, . . . , t −
1, x(0) = x0.

Step 2. Generate individuals of control sequence by GA algorithm

ui(t), ui(t + 1), . . . , ui(T − 1), i = 1, 2, . . . , Npopulation.

• Predict the state resulting from each control sequence from the present time
to the terminal time

x(k + 1) = f(x(k), u(k)), k = t, t + 1, . . . , T − 1, x(0) = x0. (5)

• Evaluate each individual in terms of auxiliary scalar objective function of sat-
isficing trade-off method
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F = max
1�i�r

wi

(
Ji(x) − J

k

i

)
+ α

r∑
i=1

wi

(
Ji(x) − J

k

i

)

J1 = T, J2 =
T−1∑
k=t

u2(k).

• Select the best individual (control sequence) u∗. Calculate x(t + 1) by (5)
using x(t) and u(t) = u∗(t).

Step 3. t ← t + 1 and go to Step 2.

The solutions for two different aspiration levels are depicted in Fig. 2. It may be
seen that the proposed method provides reasonable solutions flexibly depending on
the apiration levels.

Fig. 2 Multi-objective model predictive control
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6 Concluding Remarks

We discussed methods combining the satisficing trade-off method and model pre-
dictive optimization methods using computational intelligence under static and dy-
namic environment. The proposed method provides an approximate Pareto solution
closest to the given aspiration level. It is promising in practical problems since it has
been observed through several numerical experiments that the method reduces the
number of function evaluation up to less than 1/100 to 1/10 of usual methods.
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An Intelligent Method for Edge Detection

C. A. Z. Barcelos and V. B. Pires

Abstract Edge detection is an important task in the field of image processing with
broad applications in image and vision analysis. In this paper, we present a new
intelligent computational mechanism using nonlinear diffusion equations for edge
detection. Experimental results show that the proposed method outperforms stan-
dard edge detectors as well as other methods that deploy inhibition of texture.

1 Introduction

The conventional edge detectors as the Canny edge detector and others [5, 8, 17],
do not make distinction between isolated edges and edges originating from texture.
Therefore many false edges usually deriving from textures and noises are detected
by these algorithms.

Significant advances have been achieved with the use of more sophisticated tech-
niques such as the algorithms based on nonlinear diffusion [1, 3, 13] and inspired
by the human visual system (HSV) [7, 9, 12], among others.

In this paper, we present a new intelligent computational method to effectively
edge detect in natural images. We incorporate a nonlinear diffusion equation to the
Canny edge detector, and show that this results in a method more effective to edges
detection in presence of texture. The proposed method can be divided into two
stages. The first consists of the application of a nonlinear diffusion equation, whose
main idea is to accomplish, the selective smoothing of the image of interest, remov-
ing the irrelevant information, usually related to noise and texture elements. The
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second stage consists of the application of the Canny edge detector to the smoothed
image, in an attempt to obtain as a final result only those edges of interest [14].

The proposed method is able to minimize the inconvenience effect of false edge
detection (usually deriving from textures and noises) and improve the performance
of the traditional Canny edge detector. Results obtained from various natural images
are used to demonstrate the performance of proposed method. Comparing our new
method with other edge detection methods, better performance in terms of removing
texture in the edge detection process was obtained.

This paper is organized as follows: section 2 describes the proposed edge detec-
tion method. The experimental results that exemplify the performance of the pro-
posed method and the numerical implementation of the method are described in
section 3, and finally section 4 presents the paper’s conclusion.

2 Proposed Edge Detection Method

Motivated by the difficulty found by standard edge detectors to remove noises and
textures, we proposed an intelligent computational method for edge detection in
digital images adding the nonlinear diffusion method introduced in [3] to the Canny
edge detector [6].

The proposed method for edge detection can be divided into two stages. The
first stage consists of the application of a nonlinear diffusion equation for selective
smoothing of the image of interest, in an attempt of minimize the false edge detec-
tion originating from noise and irrelevant features. In the second stage, our goal is to
apply the Canny edge detector in fine scale Gaussian on the smoothed image, since
noises and texture elements were effectively removed by smoothing process of the
considered diffusion model, in an attempt to obtain a map with its edges refined as
a final result.

2.1 Edges Detection via Nonlinear Diffusion Equations

Several smoothing methods can be found in literature, however undesirable effects
such as edge deterioration, loss of relevant information, make some of these methods
unviable when one desires to eliminate just irrelevant information such as noise and
at the same time maintain the edges intact.

During the last few years, many mathematical models have been proposed in
the attempt to solve these problems related to image smoothing. We can cite, for
example [1, 3, 10, 13] which are briefly described as follows.

Perona and Malik [13] developed a model through an anisotropic diffusion equa-
tion in the attempt to preserve the exact location of an edge point.

The mathematical formulation of the model is given by:
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ut = div(g(|∇u|)∇u), x ∈Ω , t > 0, (1)

u(x,0) = I(x), x ∈Ω ⊂ R2,

where I(x) is the original image, u(x, t) is its smoothed version on the scale t, g is
a smooth non-increasing function, such that g(0) = 1, g(s)≥ 0 and g(s)→ 0 when
s→ ∞. The usual choice for g is given by g(s) = 1

1+ks2 where k is a parameter.
This model provides edges and contours that remain stable through the scale t.

However, this model presents many theoretical and practical difficulties. For exam-
ple, if the image is very noisy, the ”size” of the gradient ∇u will be very large at
almost all of the points on the image and, as a consequence the function g will be
almost null at these same points. In this way, all the noise on the image remains even
when the image is processed by the smoothing process introduced by this model.

As this equation is not able to preserve the edges localization, Alvarez, Lions and
Morel proposed in [1] the following nonlinear parabolic equation:

ut = g(|∇Gσ ∗u|)|∇u| div

(
∇u
|∇u|

)
, x ∈Ω , t > 0, (2)

u(x,0) = I(x), x ∈Ω ⊂ R2,

where u(x,0) = I(x) is the initial image, ∂u
∂η
∣∣
∂Ω×R+

= 0 is the boundary condition

and g(|∇Gσ ∗ u|) = 1
1+k|∇Gσ ∗u|2 , with k > 0 being a parameter and Gσ being the

Gaussian function.
This model dislocates the level curves of the image u in the orthogonal direction

∇u with speed g(|∇Gσ ∗u|)K, where K = div( ∇u
|∇u| ) is the local curvature of the iso-

intensity contour. Therefore, the image is smoothed along both sides of the edges
with minimal smoothing of the edge itself, and this is carried out at speeds which
are lower near the edges and higher in the interior of homogeneous regions which
makes the preservation of the edges of the image possible.

Another modification in the Perona and Malik model Eq.( 1) was proposed by
Nordström [10]. He added a forcing term (u− I) to the Perona and Malik model
Eq.( 1) forcing u(x, t) to maintain itself close to the initial image I(x).

The presence of the forcing term in Eqs.( 1) and ( 2) reduces the degenerative
effects of the diffusion to very acceptable levels; however, the models with this
forcing term do not eliminate noise satisfactorily [3].

In the attempt to obtain ever better results, Barcelos, Boaventura and Silva Jr. [3]
also presented a mathematical model for the smoothing and segmentation of digital
images through a diffusion equation given by:

ut = g |∇u|div

(
∇u
|∇u|

)
−λ (1−g)(u− I), x ∈Ω , t > 0, (3)

u(x,0) = I(x), x ∈Ω ⊂ R2,
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∂u
∂η

∣∣∣
∂Ω×R+

= 0, x ∈ ∂Ω , t > 0,

where g = g(|∇Gσ ∗u|), I(x) is the original image, u(x, t) is its smoothed version on
the scale t, λ is a parameter, (u− I) is the term suggested by Nordström and (1−g)
is the moderation selector introduced in this model.

The balanced diffusion of the image allows the homogeneous regions g∼ 1 to be
smoothed even more in relation to the edge regions g∼ 0. This is obtained through
the moderation selector (1− g) which by being in function with g allows for the
identification of these different regions on the image [3].

Experimental results obtained with the application of this model show its effi-
ciency in the smoothing process of natural images.

2.2 Canny Edges Detector

Among the edge detection methods found in literature, the Canny edge detector is
considered to be one of the most used algorithm for edge detection.

The Canny edge detection process is based upon three basic performance criteria:
good detection, good localization, and single response [2, 6]. The main objective of
Canny work is to develop an optimal detector.

The implementation of the Canny edge detector [6] follows the steps below.
First, the input image I(x) is smoothed to remove irrelevant details like noises

and texture. The smoothing is obtained by convolution of the image I(x) with a
Gaussian function Gσ .

Second, determine gradient magnitude |∇I(x)| and gradient direction at each
pixel (x) in the smoothed image.

In the third step, non-maxima suppression technique is performed. In this pro-
cess, all the pixels (x) for which the gradient magnitude |∇I(x)| has a local maxi-
mum in the gradient direction will be considered edge pixels.

Fourth, hysteretic thresholding is performed to remove the weak edges. In this
process, two different thresholds are used: the low threshold tL and the high thresh-
old tH . All candidate edge pixels with the gradient magnitude below the low thresh-
old tL are considered as non edges. Only the pixels with the gradient magnitude
above the low threshold tL that can be connected to any pixel with magnitude above
the high threshold tH are considered as edge pixels.

3 Computational Details and Experimental Results

Obtaining the edges of natural images, such as animals in their natural habitat or
objects on textured background, is not an easy task. The more sophisticated edge
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detection algorithms try to find an edge map that approximates the ideal edge map,
which is usually drawn by hand more closely.

In the paper, we use natural images with different complexity levels and their
corresponding ground truth maps to evaluate the performance of the proposed edge
detection method. The natural images and ground truth contour maps were obtained
in http://www.cs.rug.nl/ imaging/papari/JASP/results.html.

3.1 Performance Measure

To compare our method with the the Canny edge detector [6] and the single scale
surround inhibition algorithm [9], we use the performance measure introduced in
[9].

Let DO be the number of correctly detected edge pixels, FP the number of false
positive pixels, i.e. pixels considered as edges by the detector while they belong to
the background of the desired output and FN the number of false negative pixels,
i.e. desired output edge pixels missed by the operator. The performance measure
introduced in [9] is defined as:

P =
DO

DO+FP+FN
(4)

Note that if FN = 0, i.e. all true edge pixels are correctly detected and if FP = 0,
i.e. no background pixels are falsely detected as edge pixels, then P = 1. On the
other hand, if FP (edge pixels falsely detected) and/or FN (true edge pixels missed
by the detector) are greater, the value of P will be lower.

For the implementation of the above measure, we consider that an edge pixel is
correctly detected if a corresponding ground truth edge pixel is present in a 5× 5
square neighborhood centered at the respective pixel coordinates.

3.2 Numerical Implementation

Numerical solution of the mathematical model Eq.( 3) is obtained by applying ap-
propriate finite difference methods [11, 15, 16].

The images are represented by NxM matrices of intensity values. Let ui j denote
the value of the intensity of the image u at the pixel (xi,y j) with i = 1, 2,..., N and
j = 1, 2,..., M. The evolution equation obtains images at times tn = n∆ t where ∆ t is
the step time and n = 1, 2,... . We denote u(xi,y j, tn) by un

i j.
Let

L (u) = g |∇u|div

(
∇u
|∇u|

)
−λ (1−g)(u− I). (5)
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We can write Eq.( 3) in the form ut = L (u). The time derivative ut at (i, j, tn) is

approximated using the Euler method
un+1

i j −un
i j

∆ t , so the discretization of the Eq.( 3) is
given by

un+1
i j = un

i j +∆ tL (un
i j)

where u0
i j = I(xi,yi).

The diffusion term

|∇u|div

(
∇u
|∇u|

)
=

u2
xuyy−2uxuyuxy +u2

yuxx

u2
x +u2

y
(6)

in Eq. ( 3) is approximated using central differences, i.e:

ux(xi,y j)≈ ui+1, j−ui−1, j

2h
,

uy(xi,y j)≈ ui, j+1−ui, j−1

2h
,

uxx(xi,y j)≈ ui+1, j−2ui, j +ui−1, j

h2 ,

uyy(xi,y j)≈ ui, j+1−2ui, j +ui, j−1

h2 ,

uxy(xi,y j)≈ 1
4h2

[
ui+1, j+1−ui+1, j−1−ui−1, j+1 +ui−1, j−1

]
,

with i = 1, ...,N and j = 1, ...,M.
The function g is given by

g =
1

1+ k|∇Gσ ∗u|2 (7)

where k is a parameter and Gσ is given by

Gσ (x,y) =
1

σ
√

2π
e−

x2+y2

2σ2 .

3.3 Results

Here we present some results obtained with the application of the proposed edge
detection method in several natural images with different complexity levels. We
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evaluate the performance P of proposed edge detector, and compare it to the perfor-
mance of two other edge detection algorithms: the Canny edge detector [6] and the
single scale edge detector with surround inhibition proposed in [9].

The obtained results using 5 test images are shown in Fig. 1. The first col-
umn shows the original images while the second column shows the ground truth.
The third and fourth column show the results obtained by the proposed edge de-
tection method and by the Canny edge detector [6], respectively. The fifth col-
umn shows the results obtained from the single scale surround inhibition algo-
rithm proposed in [9]. These results can be found in http://www.cs.rug.nl/ imag-
ing/papari/JASP/results.html and they are being used in this paper for comparison
purpose only. The performance measures P concerning the three algorithms cited
above are displayed at the bottom of each image.

As we can see, for all cases presented our method (third column) gives the best
performance in terms of edge detection. The proposed method has the advantage of
minimizing the inconvenience effect of false edge detection. On the other hand, the
worst result in terms of performance is presented by the Canny edge detector (fourth
column) which does not remove effectively texture elements, while the results ob-
tained with the single scale surround inhibition algorithm (fifth column) present
a significant advantage in terms of performance measurement once it uses texture
suppression mechanism.

The implementation of the proposed method uses the following parameters: the
used step size, ∆ t, for the temporal evolution of ut was fixed at ∆ t = 0.25; the
constant k was chosen in a manner which allows function g(s) to carry out its role,
which is g ∼ 1 when s is large (edge points) and g ∼ 1 when s is small (interior
points); the constant λ was fixed at λ = 1, this means that the balance between the
smoothing and the forcing term was unweighted. In [4], the authors describe the
choice of parameters with more details.

The Canny edge detector parameters used were: σ , as the standard deviation of
a Gaussian derivative kernel and two thresholds tL and tH . In our experiments, we
fixed σ = 1 and tL = 0.4 tH .

Table 1 shows the parameters used in the experiments.

Table 1 Parameters used for each tested image.
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Fig. 1 Natural images (first column); Ground truth edge map (second column); Obtained results
from the proposed method (third column); Obtained results from the Canny method (fourth col-
umn); Results from the single scale surround inhibition algorithm [9] (fifth column).

4 Conclusions

In this paper an edge detection method was proposed that outperforms all the con-
sidered edge detectors, even when the images background is textured.
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Through the addition of the nonlinear diffusion method introduced in [3] to the
Canny edge detector [6], we showed that the proposed edge detection method has
the advantage of minimizing the inconvenience effect of false edge detection and at
the same time to be efficient in the detection of true edges.

Due to the capacity that the nonlinear diffusion equations have to smooth an im-
age and at the same time preserve the edges of interest, for a subsequent analysis via
edge detector, we believe that the nonlinear diffusion equation introduced in [3] can
also be extended the other conventional edge detectors improving the performance
of same.

In summary, in this work we have shown that the proposed method is a useful
computational mechanism which reflects human perception well.
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A Survey of Exploiting WordNet in Ontology
Matching

Feiyu Lin and Kurt Sandkuhl

Abstract Nowadays, many ontologies are used in industry, public adminstration and
academia. Although these ontologies are developed for various purposes and do-
mains, they often contain overlapping information. To build a collaborative semantic
web, which allows data to be shared and reused across applications, enterprises, and
community boundaries, it is necessary to find ways to compare, match and integrate
various ontologies. Different strategies (e.g., string similarity, synonyms, structure
similarity and based on instances) for determining similarity between entities are
used in current ontology matching systems. Synonyms can help to solve the problem
of using different terms in the ontologies for the same concept. The WordNet the-
sauri can support improving similarity measures. This paper provides an overview
of how to apply WordNet in the ontology matching research area.

1 Introduction

The Semantic Web provides shared understanding, well structured content and rea-
soning for extending the current web. Ontologies are essential elements of the se-
mantic web. Nowadays, many ontologies are used in industry, public adminstration
and academia. Although these ontologies are developed for various purposes and
domains, they often contain overlapping information. To build a collaborative se-
mantic web, which allows data to be shared and reused across applications, enter-
prises, and community boundaries [22], it is necessary to find ways to compare,
match and integrate various ontologies.

Ontology matching in general is based on finding similar entities in the source
ontologies or finding translation rules between ontologies. Different strategies (e.g.,
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string similarity, synonyms, structure similarity and based on instances) for de-
termining similarity between entities are used in current ontology matching sys-
tems. When comparing ontology entities based on their labels, synonyms can help
to solve the problem of using different terms in the ontologies for the same con-
cept. For example, an ontology might use “diagram”, another ontology could use

The WordNet[25] can support improving similarity measures. This paper pro-
vides an overview of how to apply WordNet in the ontology matching research area.

2 WordNet

WordNet is based on psycholinguistic theories to define word meaning and mod-
els not only word meaning associations but also meaning-meaning associations [7].
WordNet tries to focus on the word meanings instead of word forms, though inflec-
tion morphology is also considered. WordNet consists of three databases, one for
nouns, one for verbs and a third for adjectives and adverbs. WordNet consists of
a set of synonyms “synsets”. A synset denotes a concept or a sense of a group of
terms. Synsets provide different semantic relationships such as synonymy (similar)
and antonymy (opposite), hypernymy (superconcept)/hyponymy (subconcept)(also
called Is-A hierarchy / taxonomy), meronymy (part-of) and holonymy (has-a). The
semantic relations among the synsets differ depending on the grammatical category,
as can be seen in Figure 1 [11]. WordNet also provides textual descriptions of the
concepts (gloss) containing definitions and examples. WordNet can be treated as a
partially ordered synonym resources.

Fig. 1 Semantic relations in
WordNet. (Source: [11])

EuroWordNet [5] is a multilingual database with wordnets for several European
languages (Dutch, Italian, Spanish, German, French, Czech and Estonian). It uses
the same structure as the English WordNet. EuroWordNet can solve cross-language
problems, for example, words for different languages, such as English, French, Ital-
ian, German, are used to name the same entities.
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3 Exploiting WordNet in Ontology Matching

Semantic similarity based on WordNet has been widely explored in Natural Lan-
guage Processing and Information Retrieval. But most of these methods are applied
in an ontology (e.g., WordNet). We will first show these methods, then we will dis-
cuss how to apply them in ontology matching.

Several methods for calculating semantic similarity between words in WordNets
exist and can be classified into three categories:

• Edge-based methods: to measure the semantic similarity between two words is
to measure the distance (the path linking) of the words and the position of the
word in the taxonomy. That means the shorter the path from one node to another,

• Information-based statistics methods: to solve the difficult problem to find a uni-
form link distance in edge-based methods, Resnik proposes an information-based
statistic method [19].The basic idea is that the more information two concepts
have in common, the more similar they are. This approach is independent of the
corpus. For examples see [19], [13].

• Hybrid methods: combine the above methods, e.g., [21], [9], [4].

3.1 Edge-based Methods

Wu and Palmer [27] propose defining the similarity of two concepts based on the
common concepts by using the path.

sim(C1,C2) =
2∗N3

N1 + N2 + 2∗N3
, (1)

where C3 is the least common superconcept of C1 and C2. N1 is the number of nodes
on the path from C1 to C3. N2 is the number of nodes on the path from C2 to C3. N3

is the number of nodes on the path from C3 to root.
Resnik [18] introduces a variant of the edge-based method, converting it from

a distance to a similarity metric by subtracting the path length from the maximum
possible path length.

simedge(w1,w2) = (2∗MAX)− [minc1,c2 len(c1,c2)] (2)

where s(w1) and s(w2) represent the set of concepts in the taxonomy that are senses
of word w1, w2 respectively, c1 overs s(w1), c2 overs s(w2), MAX is the maximum
depth of the taxonomy, and len(c1,c2) is the length of the shortest path from c1 to
c2.

Su defines the similarity of two concepts based on the distance of the two con-
cepts in WordNet [24]. This can be done by finding the paths from one concept to
the other concept and then selecting the shortest such path. Threshold like 11 is set
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for the top nodes of the noun taxonomy. That means not always a path can be found
between two nouns. The WordNet similarity is used to adjust similarity value in his
ontology matching system.

3.2 Information-based Statistics Methods

Resnik proposes an information-based statistic method [19]. First, it calculates the
probability with concepts in the taxonomy, then follows information theory, the in-
formation content of a concept can be quantified as negative the log likelihood. Let
C be set of concepts in the taxonomy. The similarity of two concepts is extent to
the specific concept that subsumes them both in the taxonomy. Let the taxonomy
be augmented with a function p : C → [0,1], such that for any c ∈ C , p(c) is the
probability of encountering concept c. If the taxonomy has a unique top node then
its probability is 1. The information content of c can be quantified as − log p(c).
Then

sim(c1,c2) = maxc∈S(c1,c2)[− log p(c)], (3)

where S(c1,c2) is the set of concepts that subsume both c1 and c2. The word simi-
larity (sim) is defined as

sim(w1,w2) = maxc1,c2 [sim(c1,c2)], (4)

where s(w1) and s(w2) represent the set of concepts in the taxonomy that are senses
of word w1, w2 respectively, c1 overs s(w1), c2 overs s(w2).

Lin adapts Resnik’s method and defines the similarity of two concepts as the ratio
between the amount of information needed to state the commonality between them
and the information needed to fully describe them [13].

sim(x1,x2) =
2× log p(c0)

log p(c1)+ log p(c2)
, (5)

where x1 ∈ c1 and x2 ∈ c2, c0 is the most specific class that subsumes both c1 and c2.
The ontology alignment tool RiMOM [28] includes Lin’s approach in the system.

3.3 Hybrid Methods

Jiang and Conrath propose a combined model that is derived from the edge-based
notion by adding the information content as a decision factor [9]. The information
content IC(c) of a concept c can be quantified as − logP(c). The link strength (LS)
of an edge is the difference of the information content values between a child con-
cept and its parent concept.
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LS(ci, p) = − log(P(ci|p)) = IC(ci)− IC(p) (6)

where child concept ci is a subset of its parent concept p, . After considering other
factors, e.g., local density, node depth, and link type, the distance function is:

Dist(w1,w2) = IC(c1)+ IC(c2)−2× IC(LSuper(c1,c2)), (7)

where LSuper(c1,c2) is the lowest super concept of c1 and c2.
Rodriguez presents another approach to determine similar entities based on

WordNet. For example, it considers hypernym/hyponym, holonym/meronyms re-
lations [21]. The similarity measure based on the normaliztion of Tversky’s model
and set theory functions (S) of intersection |A∩B| and difference |A/B| is as fol-
lows:

S(a,b) =
|A∩B|

|A∩B|+α(a,b) |A/B|+(1−α(a,b)) |B/A|
(8)

where a and b are entity classes, A and B are the description sets of a and b (i.e.,
synonym sets, is-a or part-whole relations), α is a function that defines the relative
importance of the non-common characteristics. For is−a hierarchy, α is expressed
in term of the depth of the entity classes.

α(a,b) =

⎧⎪⎪⎨
⎪⎪⎩

depth(a)
depth(a)+ depth(b)

i f depth(a)≤ depth(b)

1−
depth(a)

depth(a)+ depth(b)
i f depth(a) > depth(b)

(9)

Petrakis et al. adapt Rodrigues approach and develop X-Similarity which relies
on synsets and term description sets [4]. Equation 8 is replaced as plain set similarity
(S) where A and B mean synsets or term description sets.

S(a,b) = max
A∩B
A∪B

, (10)

The similarity between term neighborhoods Sneighborhoods is computed per relation-
ship type (e.g., Is-A and Part-Of) as

Sneighborhoods(a,b) = max
Ai ∩Bi

Ai ∪Bi
, (11)

where i denote relation type. Finally,

Sim(a,b) =

{
1, i f Ssynsets(a,b) > 0

max(Sneighborhoods(a,b),Sdescriptions(a,b)) i f Ssynsets(a,b) = 0
(12)

where Sdescriptions means the matching of term description sets. Sdescriptions and
Ssynsets are calculated according equation 11.

Bath et al. adapt Jaro-Winkler (JW) metric to integrate WordNet or EuroWordNet
in processing ontology matching [1]. Name similarity (NS) of two names N1 and N2
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of two classes A and B (each name is a set of tokens, N = {ni}) is defined as

NS
′

(N1,N2) =
∑n1∈N1

MJW (n1,N
′

2)+ MJW (n2,N
′

1)
|N1|+ |N2|

(13)

where MJW (ni,N)= maxn j∈NJW (ni,n j), N
′

i = Ni∪{nk|∃n j ∈Ni
⋂

nk ∈ synset(n j)},

synset(n j) is the set of synonyms of term n j, NS
′

(A,B) = NS
′

(N1,N2) .

3.4 Applying WordNet Based Semantic Similarity Methods in
Ontology Matching

Before applying the semantic similarity method in ontology matching, linguistic
normalization is processed. Linguistic technologies transform each term to a stan-
dard form that can be easily recognized.

• Tokenisation consists of segmenting strings into sequences of tokens by a to-
keniser which recognizes punctuation, cases, blank characters, digits, etc [6]. For
example, travel−agent becomes < travel agent >.

• Stemming is trying to remove certain surface marking words to root form. For
example, words like fishes original form is fish.

• Stop-word [2] means that some words frequently appear in the text with lack
of indexing consequence. Indexing is the process of associating one or more
keywords with each document in information retrieval. For example, words like
the, this and of in English, they appear often in sentences but have no value in
indexing.

• Multiple part-of-speech. Each part-of-speech explains not what the word is, but
how the word is used. In fact, the same word can be more than one part-of-
speech (for instance, backpacking is both a noun and a verb in WordNet). When
we compare the concept names which are made of single noun or noun phrase
in the ontology, for these words it will be checked if they are nouns and if the
answer is yes, we treat them as noun and disregard as verb [24].

WordNet based semantic similarity methods (see section 3.1, 3.2 and 3.3) can be
used in two ways.

Fig. 2 Two simple ontologies.
author

report

illustrator

paper

write       compose

Onto1 Onto2

• WordNet based semantic similarity methods can be applied to calculate entities
similarities in two ontologies. For example, Figure 2 shows two simple ontolo-
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gies Onto1 and Onto2. Property write in Onto1 and compose in Onto2 are syn-
onyms in WordNet, we treat the labels of these two properties as equal even their
string similarities are different. Since paper in Onto1 is the synonym of report
in Onto2, they are treated as similar also.
There are two senses for the entry noun author hypernym relation in WordNet
(version 2.1):
Sense 1
writer, author – (writes (books or stories or articles or the like) professionally
(for money))

=⇒ communicator – (a person who communicates with others)
=⇒ person, individual, someone, somebody, mortal, soul – (a human being;

“there was too much for one person to do”)
=⇒ organism, being – (a living thing that has (or can develop) the ability

to act or function independently)
· · ·

Sense 2
generator, source, author – (someone who originates or causes or initiates some-
thing; “he was the generator of several complaints”)

=⇒ maker, shaper – (a person who makes things)
=⇒ creator – (a person who grows or makes or invents things)
=⇒ person, individual, someone, somebody, mortal, soul – (a human being;

“there was too much for one person to do”)
· · ·

There is one sense for the entry noun illustrator hypernym relation in WordNet
(version 2.1):
illustrator – (an artist who makes illustrations (for books or magazines or adver-
tisements etc.))

=⇒ artist, creative person – (a person whose creative work shows sensitivity
and imagination)

=⇒ creator – (a person who grows or makes or invents things)
=⇒ person, individual, someone, somebody, mortal, soul – (a human being;

“there was too much for one person to do”)
· · ·

Fig. 3 The fragment of
noun senses with author
and illustrator in WordNet
taxonomy.

person

        creator

artist maker communicator

illustrator author (sense2) author (sense1)
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Figure 3 presents the fragment of nouns with author and illustrator in WordNet
taxonomy. If authoris used in Onto1 and illustrator is used in Onto2 (see Figure
2), they have the common superconcept (hypernym) person in WordNet (see
Figure 3), and we can apply WordNet based semantic similarity methods (see
section 3.1, 3.2 and 3.3) to get similarity between illustrator and author.

Fig. 4 Connecting independent ontologies: (a) partial WordNet ontology and (b) partial SDTS
ontology. Source: [21]

• Rodriguez method [21] and X-Similarity [4] are independent from WordNet.
They can be applied in ontology matching directly as structure similarity method
if two independent ontologies have a common superconcept. For example, Figure
4 (see source [21]) shows two independent ontologies, anything is their common
superconcept. Based on string similarity results, the structure similarity (e.g.,
similarity between buildingw in WordNet and buildings in SDTS) can be calcu-
lated through Rodriguez method [21] and X-Similarity [4].

3.5 Evaluation of Semantic Similarity Methods

WordNet-Similarity [26] has implemented several WordNet-based similarity mea-
sures, such as Leacock-Chodorow [10], Jiang-Conrath [9], Resnik [18], Lin [13],
Hirst-St-Onge [8], Wu-Palmer [27], Banerjee-Pedersen [15], and Patwardhan [15]
in a Perl package.

Petrakis et al. [4] implement a Semantic Similarity System” and evaluate sev-
eral semantic similarity measures: Rada [17], Wu-Palmer [27], Li [12], Leacock-
Chodorow [10], Richardson [20], Resnik [19], Lin [13], Lord [16], Jiang-Conrath
[9], X-Similarity [4], Rodriguez [21]. Their evaluation in the same ontology is based
on Miller and Charles [14] with the human relevance results. The higher the correla-
tion of a method, the better the method is (i.e., the closer it is to the results of human
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judgement). They also evaluate Rodriguez [21] and X-Similarity [4] methods in
different ontologies (ontology matching).

SimPack [23] implements methods such as Jiang-Conrath [9], Lin [13], Resnik
[19]. These methods have been evaluate by Budanitsky and Hirst [3].

Table 1 compares different WordNet-based similarity measures in WordNet-
Similarity, Semantic Similarity System and SimPack:

Table 1 Implemented WordNet-based similarity measures in WordNet-Similarity, Semantic Sim-
ilarity System and SimPack

WordNet-Similarity Semantic Similarity System SimPack
Leacock-Chodorow [10] Leacock-Chodorow [10]
Jiang-Conrath [9] Jiang-Conrath [9] Jiang-Conrath [9]
Resnik [18] Resnik [18] Resnik [18]
Lin [13] Lin [13] Lin [13]
Hirst-St-Onge [8]
Wu-Palmer [27] Wu-Palmer [27]
Banerjee-Pedersen [15]
Patwardhan [15]

Rada [17]
Li [12]
Richardson [20]
Lord [16]
X-Similarity [4]
Rodriguez [21]

4 Conclusions

In this paper, we present different WordNet-based semantic similarity measures
from edge-based methods to information-based statistic methods and their hybrid
methods. We also discuss how to apply them in the ontology matching. Finally,
we show several tools that implemented the semantic similarity measures and their
evaluation.
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Using Competitive Learning between Symbolic Rules 
as a Knowledge Learning Method 

F. Hadzic1  and T.S. Dillon2  
 
 
 
 
 
  

Abstract We present a new knowledge learning method suitable for extracting symbolic 
rules from domains characterized by continuous domains. It uses the idea of competitive 
learning, symbolic rule reasoning and it integrates a statistical measure for relevance 
analysis during the learning process. The knowledge is in form of standard production rules 
which are available at any time during the learning process. The competition occurs among 
the rules for capturing a presented instance and the rules can undergo processes of merging, 
splitting, simplifying and deleting. Reasoning occurs at both higher level of abstraction and 
lower level of detail. The method is evaluated on publicly available real world datasets.  

1 Introduction  

Within the AI community there are two views on how a machine should engage in 
the knowledge learning task. Some believe that the human learning should be 
mimicked in the way that it is initially learned at the lower neuronal level 
(connectionism) while others believe it is the higher level conceptual reasoning 
with symbolic rules (symbolism) that will bring machine learning closer to human 
learning [1].  Anderson [2] believes that both neural aspects and cognitive rules 
exist and that it is unlikely to have an accurate psychological theory without the 
formulation of explicit rules that enable proper representation of the acquired 
generalizations. Chandasekaran et al. [3] stated that connectionism and symbolism 
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both agree on the view of intelligence as information processing of 
representations, but disagree on the storage and processing mechanism of those 
representations. These observations, together with the advantages and 
disadvantages of symbolic and sub-symbolic systems, justifies the large amount of 
research that has gone into the extraction of symbolic knowledge from neural 
networks.  

In [4] we presented a variation of the Self-Organizing Map (SOM) [5], CSOM, 
that applies a different learning mechanism useful for situations where the aim is 
to extract rules from a data set characterized by continuous input features. 
Attribute constraints for continuous attributes are contained on the network links 
themselves, thereby making the network itself more symbolic. A rule optimizing 
method was integrated into CSOM and in [6] it was adjusted so that it can be 
applied to rule sets obtained using other knowledge learning methods. Its potential 
of optimizing rules set through symbolic reasoning has motivated us to investigate 
whether the method itself can be extended so that it becomes a stand-alone 
knowledge learning method.   

The aim of the work presented in this paper is to present a new knowledge 
learning method that combines symbolic and sub-symbolic reasoning, but is 
capable of presenting its acquired knowledge at any time with symbolic rules. It is 
motivated partly by the competitive learning and progressive parameter 
adjustment that occurs in the SOM [5]. The main difference is that the competition 
occurs among the rules for capturing the instances rather than neurons and hence 
symbolic rules are available at any time during learning. The system is able to 
move from the lower level where weight interactions are used for reasoning to the 
higher level where symbolic rules are represented and reasoned with. The 
proposed method can be viewed as an intersection of competitive learning, 
symbolic reasoning and statistics.  

2 Method Description  

The dataset describing the domain at hand is split into an unsupervised (class 
labels removed) and supervised (class labels present) dataset. Initially the rule set 
is empty and the unsupervised file is used according to which the initial rule set is 
obtained. The main part according to which the learning is done is the structure 
used to represent the currently learned rules which are in form of antecedent-
consequent pairs. Initially, the rule set is empty and as the instances from a file are 
read in rules are set up whose antecedents are equal to the attribute values 
occurring in the samples. When a set of instances is fed on top of the rule set, it 
can be said that competition occurs between the rules for capturing the presented 
instances. The rule that most closely matches the instance in terms of attribute 
constraints captures that instance and its attribute constraints are adjusted if 
necessary. During this process similar rules may be merged while contradicting 
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rules may be split. The merging of rules is highly dependent on the threshold 
chosen according to which two rules are considered similar in terms of attribute 
constraints. Two learning parameters are used which are progressively adjusted 
during the learning. One parameter is for allowing an instance to be captured by 
the rule (IR) and the second is for allowing two rules to merge together (MR). 
Setting both of these parameters to very low values initially will result in a large 
rule set. As learning proceeds, both parameters are increased. By increasing the IR 
the set of rules will capture more instances thereby increasing the coverage rate of 
the rules and decreasing the number of new rules that need to be formed. By 
increasing the MR similar rules are more likely to merge into one making the rule 
set more general and reducing the number of rules. Splitting of rules occurs when 
a misclassification occurs. Similarly the instance information about attribute and 
class relationships is collected which allows for the reasoning to occur at the lower 
level (sub-symbolic). At this level the relevance of attributes for a particular rule is 
determined using a statistical measure. The process as a whole is repeated for a 
chosen number of iterations.  

2.1  Representative Structure 

Let m denote the number of input attributes (denoted as xi) in a dataset D from 
which the knowledge is to be learned. An instance or example e from D will be 
referred to as an input vector and denoted by IVe = (x1, x2, …, xm). Further let xt 
denote the class value associated with example e. Let R denote the set of rules in 
the structure. A rule will be generally denoted as rp, where p = (1, …, |R|). The 
attribute constraints of each rule (i.e. the antecedent part of the rule) are contained 
in the weight vector of that rule (denoted as WV(rp)). An attribute constraint at 
position i in WV(rp) is denoted as ai.. Even though some rules will not contain the 
total set of attributes in their WV the ordering is kept so that items at the same 
index positions in the IV and the WV correspond to the values or constraints of 
same attributes in the dataset (i.e. xi = ai). Hence, to classify an instance e we 
match the IVe against the weight vectors of the available rules using a modification 
of the Euclidean distance (ED) measure as the basis for comparison. This process 
is explained in detail later in the paper. Each rule rp has a target vector associated 
with it denoted as TV(rp) which contains the links to class values that have 
occurred in the instances that are covered by that particular rule. Let an item at 
position t in TV(rp) be denoted as tvt and the weight associated with it as w(tvt).  
The implying class value of a rule rp becomes the one which has the highest 
weight associated with it. In other words if the implying class corresponds to the 
item in TV(rp) at position x then max(w(tvt)) = w(tvx)  t | t = (1, …, |TV(rp)|)).  
This class value has most frequently occurred in the instances that were captured 
by the rule. An example of the structure representing the rule set with target vector 
information is shown in Figure 1 (thicker lines correspond to higher weights on 
links). The implying class of rules r1 and r3 would be class value1 while for rule r2 
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it is class value2. Even though it is not shown in Figure 1, the attribute constraints 
associated with each rule are stored in the weight vector of that rule. 

 

Figure 1: Example structure representing 
the rule set and related information.  

  

2.1.1  Storing Low-Level Information 
A constraint for a continuous attribute is given in terms of a lower range (lr) and 
an upper range (ur) indicating the set of allowed attribute values. For each ai  
WV(rp), where i = (1, …, m) the occurring attribute values in the instances that 
were captured by that particular rule are stored in a value list (denoted as VL(ai)). 
The items in VL(ai) are referred to as value objects and an item at position r in 
VL(ai) is denoted as vr. Each vr  VL(ai), where r = (1,…, |VL(ai)|) has a target 
vector associated with it, denoted as TV(vr) which contains the links to class 
values that have occurred together with that particular value in the instance 
captured by the rule.   

Since for continuous attributes there could be many occurring values, close 
values are merged into one value object when the difference between the values is 
less than a chosen merge value threshold. Hence a value object vr may either 
contain a singular value, denoted as vrVAL or a lower limit and the upper limit on 
the range of values, denoted as vrLR and vrUR, respectively. If an attribute value at 
position i in IVe is denoted as xi and the target or class value as xt then the update 
process can be summarized as follows. When a rule rp captures an instance then a 
link to xt is added to TV(rp) with weight set to 1, or the weight on the link is 
incremented if TV(rp) already contains a link to that particular xt. For each ai  
WV(rp) the VL(ak) is updated by either incrementing the weight of a vr if xi =vrVAL 

or vrLR <= xi <= vrUR if vr ranges are set or otherwise adding a new vr (vrVAL = xi) 
(i.e. inserting xi value in position r in VL(ai)) such that v(r-1)VAL < vrVAL < v(r+1)VAL or 
if the v(r-1) and v(r+1) are ranged value objects then v(r-1)UR < vrVAL < v(r+1)LR. 
Furthermore, a link to xt is added to TV(vr) with weight set to 1, or the weight on 
the link is incremented if  TV(vr) already contains a link to that particular xt. Hence 
the numerical values stored in VL of an attribute will be ordered so that a new 
value is always stored in an appropriate place and the merging can occur if 
necessary. 

Figure 2 illustrates how this low level information is stored for a rule that 
consists of two continuous attribute a1 and a2, and points to two class values (i.e. 
Value1 and Value2). For example the attribute a1 has the lower range and the 
upper range in between which the values v1, v2 and v3 have occurred. The lower 
range of a1 is equal to v1VAL or the v1LR if v1 is a merged value object, while the 
upper range of a1 is equal to v3VAL or the v3UR if v3 is a merged value object. 
   

354 F. Hadzic and T.S. Dillon 



Using Competitive Learning between Symbolic Rules as a Knowledge Learning Method  

 
 
Figure 2: Storing low level 

2.2  Measure for Capturing Instances and Rule Merging 

To determine which particular rule should capture an instance and whether two 
rules should be merged we make use of a modified Euclidean distance (ED) 
measure. An instance e is always captured by the rule with the smallest ED 
between the rule’s weight vector and the IVe. The notation used for measuring ED 
between IVe and a WV of a rule rp is ED(IVe, WV(rp)). Similarly if we are 
measuring similarity among two rules r1 and r2 then the notation ED(WV(r1), 
WV(r2)) is used. The i-th term of ED(IV, WV(rp)) is equal to the distance of the 
input attribute value xi to the nearest range boundary of the i-th item in WV(rp). 

Let the i-th term of the ED(IVe, WV(rp)) be denoted by rptermi. To determine 
which rule most closely matches the IV the following expression is used. 

n

i
ip termr

1

2minarg  

 p | p = {1 … |R|}.  

 
The IR needs to be set with respect to the number of attributes in the dataset. It 

corresponds to the maximum allowed sum of the range/value differences among 
the attributes of WV(rp) and IVe so that the rule would capture the instance at hand. 
The instance is captured by the rule with the smallest ED between its weight 
vector and the IVe. If no rule exactly matches IVe (i.e. ED(IVe, WV(rp)  0  p = 
(1, …, |R|)) and no rule is close to the instance (i.e.  ED(IVe, WV(rp) > 
InstToRuleThr  p = (1, …, |R|)) then a new rule rn will be created where all 
attribute values in its weight vector are set according to the instance attribute 
values (i.e. aiv = xi   i = (1, …, m)).  

When calculating the ED for the purpose of merging similar rules there are four 
possibilities that need to be accounted for with respect to the ranges being set in 
the rule attributes. Two rules r1 and r2 will be merged if the ED(WV(r1), WV(r2)) < 
MR.  For rule r1 let r1ai denote the attribute occurring at the position i of WV(r1), 
let r1ailr denote the lower range, r1aiur the upper range, and r1aiv the initial value if 
the ranges of r1ai are not set.  Similarly for rule r2 let r2ai denote the attribute 
occurring at the position i of WV(r2), let r2ailr denote the lower range, r2aiur the 

355

instance information.  



upper range, and ‘r2aiv’ the initial value if the ranges of r2ai are not set. The i-th 
term of the ED(WV(r1), WV(r2)) calculation for continuous attributes is: 

 
- case 1: both r1ai and r2ai ranges are not set 

0 iff r1aiv = r2aiv
r1aiv - r2aiv if r1aiv > r2aiv
r2aiv - r1aiv if  r1aiv < r2aiv

 - case 2: r1ai ranges are set and r2ai ranges are not set   
0 iff r2aiv  r1ailr and r2aiv  r1aiur
r1ailr - r2aiv if r2aiv < r1ailr
r2aiv – r1aiur if r2aiv > r1aiur

- case 3:  r1ai ranges are not set and r2ai ranges are set 
0 iff r1aiv  r2ailr and r1aiv  r2aiur
r2ailr – r1aiv if r1aiv < r1ailr
r1aiv – r2aiur if r1aiv > r2aiur

- case 4: both r1ai and r2ai ranges are set 
0 iff r1ailr  r2ailr and r1aiur  r2aiur
0 iff r2ailr  r1ailr and r2aiur  r1aiur
min(r1ailr - r2ailr, r1aiur - r2aiur)   iff r1ailr > 
r2ailr and r1aiur > r2aiur
min(r2ailr - r1ailr, r2aiur -r1aiur  iff r2ailr > r1ailr
and r2aiur > r1aiur
(r1ailr – r2aiur) iff r1ailr > r2aiur
(r2ailr – r1aiur) iff r2ailr > r1aiur

2.3  Reasoning Process 

This section explains the reasoning processes that occurs with the information 
stored in the knowledge structure as explained in the previous sections. 

2.3.1  Higher Level Reasoning  

of the rules. When a rule captures an instance that has a different class value than 
the implication of the rule, a child rule is created in order to isolate the 
characteristic of the rule causing the misclassification. The attribute constraints of 
the parent and child rule are updated so that they are exclusive from one another. 
In other words, in future an instance will be either captured by the parent rule or 
the child rule, not both. After the whole dataset is read in, there could be many 
child rules created from a parent rule. If a child rule points to other target values 
with high confidence it becomes a new rule. This corresponds to the process of 
rule splitting, since the parent rule has been modified to exclude the child rule 
which is now a rule on its own. On the other hand if the child rule still mainly 
points to the implying class value of the parent rule it is merged back into the 
parent rule. An example of a rule for which a number of children were created due 
to the misclassifications is displayed in Figure 3. The reasoning explained would 
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merge ‘Child3’ back into the parent rule, while Child1 and Child2 would become 
new rules.  

 

splitting.

 
 

Rule Merging. After the whole file is read in the child rules that have the same 
implying class values are merged together if the ED between them is below the 
MR. Once all the child rules have been validated the merging can occur in the new 
rule set. Hence if two rules r1 and r2 have the same implying class value and the 
ED(WV(r1), WV(r2)) < MR the rules will be merged together and the attribute 
constraints updated. Rather than creating a new rule at the implementation level 
the merged rule is one of the original rules (say r1) with its weight vector updated 
accordingly, while the second rule is removed from the rule set. The update is 
done in such manner so that the attribute constraints in the WV(r2) are contained 
within the attribute constraints of WV(r1) (i.e. ED(WV(r1), WV(r2)) = 0).  Hence, if 
the range of allowed values for an attribute in the WV(r2) fell outside the 
corresponding attribute value range in WV(r1) then that particular range is 
expanded to include the value range in WV(r2). More formally the process can be 
explained as follows.   

The same notation as earlier will be used where the items occurring at position 
i in WV(r1) and WV(r2) will be denoted as r1ai and r2ai, respectively. If the ranges 
on the items are not set, then the same notation r1ai and r2ai also corresponds to the 
initial values of those attributes. Otherwise LR or UR is appended for lower range or 
upper range respectively (eg. rsaiLR). Depending on whether the range of the items 
in the weight vector is set, there are four cases which determine in which way the 
WV(r1)(the new merged rule) is updated. It can be expressed as follows. In the 
logic expressed below the cases when no update needs to occur were excluded. 
These are the cases when the value(s) of r2ai was either equal to the value of r1ai or 
if ranges on r2ai are set they fell within the ranges of r1ai. 

 
Case 1: r1ai and r2ai ranges are not set 

If r1ai  > r2ai
  r1aiUR = r1ai
  r1aiLR = r2ai
If r1ai  < r2ai
  r1aiUR = r2ai
  r1aiLR = r1ai

Case 2: r1ai range is set and r2ai range is not set 

If r2ai > r1aiUR
  r1aiUR = r2ai
If r2ai < r1aiLR
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Figure 3: Example of rule 



  r1aiLR = r2ai
Case 3: r1ai range is not set and r2ai range is set 

  If r1ai > r2aiUR
   r1aiUR = r1ai 
   r1aiLR = r2aiLR  
  If r1ai < r2aiLR
   r1aiUR = r2aiUR 
   r1aiLR = r1ai
  If r2aiLR <= r1ai <= r2aiUR

r1aiUR = r2aiUR 
   r1aiLR = r2aiLR 

Case 4: both r1ai and r2ai ranges are set 

  If r2aiLR < r1aiLR
    r1aiLR = r2aiLR
  If r2aiUR > r1aiUR
    r1aiUR = r2aiUR

This section describes the process of reasoning with the instance information 
collected at the lower level of the structure as described in Section 2.1.1. Once the 
rules have undergone the process of splitting and merging, the relevance of rule 
attributes should be calculated as some attributes may have lost their relevance 
through merging of two or more rules. Other attributes may have become relevant 
as a more specific distinguishing factor of a new rule that resulted from splitting of 
an original rule. Hence this process happens after a number of iterations where 
reasoning at the higher level of the structure occurred. The Symmetrical Tau ( ) 
[7] feature selection criterion is used and its calculation is enabled with the 
instance information collected at the lower level of the structure (Section 2.1.1).  

 Simplification or rules using the  criterion. The first step is to calculate the 
 measure for each attribute ai (where i = (1, …, m)) in the weight vector WV(rp) 

of a rule rp. Once the  measure has been calculated for each attribute ai in WV(rp) 
all ai are ranked according to decreasing  value. A relevance cut-off is determined 
in the ranking and it occurs at an attribute if its  value is less than half of the 
previous attribute’s  value in the ranking. At this point and below in the ranking 
all attributes are considered as irrelevant for that rule. On the other hand, if some 
of the attributes above the relevance cut-off point were previously excluded from 
WV(rp), they are now re-introduced since their  value indicates their relevance for 
the rule at hand. Once the attribute relevance has been determined for all rules the 
whole process of rule optimization continues with the main difference being that 
not all terms in the ED formula will be calculated since some attribute constraints 
do not form the necessary part of the rule any more. When calculating the ED 
between a rule rp and the input vector IVe, the ith

 term of the ED formula will be 
excluded if the attribute ai is irrelevant. Similarly when calculating the ED 
between two rules r1 and r2 the ith

 term of the ED formula will be excluded if the 
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attribute ai is irrelevant for both rules. If ai is irrelevant for one of the rules but not 
for both, then the rules will not be considered similar to be merged. 

This section describes some experiments performed on a number of real world 
datasets obtained from the ‘uci’ machine learning repository [8]. The training 
dataset was made up of about 70% of randomly chosen instances from the original 
dataset while the rest was used for testing. Due to space limitations, a detailed 
comparison with other knowledge learning methods is not provided, but the results 
are comparable to those obtained by other inductive learners.   

Table1: Learned rules from the ‘Iris’ dataset 

Rule 1: 0 < sepal-length < 0.417 AND 0.125 < sepal-width < 1.0 AND 0 < petal-length < 
0.153 AND 0 < PW < 0.208          Iris-setosa 
Rule 2: 0.644 < petal-length < 1.0 AND 0.542 < petal-width < 1.0       Iris-virginica 
Rule 3: 0.361 < sepal-length < 0.472 AND 0.417 < sepal-width < 0.583 AND 0.593 < petal-
length < 0.644 AND 0.583 < petal-width < 0.708    Iris-versicolor 
 Rule 4: 0 < sepal-width < 0.542 AND 0.339 < petal-length < 0.695 AND 0.375 < petal-width 
< 0.667          Iris-versicolor   

Table 2: Learned rules from the ‘Wine’ dataset  

Rule 1: 0.0 < Alcohol < 0.74 AND 0.03 < Malic_acid < 1.0 AND 0.18 < Ash < 1.0 AND 0.09 
< Magnesium < 0.53 AND 0.04 < Total_phenols < 0.88 AND 0.14 < Flavanoids < 1.0  AND 
0.05 < Color_intensity < 0.4 AND 0.2 < Hue < 1.0 AND 0.2 < OD280/OD315_diluted_wines 
< 0.89 AND 0.0 < Proline < 0.43  Two 
Rule 2: 0.48 < Alcohol < 1.0 AND 0.12 < Malic_acid < 0.65 AND 0.36 < Ash < 0.99 AND 
0.03 < Alcalinity_of_ash < 0.74 AND 0.21 < Magnesium < 0.67 AND 0.42 < Total_phenols < 
1.0 AND 0.39 < Flavanoids < 0.76 AND 0.08 < Nonflavanoid_phenols < 0.7 AND 0.26 < 
Proanthocyanins < 0.8 AND 0.19 < Color_intensity < 0.65 AND 0.28 < Hue < 0.65 AND 0.45 
< OD280/OD315_diluted_wines < 1.0 AND 0.29 < Proline < 1.0  One 
Rule 3: 0.31 < Alcohol < 0.87 AND 0.1 < Malic_acid < 0.97 AND 0.4 < Ash < 0.8 AND 0.36 
< Alcalinity_of_ash < 0.85 AND 0.11 < Magnesium < 0.58 AND 0.0 < Total_phenols < 0.63 
AND 0.0 < Flavanoids < 0.26 AND 0.08 < Nonflavanoid_phenols < 0.94 AND 0.04 < 
Proanthocyanins < 0.72 AND 0.22 < Color_intensity < 1.0 AND 0.0 < Hue < 0.39 0.0 < 
OD280/OD315_diluted_wines < 0.44 AND 0.1 < Proline < 0.43  Three 
 Rule 4: 0.1 < Alcohol < 0.52 AND 0.0 < Malic_acid < 0.59 AND 0.0 < Ash < 0.74 AND 0.16 
< Total_phenols < 0.8 AND 0.05 < Flavanoids < 0.59 AND 0.02 < Nonflavanoid_phenols < 
0.94 AND 0.0 < Color_intensity < 0.38 AND 0.17 < Hue < 0.79 0.12 < 
OD280/OD315_diluted_wines < 0.82 AND 0.03 < Proline < 0.5  Two 

 
The learning parameters for Iris dataset were set as follows: iteration# = 100, 

MR was progressively increased from 0.02 to 0.1 whereas IR from 0.00001 to 
0.05. The merge value threshold used for merging the value objects of an attribute 
(see Section 2.1.1) was set to 0.02. The learned rules are displayed in Table 1. 
Overall the rule set had 93.81% classification accuracy and 96% prediction 
accuracy. For the Wine dataset the following learning parameters were used: 
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iteration# = 60, MR was progressively increased from 0.05 to 0.5 whereas IR from 
0.01 to 0.05. The merge value threshold was set to 0.04. A total of 4 rules were 
obtained which are displayed in Table 2 with the classification accuracy of 98.4% 
and the predictive accuracy of 98.1%. 

This paper presented a new knowledge learning method for continuous domains 
that combines the idea of competitive learning, symbolic rule reasoning and 
statistics. The main difference with the traditional competitive learning as used in 
the Self-Organizing Map is that the competition occurs among symbolic rules 
rather than network units. Hence one useful property of the method is that 
symbolic rules are available at any time during the learning process. The 
integration of the statistical feature selection criterion has proven useful for 
attribute relevance analysis during learning and simplification of the learned rules. 
Evaluation of the method on real world dataset has demonstrated the effectiveness 
of the method for extraction of optimal symbolic rules. As part of the future work 
this method will be evaluated on more complex real world datasets and compared 
more closely with some of existing rule based systems. 
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Knowledge Conceptualization and Software Agent based 
Approach for OWL Modeling Issues 

1 2 3 4

Abstract In this paper, we address the issues of using OWL to model the knowledge captured 
in relational databases. Some types of knowledge in databases cannot be modeled directly using 
OWL constructs. Two alternative approaches are proposed with examples of two types of 
knowledge. Firstly the data value range constraint and secondly the calculation knowledge rep-
resentation. The first approach to the problem is to conceptualize the data range as a new class 
and the second solution to the problem is proposed, based on utilizing software agent technol-
ogy. Examples with OWL code and implementation code are given to demonstrate the problems 
and solutions.

1 Introduction 

With the increasing trend of collaborations amongst organizations and business needs 
for sharing and publishing their products information, information and knowledge 
held in vast number of databases are demanded to be shared and integrated without 
organizational and application boundaries. However, databases are enterprise and ap-
plication dependant in that their design and development are subjected to a particular 
business problem domain of an organization. This has prevented the databases from 
being shared and integrated in an open environment. 

Ontology-based technologies provide a feasible approach to this problem. Ontol-
ogy-based technologies promote knowledge sharing and integration by formally and 
explicitly defining the meanings and associations of information and data. An ontol-
ogy is defined as “a formal, explicit specification of shared conceptualization” [1-3]. 
Ontologies allow specially designed software agents to automatically process and in-
tegrate information from distributed sources. Many approaches have been proposed to 
transform the knowledge embedded in databases, particularly in relational databases, 
into ontologies [4-9]. The transformation process involves database reverse engineer-
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ing for acquiring the implicit knowledge from databases and involves mapping the ex-
tracted knowledge onto an ontology language. OWL [10], particularly OWL DL, as 
the WWW consortium recommendation for Semantic Web, has gained the popularity 
as the target ontology language. Hereafter, we refer OWL in this paper to OWL DL, 
as it’s the most practical one among the three sub-languages for Semantic Web. 

However, there is a critical issue of using OWL, to fully and accurately represent 
the knowledge captured in relational databases. Although there are many similarities 
between an ontology and a conceptual data model of a database, such as UML or EER 
model, there are many practical issues when mapping the knowledge captured in a 
conceptual model onto an OWL ontology. For example, there are three common types 
of relationships between concepts we model in an UML model, namely, generaliza-
tion/specialization, aggregation and composition and association. While generaliza-
tion/specialization can be modeled straightforwardly using OWL hierarchical mecha-
nism i.e. Class and Subclass, Property and Subproperty, the aggregation/composition 
relationship cannot be represented directly using OWL elements. There are also other 
types of knowledge captured by relational databases that we found hard to represent 
using OWL constructs such as the value range restrictions on an attribute, and the 
functional dependency among several attributes of one or more tables which captures 
some sort of relationships between attributes rather than concepts.  

In this paper, we present two alternative solutions to tackle this OWL modeling is-
sue, namely, conceptualization approach and software agent based approach. Two 
specific examples are used to demonstrate each of the approaches respectively: firstly 
the problems of modeling the data value range constraint; secondly, the problem of 
modeling mathematic calculation knowledge, whose operands are derived from at-
tributes of one or more concepts, which represents relationships between these attrib-
utes.  Our motivation is to reveal some ideas of extending the expressiveness of OWL 
in the mean time to retain computational completeness of the ontology model, thus to 
make OWL more adaptable to various domain knowledge representations.  

The rest of this paper is organized as follows: Section 2 reviews related work on 
these issues; Section 3 describes the problems in details with examples; followed by 
Section 4 demonstrating the solutions to the problems with code example; last in Sec-
tion 5, we conclude the paper and indicate future work. 

2 Related Work 

OWL provides powerful mechanisms to enhance reasoning about the Classes and re-
lationships amongst Classes but not for representing and reasoning relationships be-
tween Properties. The OWL modeling issue originates from its design pursuit of the 
trade-off between expressiveness and scalability of a language. Most important kinds 
of knowledge are supported in OWL, particularly for sub-assumption and classifica-
tion, while the computational completeness and decidability must also be retained [11, 
12]. As a consequence, the OWL is designed to be maximum expressive without be-
ing undecidable. This has resulted in the expressiveness limitations amongst other 
OWL weakness which are identified in [13]. One of W3C’s solutions to this problem 
is to introduce Rules (RIF) [14] which aims to provide greater expressiveness in con-
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junction with RDF/OWL, typically, to provide a richer language for representing de-
pendencies between Properties rather than Classes. RIF Core Design working draft 
has been released in Oct 2007. One plausible drawback to this Rule-based solution is 
that the knowledge needs to be encoded by more than one or two languages in order 
to represent the full domain.  

Besides of the above, there is not much work that has been reported on addressing 
the issues of the knowledge representation with OWL. Stojanovic et al. [5] mentioned 
that some database related dynamic knowledge embedded in SQL stored procedures, 
triggers and built-in functions cannot be mapped to RDF.  

3 Problem Description with Examples 

In this section, we describe the two specific types of knowledge that cannot be mod-
eled directly using OWL constructs in order to demonstrate the idea of tackling the 
above mentioned modeling issues. Solutions to the problems are given in the follow-
ing section. 

3.1   Data Value Range Modeling Problem in OWL  

The first type of knowledge that we mentioned in the introduction section that cannot 
be modeled directly using constructs, which are specified in OWL DL, is the con-
straint on data value range. Data value range constraint is very common to various 
domains.  For example, a company recruitment statement contains a minimum age 
and a maximum age requirement and a bank product requests a minimum and a 
maximum amount of deposit over a period such as monthly. This refers to data value 
range in database development. This kind of data constraint can be obtained from da-
tabase schema, application source code through validation and SQL queries. It, how-
ever, cannot be directly represented using any constructs specified in OWL DL.   One 
example of the recruitment requirement for the employee’s age constraint in a com-
pany, named ABC, can be expressed as the formula: 

ABCEmployee (18 < age < 65) 

In OWL DL, if we define a Class namely Employee, with a DatatypeProperty
namely age shown as in the OWL definition below:     

 <owl:Class rdf:ID="Employee"/> 
 <owl:DataTypeProperty rdfID="age"> 

   <rdfs:domain rdfresource="#Employee" /> 
   <rdfs:range rdfresource="&xsd;integer" /> 

 <owl:DatatypeProperty> 

We may further add constraints such as the cardinality on the age property, but no 
any other elements defined in OWL for property restrictions, such as allValueFrom
and the set operator like unionOf and intersectionOf, can be used to model the simple 
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value range constraint. We therefore need other means to represent this kind of 
knowledge in OWL ontologies.  

3.2   Calculation Knowledge Representation Problem in OWL 

The second type of knowledge cannot be modeled directly using OWL constructs is 
the general calculation knowledge. An arithmetic calculation consists of operands and 
arithmetic operators such as addition, subtraction, multiplication and division. Oper-
ands in a calculation are often derived from columns of tables in a database or from 
properties of Classes in an ontology. The result of a calculation, in the mean time, is 
assigned to a column or a property. This represents associations amongst properties 
rather than classes. It may also represent the dynamic knowledge which is generated 
at run time in a given application. This type of knowledge is usually defined in SQL 
queries such as stored procedures or application source code when validating new 
data entry to ensure data consistency. One example of this type of knowledge is the 
calculation of total cost including GST tax of a purchase. The cost is calculated based 
on three properties: the “quantity” of the product in the purchase, the “price” of the 
product excluding GST tax and current “GST tax rate”. It can be expressed as the fol-
lowing formulas:  

  SubTotal = itemQuantity * singleUnitPrice 
  Tax = SubTotal * GSTRate 
  TotalCost = SubTotal + Tax 

In OWL, there is no constructs defined for modeling this type of associations 
among properties from one or more Classes.  

4 Approach 

For the modeling problems stated in the previous section, we propose two alternative 
approaches to tackle the issues. They are described and demonstrated with sample 
code in this section.  

4.1   Conceptualization of Data Value Range Constraint in OWL 

As OWL does not provide any constructs for restricting value range on 
DatatypePropertie, we cannot represent this constraint directly in the way that we 
specify it in a programming language or in a database management system. However, 
we can model the value range constraint by conceptualizing it into a new Class. The 
conceptualization actually explicitly reflects the semantics of the data restriction be-
cause the general concept Age of human being is different from the concept minimum 
age and maximum age in a company recruitment requirement. We demonstrate the so-
lution to the first problem defined in section 3.1 as in List 1.  
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In the OWL ontology List 1, the constraint on employee’s age is conceptualized as 
a new Class “EmploymentAge”. It has two DatatypeProperties: “minAge” and 
“maxAge”. There is one individual created for ABC company recruitment require-
ment called “ABCEmploymentAge” whose “minAge” is 18 and “maxAge” is 65. The 
property “age” of the Class “Employee” can therefore be defined as an ObjectProp-
erty whose range is of the class “EmployeeAge”. If there are individuals of ABC 
company employee, their age must be between 18 and 65. One key point to this solu-
tion is that this conceptualization must be transformed or mapped in implementation. 
Likewise, other types of knowledge can also be conceptualized in this way.  

<owl:Class rdf:ID="EmploymentAge"/> 

 <owl:DatatypeProperty rdf:ID="maxAge">
    <rdfs:domain rdf:resource="#EmploymentAge"/> 
    <rdfs:range rdf:resource="&xsd#int"/> 
  </owl:DatatypeProperty> 

 <owl:DatatypeProperty  rdf:ID="minAge">
    <rdfs:range rdf:resource="&xsd#XMLSchema#int"/> 
    <rdfs:domain rdf:resource="#EmploymentAge"/> 
  </owl:DatatypeProperty> 

  <EmploymentAge rdf:ID="ABCEmploymentAge"> 
     <maxAge rdf:datatype="&xsd#int">18</maxAge> 
     <minAge rdf:datatype="&xsd#int">65</minAge> 
  </EmploymentAge> 

 <owl:Class rdf:ID="Employee"/> 

 <owl:ObjectProperty rdf:ID="employmentAge"> 
    <rdfs:domain rdf:resource="#Employee"/> 
    <rdfs:range rdf:resource="#EmploymentAge"/> 
 </owl:ObjectProperty> 

List 1 conceptualization of data value range constraint in OWL 

4.2  Software Agent-Based Knowledge Representation Approach 

The second approach is to utilize software agent technology. Software agent technol-
ogy has been in extensive discussion for many years but it is perhaps recently that it 
has been attracting much attention of exploitation in the emergence of the Semantic 
Web. Basically software agents are components in an application that are character-
ized by among other things autonomy, pro-activity and an ability to communicate 
[15]. Autonomy means that agents can independently carry out complex and long 
term tasks. Pro-activity means that agents can take initiative to perform a given task 
without human intervention. Ability to communicate means agents can interact with 
other agents or other components to assist to achieve their goals. 

In this paper we implement software agents using JADE (Java Agent Development 
framework), an agent-oriented middleware [16, 17]. The reason we use JADE is sim-
ply because it facilitates development of complete agent-based applications and it is 
written in well known object-oriented language, Java. More details of JADE can be 
found on its website (http://jade.tilab.com).  
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Basically in this paper, we utilize JADE agent technology to help define the knowl-
edge of calculation. A JADE agent is identified under FIPA specifications [18] by an 
agent identifier. A task can be defined for an agent to carry out. Agent action defines 
the operations to be performed. Agent communication according to FIPA specifica-
tions [18] is the most fundamental feature of software agents.  Format of messages is 
compliant with that defined by FIPA-ACL message structure. 

For the calculation knowledge described in section 3.2, we can define it in the fol-
lowing formula.  

Total Cost = Price * Quantity * (1 + GST Rate / 100) 

Ontologies are typically specific to a given domain. For the above formula we 
specify to a product trading domain which would not be the same as in a payroll sys-
tem. Thus product concept could have properties of name, barcode, etc. Agents then 
have some shared understanding with the product concept and its properties. There 
may be two products named the same. In order to unequivocally identify a product, it 
may be necessary to specify barcode.  

According to the FIPA specifications [18], when agents communicate, product in-
formation representation is embedded inside ACL messages. Because JADE agents 
are Java-based, the information can be represented using objects.  

In order to exploit agent and ontology technology to support and allow agents to 
discourse and reason about facts and knowledge related to a given domain, we specify 
the approach into 3 steps. 

• Define concepts in an ontology. In the purchase example, it includes Product and 
Purchase concepts. 
• Develop proper Java classes for the above two concepts in the ontology.  
• Define the calculation formula by hard-coding it. 
In order to illustrate defined concepts of Product and Purchase in an ontology, we 

model Product and Purchase knowledge representation shown in Figure 1. Figure 1 
(A) shows Product concept and Figure 1 (B) shows Purchase concept. Ontology class 
Product has datatype properties of name and barcode both related to a string type. 
Ontology class Purchase has object properties of item related to the ontology class 
Product. The ontology class Purchase also has datatype properties of price related to 
a float type and quantity and tax_rate related to an integer type. 

Figure 1 Product and Purchase concepts in ontology modelling 

We reuse schema classes available in JADE PredicateSchema, AgentAction-
Schema, and ConceptSchema included in the jade.content.schema package to define 
the structure of each type of predicate, agent action, and concept respectively [17]. In 
the example, we can model the domain including one concept (Product), one predi-
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cate (Purchase – to apply to a product) and one agent action (Calculate – to calculate 
total cost including tax). 

Since the ontology is shared among agents, TradeOntology class is placed in an ad-
hoc package, ontology. The ontology defined in Java is shown in List 2. 

package TradingPackage; 

import jade.content.onto.*; 
import jade.content.schema.*; 
import jade.util.leap.HashMap; 
import jade.content.lang.Codec; 
import jade.core.CaseInsensitiveString; 

public class TradeOntology extends jade.content.onto.Ontology  { 
  //NAME 
  public static final String ONTOLOGY_NAME = "Trade"; 
  // The singleton instance of this ontology 
  private static ReflectiveIntrospector introspect = new Reflec-

tiveIntrospector();
  private static Ontology theInstance = new TradeOntology(); 
  public static Ontology getInstance() { 
     return theInstance; 
  } 

   // VOCABULARY 
    public static final String PURCHASE_ITEM="Item"; 
    public static final String PURCHASE_QUANTITY="Quantity"; 
    public static final String PURCHASE_TAX_RATE="Tax_Rate"; 
    public static final String PURCHASE_PRICE="Price"; 
    public static final String PURCHASE="Purchase"; 
    public static final String CALCULATOR="Calculator"; 
    public static final String CALCULATE="Calculate"; 
    public static final String PRODUCT_NAME="Name"; 
    public static final String PRODUCT_BARCODE="Barcode"; 
    public static final String PRODUCT="Product"; 

  /*  Constructor   */ 
  private TradeOntology(){
    super(ONTOLOGY_NAME, BasicOntology.getInstance()); 
    try {

    // adding Concept(s) 
    ConceptSchema productSchema = new ConceptSchema(PRODUCT); 
    add(productSchema, TradingPackage.Product.class); 

    // adding AgentAction(s) 
    AgentActionSchema calculateSchema = new AgentAction-

Schema(CALCULATE);
    add(calculateSchema, TradingPackage.Calculate.class); 

    // adding AID(s) 
    ConceptSchema calculatorSchema = new ConceptSchema(CALCULATOR); 
    add(calculatorSchema, TradingPackage.Calculator.class); 

    // adding Predicate(s) 
    PredicateSchema purchaseSchema = new PredicateSchema(PURCHASE); 
    add(purchaseSchema, TradingPackage.Purchase.class); 

    // adding properties 
    productSchema.add(PRODUCT_BARCODE, (Term-

Schema)getSchema(BasicOntology.STRING), ObjectSchema. MANDATORY); 
    productSchema.add(PRODUCT_NAME, (Term-

Schema)getSchema(BasicOntology.STRING), ObjectSchema.OPTIONAL); 
    purchaseSchema.add(PURCHASE_PRICE, (Term-

Schema)getSchema(BasicOntology.FLOAT), ObjectSchema.MANDATORY); 
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    purchaseSchema.add(PURCHASE_TAX_RATE, (Term-
Schema)getSchema(BasicOntology.INTEGER), ObjectSchema.MANDATORY); 

    purchaseSchema.add(PURCHASE_QUANTITY, (Term-
Schema)getSchema(BasicOntology.INTEGER), ObjectSchema.MANDATORY); 

    purchaseSchema.add(PURCHASE_ITEM, productSchema, ObjectSchema. 
MANDATORY);

   }catch (java.lang.Exception e) {e.printStackTrace();} 
  }  } 

List 2 Trade Ontology defined in Java 

package TradingPackage; 

import jade.content.*; 
import jade.util.leap.*; 
import jade.core.*; 

public class Product
   implements Concept { 

// Barcode 
 private String barcode; 
 public void setBarcode(String 
value){

    this.barcode=value; } 

public String getBarcode() { 
 return this.barcode; 

}

// Name 
 private String name; 
 public void setName(String value) {

   this.name=value; 
 } 
 public String getName() { 

   return this.name; 
 } 
}

List 3 Product concept defined in Java 

 
package TradingPackage; 

import jade.content.*; 
import jade.util.leap.*; 
import jade.core.*; 

public class Purchase imple-
ments Predicate { 

// Price 
 private float price; 
 public void setPrice(float 

value) {
    this.price=value; 
 } 
 public float getPrice() { 
   return this.price; 
 } 

  // Tax_Rate 
 private int tax_Rate; 
 public void setTax_Rate(int 

value) {
    this.tax_Rate=value; 
   } 

 public int getTax_Rate() { 
   return this.tax_Rate; 
 } 

// Quantity 
 private int quantity; 
 public void setQuantity(int 

value) {
   this.quantity=value; 
 } 
 public int getQuantity() { 
   return this.quantity; 
 } 

// Item 
 private Product item; 
 public void setItem(Product 

value) {
   this.item=value; 
 } 
 public Product getItem() { 
   return this.item; 
 } 

}

List 4 Purchase concept defined in Java 

The schemas for product, purchase, calculate, and calculator concepts are associ-
ated with product.java, purchase.java, calculate.java, and calculator.java classes re-
spectively. Each property in a schema has a name and a type. For example, in the 
product schema, barcode has its type as string. Every product must have barcode as 
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declared as MANDATORY. Similarly, value for properties item, price, quantity, and 
tax rate cannot be null because when the purchase is made these values are manda-
tory.  Validation is made by throwing an exception if the value of mandatory proper-
ties is null. 

The product concept could be defined specifically to particular products e.g. books, 
CDs for more specific trading. Properties of the product concept i.e. name and bar-
code will be inherited to books and CDs. Book and CDs concepts can have their own 
specific properties e.g. the CDs concept might have tracks property and books might 
have authors property and so on.    

Java classes, associated with the product concept and the purchase predicate in the 
example, are shown in List 3 and List 4 respectively.

Agent action associates with the agent identifier which is intended to perform ac-
tion for this example to calculate total cost included tax. Calculation can be hard 
coded getting value from object of class purchase i.e. price, quality, and tax rate.  

For example a product of $200 price, 2 quantity, and 10% tax rate would have ex-
pression as following: 

((action (agent-identifier :name calculator) calculate (prod-
uct :name “xxx” :barcode “01211”) purchase (product :name “xxx” 
:barcode “01211”) 360) 

Alternatively, we can also specify in class purchase as the attribute of TotalCost
shown as in List 5 below.  

// Total Cost 
   private float TotalCost; 
   public float getTotalCost() { 
     return this.price * this.quality * (1 + tax_Rate / 100); 
}

List 5 The formula defined in Java 

One advantage using software agent based approach, in comparison to the concep-
tualization approach, is that it has already been realized in software agent definition 
which does not require further implementation code.  

5 Conclusion 

In this paper we addressed the practical problems associated with knowledge repre-
sentation in OWL. OWL specifications provide many mechanisms for defining re-
strictions and associations among Classes but not for Properties. We have presented 
two types of knowledge, which are common to various domains, but cannot be mod-
eled directly using constructs specified in OWL. To tackle this knowledge presenta-
tion gap in OWL, we have proposed two alternative solutions to the problems. One is 
to conceptualize the knowledge such as the data value range constraints and the other 
is to use other existing technology such as software agents to encode and convey the 
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knowledge. As we gave calculation knowledge example defined in the formula for 
experimentation. With the knowledge defined in the ontology the software agents are 
able to use calculation knowledge to define a new knowledge (i.e. the total cost). Its 
prototype is still under development and need to extend in different fields. We do not 
intend to list all OWL modeling problems rather we aim to provide some useful hints 
to other likewise knowledge representation issues with OWL that have yet to be re-
solved.  
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Context Search Enhanced by Readability Index 

1

 
 
 
 
 
 
 

Abstract Context search is based on gathering information about user’s sphere of interest 
before the search process. This information defines context and augments search query in 
subsequent phases of search to attain better search results. There are several basic methods 
for context enhanced searching. The main idea of them is to extract keywords of the found 
document and compare them with those from the context. The keyword recognition process 
is difficult to describe in a formally complete way. The context search based on it may, but 
also may not attain better search results. We propose a modification of the context search by 
broadening the scope of kinds of attributes, i.e. to consider also implicit attributes rather 
than only keywords (i.e., explicit ones). Our hypothesis is that it will enable the context 
search method to fetch more relevant results. This work analyzes the relation between 
readability index of a document and its content. Improvement idea is based on the kind of 
knowledge which is difficult to express by keywords, e.g., the fact that user is looking for 
fairy tales rather than science articles. 

1 Introduction  

A person formulating search query on the web is doing this with some context in 
mind. Let us call him or her the interested person (IP), since he or she is interested 
in some specific information at one moment. 

 In many cases IP works with other documents, files or web pages. Information 
gathered from these documents can be used to find out the IP’s actual scope of 
interest. This information can be stored in some specific structure and then used to 
receive better search results. 

Many ways to augment search query by context can be explored, but the 
common base of them seems to be using document keywords. In several related 
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works [1, 2] keywords are used to rate the relation between search result and 
context using ontology of keywords [3], or simply by using keywords in context 
vector [1]. Some experiment with semantic query expansion [4]. Keywords from 
context can be inserted into search query string and sent to standard search engine. 
Another approach is to submit the original query first, and then reorder the 
resulting documents according to the rate how they fit the context. There can be 
made various combinations of query and keywords from context, send them to 
multiple search engines and then aggregate several sets of results. 

Each kind of method may have advantages and disadvantages, but in some 
sense they are similar. We propose, however, to broaden the concept of context. 
We modified the keyword-based approach hypothesizing that considering also 
other attributes rather than only keywords can result in better search precision [5]. 
We made series of experiments with on-line database and verified that it tends to 
attain better search results when using the multi-attribute context. 

While the experiments have shown that our idea works quite fine with an on-
line database where many attributes are present [6], we were not sure how this can 
be used in the web. There are not so many attributes identifiable in the web like in 
some on-line database. For example, in the online database we tracked the author 
of each document in context. We assumed that the name of an author is an 
important information. It can be quite safely assumed that one author writes on a 
small set of themes, and one theme is written about by a not so big set of authors. 
But consider a web page. It is hard to define the exact process to extract the name 
of the author of each webpage; in most cases we can tell that extraction is 
impossible.  

The rest of the paper is structured as follows. In Section 2 - Motivation we 
outlined the motivation why we have some concerns about classic context search 
based on keywords. We formulated a sample problem and described it. The 
proposed approach to solve the problem, which is based on our improvement idea 

a hypothesis and attempted to verify it by series of experiments. The results and 
their consequences have inspired us to proceed in the research, concentrating 
mainly on readability index values. Their possible interpretation is described. 
Having gathered sufficient research results, we were able to draw a conclusion and 
we suggest some future work in section 5 - Conclusion. 

2 Motivation  

As a motivating example for our work, let us consider this problem: Suppose IP 
looking for fairytales on the web. IP read two documents. The first one was Little 
Red Riding Hood, and the second one The Wandering Egg.  

There are some concerns about the relevance of the classical context search. 
Ensuring relevance in this case means to get results of documents containing fairy 
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is described in Section 3 - The Proposed Modification. In section 4 we formulated 



tales for children under 5 years instead of getting results of Cookery-book for 
hunters, which can contain more keywords “egg, roe, hunter, food” than a 
common fairy tale. 

Troubles With Keywords. When one compares two different fairy tales, it can 
be quite hard to find at least a few common keywords. For example, let us 
consider Little Red Riding Hood in the context of having keywords: little, 
grandmother, wolf, wood, door, hunter, etc.  In our context search with the query 
Cinderella, the approach is to prefer search results containing fairy tale with 
keywords: prince, girl, time, sisters, shoe, three nuts, etc. rather than documents 
about Cinderella band containing keywords: band, tour, metal, rock, album, etc. 

Fig. 1 Comparison of relevant and irrelevant result keywords 

 
As one can see in Fig. 1, there is no relation between the two fairy tales with 

regards to keywords, because each one tells a different story. Keywords do not tell 
us that Cinderella story is relevant to Little Red Riding Hood as both are fairy 
tales and Cinderella band presentation isn’t relevant because it is not a fairy tale.  

Improvement Idea. Going out from previous work described in introduction, 
the improvement idea is to use some combination of explicit and implicit 
attributes to rank the search results. We introduce implicit attributes which can 
help us to guess whether the found document is fairy tale, romantic novel, 
presentation of the band, advertisement, scholarly article, etc. 

If we were in an on-line database, and we had the name of the author, we could 
use it. Since only a relatively small number of authors write fairy tales, the author 
attribute can be effective in search. But on the web, there is usually no such 
explicit attribute available. Unfortunately, we cannot guarantee that every 
document has the name of the author included in it somewhere. Besides that, there 
is also not an explicit attribute in every text that would inform us how the text has 
been written.  

Flesch Readability Index. The improvement idea is based on a formula defined 
by Flesch [7]. Let us consider user’s age and level of ability to read and 
comprehend the text. There is a method to categorize readability of a given text by 
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the Flesch readability index (FRI). This method is used for estimating the reading 
comprehension level necessary to understand a written document. For a given 
document, the Flesch readability index is an integer (0-100) indicating how 
difficult the document is to understand, with lower numbers indicating greater 
difficulty.  

 

) x (84.6 - )  x (1.015 - 206.835FRI
 wordsof number

 syllablesof number
 sentencesof number

 wordsof number=       (1) 

 
Flesch categorized readability indexes into 7 educational levels and describe 

Flesch Reading easy scale.  In 1948, Flesch published [7] the results of his study 
of the editorial content of several magazines and he found that about 45% of the 
population can read The Saturday Evening Post, nearly 50% of the population can 
read McCall’s, Ladies Home Journal, and Woman’s Home Companion, slightly 
over 50% can read American Magazine and 80% of the population can read 
Modern Screen, Photoplay, and three confession magazines. For example comics 
have readability index 95, New York Times 39, Auto Insurance 10.  

What Improvement Do We Suggest? Let us consider that IP has never read a 
document classified as more difficult than a document comprehensible by a high 
school student. Is there a reason to return him also documents understandable 
solely by a law school graduate? In our example, why to return e.g. academic 
analytical studies on the Cinderella fairy tale, or why to return lyrics of the 
Cinderella music band songs, or why to return any other documents for which the 
readability index indicates that they are not fairy tales? 

To develop our improvement idea, it should be incorporated in some existing 
context search method. The improvement means essentially adding more attributes 
into context and considering more attributes in the process of result selection. A 
suitable way is to change the ranking function of the Rank-Biasing method [1]. In 
general, this method uses context to change the score of every search result and 
then sorts the results by the new score. Finally, the new set of results will contain 
all the results from original set (as if the context was not used) but the results are 
sorted in a new order with more relevant results on the top. The relevancy of result 
is determined by how much the result fits the context – how many keywords from 
the context are contained in the search result.  

Our modification proposes to change the rank function. We use a context of 
keywords and a context of readability index values. The relevancy of a result 
depends on how much the result fits the keywords in the context, but also on how 
much it fits the readability indexes in the context.  

Context Acquisition. The context is acquired while the user is browsing [2]. 
For example, we can acquire it by tracking every click (i.e, loading of a document 
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specified by URL) which the IP does and store the information from the tracked 
documents in the context. The context is represented by a vector, which contains 
two kinds of dimensions: dimensions of keywords and dimensions of readabilities. 
A dimension is represented by a vector of attribute values (attributes being either 
of keyword or readability index kind). Each value has a score, which determines 
how many times the keyword occurred in all documents of context, or how many 
documents had the given readability index: 
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of an attribute represented by the given dimension, sj is score of value vj. 
Search Process. The search process is initiated by a search query sent by IP. 

First, the search query is sent to a standard search engine to receive a set of results. 
Next, the ranking score is modified for each result from the result set. The ranking 
score given by the standard search engine is a number indicating how much the 
result fits the query. We modify it to indicate how much the document fits not 
only the query, but also the context. Having modified the score of each result, the 
result set will be sorted. 

Ranking Function. We propose in our modification to change the ranking 
function. While the original ranking function calculates the rank score only using 
context of keywords, the modified function calculates it by considering also the 
context of readabilities. There are several possibilities how to combine the two 
rankings. In [3], an additive formula is used, but we found it more useful to use a 
multiplicative one. The final score is calculated by the formula RK RRRR **′= . 

In this formula, R′ is the original score assigned by the standard search engine, 

KR  is the rank factor calculated when ranking by keywords and RR is rank factor 

calculated when ranking by readability index. For every rank factor we require it 
to have values from 2,1  interval, so every value has to be mapped into this 

interval.  
Ranking by Attribute of Keywords. The rank factor for an attribute of 

keywords says how much the keywords in document fit the keywords in context. 
In detail we have two sets: set of document keywords and set of context keywords. 
We require the rank factor to have value of 2 if every context keyword is found in 
the given document and have value of 1 if no context keyword is found in the 
given document.  
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1
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Ranking by Readability Index Attribute. A readability index attribute has a 
numeric value. In the process, the relevant document is the document, which has 
the readability index value within the specific interval. This interval is determined 
by readability index values in context. For example - if the readability index 
vector in the context is: {70, 72, 74, 76}, then the interval would be <70; 76>. 

readability index of given document is in the centre of the interval and value of 1 
when the value is outside far from the borders of the interval. 

We performed series of experiments to test the improved method. We wanted to 
see how ranking by readability influences the precision of the search. We devised 
three cases and performed simulations in these three areas of user’s interest: 

Fairy Tales. Relevant results are pages containing text of a searched fairy tale. 
Among irrelevant results, we also marked pages containing information on 
movies, bookstore catalogues, and other. 

Population Diseases. We searched for documents describing a given population 
disease. As relevant we marked pages containing statistical studies related to the 
given population disease, scholarly articles, articles on research in this area, 
popular articles explaining the terms related to given disease. As irrelevant we 
marked pages presenting, propagating, or selling medicaments, presentations of 
health organizations, centers, and founds.  

Predators. As relevant we marked pages containing some information about the 
given predator, group of predators or presentations of Zoo’s. As irrelevant we 
marked pages using the name of predator in meanings other than that of an animal 
(e.g., a car, computer, etc.), presentation of companies using the name of the 
predator as the brand, pages of conservation organizations.  

For each area we collected hundreds of results by series of queries and marked 
them as relevant or irrelevant. Then we added each relevant document into context 
in successive steps simulating user’s clicks on relevant documents. After each 
addition we recalculated score of each result, sorted a result set and calculated the 
precision of the search for every configuration of context vector.  

Results. As we tested the method in three different areas, we have three 
different experimental results. We tracked how the precision has changed 
considering the change of context size.  

In all the figures, the KW curve represents the precision of method using only 
keywords in ranking, the curve marked as RI represents precision of method 
ranking only by readability index attribute. The curve marked as KWRI represents 
the combination of both kinds of attributes aggregated together. SS represents the 
precision of standard search engine. Precision of the standard search engine does 
not change when the context size grows.  
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4 Experimental Testing 



In the first case – searching fairy tales – there is a very significant 
improvement. The modified method produces more precise results than the 
original method. As we can see in Fig. 2, major improvement is caused by using 
the readability index attribute in ranking. 

 

 

Fig. 2 Precision in the case of fairy tales 

 
In the second case – population diseases – the modified method produces more 

precise results, but it does not yield a significant improvement (Fig.3). The 
average difference in precision between the original and modified method is 
around 3 - 4%. 

 

 

 

Fig. 3 Precision in the case of diseases 
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In the third case – predators in the nature – the modified method produces more 
precise results most of the time, but sometimes the precision could be worse than 
that of the original method (Fig. 4). It was caused by adding documents very 
different in readability index attribute into context at context size of 30. On the 
other side, method using only keywords in rank function keeps on the same 
precision during the context growth. It may mean that keywords are nearly the 
same and adding each new document into context does not strongly influence the 
vector of keywords. In combination of both methods, the precision is sometimes 
better than the precision of the original method (KW), but sometimes the search 
produced worse results.  

 

 

Fig. 4 Precision in the case of predators 

 
In all three figures we can see the cold-start problem. The RI method does not 

yield good results when the size of the context is small. While the KW method 
works fine with 1 or more documents in the context, the RI method requires 
having a minimum of 2 documents in the context. This is caused by readability 
index value interpolation with requirement minimum of 2 values to find the 
interval border values.  

Additional Research: What Was Wrong? As we can see in the graph 
representing experiment results, the method works fine for searching fairy tales, 
but does not work so well for the other areas. We tried to find out where the 
problem is and why it occurs.  

After a small analysis of acquired pages, we found out the problem. We 
manually classified the type of the content of every ranked page provided as 
search result. We classified 1,000 pages into 10 groups of content type and then 
statistically determined the interval of readability index values for each group. 
Results of this experiment are represented in Table 1. 
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The conclusion is - Fairy tales are very special documents. Their readability 
index is very high due to the simplicity of the text. In Table 1 we can see that fairy 
tales are sufficiently well separated from other documents. The case with the 
popular literature on predators is not similar, which is overlapped by several other 
different genres (articles about cars, advertisements, e-shop catalogue, blogs). We 
conjecture this is the fundamental reason why fairy tales are easily identifiable by 
the readability index but e.g. popular articles on predators are not.  

Table 1 Overlapping of the readability index values for different types of text 

40 50 60 70 80 

 e-shop catalogue advertisement fairy tale 

scholarly article literature review   

 Wikipedia    

 popular literature 

analytical study    

 commentary, blog   

 article about cars 

 

scholarly article, which are quite specific kinds of texts. In the table above we can 
see that very common and ordinary documents have readability index values 
around the value of 50. Experiments show the average value of the readability 
index is 48. Based on this research we assume that major “common” documents 
have readability index around 50. Other documents with much higher or much 
lower values are more “specific”. 

This work is focused on investigation in the relation between readability index and 
the character (related also to elements of style, genre) of the web page. We tried to 
find out how the readability index can be used to attain better search results in 
context search.  

What Did We Find Out? In general, our improvement idea works fine, but the 
degree of improvement depends on the type or character of documents. 
Readability index is related to the character of the text, but generally it may not be 
sufficiently restrictive to allow the desired identification of the sphere of interest 
of the query in all cases. Relying on the readability index in the context search was 
not effective when the user is interested in very common things. It is particularly 
effective when the IP is interested in not so common types of texts, e.g. fairy tales 
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A popular article on a predator is too common in comparison to a fairy tale, or a 

5 Conclusion  



or scholarly articles. In those cases we can quite safely tell that documents have 
similar content and the user has some specialized sphere of interest.  

Future Research Work. There may be other ways to overcome the problem of 
ordinary texts. When dealing with our motivating problem, there is no need to 
consider the interval in which the readability index belongs. A better indication 
may be the distance of readability index of current document from the “general 
centre”. In other view, in the context the readability index measures how different 
the documents of the context are from the „ordinary ones”. As it can be seen from 
the table of readability index of different types of web pages, ordinary documents 
are pages with the readability index around the value of 50. The more specific the 
document is, the bigger is the distance between its readability index and the value 
of 50.  
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Towards an Enhanced Vector Model to Encode 
Textual Relations: Experiments Retrieving 
Information 

Maya Carrillo1  and A. López-López2 
 
 
 
 
 

Abstract. The constant growth of digital information, facilitated by storage technologies, 
imposes new challenges for information processing tasks, and maintains the need of effec-
tive search mechanisms, oriented towards improving in precision but simultaneously capa-
ble of producing useful information in a short time. Hence, this paper presents a document 
representation to encode textual relations. This representation does not consider each term 
as one entry in a vector but rather as a pattern, i.e. a set of contiguous entries. To deal with 
variations inherent in natural language, we plan to express textual relations (such as noun 
phrases, named entities, subject-verb, verb-object, adjective-noun, and adverb-verb) as 
composed patterns. An operator is applied to form bindings between terms encoding rela-
tions as new “terms”, thereby providing additional descriptive elements for indexing a 
document collection. The results of our first experiments, using the document representation 
to conduct information retrieval and incorporating two-word noun phrases, showed that the 
representation is feasible, retrieves, and improves the ranking of relevant documents, and 
consequently the values of mean average precision. 

1   Introduction 

The increment of information in digital form over the last decade imposes new 
challenges for information processing tasks, such as: topic detection and tracking, 
clustering, information retrieval, question answering, or classification. The success 
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of these tasks depends on how well the language can be modeled and expressed in 
the computer. In practice, deep language understanding has remained elusive, 
while the “bag of words” model continues to prevail in information processing 
tasks. In particular, the classic information retrieval (IR) techniques rest on the as-
sumption that if a document and a query have a word in common, then the docu-
ment is about the query. If the number of words in common increases, the relation 
is stronger. Under this assumption, the IR problem is reduced to determine to what 
extent the bag of keywords in the user’s query matches those representing the 
documents. This approach is widely used since it quickly generates acceptable re-
sults. However, it does not consider linguistic phenomena such as: morphological 
variation, which originates words with different number, gender, and tense; lexical 
variation, where different words have the same meaning; syntactical variation, 
where word order changes meaning; and semantic variation, where a single word 
has multiple meanings. The language is more than simply a collection of words. 
Rather, it is used to refer to entities, concepts and relations that are expressed in 
grammatical forms. For example, with word order; venetian blind does not mean 
the same as blind venetian. Moreover, words are combined in phrases and larger 
structures which remain joined by relations such as: structural dependencies, co-
references, semantic roles, speech dependency, intentions, and others. Based on 
the previous considerations, it has been conjectured that a more suitable text rep-
resentation would have to include groups of words like phrases or expressions that 
denote meaningful entities, concepts, or relations within the search domain. Some 
phrase extraction methods use syntactical analysis and try to capture semantic uni-
formities from the superficial structure, approaching content to some degree. Syn-
tactical phrases seem to be reasonable content indicators, since they allow identi-
fying change in the word order. However, this syntactical analysis is far from a 
real semantic analysis. Researchers working in the area have used techniques of 
natural language processing (NLP) to do IR, supposing that a better understanding 
of the request and document information is the key to improve the retrieval effec-
tiveness. 

In this paper, we propose an enhanced vector document representation that 
considers a document to be the sum of its term-vectors. It uses circular convolu-
tion operator to encode relations between terms. The document representation has 
been used to define an information retrieval model and the experiments carried out 
have showed that the model is capable of retrieving documents, which are relevant 
to a user. The precision level is equivalent to that obtained with the classical vec-
tor model, but the enhanced model has the potential to allow the encoding of noun 
phrases, and hence other relations, to improve precision. 

The remainder of this paper is organized as follows: Section 2 provides a brief 
description of related work, particularly on information retrieval. Sections 3 and 4 
describe our proposed representation and retrieval model. Conclusions and future 
work are summarized in Section 5.  
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2   Related Work 

Defining new models and focusing IR from different perspective extend the 
knowledge within the area. In the following paragraphs, previous works that em-
phasize the interest to establish new information retrieval models are described. 

There are several previous works, suggesting the use of more than mere simple 
terms to index and retrieve documents. For instance, Lewis & Sparck Jones [5] 
suggest that appropriate strategies for document retrieval could be extended to al-
low well-motivated compound terms and similar descriptive units. They estab-
lished that there are two main challenges for NLP technologies in IR: first, in 
making these technologies operate efficiently and effectively on the necessary 
scale, and second, in conducting the evaluation tests that are essential to discover 
whether the approach works. 

Evans & Zhai [2] present an approach to index noun phrases for IR. They de-
scribe a hybrid method to extract meaningful (continuous or discontinuous) sub 
compounds from complex noun phrases. Their results improve both recall and 
precision. 

Mitra et al [6] present a study that compares the usefulness of phrase recogni-
tion by using linguistic and statistical methods. They conclude that phrases are 
useful at lower ranks of precision when connection between documents and rele-
vance is minimal, as long as a good ranking scheme is defined.   

Regarding the recent proposals of new retrieval models, Shi et al [8] propose 
the Gravitation-Based Model (GBM), a model of IR inspired by the Newton’s 
theory of Gravitation. In this model, a term is defined as a physical object com-
posed of particles with a specific form (sphere or ideal cylinder) that has three at-
tributes; type, mass, and diameter. Two particles of the same type are mutually at-
tracted. A document and a query are modeled as a list of terms. Their total mass is 
calculated as the sum of the masses of all its constituent terms. The relevance of a 
document given a query is calculated as the attraction force between the objects 
corresponding to them.  

Gonçalves et al [3] present a model that enhances traditional vector space 
model, establishing co-occurrence relations between named entities. They identify 
these named entities and determine the strength of co-occurrence relations among 
them, based on the distance that separates the entities and on the co-occurrence re-
lation frequency. Given a document D where entities e1, e3, e4, e5 appear, if by the 
corpus analysis, it is known that e1 has a strong co-occurrence relation with entity 
e2, then when forming the vector D,  e2 is added. The cosine between the expanded 
vector of each document and the vector of a term-based query is used to rank 
documents. The method is evaluated using F measure to compare it against four 
standard statistical methods in IR: mutual information, Phi-squared, Vechtomova 
Mutual Information, and Z score. In all cases, the results obtained with the ex-
tended model are improved. The experiments were done using the CISI collection. 
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Becker & Kuropa [1] present a Topic-based Vector Space Model (TVSM), to 
compare documents regarding their content. They consider a d dimensional posi-
tive vector space R, where each dimension represents an orthogonal topic with re-
spect to the others (e.g. literature, computation). A term vector (software, pro-
gram) related to a topic points to the same direction as that topic (computation). A 
document is the sum of its term vectors multiplied by the frequency of each term 
in the document. The similarity between two documents is calculated as the scale 
product of document vectors. Finally, the authors do not report experiments con-
centrated on defining the theoretical model. 

In addition to the continuous work that is being made in the area looking for 
new information retrieval models, it is important to mention some examples that 
show how textual relations have improved different performance levels in the sys-
tems. Thus, Vilares  et al [9] have researched on retrieving information applying 
NLP techniques. The authors use tagged words to construct noun phrase trees, and 
their syntactic and morphologic variations. The constructed trees are embedded to 
obtain a syntactic pattern with all the binary dependencies (name-modifier, sub-
ject-verb and verb-complement) possible. This pattern is translated into a regular 
expression that preserves the binary dependencies, and allows extraction of mul-
tiword terms to index documents. The authors worked on the CLEF 2001/02. In 
the first set of experiments, both simple and complex terms are combined and in-
dexed. A second set of experiments was done using syntactic information ex-
tracted from the documents, but not from the queries. The query is submitted to 
the system where the most informative dependencies of the top documents are se-
lected to expand the query. Their results show improvement, which allow observ-
ing that the improvement even remains using only noun phrases, although to a 
lesser degree.  

3   Representation and Similarity Assessment 

Considerations done in sections 1 and 2 have led to our research question: What 
would be the impact on information processing tasks, if we consider relations 
among terms, associating them and using these associations as units to assess the 
similarity between documents? Working particularly on IR, the related work indi-
cates that the success of applying NLP techniques has not been definitive. Our hy-
pothesis is that the selected representation has influenced the success. Therefore, a 
vector representation with the potential to handle relations between terms is illus-
trated. This representation is inspired from previous efforts in cognitive science to 
explain how our brain processes analogies [7]. 

The traditional vector representation associates a single vector entry to each 
term, whose value is further made depending on its frequency. Our proposal repre-
sents a term by more than one vector entry, i.e. a short pattern formed by five bi-
nary contiguous digits and their corresponding positions in the whole vector. To 
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illustrate this concept, let’s suppose a ten dimensional space and two entry pat-
terns, if t2  is a term whose pattern is defined as [v2,v3] where subscripts indicate 
positions in the whole vector, i.e. the vector 2t  representing only such term is: 

0,0,0,0,0,0,,,0,0 322 vvt . Since our proposal aims to express relations between 
terms, representing each term as a pattern inside a vector, allows encoding each 
intended relation according to the terms involved.  

A document is represented adding the corresponding term vectors to form the 
document vector.  Thus vector addition is used to represent documents and queries 
as a set of features. If D is a document whose terms are t1, t2 ,… tn, then its repre-
sentation is: ntttD ...21  where the arrow on the literals, indicate that they 
represent vectors. After adding the terms, the document vector is normalized, de-
noted by , and each term can be weighted according to its importance within 
the document using a weighting scheme such as tf.idf. Continuing with the exam-
ple above if document D has terms t1, t2, t3, whose vectors are: 

0,0,0,0,0,0,0,0,, 10 vv , 0,0,0,0,0,0,,,0,0 32 vv , 0,0,0,0,,,0,0,0,0 54 vv respectively, the 
vector representing D, without normalization is: 0,0,0,0,,,,,, 543210 vvvvvvD . 
    However, vector addition is not enough to encode structure since it simply 
places together the features, whereas encoding structure requires a way to bind 
particular features together. For this purpose, we are using circular convolution as 
a binding operator to encode associations among term-vectors (i.e. structure).  
Circular convolution maps two real-valued n-dimensional vectors into one. If x 
and y are n-dimensional vectors (subscripted 0 to n-1), then the elements of           
z = x y are: 

   
ki

n

k
ki yxz

1

0

 

where subscripts are taken modulo-n and denotes circular convolution. This 
binding operator keeps the same size of the vectors, can be decoded easily, pre-
serves structural similarity, and is suitable for recursive application [8].  In addi-
tion to term-patterns, we have special patterns to identify the kind of relation and 
the “role” of the term involved (e.g. noun phrase right, noun phrase left, subject, 
verb, object, adjective, and adverb).  These special patterns together with the term- 
patterns placed in their appropriate positions in order to build the corresponding 
vectors (term-vectors) are used to encode textual relations using the circular con-
volution operator. Given a relation R (r1, r2) between terms r1 y r2, assuming they 
play a different role (i.e. the relation is non symmetric), to encode the relation two 
special patterns are needed: left, right. Then, the relation vector is: 

21 rtrighrtlefR  
where left (noun phrase left) and right (noun phrase right) allow us to distinguish 
between noun phrases like venetian blind and blind venetian. 

Given a document D, with terms t1, t2,…, tx1, ty1,…, tx2 , ty2,…, txn , tyn,..., tn, and  
relations R1, R2  among terms tx1 , ty1; tx2, ty2, respectively its vector will be built as: 

)()(... 221121 yxyxn ttrighttlefttrighttleftttD  
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Following the example and considering D, t1 ,t2, t3 as defined above, a relation be-
tween t2 and t3, and the special vectors 0,0,,,0,0,0,0,0,0 76 sstlef  and 

98 ,,0,0,0,0,0,0,0,0 sstrigh , the circular convolution with k = 0,..,9 allows to 
combine the vectors defined to represent D having a relation between t2 and t3 as: 

)( 32321 ttrighttleftttD . So, doing the operations: 

273626372 ,,0,0,0,0,0,0,0, vsvsvsvsttlef  
0,0,0,0,0,,,,0,0 594958483 vsvsvsvsttrigh  

273626594958483732 ,,0,0,0,,,,0,)()( vsvsvsvsvsvsvsvsttrighttlef  
0,0,0,0,,,,,, 543210321 vvvvvvttt   

Thus, the vector of D without normalizing is as follows: 
2736265594495834821370 ,,0,0,,,,,, vsvsvsvvsvvsvsvvsvvvsvD  

In this way, if a document has the noun phrase venetian blind, its vector will in-
clude: ...)(... dblintrighnvenetiatlef , a document with the noun phrase 
blind venetian will have ...)(... nvenetiatrighdblintlef .  

The dimension of the model vectors is relative to the number of vocabulary 
terms as the traditional vector model but increased by a constant factor (i.e. five). 
Term-vectors and relations-vectors are dynamically built when needed and only 
their patterns are stored.  

A query has a similar representation. Our assumption is that the documents 
with these composed “terms” can be evaluated and ranked higher than those with 
only single terms. 

Finally, to compute the similarity between queries and documents, we use dot-
product. When the document vectors have relations encoded, the similarity is cal-
culated as: 

   
n

i
iij

m

j
j wfqwfdSim

11

                                          (1)   

Thus, the similarity is calculated as the dot product between two normalized 
vectors, built as the addition of a single term vector (i.e. qd , ) and a relation vec-
tor multiplied by a factor ( ) less than one to ameliorate the impact of the coded 
relations. 

The proposed representation was applied to three traditional collections; CISI, 
CACM, and NPL, where CISI contains 1460 documents and 112 queries, CACM 
has 3204 documents and 64 queries, and NPL 11,429 documents and 93 queries. 
We selected these collections because they are well-known and relatively small to 
initially test our representation. The first produced a vocabulary of 5570 terms, 
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CACM had 5073 terms, and the third generated 7754 terms (after removing stop 
words and doing stemming). 

The classical vector model was used as a baseline and implemented using tf.idf 
weighting. Cosine measure was used to assess similarity in the classical vector 
model. On the other hand, for the enhanced model, were defined as many term-
patterns as vocabulary terms for each collection. In addition, documents and que-
ries were represented using the vocabulary term-vectors combined by vector addi-
tion. Dot product was used as a similarity measure between documents and que-
ries. The tf.idf weighting scheme was also used for our model. Our first 
experiment was aimed to test the feasibility of the representation, performing only 
term retrieval.     
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Fig. 1 Retrieval effectiveness on CISI, CACM and NPL using terms. 

The customary recall-precision charts comparing our enhanced vector model 
against classical vector model are depicted in Figure 1. Precision was calculated at 
standard recall values averaged for the number of queries. The retrieval effective-
ness in the classic vector model is equivalent to that obtained from the enhanced 
model for all collections: CISI, CACM and NPL, which is the reason why the 
curves are overlapped. These results show the feasibility of the representation and 
serve as a baseline for our further experiments.  Our second experiment took into 
account a first relation between terms, in particular two-term noun phrases. We 
extracted noun phrases identified after parsing the documents and queries with 
Link Grammar [4], and selecting only noun phrases consisting of two contiguous 
words. After processing CISI collection, 8940 noun phrases were obtained, 9373 
noun phrases for CACM and 18643 for NPL. The noun phrase vectors for each 
collection were calculated with the circular convolution operator applied to vec-
tors involved. Since we used stemming to extract the vocabulary, we also kept the 
stems for the noun phrases. The same noun phrases were also added to the classi-
cal vector model as new terms. The tf.idf weighting scheme was used for both 
models.  

The similarity between queries and documents that contain noun phrases for the 
enhanced model was calculated using (1). 
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Table 1. Recall-precision for queries with noun phrases. 

Collection Precision Recall 
Vector model/phrases Enhanced model/phrases 

% of 
Change 

0 0.5871 0.6423 9.40 
0.1 0.4787 0.4797 0.21 
0.2 0.3849 0.3909 1.56 
0.3 0.3077 0.3151 2.40 
0.4 0.2636 0.2698 2.35 
0.5 0.2271 0.2344 3.21 
0.6 0.181 0.1912 5.64 
0.7 0.1319 0.1375 4.25 
0.8 0.0961 0.0973 1.25 
0.9 0.063 0.0641 1.75 
1 0.0242 0.0246 1.65 

 
CISI  (76 
queries) 

Average 0.2496 0.2588 3.06 
0 0.6099 0.5842 -4.21 

0.1 0.5580 0.5723 2.56 
0.2 0.4456 0.4292 -3.68 
0.3 0.3828 0.3709 -3.11 
0.4 0.3160 0.3162 0.06 
0.5 0.2422 0.2505 3.43 
0.6 0.2159 0.2159 0.00 
0.7 0.1709 0.1693 -0.94 
0.8 0.1340 0.1310 -2.24 
0.9 0.0942 0.0932 -1.06 
1.0 0.0801 0.0798 -0.37 

CACM (51 
queries) 

Average 0.2954 0.2920 -0.87 
0 0.4430 0.5137 15.96 

0.1 0.3851 0.4421 14.80 
0.2 0.3044 0.3519 15.60 
0.3 0.2397 0.2590 8.05 
0.4 0.2060 0.2200 6.80 
0.5 0.1599 0.1665 4.13 
0.6 0.1301 0.1283 -1.38 
0.7 0.1038 0.0998 -3.85 
0.8 0.0782 0.0753 -3.71 
0.9 0.0501 0.0485 -3.19 
1.0 0.0239 0.0242 1.26 

NPL (92 
queries)  

 

Average 0.1931 0.2118 4.95 
 

We summarize the recall-precision results for 76 queries (those actually having 
relevant documents) of CISI in Table 1. The precision improved in all standard re-

390 Maya Carrillo and A. López-López 



presents the results for 51 queries of CACM where only three recall points are fa-
vorable for the enhanced model, even though the average difference is quite small 
at -0.87%. The same table shows the outcomes for 92 queries of NPL, where at 
seven recall points the data is favorable to our model, and only four are worse than 
those obtained with the classical vector model. The highest precision is reached in 
the first recall point having 15.96% of improvement. The average improvement 
for this collection was 4.95%.  

We also used the mean average precision (MAP) and normalized precision 
(NPREC) metrics to compare the results. The MAP for 76 CISI queries was 
0.2518 for classical vector model with noun phrases, and 0.2568 for our model, 
having an improvement of 3.42%. The MAP for CACM was 0.3155 for vector 
model and 0.3144 for our model, but the average percentage of improvement was 
1.91% in favor of our model. NPL collection shows the highest improvement of 
11.13%, having 0.1819 for the vector model and 0.2048 for our model. Regarding 
normalized precision, the average percentage of improvement was 0.39% for 
CISI, 0.18% for CACM, and 0.21% for NPL. We preformed a statistical test to as-
sess the significance of results (sign test) to check whether the results indicate that 
our model indeed improves precision. The null hypothesis tested was that the vec-
tor model performs at least as well as our enhanced model. This hypothesis was 
rejected with p-value <  = 0.06 for CACM and p-value <  = 0.05 for NPL in 
terms of MAP measure. The hypothesis was also rejected for CISI with a p-value 
<  = 0.06, in terms of normalized precision (NPREC). 

queries with terms and relations that, according to the experiments, has shown it-
self to be feasible, and able to encode noun phrases. The work in progress focuses 
on extracting other relations among terms, and using them to enrich the document 
representation. We plan to encode several relations, enriching the vector represen-
tation one at a time. The relations we are planning to add are: name entities, sub-
ject-verb, verb-object, adjective-noun, and adverb-verb. A suitable weighting 
scheme for these new relations has to be defined. Later on, larger collections will 
be indexed and used for retrieval experiments. It seems reasonable to conjecture, 
based on our results, that this new representation and retrieval model will allow 
obtaining higher precision, when compared to the classical vector model. In con-
trast to the work in [9] that identifies composed terms and adds them to the classic 
vector representation, in this proposal, the representation is enriched in order to 
obtain benefits, not only in retrieval information, but also in other information 
processing tasks, such as question answering and classification. To illustrate this, 
assume that we want to answer: Who was Pilates? After identifying the named en-
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5  Conclusions and Future Works 

In this article, we have presented a proposal for representing documents and 

call levels, taking up to a 9.4% improvement and a 3.06% on average. Table 1 also



tity in this query, Pilates surely will be a person named entity. Therefore, the 
query vector will have the encoded relation: per  Pilates, where per represents a 
special pattern similar to left in section 3. If we have the following paragraphs: 
1. “The Pilates method also develops in those who practice skills such as attention 

and discipline. In addition…” 
2. “A German named Pilates, born in the late nineteenth century, had a childhood 

full of health problems. Asthma, rheumatic fever, rickets. Calamities …” 
The vector for paragraph 1 will be built as the addition of its term vectors: pilates 
+ method + develops +… Meanwhile, paragraph 2 will have a vector like: ger-
man+ name +( per  Pilates)+ born+… So, looking for the encoded relation per  
Pilates of the query, paragraph 2 will be ranked higher than 1, leading to the an-
swer. We are working on tagging named entities in the collections, so they can be 
extracted, represented and used for retrieval, and later for question answering. 
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Efficient Two-Phase Data Reasoning for
Description Logics

Zsolt Zombori

Abstract Description Logics are used more and more frequently for knowledge
representation, creating an increasing demand for efficient automated DL reason-
ing. However, the existing implementations are inefficient in the presence of large
amounts of data. We present an algorithm to transform DL axioms to a set of
function-free clauses of first-order logic which can be used for efficient, query ori-
ented data reasoning. The described method has been implemented in a module of
the DLog reasoner openly available on SourceForge to download.

Introduction

Description Logics (DL) consitute a family of languages designed for conveniently
describing domain specific knowledge of various applications. The existing imple-
mentations for automated DL reasoning are mostly based on the so called tableau
method which works just fine deducing new rules from existing ones, but it is rather
slow when it comes to dealing with large amounts of data. In practice, however, the
latter situation is becoming more and more typical.

We have developed the DLog system, an efficient DL data reasoner. This program
can handle a data quantity that is too much to be loaded into main memory and hence
can only be accessed through direct database queries. The reasoning task is broken
into two parts: in the first phase only the rules of the knowledge base are considered
and the second phase constitutes the data reasoning. The present paper deals with
the first phase.

Section 1 gives a summary of description logics and first-order resolution, as
well as a resolution based solution for DL theorem proving. Section 2 constitutes
the core of this paper: it presents the first phase of DLog, i.e., how to transform the
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rules of a DL knowledge base into a function-free set of clauses which forms the
basis of the subsequent efficient query driven data reasoning. Section 3 gives a brief
overview to the DLog system which is described in detail in [5].

1 Background

This section gives a recollection of some notions necessary to understand the paper
and gives references to relevant sources.

1.1 Description Logics

Description Logics (DLs) [3] is family of logic languages designed to be a conve-
nient means of knowledge representation. They can be embedded into FOL, but –
contrary to the latter – they are decidable which gives them a great practical appli-
cability. A DL knowledge base consists of two parts: the TBox (terminology box)
and the ABox (assertion box). The TBox contains rules that hold in a specific do-
main. The ABox stores knowledge about individuals. This paper is concerned with
a language called SHIQ which is a widespread DL language, thanks to a good com-
promise between complexity and expressivity.

We are interested in the following reasoning task: for a given SHIQ knowledge
base KB and a query expression Q, we would like to decide whether Q is a logical
consequence of KB. If Q contains no variables we expect a yes/no answer. If vari-
ables appear in the query, we would like to obtain the complete list of constants that,
when substituted for the variables, result in assertions that follow from KB.

1.2 Resolution

Resolution [7] is a complete method for proving first order theorems. Its two infer-
ence rules are summarised in Figure 1 where σ is the most general unifier of B and
C (σ = MGU(B,C). Ordered resolution [2] refines this technique by imposing an

A∨B ¬C∨D
Aσ∨Dσ

A∨B∨C
Aσ∨Cσ

Fig. 1 Binary Resolution and Positive Factoring

order in which the literals of a clause can be resolved. This reduces the search space
while preserving completeness. It is parametrised with an admissible ordering (
)
on literals and a selection function. Basic superposition [1] is an extension of or-
dered resolution with explicit rules for handling equality. The rules are summarised
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Hyperresolution (C1∨A1)...(Cn∨An) (D∨¬B1∨···∨¬Bn)
(C1∨···∨Cn∨D)σ

Positive factoring A∨B∨C
Aσ∨Cσ

Equality factoring C∨s=t∨s′=t ′
(C∨t �=t ′∨s′=t ′)σ

Reflexivity resolution C∨s�=t
Cσ

Superposition (C∨s=t) (D∨E)
(C∨D∨E[t]p)σ

Fig. 2 Inference rules of Basic Superposition

in Figure 2, where E|p is a subexpression of E in position p, E[t]p is the expression
obtained by replacing E |p in E with t, C and D denote clauses, A and B denote lit-
erals without equality and E is an arbitrary literal. The necessary conditions for the
applicability of each rule are given in the following list:

Hyperresolution: (i) σ is the most general unifier such that Aiσ = Biσ , (ii) each
Aiσ is maximal in Ciσ , and there is no selected literal in (Ci ∨Ai)σ , (iii) either
every ¬Bi is selected, or n = 1 and nothing is selected and ¬B1σ is maximal in
Dσ .
Positive factoring: (i) σ = MGU(A,B), (ii) Aσ is maximal in Cσ and nothing is
selected in Aσ ∨Bσ ∨Cσ .
Equality factoring: (i) σ = MGU(s,s′), (ii) tσ �
 sσ , (iii) t ′σ �
 s′σ , (iv) (s = t)σ
is maximal in (C∨ s′ = t ′)σ and nothing is selected in (C∨ s = t ∨ s′ = t ′)σ .
Reflexivity resolution: (i) σ = MGU(s, t), (ii) in (C∨ s �= t)σ either (s �= t)σ is
selected or nothing is selected and (s �= t)σ is maximal in Cσ .
Superposition: (i) σ = MGU(s,E |p), (ii) tσ �
 sσ , (iii) if E = ′w = v′ and E |p
is in w then vσ �
 wσ and (sσ = tσ) �
 (wσ = vσ), (iv) (s = t)σ is maximal in
Cσ and nothing is selected in (C∨ s = t)σ , (v) in (D∨E)σ either Eσ is selected
or nothing is selected and Eσ is maximal, (vi) E|p is not a variable position.

An important feature of basic superposition is that it remains complete even if
we disallow superposition into variables or terms substituted for variables. Such po-
sitions are referred to as variable positions or marked positions and are surrounded

1.3 Resolution Based Reasoning for DL

In [6] a resolution based theorem proving algorithm for the SHIQ DL language is
presented. The knowledge base, together with the query expression is transformed
into a set of FOL clauses with a characteristic structure, called ALCHIQ clauses and
are summarised in Figure 3, where:
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• P(t) is a possibly empty disjunction (¬)P1(t)∨·· ·∨ (¬)Pn(t) of unary literals;
• P(f(x)): is a possibly empty disjunction P1( f1(x))∨·· ·∨Pn( fn(x));
• term t is not marked, [t] is marked and <t> may or may not be marked;
• # ∈ {=, �=};

Fig. 3 ALCHIQ clauses

¬R(x,y)∨S(y,x) (1)

¬R(x,y)∨S(x,y) (2)

P(x)∨R(x,< f (x) >) (3)

P(x)∨R([ f (x)],x) (4)

P1(x)∨P2(< f(x) >)∨
∨

(< fi(x) > # < f j(x) >) (5)

P1(x)∨P2([g(x)])∨P3(< f([g(x)]) >)
∨

(< ti > # < t j >) (6)

where ti and t j are of the form f ([g(x)]) or of the form x

P1(x)∨
n∨

i=1

(¬R(x,yi)∨
n∨

i=1

P2(yi)∨
n×n∨

i, j=1

(yi = y j) (7)

R(< a >,< b >)∨P(< t >)∨
∨

(< ti > # < t j >) (8)

where t, ti and t j are either a constant or a term fi([a])

The reasoning task is reduced to deciding whether the obtained FOL clauses
are satisfiable. This is answered using basic superposition extended with a method
called decomposition. [6] shows that the set of ALCHIQ clauses is bounded and
that any inference with premises taken from a subset N of ALCHIQ results in either
(i) an ALCHIQ clause or (ii) a clause redundant in N1 or (iii) a clause that can be
decomposed to, i.e., substituted with two ALCHIQ clauses without affecting satis-
fiability. These results guarantee that the saturation of an ALCHIQ set terminates.

1.4 Separating TBox and ABox Reasoning

The drawback of the above resolution algorithm is that it can be painfully slow.
Resolution with saturation is a bottom-up strategy and computes all logical con-
sequences of the clause set, many of which are irrelevant to the current question.
It would be nice to use some query oriented, top-down mechanism, however, such
mechanisms are available only for more restrictive FOL languages, such as Horn
Clauses. One can get around this problem by breaking the reasoning into two tasks:

1 A redundant clause is a special case of other clauses in N and can be removed.
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first perform a resolution based preprocessing to deduce whatever could not be de-
duced otherwise and then use a fast top-down reasoner.

Note that complex reasoning is required because of the rules (TBox) and that in
a typical real life situation there is a small TBox and a large ABox. Furthermore, the
rules in the TBox are likely to remain the same over time while the ABox data can
change continuously. Hence we would like to bring forward all inferences involving
the TBox only, perform them separately and then let the fast reasoner (whatever that
will be) do the data related steps when a query arrives.

In the framework of basic superposition, when more than one inference steps are
applicable, we are free to choose an order of execution, providing a means to achieve
the desired separation. Elements from the ABox appear only in clauses of type (8).
[6] gives two important results about the role of ABox axioms in the saturation
process:

Theorem 1. An inference from ALCHIQ clauses results in a conclusion of type (8)
if and only if there is a premise of type (8).

Theorem 2. A clause of type (8) cannot participate in an inference with a clause of
type (4) or (6).

In light of Theorem 1, we can move forward ABox independent reasoning by
first performing all inference steps involving only clauses of type (1) – (7). [6] calls
this phase the saturation of the TBox. Afterwards, Theorem 2 allows us to eliminate
clauses of type (4) and (6). This elimination is crucial because in the remaining
clauses there can be no function symbol embedded into another. The importance of
this result comes out in the second phase of the reasoning, because the available top
down mechanisms are rather sensitive to the presence of function symbols.

By the end of the first phase DL reasoning has been reduced to deciding the

ther inference involves at least one premise of type (8). For the second phase, [6]
uses a datalog engine which requires function-free clauses. Therefore (unary) func-
tional relations are transformed to new binary predicates and new constant names
are added: for each constant a and each function f the new constant a f is introduced
to represent f (a). Note that this transformation requires processing the whole ABox.

2 Towards Pure Two-Phase Reasoning

In this section we introduce modifications to the saturation of ALCHIQ clauses. We
do this to be able to perform more inferences before accessing the ABox. This is not
just a mere regrouping of tasks, we will see that the algorithm produces a crucially
simpler input for the second phase with a huge impact on its performance efficiency
and on the available data reasoning algorithms. The improvement is achieved by
eliminating function symbols from the clauses derived from the TBox.

The initial SHIQ DL knowledge base was function-free. Then, after translat-
ing TBox axioms to FOL we eliminatee existential quantifiers using Skolemisation
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which introduced new function symbols. The ABox remained function-free, hence
everything that is to know about the functions is contained in the TBox. This means
we should be able to perform all function-related reasoning before accessing the
ABox.

2.1 The Modified Calculus

We modify basic superposition presented in 1.2 by altering the necessary condi-
tions to apply each rule. The new conditions are given below, with the newly added
conditions underlined:

HyperresolutionTBox: (i) σ is the most general unifier such that Aiσ = Biσ , (ii)
each Aiσ is maximal in Ciσ , and either there is no selected literal in (Ci ∨Ai)σ
or Ai contains a function symbol, (iii) either every ¬Bi is selected, or n = 1 and
¬B1σ is maximal in Dσ , (iv) none of the premises contain constants.
HyperresolutionABox: (i) σ is the most general unifier such that Aiσ = Biσ ,
(ii) each Aiσ is maximal in Ciσ , and there is no selected literal in (Ci ∨Ai)σ ,
(iii) either every ¬Bi is selected, or n = 1 and nothing is selected and ¬B1σ is
maximal in Dσ , (iv) each Ai is ground, (v) Dσ is function-free.
Positive factoring: (i) σ = MGU(A,B), (ii) Aσ is maximal in Cσ and either
nothing is selected in Aσ ∨Bσ ∨Cσ or A contains a function symbol.
Equality factoring: (i) σ = MGU(s,s′), (ii) tσ �
 sσ , (iii) t ′σ �
 s′σ , (iv)
(s = t)σ is maximal in (C ∨ s′ = t ′)σ and either nothing is selected in Cσ
or s = t ∨ s′ = t ′ contains a function symbol.
Reflexivity resolution: (i) σ = MGU(s, t), (ii) in (C∨ s �= t)σ either (s �= t)σ is
selected or s �= t contains a function symbol or nothing is selected and (s �= t)σ
is maximal in Cσ .
Superposition: (i) σ = MGU(s,E|p), (ii) tσ �
 sσ , (iii) if E = ′w = v′ and E|p=
w|p′ then vσ �
 wσ and (sσ = tσ) �
 (wσ = vσ), (iv) (s = t)σ is maximal in Cσ
and either nothing is selected in (C∨s = t)σ or s = t contains a function symbol,
(v) in (D∨E)σ either Eσ is selected or nothing is selected and Eσ is maximal,
(vi) E|p is not a variable position.

Note that hyperresolution is broken into two rules (HyperrresolutionTBox and Hy-
perresolutionABox) which differ only in the necessary conditions. In the following
by original calculus we refer to the basic superposition presented in Section 1.2 and
by modified calculus we mean the rules of basic superposition with the restrictions
listed above. We will prove that the new calculus can be used to solve the reasoning
task.

Proposition 1. The modified calculus remains correct and complete.

Proof. The inference rules of basic superposition are all valid even if we do not
impose any restrictions on their applicability. Since in the new calculus only the
conditions are altered, it remains correct.
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The modifications that weaken the requirements to apply a rule only extend the
deducible set of clauses, so they do not affect completeness.

In case of hyperresolution, let us first consider only the new condition (iv) and
disregard condition (v) on HyperresolutionABox. The original hyperresolution step
has a main premise of type (7) and of the side premises some are of type (3) – (4) and
some of type (8). This can be broken into two by first resolving the main premise
with all side premises of type (3) and (4) (HyperresolutionTBox) and then resolving
the rest of selected literals with side premises of type (8) (HyperresolutionABox).
A hyperresolution step in the original calculus can be replaced by two steps in the
modified one, so completeness is preserved.

We now turn to condition (v) on HyperresolutionABox. Let us consider a refu-
tation in the original calculus that uses a hyperresolution step. If all side premises
are of type (3) and (4) then it can be substituted with a HyperresolutionTBox step.
Similarly, if all side premises are of type (8), then we can change it to Hyperreso-
lutionABox, as clauses of type (7) are function-free, satisfying condition (v). The
only other option is that there are both some premises of type (3) and of type (8)2.
The result of such step is a clause of the following type:

P1(x)∨
∨

P2(ai)∨
∨

P2([ fi(x)])∨
∨
∨

(ai = a j)∨
∨

([ fi(x)] = [ f j(x)])∨
∨

([ fi(x)] = a j)

At some point each function symbol is eliminated from the clause (by the time we
reach the empty clause everything gets eliminated). In the modified calculus we will
be able to build an equivalent refutation by altering the order of the inference steps:
we first apply HyperresolutionTBox which introduces all the function symbols, but
none of the constants, then we bring forward the inference steps that eliminate func-
tion symbols and finally we apply HyperresolutionABox. The intermediary steps
between HyperresolutionTBox and HyperresolutionABox are made possible by the
weakening of the corresponding necessary conditions. Notice, that by the time Hy-
perresolutionABox is applied, functions are eliminated so condition (v) is satisfied.

We conclude that for any proof tree in the original calculus we can construct a
proof tree in the modified calculus, so the latter is complete. !"
Proposition 2. Saturation of a set of ALCHIQ clauses with the modified calculus
terminates.

Proof. (sketch) We build on the results in [6], that clauses of type (8) are initially of
the form C(a),R(a,b),¬S(a,b),a = b or a �= b, i.e., they do not contain any function
symbols. We will also use the fact that in the original calculus any inference with
premises taken from a subset N of ALCHIQ results in either (i) an ALCHIQ clause
or (ii) a clause redundant in N or (iii) a clause that can be substituted with two
ALCHIQ clauses via decomposition.

All modifications (apart from breaking hyperresolution into two) affect clauses
having both function symbols and selected literals, in that we can resolve with the

2 It is shown in [6] that clauses of type (8) and (4) participating in an inference result in a redundant
clause so we need not consider this case.
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literal containing the function symbol before eliminating all selected literals. Such a
clause can only arise as a descendant of a HyperresolutionTBox step. After applying
HyperresolutionTBox, we obtain a clause of the following form:

P1(x)∨
∨

(¬R(x,yi))∨
∨

P2(yi)∨
∨

P2([ fi(x)])∨
∨
∨

(yi = y j)∨
∨

([ fi(x)] = [ f j(x)])∨
∨

([ fi(x)] = y j)

In the following, it will be comfortable for us to consider a clause set that is some-
what broader than (9), in which function symbols can appear in inequalities as well.
This set is:

P1(x)∨
∨

(¬R(x,yi))∨
∨

P2(yi)∨
∨

P2([ fi(x)])∨
∨
∨

(yi = y j)∨
∨

(< fi(x) > # < f j(x) >)∨
∨

(< fi(x) > # y j)

where # ∈ {=, �=}. Of course, every clause of type (9) is of type (10) as well.
Let us see what kind of inferences can involve clauses of type (10). First, it can

be an superposition with a clause of type (3) or (5). In the case of (3) the conclusion
is decomposed (in terms of [6]) into clauses of type (3) and (10), while in the case
of (5) we obtain a clause of type (10). Second, we can resolve clauses of type (10)
with clauses of type (10) or (5). The conclusion is of type (10). Finally, we can apply
HyperresolutionABox with some side premises of the form R(a,bi), but notice that
only if the literals with function symbols are missing. The result is of type (8). This
means that during saturation, we will only produce clauses of type (1) – (8) and (10).
It is easy to see that there can only be a limited number of clauses of type (10) over
a finite signature3. Hence the modified calculus will only generate clauses from a
finite set, so the saturation will terminate. !"

2.2 Implementing Two-Phase Reasoning

We use the modified calculus to solve the reasoning task in two phases. Our separa-
tion differs from that of [6] in that function symbols are eliminated during the first
phase, without any recourse to the ABox. The method is summarized in Algorithm

second phase, i.e., the data reasoning.

Proposition 3. A function-free ground clause can only be resolved with function-
free clauses. Furthermore, the conclusion is ground and function-free.

Proof. It follows simply from the fact that a constant a cannot be unified with a term
f (x) and from condition (v) on HyperresolutionABox. !"

We are now ready to state our main claim:

3
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(10)

1, where steps (1) – (3) constitute the first phase of the reasoning and step (4) is the

We already know from [6] that the set of clauses of type (1) – (8) is finite.



Efficient Two-Phase Data Reasoning for Description Logics

Algorithm 1 SHIQ reasoning
1. We transform the SHIQ knowledge base to a set of clauses of types (1) - (8), where clauses of

type (8) are function-free.
2. We saturate the TBox clauses (types (1) - (7)) with the modified calculus. The obtained clauses

are of type (1) - (7) and (10).
3. We eliminate all clauses containing function symbols.
4. We add the ABox clauses (type (8)) and saturate the set.

Proposition 4. Algorithm 1 is a correct, complete and finite DL theorem prover.

Proof. We know from Proposition 2 that saturation with the modified calculus ter-
minates. After saturating the TBox, every further inference will have at least one
premise of type (8), because the conclusions inferred after this point are of type (8)
(Proposition 3). From this follows, (using Proposition 3) that clauses with function
symbols will not participate in any further steps, hence they can be removed. In
light of this and taking into account that the modified calculus is correct and com-
plete (Proposition 1), so is Algorithm 1. !"

2.3 Benefits of Eliminating Functions

The following list gives some advantages of eliminating function symbols before
accessing the ABox.

1. It is more efficient. Whatever ABox independent reasoning we perform after
having accessed the data will have to be repeated for every possible substitution
of variables.

2. It is safer. A top-down reasoner dealing with function symbols is very prone to
fall into infinite loops. Special attention needs to be paid to ensure the reasoner
doesn’t generate goals with ever increasing number of function symbols.

3. ABox reasoning without functions is qualitatively easier. Some algorithms,
such as those for datalog reasoning, are not available in the presence of function
symbols. We have seen in Section 1.4 that [6] solves this problem by syntacti-
cally eliminating functions, but this requires scanning through the whole ABox,
which might not be feasible when we have a lot of data.

3 The DLog System

The DLog system is a complete SHIQ DL reasoner which incorporates the results
presented in this paper. As an input it takes a SHIQ knowledge base and the TBox is
first transformed to a set of function-free clauses based on [6] and Section 2.1. The
resulting clauses are next used to build a Prolog program. It is the execution of this
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program – run with an adequate query – that performs the data reasoning. The trans-
formation to Prolog uses the PTTP approach, a complete theorem prover technology
for FOL [8]. The readers interested in the DLog system should consult [5]. The pro-
gram is also available at http://dlog-reasoner.sourceforge.net.

We compared the performance of DLog with three description logic reasoning
engines: RacerPro 1.9.0, Pellet 1.5.0 and the latest version of KAON2. KAON2
implements the methods described in [6] and hence it is in many ways similar to
DLog. For a thorough performance evaluation see [5]. Here we only mention that
the larger the ABox, the better DLog performed compared to its peers. Also, to our
best knowledge, DLog is the only DL reasoner which doesn’t need to scan through
the whole ABox and load it to main memory, enabling it to reason over really large
amounts of data stored in external databases.

Summary

This paper showed how to extend the results in [6] to transform a SHIQ TBox into a
set of first-order clauses. The particularity of these clauses is that they have a rather
simple structure, namely they are function-free. This opens the way for fast query
oriented inference algorithms to perform data reasoning tasks originally formulated
in DL. The DLog system illustrates how this can be achieved, though it should be
noted that the transformation presented here doesn’t use anything specific to the
DLog and is available to other reasoning engines as well.
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Daniel E. O’Leary1 

Abstract. Personalization of systems has been part of the renaissance of artificial 
intelligence in many domains. This paper investigates some emerging issues in the area of 
personalization as they impact systems from different perspectives. Particular attention is 
given to the relationship between explicitly and implicitly gathered information, 
information gathered from other personalization settings and with the generation of a 
personalization information ontology, based on an activity theory approach. Finally, some 
privacy issues are considered, potentially limiting information sharing between 
applications. 

 
1 Introduction 

Personalization has been part of the renaissance of artificial intelligence [1]. There 
has been substantial research on personalization. For example, personalization of 
interaction with hardware and software has been occurring in multiple settings 
such as, in web navigation [2,3], Internet commerce [4] and ambient intelligence 
[5]. In addition, personalization is being used and proposed in many industries, 
e.g., consumer electronics [5] and health care [6]. 

1.1 What is personalization?  

Personalization has many characteristics, of which some or all may be employed 
in any particular setting, including the following. First, personalization tries to 
limit a user’s workload and provide context by facilitating remembering key 
aspects of system use by a particular individual. At one extreme, this means 
providing a history of what has been examined, and when (e.g., web pages, files, 
etc.). Second, personalization can facilitate security and privacy by ensuring that 
only a particular user makes use of an application [7]. If the system is personalized 
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“enough” it would recognize an intruder. Third, personalization can be used to try 
and make applications more easy-to-use by presenting results in particular ways, 
ranging from font size to icon to language presentation to other issues. Fourth, 
personalization will adapt and evolve as the user’s interest’s change.  

Personalization uses whatever data may be available, that is generated by 
particular individuals. Specific applications typically gather whatever data they 
can that will facilitate their need to provide personalization. In order to 
personalize, that data is then mined in order to generate information to facilitate 
modeling user behavior and interaction. Generally, personalization is based on 
what the user does, not what they say they do. Accordingly, data is gathered 
implicitly, in the background. However, in many settings, systems explicitly 
gather data regarding what the user wants or say that they want. Seldom do 
systems interact to share personalization data. 

1.2 Purpose of this Paper 

The purpose of this paper is to review some emerging issues in personalization 
systems. In particular, this paper is concerned with generating and sharing 
personalization information between different applications. In addition, it is 
concerned about what information is needed from or about the user in order to 
personalize particular functions and activities. Specifically, it is aimed at 
developing a theory-based meta-ontology that can be used in development of an 
ontology for personalization systems. 

1.3 Outline of this Paper 

The paper proceeds in the following manner. Section 1 has introduced the paper, 
discussed its purpose and provided an outline of the paper. Section 2 provides a 
brief review of the previous research. Section 3 investigates the process of 
personalization. Section 4 provides a brief discussion of activity theory, a theory 
of behavior that is used here as a basis for personalization. Section 5 uses activity 
theory as a basis for generating a meta-ontology that could be used to generate an 
ontology for personalization. Section 6 investigates the importance of information 
about time. Finally, Section 7 briefly summarizes the paper, discusses an 
extension and reviews some of the paper’s contributions. 

 
2 A Brief Review of Previous Research 

In a short paper like this, the extent to which the previous literature can be 
reviewed is limited. However, there has been substantial previous research in 
many dimensions regarding the use of personalization. Jeevan and Padhi [8] offer 
a recent survey of the literature of content personalization, focusing on providing a 
bibliography of research in the area of personalization. Approaches to capturing 

404 Daniel E. O’Leary 



Personalization of Intelligent Systems 

personalization have included using data mining [3], intelligent agents [4], 
ontologies [9], and other approaches. 

Although there has been some investigations of ontologies for personalization, 
the primary focus of those efforts seems to have been in the generation of 
ontologies for individuals to facilitate search. However, there has been limited 
research investigating ontologies for personalization, in general. 

 
3 The Process of Personalization: Data, and Mining the Data 

The process of personalization requires that the system responsible for 
personalization gather data that allows the system to personalize itself or allows 
the user to personalize the system. This is done by explicitly gathering data from 
the user in the foreground, or implicitly gathering data in the background or from 
other sources that also may be gathering personal information. 

3.1 Foreground Information Gathering 

The system can gather information directly from the user as part of a configuration 
process in order to facilitate the personalization process.  As an example, 
multilingual applications typically ask the user which language the user would like 
to use.  Gathering personalization information in the foreground generally is seen 
as obtrusive. On the other hand, oftentimes, such data gathering is expected by the 
user or implementer to facilitate implementation. Data gathered in the foreground 
can be viewed as data that the user says is true or characteristic. Ultimately, such 

3.2 Background Information Gathering 

The system also can gather information in the background, as the user works or 
otherwise makes use of the system or its interface. 

As an example, [9] developed a system that “watches” a user and gathers 
information regarding a user’s search while developing profiles based on concept 
hierarchies designed to facilitate future search for the user. Such background 
gathered information is based on what the user actually does.  

3.3 Gather Personalization Information from Other Sources 

It appears that in most settings, systems function independently of other systems, 
each gathering personalization information. However, since personalization is 
used in a number of settings and applications, one approach would be to gather 
personalization information from other applications, minimizing redundant work.  

As a result, in these settings it would facilitate personalization if there were a 
standard set of processes and a standard language relating to personalization 
information, so that such information could be shared. Alternatively, if 
personalization data from one source could be captured and translated to another 
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source, that could also facilitate cross use of personalization information. For 
example, armed with an ontology of personalization information from one source, 
it would be possible to cross link that ontology with other ontologies to facilitate 
integration of both and cross use of personalization information. 

There are some potential advantages and disadvantages of using 
personalization information from other sources. Advantages include less work and 
less time before a system is personalized. For example, if a system is able to 
directly import personalization information, then the user will not need to 
replicate, either explicitly or implicitly, generation of that information. This would 
speed personalization substantially.  Disadvantages include misuse and 
misunderstanding of the information. Data gathered from other applications may 
not be as reliable as data gathered by the current application. Unfortunately, there 
is no guarantee that the data has been gathered in the particular setting etc. 
Further, there is no guarantee as to when the data was gathered, so the 
personalization could be dated. As a result, there may be concern over the source 
of the data. Finally, there may be privacy issues if applications share data. Some 
applications may be based on a web server or by other means provide 
personalization information to other sources. 

3.4 Comparing What We Do and What We Say We Do 

Personalization can allow us to map out differences between what we say and 
what we do, if both sets of data are captured, analyzed and compared.  

If both data sets are available then we can compare the two, and in so doing 
provide a management capability. For example, data could be gathered with 
respect to when a particular assignment is due, and that information could be used 
to help a user make sure that they meet the specific deadline. The key issue is “are 
we doing what we said we wanted to do?” In this setting, the system becomes our 
alter ego, there to remind and, potentially cajole us to complete our tasks in a 
timely manner. 

Second, if both sets of information are available, then they can be used to 
provide a quality check. If the two do not reconcile then that can indicate a 
difference that may deserve additional context generation.  

Third, comparing the two data may provide a security check. In particular, if 
the two are not in sync, then the actual user may not be a legitimate user [7]. 

3.5 Forgetting Can be More Important 

True personalization also requires knowing when things should be “remembered” 
and when things should be “forgotten.” People change and their interests change. 
People forget things and move on to other activities. Accordingly, systems also 
need to forget. A system that is personalized to include old behaviors is not likely 
to be effective or personal. 
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4 Activity Theory 

Research on human behavior has resulted in construction of what is referred to as 
“activity theory” [10,11,12]. Detailed discussion of activity theory is beyond the 
scope of this particular paper. However, because activity theory provides a model 
of human behavior in context, it also provides a basis for analyzing ontological 
requirements of personalization systems. 

 

 
 

Figure 1 An Activity Theory Model of Behavior [12] 
 

A summary of activity theory is provided in figure 1. Activity theory is based 
on the notion that subjects (people) perform “activities” or events in a context, 
using tools (e.g., software and hardware), rules (e.g., rules of interaction or 
behavior or organization rules), division of labour (each person has their own job 
to do), with an object of the activity (e.g., something being modified or created by 
the activity, such as a resource), while based in a community of others. Ultimately, 
the activity results in an outcome. As an example, in ecommerce, the activity 
could be a purchase of a pair of jeans, while in knowledge management it could be 
to produce knowledge artifacts. The subject would be the person making the 
purchase, the rules could be explicit or implicit (all my friends wear Levi’s jeans, 
so I need to buy Levi’s). The community could be the reference group, while the 
tools could be the computer, browser etc. Personalization would need to consider 
these broad categories, with respect to a particular individual. 
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Requirements 

Ontology requirements have been build to facilitate personalized search (e.g., [9, 
13]) however, there has been only limited research structuring an ontology for 
personalization systems. Accordingly, this section outlines ontological 
requirements for personalization. In particular, using activity theory, we can 
anticipate certain characteristics that systems likely need to know ontology-based 
information about  

 Personalization needs more than just history – Activity Types 
 Personalization needs information about others – Subject Information 
 Personalization systems need to consider the subject’s position in their 

organization, i.e., the overall community in which the activity takes place. 
 Some user focused objects are more “persistent” – Object Types 
 Personalization occurs in a context where there may or may not be related 

available information – Tool information 
 Personalization must take into account rules that the subject must follow 
 Personalization needs to account for the particular portion of the project the 

subject is responsible for – Division of labour 

5.1 Personalization Needs More than Just History – Activity Types 

Some user information needs rapidly start and stop, after particular activities or 
events occur. Users have specific purposes and needs and when those purposes 
and needs are met there may not be a need to review any aspect of that process. 

Consider a consumer who needs a new pair of jeans, so the outcome of the 
activity is the purchase of a new pair of jeans. After the jeans have been 
purchased, there is no longer a need for additional new jeans. For most people that 
means that they will not be searching for jeans for a long time. As a result, any 
history regarding the purchase of those jeans is not needed for a long time. After 
this purchase event there is limited interest in the history of this activity. 

As another example, consider a researcher who is interested in examining other 
research papers on a topic, to first see what has been done in an area, and second, 
to see if a specific issue has been addressed, with the purpose of doing research on 
that topic and writing a paper on that topic. For most researchers, this means that 
once those papers have been identified, they are not interested in constantly 
reviewing the existing papers or finding new partially related papers. Recent 
history in these cases is not relevant to unfolding events. 

In both of these cases, history is no longer important after some activity has 
occurred. Accordingly, the system needs to know that with the occurrence of some 
activities, there is no longer immediate interest in a particular topic. Histories must 
selectively remember and forget. 
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5.2 Subject Roles and Goals – Subject Information 

The notion that different agents and participants have different roles long has been 
a part of system architectures. The nature of those roles is likely to vary based on 
the particular application. For example, [14] used basic economic roles of supply 
and demand to develop an architecture for intelligent agents in an ecommerce 
setting. Accordingly, roles and goals are likely to depend on the particular 
personalization application. However, in general, in personalization settings, a key 
agent role is one where the agent is required to “spy” on the user in the 
background, while another agent role may be to analyze data. A third role is likely 
to be one that makes sure that any appropriate rules, organizational or other are 
adhered to, as discussed below.  

5.3 Some User Information Needs are Persistent, But Others Stop 
on Fulfillment – Object Types 

In ecommerce and other settings, personalization systems need to take into 
account the type of goods, or objects being pursued. Shopping for stables, such as 
food, beer and wine and music is persistent over time. Where I have been in the 
past is helpful in the future.  

However, other needs such as that new home loan or information regarding 
houses disappear as soon as I get that loan or buy that new house. The information 
needs for all goods are not persistent over time.  

As a result, knowledge of the “persistence” of information needs is critical to a 
user’s information needs about particular resources. Accordingly, if a system is to 
truly personalize for information needs over time, then there is a need to 
“understand” which information resource needs are persistent and which are not 
persistent. 

5.4 Community Integration 

Generally, personalization focuses on the individual, and does not consider the 
community in which the subject is based. Such issues can be critical. For example, 
if the subject is part of an organization, that organization needs to be considered. 
In addition, the behavior may be heavily influenced by reference groups. If so, 
perhaps personalization needs can be anticipated by understanding personalization 
needs of those in the reference groups. 

5.5 Tools  

Generally, personalization is limited to the software and hardware that the subject 
has access to. A complete ontology about personalization would need to consider 
the tools available to the user. Since computer-based tools evolve at such a rapid 
rate, an ontology of tools also would need the ability to evolve to accommodate 
such changes. 
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5.6 Rules  

Subjects face a broad base of rules with which they must take into account. For 
example, in the case of organizations, there generally are rules that limit the 
amount that any one individual can purchase at any one point in time. These rules 
need to be accounted for as part of personalization, whether they are limiting the 
individual or all individuals in the group of which the subject is a member. 

5.7 Division of Labour 

Subjects often only perform a portion of some activity, as the tasks to complete an 
activity are assembled. As a result, personalization needs to take into account how 
labor is divided. Here an ontology would account for different jobs that need to be 
accommodated. Accordingly, the ontology could employ organization models, or 
models of different jobs. 
 
5.8 Summary 
 
The review of these different categories of information that map into the 
personalization context, suggests that no single ontology will meet all of these 
needs. For example, rules are likely to vary substantially from setting to setting, 
making it difficult for a single ontology to meet the needs of all personalization 
needs. 

 
6 Some Information Needs are Time Dependent 

Ontological needs also extend to concerns about time. As a result, there have been 
a number of ontologies developed for time including [15]. Such an ontology is 
important since personalization needs are dependent on what time it is, whether 
time of day, or time of year. For example,  

 I am a soccer coach for my children. I am more concerned about soccer sites 
roughly from August through the beginning of December, the span of the 
soccer season in California. 

 We have purchased toys on the Internet, usually in October or November. 

How can systems get such time dependent information? There are at least two 
sources: user actions and user plans. 

6.1 Time Dependent - User Actions 

As we discussed earlier, data about user actions can be gathered unobtrusively 
focusing on what the user does at what point in time, and monitoring the time 
lines. For some settings, such as the examples listed above, multiple years of data 
would be required before a system could infer such results. 
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6.2 Time Dependent - User Plans 

Gathering planning information for a single application can be difficult, because 
subjects have multiple simultaneous activities. So how could personalization 
systems find out about these alternative activities with minimal additional user 
activity? One approach would be to tie into a calendaring system, and the events 
and activities inherent in such settings[16]. This would require consistency 
between any calendaring ontology and any personalization ontology. 

 
 

7 Summary, Extension and Contributions 

This paper has investigated some issues of personalization of systems. Data for 
such systems can be gathered in the foreground or background. In addition, 
personalization can be facilitated by integrating personalization information from 
other systems. However, in order for systems to be able to talk with each other 
generally requires use of the same ontology or the ability to translate from one 
ontology to another.  

Accordingly, this paper investigated the need for an ontology for 
personalization systems and laid out an initial outline of a meta ontology, based on 
activity theory, that could be used to generate such an ontology. Based on activity 
theory, the requirements for that ontology include knowledge of subjects, objects, 
community, rules, tools, division of labour and how time relates each. 

7.1 Extensions 

At some firms, such as 1-800-Flowers, there is a lot of emphasis on a determining 
and meeting user’s specific needs as part of the information gathering process, 
such as sending flowers for a birthday or anniversary. In particular, the user’s 
needs ultimately are linked to a transaction processing system. The transaction 
processing system behind generating the order gathers “occasion” data 
unobtrusively. That data can then be used to come back to the user and remind 
them of the occasions, and their “need” to send flowers.  However, use of this 
information requires at least two developments. First, there needs to be a “link” 
between the existing order processing system that gathers the data and the 
personalization system. Information gathered as part of the transaction processing 
needs to used in the personalization system, rather than trying to re-gather the 
same or related data. Second, the ontologies used by the two systems must be 
“equivalent,” at least for the variables of direct concern, e.g., “event,” “occasion” 
or “birthday.” Without equivalence, the system link will be limited. Generating 
and maintaining consistent ontologies is not an easily solved problem. 
Finally privacy issues may limit the ability to share personalization information 
between applications. Alternatively, not using the same ontology across 
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applications can limit some potential problems with privacy concerns, and 
facilitate privacy preservation.  

7.2 Contributions 

This paper has noted that using personalization information from other systems 
generating personalization information can speed and ease personalization. In 
addition, a meta ontology for generating personalization ontologies was 
developed. Activity theory can provide a basis for knowing what kind of detailed 
ontology information will be needed in personalization systems. It also provides 
us with the insight that it is unlikely that a single ontology for personalization can 
be generated, because of broad ranges of diverse sets of rules that individuals 
function under, organizational settings, rapidly changing tools and other issues.  

 
References  

1. O’Leary, D., The Internet, Intranets and the AI Renaissance, Computer, Jan 1997. 
2. O’Leary, D., AI and Navigation on the Internet and Intranet, IEEE Expert, Apr 1996, pp. 8-

10. 
3. Mulvenna, M., Anand, S., Bucher, A., Personalization on the Net using Web Mining, 

Communications of the ACM, Aug 2000, 43(8), pp. 122-123. 
4. Lee, W-P, Liu, C-H and Lu, C-C, Intelligent Agent-based Systems for Personalized 

Recommendations in Internet Commerce, Exp Sys with Appl,Vol 22, 2002, pp. 275-284. 
5. Aarts, E., Ambient Intelligence: A Multimedia Perspective, IEEE Multimedia, Vol 11(1), 

Jan – Mar 2004, pp. 12 -19. 
6. Riva, G., Ambient Intelligence In Health Care, CyberPsychology & Behavior,” 6(3), 2003, 

pp. 295-300. 
7. O’Leary, D., Intrusion-Detection Systems, J of Inf Sys, Vol 6, 1, Spring, 1992, pp. 63-74. 
8. Jeevan, V.K.J., Padhi, P., A selective review of research in content personalization, Library 

9. Pretschner, A. and Gauch, S., Ontology Based Personalized Search, Proc. 11th IEEE Intl. 
Conf. on Tools with Artificial Intelligence, pp. 391-398, Chicago, Nov 1999.  

10. Engestrom, Y. “Learning by Expanding an Activity Theoretical Approach to 

11. Nardi. B.(Ed), 1996, Context and Consciousness: Activity Theory and Human 
Computer Interaction, MIT press, Harvard Mass. 

12. Sierhuis, M. and W. J. Clancey, Modeling and Simulating Work Practice: A Method 

13. Trajkova, J. and Gauch, S., Improving Ontology-based User Profiles, 2004, 
http://www.ittc.ku.edu/keyconcept/publications/RIAO2004.pdf, accessed on April 9, 2008. 

14. Brown, C., Gasser, L., O’Leary, D., and Sangster, A., AI on the WWW: Supply and 
Demand Agents, IEEE Expert, Aug 1995, pp. 50-55. 

15. Hobbs, J. and Pan, F., An Ontology of Time for the Semantic Web, 2004, ACM, 
http://www.isi.edu/~hobbs/hobbs-pan-TALIP.pdf, Accessed on Apr 9, 2008. 

16. Cost, R., et al., “ITalks: A Case Study in the Semantic Web and DAML +OIL,” IEEE 

412 Daniel E. O’Leary 

http://lchc.ucsd.edu/MCA/Paper/Engestrom/expanding/toc.htm,  

Intelligent Systems, Jan – Feb 2002, pp. 40-47. 

for Work Systems Design, IEEE Intelligent Systems, pp. 32-41, Sept – Oct 2002. 

Review, 2006, Vol 55 (9), pp. 556-586. 

Developmental Research,” Accessed on Apr 9, 2008, Orientakonsultit, Helsinki, 1987. 



 
 
 
 
 
 
 
 

SHORT PAPERS 



Smart communications network management through 
a synthesis of distributed intelligence and information 

1 

 

 

Abstract. Demands on communications networks to support bundled, 
interdependent communications services (data, voice, video) are increasing in 
complexity. Smart network management techniques are required to meet this 
demand. Such management techniques are envisioned to be based on two main 
technologies: (i) embedded intelligence; and (ii) up-to-the-millisecond delivery of 
performance information. This paper explores the idea of delivery of intelligent 
network management as a synthesis of distributed intelligence and information, 
obtained through information mining of network performance.  

1  Introduction 

applications including core business systems. In addition, the core business 
systems are starting to incorporate highly interactive information-rich Web 2.0 
technologies such as different architectures of participation (e.g. weblogs, wikis), 
peer-to-peer technologies (e.g. Skype, iPhone), many-to-many media publishing 
platforms (e.g. audio/video podcasts, Web TV, RSS feeds), social bookmarking 
and other social software [1]. These trends are democratising the creation of value 
for businesses [2] and provide significant enhancement of our knowledge creation 
and scientific capabilities. Technologically these trends contribute to the 
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development of the intelligent ambient habitat [see [3], p.150] of the knowledge 
civilisation age1. As a result, requirements, placed on communication networks are 
becoming increasingly complex and personalised. These lead to the development 
of requirements specifications for bundles of interdependent services, often with 
complex mutual demands and constraints. These services are to be delivered over 
networks that comprise an increasing variety of heterogeneous network domains 
each with their differing operational and/or administrative policies. An example of 
dealing with such bundled, interdependent communications network is the 
Alcatel-Lucent triple play2 architecture [4], which is being provisionally deployed 
by several Service Providers. This paper explores the idea of delivery of 
intelligent network management in such networks as a synthesis of distributed 
intelligence and information, obtained through information mining of network 
performance.  

2  Network Resource Management 

Network resource management is concerned with the allocation/deallocation of 
resources to support services that a service provider has committed to a customer. 
Centralised management approaches cannot cope with increasing management 
scale, and, there is now a focus on decentralisation and delegation of management 
decision-making. Service differentiation is a key driver of decentralisation. 
Products are based on increasing service personalisation, putting more complexity 
into provisioning processes. Services may be tailored to individual needs, or 
customers may be provided with seamless access to services across multiple 
devices or networks without reconfiguration [5]. Furthermore, context- and 
location-based services allow services to be tailored according to the user’s 
location or interests. Therefore, the trend is moving towards more frequent and 
complex management activities, with per-customer or per-subscriber management. 
This trend is already evident in existing and next-generation broadband 
architectures, where per-subscriber policies are required [6]. Service 
differentiation is also driving more dynamic and adaptive management systems. 
The network needs to be reconfigured, depending on the user’s environment and 
the available network resources. This is especially the case with respect to 
business-critical services that demand “five nines” availability (i.e. 99.999% 
which equates to only 5 minutes of downtime a year). Timely, adaptive and 
flexible management is necessary for dynamically changing network 
environments, for the introduction of new services on-demand [7], as well to 
evolve to accommodate changing user and Service Provider requirements.  

                                                           
1

2 “Triple play” refers to voice, video and data services over an Internet Protocol (IP) based 
network. 

416 J. K. Debenham et al.

 The term “knowledge civilization age is borrowed from 3. Wierzbicki, A.P., Nakamori, Y.: 

Springer, Berlin/Heidelberg (2006) 
Creative Space: Models of Creative Processes for the Knowledge   Civilization   Age.



Smart communications network management  

Autonomic computing, which requires systems to be more self-managing, 
adaptive and aware of their environment demonstrates some potential to address 
network resource management issues, but there will need to be several 
enhancements – greater communication and negotiation, improved 
trustworthiness, visibility and accountability, and evolved intelligence [8]. 

A simpler approach is Management by Delegation (MbD), where management 
intelligence is shifted closer to the managed systems through Service Level 
Agreements (SLAs). These protocols are used for automated service negotiation. 
They include: (i) the dynamic service negotiation protocol (DSNP) for service 
level negotiation using a client-server architecture, and service level specification 
(SLS) negotiation at the IP layer; and (ii) the ‘resource negotiation and pricing 
protocol’ (RNAP) protocol allows the negotiation of prices for the contracted 
services. DSNP suffers from the drawbacks of a centralized architecture. RNAP 
has limited scalability because it relies on periodic signalling from subscribers to 
negotiated services. These and other protocols, presented in details in [9] contain 
useful ideas but are not capable of negotiating bundles of inter-dependent services 
from multiple service providers simultaneously. 

3  Agent-based negotiation and Information mining in 
Communications Systems and Networks 

The deployment of intelligent agents in communications systems has been 
widely investigated since the early-1990s. Sadly the potential has not yet been 
fully realised. What we believe to be the reason for this failure is also the central 
assumption of our approach: that the way to deliver intelligent network 
management is through a synthesis of distributed intelligence and as accurate as 
possible information about the performance of the network. Despite failing to 
deliver this vision, thirteen years later interest in agents in the communications 
industry continues to flourish. The eMarkets Group1 has developed the QDINE2 
approach, which adopts a distributed open market approach to service 
management. Service charging is described within an SLA, allowing the use of 
any charging model appropriate to a provided service. The synthesis of 
information and decision-making has led the researchers from the group to merge 
information mining with intelligent agency in an on-going sequence of works on 
“Information-based Agency” [e.g. see [10, 11]]. The unifying theory underpinning 
this work is information theory. The deployment of this synthesis to 
communications systems is starting to gain interest [12]. Given the fundamental 
significance of information theory to communications, intelligent agents based on 
information theory seem to be the natural choice of technology for coupling 

                                                           
1 http://research.it.uts.edu.au/emarkets 
2 The QDINE site is: http://qdine.it.uts.edu.au/. The public section of the site includes lists 

of the publications where one can find the details of the formal specification language for 
describing SLAs together with its ontology. 
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intelligence with data- and information mining in communications networks. 
Earlier work in the application of data mining in telecommunications has focused 
on fault isolation and forecasting telecommunication equipment failures based on 
mining communication network data, which describes the state of the hardware 
and software components in the network. These approaches, however, did not 
have embedded mechanisms to recognise and take in account various changes in 
communications networks and their predictive models are acceptable only over a 
limited period of time [13]. 

4  The Elements of the Smart Communications Network 
Management Technology 

The elements of the proposed technological framework for smart 
communications network management that addresses the above discussed issues 
include: 

• Language and ontologies for formal representation of SLAs about bundles 
of interdependent services from multiple service providers and an SLA 
Negotiation Framework that utilises these formal representations;  

• Algorithms for mining network predictive models and short-term network 
performance information, which provide the necessary information about 
the trends and local variations in the network behaviour – this information 
can be used both during the negotiation of what is possible to deliver, i.e. 
the values of the different SLA parameters, and deliver what has been 
agreed, i.e. the strategies that enable the fulfilment of what the SLA 
promises.  

• Strategies for flexible resource provisioning that enable bundling the ‘best’ 
mix of services based on the current data and flexible adapting of the 
service provider to the actual situation on the net in order to meet its 
obligation in the SLA; 

• Mechanisms that enable informed routing, which rely on predictive models 
of network performance and by up-to-the-millisecond information 
correction before the actual routing of the packages is performed. 

5  Conclusions 

The synthesis of distributed intelligence and information, obtained through 
information mining of network performance has the potential to advance network 
resource management. Presented ideas address network performance management 
are looking at reducing the gap between current network performance, and, 
desired network performance, using artificial intelligence techniques which have 
been demonstrated to be flexible, and to scale. The challenge in this is to design a 
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system that operates quickly and does not place significant overhead on the 
network.  
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Services Coordination

Abstract We present MeSSyCo, a multi-agent system that integrates and coordi-
nates heterogeneous medical services. Agents in MeSSyCo may perform different
tasks such as diagnosis and intelligent resource allocation and coordinate themsel-
ves through an infrastructure based on a combination of abductive and probabilistic
reasoning. In this way a set of specialized medical service providers could be aggre-
gated into a system able to perform more complex medical tasks.

1 Introduction

Patients management usually needs complex and dynamic tasks since it requires the
coordination of the services offered by several different and distributed medical or-
ganizations and resources (e.g., hospital departments, physicians, ambulances, etc.).
The multi-agent paradigm seems to be the most appropriate approach to provide
such features, and has been used in several works such as, e.g., in [7] and [9].

Following these considerations, this paper presents MeSSyCo, a multi-agent sy-
stem whose main purpose is the coordination and integration of heterogeneous
knowledge-based medical services. This system, recently proposed also for emer-
gency scenario management [10], can be used to represent virtual organizations:
each service provider is encapsulated into an agent; the coordination infrastruc-
ture allows the interaction of several (possibly heterogeneous) agents. Services
may be implemented either by traditional programming technologies or by using
knowledge-based systems with automatic reasoning mechanisms. In this way, the
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Fig. 1 Schema of the MeSSyCo system architecture.

MeSSyCo system is able to perform complex tasks such as intelligent resource al-
location (identifying the most suitable resources), distributed service coordination
(answering to complex service requests) and distributed diagnosis (combining hete-
rogeneous knowledge to provide more precise diagnosis).

The MeSSyCo infrastructure is based on ALIAS [1], an extension of logic based
abduction [3] to the multi-agent context. Abduction, a well known automatic hy-
pothetical reasoning mechanisms that allows reasoning in presence of incomplete
knowledge, is suitable for medical diagnosis since, given a set of symptoms, it can
produce a set of plausible diagnosis for them.

In a real medical scenario, diagnosis should be further improved by considering
probabilistic reasoning (see for example [6]). Merging such reasoning approach with
the abductive one, make possible to associate a probability value to each plausible
diagnosis and thus to identify the most realistic one.

To this purpose, in this paper we present a system that integrates the Probabilistic
Horn Abduction (PHA) formalism [8], a well known approach particularly suited for
medical diagnosis, with the coordination mechanisms provided by ALIAS.

2 The MeSSyCo Architecture

MeSSyCo can be considered a JADE [4] implementation of ALIAS [1] with some
extensions regarding the distributed probabilistic reasoning and the identification of
most appropriate service provider among the available ones. Its architecture, shown
in Figure 1, is characterized by two kind of agents: the application agents and the
system agents.

Each entity providing services within an organization is modeled by an applica-
tion agent (shown in Figure 1 as Ag1, Ag2) which provides several services. Each
application agent contains a reasoning module, described in Section 3, which stores
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the knowledge used to provide each agent service. This knowledge may be elici-
ted, for example, from clinician interviews or medical literature. It is also necessary
to express how these entities interact with the others in order to accomplish their
objectives.

System agents, shown in Figure 1, implement the services necessary to the cor-
rect functioning of the whole system. The Broker agent is an extension of the FIPA
[2] Directory Facilitator agent, whose role is to identify, upon request, the most sui-
table agents that match with given requirements (specified in the request). Agents
using the Distributed Probabilistic Horn Abduction (DPHA) reasoning methodo-
logy (described in Section 3), register their services into a dedicated broker named
ProxyPha, that is the gateway between the non-DPHA agent and the DPHA agents.
The PatientActor agent is a prototype agent able to retrieve information about a
patient. The WebProxy agent allows secure access to MeSSyCo services.

3 Distributed Probabilistic Horn Abduction

In MeSSyCo we use a mix of abduction [3] and probabilistic reasoning for per-
forming distributed diagnosis and selecting the “best” diagnosis among the set of
plausible ones. The possibility of merging logical and probabilistic notions of evi-
dential reasoning in a unifying computational framework based on abduction has
been the subject of several works in literature.

A framework for merging abduction and probabilistic reasoning, has been propo-
sed by Poole and named Probabilistic Horn abduction (PHA) [8]. This framework
uses Horn-clauses with probabilities associated with hypotheses (abducibles) and
incorporates assumptions about the rule base and independence assumptions among
hypotheses. The language is that of pure Prolog with special disjoint declarations
that specify a set of disjoint hypotheses with associated “a priori” probabilities. If
∆ is the set of minimal explanations ei of conjunction of atoms g from theory T H,
we have that the probability of g is the sum of the probabilities of the ei in ∆ . If
{h1, ...,hn} are the hypotheses hi in a minimal explanation ei, then the probability of
ei is the product of the probabilities of the hi in ei. Poole showed how PHA can re-
present a discrete Bayesian network and how, given a set of evidences, it is possible
to compute the “a posteriori” probability of the abducibles.

Starting from PHA and ALIAS, in MeSSyCo we defined the Distributed Proba-
bilistic Horn Abduction (DPHA). The novelty is, with respect to Poole’s work, that
we coordinate several PHA agents, each enclosing its own knowledge base (KB).
The goal of DPHA is to use these KBs in order to perform a probabilistic evalua-
tion similar to the one achievable by a single agent with a complete KB. The agent
KB contains: a set of rules describing relations among domain variables; a set of
disjoint clauses describing the “a priori” probabilities of the abducibles and the
probabilistic relations among domain variables.

The result of the execution of a DPHA service S is a set of N Plausible Set of
Conclusions (PSCk) {PSC1, . . . ,PSCk, . . . ,PSCN} where each PSCk is expressed by
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([ [Ck1, p(Ck1)], . . . , [CkMk , p(CkMk)] ], p(pathk), bunchk), where Cki is a conclusion
(e.g. a pathology); p(Cki) is the “a priori” probabilities associated to the Cki conclu-
sion; p(pathk) is the probability associated to the reasoning path followed to obtain
the PSCk; bunchk is the set of agents who have collaborated to define PSCk .

In the case of diagnosis, a conclusion (i.e., an abducible), represents a single
pathology that may explain (possibly in combination with other pathologies) one or
more symptoms. The probability associated with the query and with each PSC is
computed in the same way proposed by Poole in PHA.

Suppose to have a Bayesian network which describes the relation among two
abducibles, Tuberculosis (tub) and Bronchitis (bro), and one symptom, Dyspnoea
(dys). This Bayesian network is represented in the DPHA KB of an agent ag as:

disjoint([ tub(y):0.4, tub(n):0.6 ]).
disjoint([ bro(y):0.3, bro(n):0.7 ]).
disjoint([c_dys(y,y,y):0.95, c_dys(n,y,y):0.05 ]).
disjoint([c_dys(y,y,n):0.85, c_dys(n,y,n):0.15 ]).
disjoint([c_dys(y,n,y):0.65, c_dys(n,n,y):0.35 ]).
disjoint([c_dys(y,n,n):0.05, c_dys(n,n,n):0.95 ]).
dys(Vd) <- tub(Vt),bro(Vb),c_dys(Vd,Vt, Vb)

If an agent asks ag to explain dyspnoea dis(y), ag provides a set of four PSCs.
The first explanation is {(tub(y),0.4),(bro(y),0.3),(c dys(y,y,y),0.95)} and it is
transformed in: PSC1 = ([ [(tub(y),0.4], [bro(y),0.3] ], 0.95, ag). The “a posteriori”
probability of the tub(y) can be computed subdividing the probabilities of the PSCs
containing the tub(y) abducibles with the sum of the probabilities of all the PSCs.

4 MeSSyCo Coordination Language

The MeSSyCo Coordination Language (MCL), derived from the coordination lan-
guage described in [5], is used by agents to interact with other agents. As in ALIAS,
coordination among agents is expressed in MCL using two composition operators:
the collaborative operator # and the competitive operator (;). MCL language pro-
vides also a communication operator (>) that is used to submit queries to other
agents. Competition is used when the same medical service can be provided by se-
veral agents whereas collaboration is used when a set of required services could not
be provided by a single agent.

The query A0 : A1 > (G1,ServiceSupplyType1, InitCond1,Abdin1) expresses
that A0 asks A1 to solve G1, considering the prior knowledge InitCond1, the ab-
ducibles contained in Abdin1, the modality specified in ServiceSupplyType1; if G1
succeeds in A1, N (N > 0) Plausible Sets of Conclusions PSC1i(i ∈ [1, . . . ,N]), con-
sistent in the bunch {A0,A1}, could be obtained for G1.

A MCL collaborative query q formulated by A0 for service G1 provided by A1
and service G2 provided by A2 uses the collaborative operator # between the two
distinct service requests. The result is a set of PSCs of the agent bunch {A0,A1,A2},
obtained computing the Cartesian product of the agent solutions. Each PSCk is ob-
tained making the union of the abducibles in PSC1i and in PSC2i: if they contains
the same abducible but with a different value of the associated variable, for exam-
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ple con(y) and con(n), PSCk is inconsistent and deleted; if they contain the same
abducible with the same value of the associated variable, in PSCk we associate to
it a probability that is the average of its probabilities in PSC1i and PSC2i. The pro-
bability associated to the reasoning path of PSCk is obtained computing the product
of the probability of the one of PSC1i with the one of PSC2i. The bunch of PSCk is
{A0,A1,A2}.

In the competitive query, A0 asks the service G to A1 and A2 by using the ;
operator. The resulting set PSCq contains all the PSC for G, obtained joining both
the PSC1i of the bunch {A0,A1} the PSC2 j of the bunch {A0,A2}. If both A1 and
A2 fail, the competitive query fails.

5 Conclusion and Future Works

In this paper we focused on the definition and development of a multi-agent architec-
ture for the management of heterogeneous medical services which uses abduction
enriched with probabilistic notions to express agent reasoning in the case of dia-
gnosis and also to manage the coordination between different agents. The resulting
coordination framework, named Distributed Probabilistic Horn Abduction (DPHA),
is able to join the results of distinct agent services into a unique abductive answer.

In the future, we plan to complete the MeSSyCo implementation, facing other
important aspects related to the medical application field like data security and ex-
periment it in real world scenario.
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A New Learning Algorithm for Neural Networks with 
Integer Weights and Quantized Non-linear Activation 
Functions 

1 2 3

Abstract The hardware implementation of neural networks is a fascinating area of research 
with for reaching applications. However, the real weights and non-linear activation function 
are not suited for hardware implementation. A new learning algorithm, which trains neural 
networks with integer weights and excludes derivatives from the training process, is 
presented in this paper. The performance of this procedure was evaluated by comparing to 
multi-threshold method and continuous discrete learning method on XOR and function 
approximation problems, and the simulation results show the new learning method 
outperforms the other two greatly in convergence and generalization. 

1 Introduction  

In recent years, Feedforward Neural Networks (FNNs) have been widely used in 
the areas of pattern recognition, signal processing, time series analysis, and many 
others. Most of these applications need to be implemented with monolithic 
integrated circuit or digital signal processor (DSP) in real word. However, the 
mapping of resultant networks onto fast, compact, and reliable hardware is a 
difficult task. The problem is that the conventional multilayer FNNs, which have 
continuous weights, are expensive to store weights and implement calculation in 
digital hardware. FNNs with integer weights are easier and less expensive to 
implement in electronics and the storage of the integer weights is much easier to 
be achieved. The training algorithm in this paper proposes an effective solution for 
hardware implementation of small-scale FNNs. 

There have been some researches focusing on this area. A multiple-threshold 
method (MTM) has been proposed for generating discrete-weight FNNs 
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(CHIEUEH et al., 1988; WOODLAND, 1989). In this simple method, the 
continuous weights of a fully trained FNN are quantized into discrete valued 
weights using a nonlinear function (usually a multiple-threshold). The continuous 

strategy. In this method, a trained continuous weight network is quantized. The 
errors obtained from the discrete network are back-propagated through the 
continuous network and then trained again. This cycle repeats until the network 
converges. 

Unfortunately, all methods above are unable to discretize the non-linear 
activation function as a look-up table in training process since they are based on 
the BP algorithm which needs derivatives of the activation function. 

Our main result is a new learning algorithm called optimum descent point 
learning method (ODPLM), which trains FNNs with integer weights and 
excluding derivatives of the activation function. 

The remainder of this paper is divided into three sections. The first one 
proposes the new learning algorithm. The second section presents experiments and 
computer simulation results. The last section presents our conclusion and 
discussion. 

2 Optimum Descent Point Learning Method  

ODPLM falls under the category of performing learning, in which the network 
parameters are adjusted to optimize the performance of the network. The error 
function E(X) is always used to measure the performance of a network 
quantitatively, and the form of error function is 
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where X  is the matrix of 
network weights and 
biases, Ep is the sum of 
the mean squares of 
errors associated with 
the pattern p, dpi is the 
desired response of an 
output neuron at the 
input pattern p, ypi is the 
response of an output 
neuron at the input 
patter p. 

 

Figure. 1. A performance surface with minimal point (0,0) 

The purpose of 
ODPLM is to search the point with the smallest error function in the parameter 
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discrete learning method (CDLM) (E. Fiesler et al., 1990) follows a more fruitful 
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space which has been 
discretized and confined 
to integers. The 
searching process is 
iterative. We begin from 
initial guess with 
integers, X0, and then 
search the optimum 
neighbour which has the 
smallest error function 
among all neighbours as 
the next guess Xk+1. A 
neighbour of Xk is 
defined as 

 

Figure. 2. The contour lines of fig. 1 

n
ik

i
k ipXX 3                                 (2) 

where n is the size of matrix Xk, and pi is a matrix composed of n elements in the 
set {-1, 0, 1}. All optimum points at each stage construct a path in the discretized 
space, along which the error function descends steepest. 

The size of searching space is 3n if we want to exhaust all combinatorial 
possibilities of n elements of pi.  Since the qualities of the final weights are 
focused on more than the efficiency of a method for off-line training, the 
exhaustive method is used to search the optimum neighbour for small-scale neural 
networks, and a further discussion for dealing with large-scale networks is 
presented in the fourth section. 

Figure. 1 shows a performance surface with minimal point (0, 0), and fig. 2 
shows the contour lines of fig. 1. When Xk is at the point (3, 3) in fig. 2, points (2, 
4), (3, 4), (4, 4), (2, 3), (3, 3), (4, 3), (2, 2), (3, 2), (4, 2) are its neighbours. The 
point (2, 2) is selected as Xk+1 since its error function is smallest among eight 
neighbours. Similarly, the point (1, 1) will be selected as the next optimum point 
after the point (2, 2), and the process continues until reaches at the minimum point 
(0, 0). 

The activation function can be quantised as a look-up table in training process 
since OPDLM do not need derivatives. This eliminates the new inaccuracy 
resulted from the limited size of the look-up table when the fully trained network 
with integer weights is implemented by hardware. 

Algorithm 1: <Optimum descent point learning method>
Step1:

Quantise continuous weights space.
Step2:

Quantise non-linear activation functions as a look-up 
table.

Step3:
      Intialize the FNNs with integer weights denoted by Xk.
While (e > Eallowed)
    Calculate the error functions of all neighbours of Xk

    with  exhaustive search 
    choose the neighbour with the minimal error function as Xk+1

    if(E(Xk+1) > E(Xk))
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the process has been stuck in local minimum, therefore it
should be terminated and make a fresh start with a new set 
of initial weights.

      Break 
    End if 
End While 

The classical learning test problem – the approximation of a sine curve function – 
has been used for testing the functionality. The reported parameters in the Tables 
for simulations that have reached solution are: min the minimum number of 
iterations, mean the mean number of iterations, max the maximum number of 
iterations, time the mean time of successful training processes, succ. simulations 
succeeded out of ten.  

Table 1. Software simulation results on the approximation of the function f(x) 

 MTM CDLM ODPLM 

min 
max 
mean 
time 
succ. 

3185 
8461 
6807 

4 
0% 

8623 
23824 
11694 

20 
40% 

6 
14 
11 
420 

100% 

Let’s assume that we want 
to approximate the following 
functions: 

 

ODPLM on the approximation of f(x) 

)2sin()( xexf x ,                                          

and the training set is obtained 
by sampling the function at the 
points x = 0, 0.1, 0.2, …, 0.9, 
1. (There are total of 11 
input/target pairs.) To 
approximate this function we 
will use a 1-4-1 network, 
where the activation function 
for the first layer is log-
sigmoid and the activation 
function for the second layer is linear. The allowed error function is 0.01; the 
range of initial weights is (-10, 10); the learning rate is 0.1. 

The convergence performance of MTM, CDLM, and ODPLM on function 
approximation problems is shown in table 1. From the tables, we can see that 
ODPLM outperforms MTM and CDLM greatly in the successful training number 
out of ten.  In addition, the epochs of ODPLM for each process are far less than 
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3 Functionality Tests  

Figure. 3. Generalization of the network trained by 
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the other two. However, ODPLM requires a long computational time for each 
epoch, so the total running time is longer than the others.  

Figure 3 presents the generalization of the best networks trained by ODPLM, in 
the figure the point-dotted line represents the responses of neural networks with 
discrete sigmoid function which has been quantised as a 50-size look-up table.  

A new learning algorithm ODPLM is presented in this paper, which trains the 
FNNs with integer weights and quantized activation functions. In the algorithm, 
non-linear activation functions have been already quantized in training process, 
therefore the inaccuracy will not increase in hardware implementation. The 
simulation results show the new learning algorithm works better than the CDLM 
and the multi-threshold method in terms of convergence and generalization. 
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Neural Recognition of Minerals 

Abstract: The design of a neural network is presented for the recognition of six 
kinds of minerals (chalcopyrite, chalcosine, covelline, bornite, pyrite, and ener-
gite) and to determine the percentage of these minerals from a digitized image of a 
rock sample. The input to the neural network corresponds to the histogram of the 
region of interest selected by the user from the image that it is desired to recog-
nize, which is processed by the neural network, identifying one of the six minerals 

lected from digitized photographs of mineral samples. The recognition of the dif-
ferent types of minerals in the samples was tested with 240 photographs that were 

to train the network were recognized correctly in the percentage mode. Of the new 
images, the network was capable of recognizing correctly 91% of the samples. 

1. Introduction 

Chile is privileged in terms of rich mineral resources, particularly copper ores. 
One of the most important activities carried out by copper mining companies is 
prospecting for ores. Mining prospection requires a substantial amount of econom-
ic resources to determine the feasibility of going into a large investment to operate 
a mine. Prospecting consists in sampling rocks from different areas and determin-
ing the ore grade existing in those lands. To determine the grade of an ore the 
composition of the minerals present in the samples must be studied. 

The procedure used to recognize minerals takes place by getting information on 
the different minerals that make up a rock. From these rocks obtained from the 
land that is being prospected, polished samples a quarter of an inch thick are pre-
pared. Polishing of the samples provides smooth surfaces for analysis under a mi-
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learned. The network’ s training process took place with 160 regions of interest se-

not used in the network’ s training. The results showed that 97% of the images used 



croscope. The polished sample, which is called a briquette, is placed over a grid 
as a way to discretize the image under the microscope. In this way an expert quan-
tifies the number of points covered or occupied by each grain of each mineral ex-
isting in the briquette to determine the percentage of that mineral in the sample. A 
grain is a section of the sample that contains a given mineral, and it is identified 
by the expert by referring to the visual characteristics of each mineral. 

Both the process of recognition as well as the determination of the percentage 
is extremely slow and error-prone because of the excessive dependence on the at-
tention of the expert in charge of the detection and counting of the points. An ex-
pert takes about 15 minutes to determine the total percentage of each mineral in a 
briquette. 

In the literature there are applications for the automatic identification of miner-
als by different techniques. In [1] a digital image processing and texture analysis 
technique is shown for recognizing six kinds of rocks, with results showing 89% 
of correct recognition of 58 photographs. In [2] there is an automatic classification 
of the shape of graphite particles in cast iron. In [3] traditional multivariate statis-
tical methods and extensions to address the problem of classifying minerals com-
mon in siliciclastic and carbonate rocks are applied. Other techniques like genetic 
programming have been developed in [4] to recognize mineral grains. 

The classical algorithms are a viable alternative [5], however considering the 
associative processing implied in the use of neural engineering leads to fast and 
reliable automatic results. On the other hand, it contributes a practical application 
alternative to this important field of ore prospecting in Chile.  

Section 2 details the problem and the design of the neural network (NN) to 
solve it; the process and the algorithms implemented are presented in section 3; 
section 4 shows the results obtained; and finally the conclusions are presented. 

2. Analysis of the Problem and the Proposed Solution 

In the first place it must be stated that the problem put forth is divided into two re-
levant areas: a) Recognition of the mineral; and b) counting points in the area as-
sociated with each grain, with the purpose of determining its percentage presence 
in the sample. 

each mineral, the learning process was started by training the NN with the pre-
viously digitized input patterns. The final product is a system that is capable of re-
cognizing the mineral by inspection of the digitized image of a briquette. The in-
put consists in the selection by the user of a region of interest (ROI) in the 
briquette, and the output is the identification of the mineral. Another alternative of 
the system is to select the Percentages option, which makes possible an exhaus-
tive inspection of the whole image to determine the total amount of the mineral in 
the image (as a percentage). 
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In order to design the NN’ s architecture to identify the patterns associated with 



It should be pointed out that to determine the copper grade, according to the 
experts it is enough to consider the presence of six minerals that contain the cop-
per: chalcopyrite, chalcosine, covelline, bornite, pyrite and energite. For that rea-
son the NN was trained to recognize the patterns of those six minerals. 

Under constant data capture conditions it can be stated that one of the 6 miner-
als studied in a digitized sample has similar texture in different samples. Based on 

ponds to the counting of the number of pixels classified according to its color lev-

their characteristic histograms. After analyzing the characteristics of the 6 miner-
als that contain copper, it was considered possible to compress the histogram to 23 
intensities, which are sufficient to distinguish the minerals. 

The learning process took place through a backpropagation NN, based on the 
histogram of a ROI of 15x15 pixels of the image, and identifying that ROI with a 
given mineral. After determining the number of neurons in the hidden layer using 
the process indicated in [6], the NN had the following characteristics: 
• 23 input units corresponding to the intensities of the histogram; 
• a 13-unit hidden layer; and 
• a 7-unit output layer, one to identify each mineral and another one for an un-

recognized mineral. 
The state of an output neuron j in layer s is given by Eq. 1. The input histogram 

is mapped in the [0,1] interval, which corresponds to the highest sensitivity region 
of the transfer function f(z). 
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 is the connection weight from neuron i in layer s-1 to neuron j in layer s. The 

weights are fitted iteratively as shown in Eq. 2. 
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ε j
s  measure of local error in neuron j of layer s, ε

s
 learning coefficient of layer 

s and α
s  momentum coefficient. 

To determine the number of neurons in the hidden layer, successive trainings 
were carried out gradually increasing the number of neurons in the hidden layer, 
according to the process indicated in [6]. The best results after this fit were ob-
tained with 13 neurons in the hidden layer, with the following parameters: 
ε

1 0 4= . ; ε
2 0 4= . ; α

1 0 8= . ; α
2 0 8= . ; number of training cycles: 60,000; and 

the learning coefficient was decreased 10% every 10,000 cycles. 
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el. The NN’ s architecture must be capable of learning these textures by classifying 

this, the NN’ s input is a histogram of the ROI of the digitized image that corres-



3. Mineral Recognition Process per Rectangle 

In the recognition process a method of selecting the ROI was implemented in 
which the expert selects a rectangle of variable size of the image using the mouse, 
and then applies the procedure detailed below. 
a. The histogram of the selected ROI is generated with 256 values. 
b. The 256 values are transformed into an interval of 22 (interval 23 is set at 0), 

to generate the input to the NN. 
c. The size of the selected ROI is normalized at the standard size through which 

the NN learned (15x15 pixels). This normalization is linear, leaving the result 
in a vector with 23 values which is passing by for the NN. 

d. Every value of this vector is normalized again because it must be in the [0,1] 
range to be able to go into the backpropagation NN. 

e. Finally, the input vector to the NN is available and it is processed by means of 
the propagation algorithm, getting the result in the output vector. 

f. Six of the 7 output units represent a mineral. If there is an excited neuron 
above the value 0.6 (determined by the expert), then it is highly probable that 
the selected ROI is that mineral. If no neuron reaches the threshold, the sam-
ple is not sufficiently clear, and the background neuron is excited (Table 1). 

Table 1. Minerals for determining the copper grade 

Output Mineral 
oi[0] Chalcopyrite 
oi[1] Chalcosine 
oi[2] Covelline 
oi[3] Bornite 
oi[4] Pyrite 
oi[5] Energite 
oi[6] Background 

The recognition process by percentage carries out an exhaustive coverage of the 
image, scanning it totally through two cycles in which it considers the size of the 
ROI selected by the expert (for this case it was 5). The result is found as the 
amount of ith mineral was recognized. 

4. Results 

The NN implemented was trained with 160 digitized photographs of samples ob-
tained directly from the prospected land. Those 160 photographs analyzed by the 
expert allowed the NN to be trained. To evaluate the recognition of the different 
types of minerals in the samples, a test was made with 240 photographs that were 
not used in the training of the NN. The results showed that 97% of the images 
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used to train the NN were recognized correctly in the percentage mode. Of the 
new images submitted to the NN, it was capable of recognizing correctly 91% of 
the samples. 

The problems of poor classification can be attributed to the fact that some ROI 
of the images show superposition of two or more minerals, making the histograms 
unclear. This problem can be solved using a smaller window. 

Every mineral sample in which the expert must determine the percentage of the 
minerals takes about 15 minutes per briquette. The photographs of the 400 bri-
quettes mean 100 hours of work, and considering 8 hours per workday, they re-
quire 12.5 days from the expert. The automatic recognition of the 400 photographs 
takes less than 20 minutes, which is a substantial improvement in the time used for 
this process of recognition. 

5. Conclusions 

work described here allows a satisfactory automation of the process of mineral 
recognition for the problem of prospecting for copper ores. 

In the mineral recognition mode the system is simple to use. It is only required 
to select the ROI that it is desired to recognize, and the system indicates the degree 
of certainty of the recognized mineral. 

In the percentage mode, the automatic system described showed to be reliable 
in a high percentage of correct recognition (93%) and fast when compared with 
the time taken by an expert for that work. 
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Bayesian Networks Optimization Based on Induction 
Learning Techniques 
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Abstract Obtaining a bayesian network from data is a learning process that is divided in 
two steps: structural learning and parametric learning. In this paper, we define an automatic 
learning method that optimizes the bayesian networks applied to classification, using a 
hybrid method of learning that combines the advantages of the induction techniques of the 
decision trees with those of the bayesian networks. 

1 Introduction  

Data mining tasks can be classified in two categories: descriptive data mining and 
predictive data mining; some of the most common techniques of data mining are 
the decision trees (TDIDT), the production rules and neuronal networks. On the 
other hand, an important aspect in the inductive learning, is to obtain the 
dependency data between the variables involved in the phenomenon, in the 
systems where it is desired to predict the behavior of some unknown variables 
based on certain known variables, a representation of the knowledge that is able to 
capture this information on the dependencies between the variables is the bayesian 
networks [1]. A bayesian network is a directed acyclic graph in which each node 
represents a variable and each arc a probabilistic dependency, in which specifies 
the conditional probability of each variable given its parents; the variable at which 
it points the arc is dependent (cause-effect) of the variable in the origin of this one. 
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Obtaining a bayesian network from data is a learning process that is divided in two 
phases: the structural learning and the parametric learning. First of them, consists 
of obtaining the structure of the bayesian network, that means, the relations of 
dependency and independence between the involved variables. The second phase 
has the purpose to obtain the a priori and conditional probabilities from a given 
structure. Some characteristics of the bayesian networks are that they allow to 
learn dependency and causality relations, they allow to combine knowledge with 
data [2] and they can handle incomplete data [1] [3]. The bayesian networks can 
make the classification task -a particular case of prediction- that it is characterized 
to have a single variable of the database (class) that is desired to predict, whereas 
all the others are the data evidence of the case that is desired to classify. A great 
amount of variables in the database can exist; some of them directly related to the 
class variable but also other variables that have not direct influence on the class. In 
this work, a method of automatic learning is defined that helps in the pre-selection 
of variables, optimizing the configuration of the bayesian networks in 
classification problems. 

2 Proposed hybrid learning method 

We propose a hybrid learning method that combines the advantages of the 
induction decision trees techniques with those of the bayesian networks. For it, we 
integrate to the process of structural and parametric learning of the bayesian 
networks, a previous process of pre-selection of variables. In this process, it is 
chosen from all the variables of the domain, a subgroup with the purpose of 
generating the bayesian network for the particular task of classification and this 
way, optimizing the performance and improving the predictive capacity of the 
network. The method for structural learning of bayesian networks is based on the 
algorithm developed by Chow and Liu to approximate a probability distribution 
by a product of probabilities of second order, which corresponds to a tree. The 
joint probability of variables can be represented like: 
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where Xj(i) is the cause or parent of Xi. Consider the problem like one of 
optimization and it is desired to obtain the structure of the tree that comes near 
more to the “real” distribution. A measurement of the difference of information 
between the real distribution (P) and the approximate one (P*) is used: 
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Then the objective is to minimize I. A function based on the mutual 
information between pairs of variables is defined as: 
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jijijiji XPXPXXPXXPXXI ))()(/),(log(),(),(

 
(3) 

440 Paola Britos et al.



Bayesian Networks Optimization Based on Induction Learning Techniques 

 
In this context, to find the more similar tree is equivalent to find the tree with 

greater weight. Based on that, the algorithm to determine the optimal bayesian 
network from data is shown on table 1. 

Table 1. Algorithm to determine the optimal bayesian network 

1. Calculate the mutual information between all the pairs of variables (n(n-1)/2). 
2. Sort the mutual information in descendent order. 
3. Select the arc of greater value as the initial tree. 
4. Add the next arc while it does not form cycles. If it is thus, reject. 
5. Repeat (4) until all the variables are included (n - 1 arcs). 

 
Rebane and Pearl (1989) extended the algorithm of Chow and Liu for poly-

trees. In this case, the joint probability is: 
n

i
ijmijiji XXXXPXP

1
)()(2)(1 ),...,,()(

 
 

 
(4) 

where {Xj1(i), Xj2(i),…, Xjm(i)}  is the set of parents for the variable Xi. In order 
to compare the results obtained when applying the complete bayesian networks 
(RB-Complete) and the preprocessed bayesian networks with induction algorithms 
C4.5 (RB-C4.5), we used the databases “Cancer” and “Cardiology” obtained at the 
Irving Repository of Machine Learning databases of the University of California 
[4]. Table 2 summarizes these databases in terms of amount of cases, classes, 
variables (excluding the classes), as well as the amount of resulting variables of 
the preprocessing with the induction algorithm C4.5.  

Table 2. Databases description 

Database Variables Variables C4.5 Classes Control cases Validation cases Total cases 

Cancer 9 6 2 500 199 699 

Cardiology 6 4 2 64 31 95 

 
The algorithm used to carry out the experiments with each one of the evaluated 

databases, is detailed in table 3. The step (1) of the algorithm makes reference to 
the division of the database in the control and the validation ones. In most cases, 
the databases obtained from the mentioned repositories were already divided. For 
the pre-selection of variables by the induction algorithms C4.5 of the step (2), we 
introduced each one of the control databases in a decision trees TDIDT generating 
system. From there, we obtained the decision trees that represent each one of the 
analyzed domains. The variables that integrate this representation perform the 
subgroup that was considered for the learning of the preprocessed bayesian 
networks. Next (3) a ten iteration process begins, in each one of these iterations 
processed 10%, 20%, 100% of the control database for the networks structural and 
parametric learning. The objective of the repetitive structure of the step (3.1) is to 
minimize the accidental results that do not correspond with the reality of the 
model in study. 
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Table 3. Algorithm used to carry out the experiments 

1. Divide the database in two. One of control or training (approximately 2/3 of 
the total database) and the another one of validation (with the remaining 
data) 

2. Process the control database with the induction algorithm C4.5 to obtain the 
subgroup of variables that will conform the RB-C4.5 

3. Repeat for 10%, 20%, …, 100% of the control database 
3.1. Repeat 30 times, by each iteration 

3.1.1. Take randomly X% from the control database according to the 
percentage that corresponds to the iteration 

3.1.2. With that subgroup of cases of the control database, make the 
structural and parametric learning of RB-Complete and the RB- C4.5 

3.1.3. Evaluate the predictive power of both networks using the validation 
database 

3.2. Calculate the average predictive power (from the 30 iterations) 
4. Graph the predictive power of both networks (RB-Complete and RB-C4.5) based on 

the cases of training 

 
It is managed to minimize this effect, taking different data samples and average 

the obtained values. In the steps (3.1.x) it is made the structural and parametric 
learning of the RB-Complete and the RB-C4.5 from the subgroup of the control 
database (both networks are obtained from the same subgroup of data). Once 
obtained the network, it is come to evaluate the predictive capacity with the 
validation databases. This database is scan and for each row, all the evidence 
variables are instantiated and it is analyzed if the inferred class by the network 
corresponds with the indicated one in the file. Since the bayesian network does not 
make excluding classifications (it means that it predicts for each value of the class 
the probability of occurrence), is considered like the inferred class, the class with 
the greater probability. The predictive capacity corresponds to the percentage of 
cases classified correctly respect to the total evaluated cases. In the point (3.2) it is 
calculated the predictive power of the network, dividing the obtained values 
through all the made iterations. Finally, in the step (4) it is come to graph the 
predictive power average of both bayesian networks based on the amount of 
training cases. 

3 Results 

As it can be observed in Figure 1 (“Cancer” domain), the predictive power of the 
RB-C4.5 is superior to the one of RB-Complete throughout all its points. Also, it 
is possible to observe how this predictive capacity is increased, almost always, 
when it takes more cases of training to generate the networks. Finally, it is 
observed that from the 350 cases of training the predictive power of the networks 
become stabilized reaching its maximum level. When analyzing the graph of 
Figure 2 corresponding to the database “Cardiology”, also an improvement on the 
RB-C4.5 can be observed respect to RB-Complete. Although the differences 
between the values obtained with both networks are smaller that in the previous 
case, the hybrid algorithm presents a better approach to the reality that the other 
one.  
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Fig. 1. Results on database “Cancer” Fig. 2. Results on database “Cardiology” 

4 Discussion and Conclusions 

As it is possible to observe, all the graphs that represent the predictive power 
based on the amount of cases of training are increasing. This phenomenon occurs 
independently of the domain of data used and the evaluated method (RB-
Complete or RB-C4.5). Of the analysis of the results obtained in the 
experimentation, we can (experimentally) conclude that the learning hybrid 
method used (RB-C4.5) generates an improvement in the predictive power of the 
network with respect to the obtained one without making the preprocessing of the 
variables (RB-Complete). In another aspect, the RB-C4.5 has a lesser amount of 
variables (or at the most equal) that RB-Complete, this reduction of the amount of 
involved variables produces a simplification of the analyzed domain, which carry 
out two important advantages; first, they facilitate the representation and 
interpretation of the knowledge removing parameters that do not concern on a 
direct way to the objective (classification task). Second, it simplifies and 
optimizes the reasoning task (propagation of the probabilities) which originates 
the improvement of the processing speed. In conclusion, from the obtained 
experimental results, we concluded that the hybrid learning method proposed in 
this paper optimizes the configurations of the bayesian networks in classification 
tasks. 
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Application of Business Intelligence for Business 
Process Management 

1 2 3

Abstract Companies require highly automated business process management (BPM) 
functionality, with the flexibility to incorporate business intelligence (BI) at appropriate 
stages throughout the workflow. Business Activity Monitoring (BAM) unifies these two 
technologies and provides real-time access to critical performance indicators to improve the 
speed and effectiveness of business operations. This paper discusses BPM technologies in 
the context of the supply chain and presents the comprehensive BAM solution that utilizes 
latest BPM, BI and portal technologies in order to enable decision makers to access and 
assimilate the right information to make well-informed, timely decisions. 

Hammer [1] defines a business process as a complete set of end-to-end activities 
that together create value for the customer. Business Process Management (BPM) 
is the ability to orchestrate and control the execution of such processes across 
heterogeneous systems [2]. 

Business Process Management is the next step in a three-tier environment. 
Business logic and business rules, now encapsulated in the business logic tier, is 
extracted from the business logic tier and is presented in a workflow-based 
environment, which shows graphically the different steps of a business process. At 
each node, business rules are used to select the next node and business logic is 
executed. As a consequence, the business rules have become explicit, visible, and 
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rapidly changeable. This allows a company to react more quickly on changes in 
the marketplace where it operates. 

When BPMS (Business Process Management System) is used to solve business 
problems, the processing within those solutions is often a black box, making it 
very difficult for business users and   technical support personnel to get a view 
into what is happening.

On the other hand, Business Intelligence (BI) tools rely on warehouses and data 
marts while event notification packages track business indicators, yet 
little focus on merging data in real-time and from warehouses to track the 

elines, maximize efficiency, and provide decision support data in 
context. This is where Business Activity Monitoring comes in. BAM enables any 
messaging or business process to be fully instrumented, monitored and analyzed in 
terms that any end-user can understand. 

2 Business Activity Monitoring

Most, companies have no active real-time element to their BI systems. The 
consequences are that nothing is helping the business to automatically respond 
immediately when problems occur or opportunities arise. Also, there is no 
automatic notification or flagging of alerts to take action that may avoid 
unnecessary costs, business disruption, operational mistakes and unhappy 
customers in the future. 

Business Activity Monitoring (BAM) is a collection of tools that allow you to 
manage aggregations, alerts, and profiles to monitor relevant business metrics 
(Key Performance Indicators - KPIs). It gives users end-to-end visibility into 
business processes, providing accurate information about the status and results of 
various operations, processes, and transactions so they can address problem areas 
and resolve issues within your business. BAM software products incorporate 
concepts from  and sometimes are built on  ERP, business intelligence,
BPM and enterprise application integration (EAI) software. 

The BAM provides an easy, real-time, transaction-consistent way to monitor 
heterogeneous business applications, and to present data for SQL queries and 
aggregated reports (OLAP). Through queries and aggregations BAM systems can 
include not only the data that is present during the running business process, but 
also the state and the dynamics of the running business process, independent of 
how the business is automated. 

BAM applies operational business intelligence and application integration 
technologies to automated processes to continually refine them based on feedback 
that comes directly from knowledge of operational events [3]. In addition to 
auditing business processes (and business process management systems), BAM 
can send event-driven alerts that can be used to alert decision makers to changes in 
the business that may require action.  
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3 Example of the BPM solution 

The need for automation and interaction of business processes necessitate the use 
of modern technologies for managing business process, trading partner 
relationships and monitoring and analyzing in real-time. For these purposes we 
have designed two specialized web portals - Business Activity Services (BAS) and 
Business Activities Monitoring (BAM) portal. This section presents the basis of 
the comprehensive BPM solution implemented in the automotive company. 

3.1 Business Activity Services 

Business Activity Services (BAS) provides an interaction and collaboration self-
service portal Web site among supply network trading partners. 

BAS provides the infrastructure to capture business user input into a business 
process easily. Then based on the human input, the business process (defined and 
automated as BPMS orchestration) can continue with the subsequent steps in the 
pre-defined workflow. 

BAS web portal architecture consists of the following modules: 
Business User Portal. The self-service Web site that enables business users to 

interact with partners and business processes through familiar metaphors such as 
Mailboxes. 

Trading Partner Management (TPM). A set of interactive tools and forms 
that enable the business user to manage online interactions with trading partners. 
Figure 1 shows web page for Partner Profiles. 

Figure 1 BAS Portal 
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Business Process Configuration. This primarily includes the design and 
programming of the Orchestrations and TPM elements on the BAS site in such a 
way that the business users can interact with them.  

Business User Interaction and Collaboration (with partners and 
processes). As soon as the orchestrations and TPM elements go through the 
configuration process by using the key parameters, the business users can use the 
end-to-end infrastructure to perform the daily interactions with the trading 
partners. 

3.2 BAM portal 

Business users can use BAM portal to gain a real-time holistic view of business 
processes that span heterogeneous applications. 

There are two ways information workers can use BAM to view business 
processes: using the spreadsheet application and through BAM web portal. 

Each view gives a different perspective on a business process. For example, a 
BAM view might provide graphical depictions of per-product sales trends or 
current inventory levels or other key performance indicators. The information in 
these views might be updated every day, every hour, or more frequently.  

Each BAM view relies on one or more BAM activities. A BAM activity 
represents a specific business process, such as handling purchase orders or     
shipping a product, and each one has a defined set of milestones and business data. 
For example, a purchase order activity might have milestones such as Approved, 
Denied, and Delivered along with business data like Customer Name and Product.  

The following list describes how other ways information workers can use BAM 
features [4]:  

View a single activity instance such as a purchase order or loan (process) in 
real-time or as historical data.
Search for activity instances based on their progress or business data 
(Figure 2). 
Browse aggregations (which are key performance indicators) around all the 
business activities that are currently being processed or have already 
happened. 
Navigate to the related activity instances such as shipments associated with 
given purchase order, or the Invoice in which it is included. 

Additionally, it is possible to create different activity-related alerts. Alerts 
allow us to define important events about business processes, such as Key 
Performance Indicators (KPIs) that can be delivered to users on a real-time basis. 
Users subscribe to alerts to receive notification of the business event that the alert 
monitors. There are two types of alerts, aggregate and instance. An aggregate alert 
allows specifying threshold data across a time frame whereas an instance alert is 
based on specific qualifying data points. 
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Figure 2 BAM search interface 

4 Conclusion 

This paper introduced the concept of Business Activity Monitoring and 
highlighted how it can be used to collect real-time information about business 
processes implemented through the BPMS. 

The presented BAM portal provides a rich view into data collected via BAS 
system and enables activity data to be searched and viewed in a variety of ways. 
Because the BAM data is held in database tables and 
information from a variety of tools, including different reporting tools, which can 
produce a highly detailed tracking portal providing very rich business intelligence. 

With BPM and BAM systems in place, all parties in a supply chain network 
can track the real-time flow of goods, money, and information across the network.
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Learning Life Cycle in Autonomous Intelligent Systems 
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Abstract Autonomous Intelligent Systems (AIS) integrate planning, learning, and execution 
in a closed loop, showing an autonomous intelligent behavior. A Learning Life Cycle (LLC) 

Operators, Trained Base Operators and World Interaction Operators. The extension of the 
original architecture to support the new type of operators is presented. 

1 Introduction   

The autonomous intelligent systems (AIS) evolve from initial theories (set of 

must generate theories of how their environment reacts to their actions, and how 
the actions affect the environment. Usually, these learned theories are partial, 
incomplete and incorrect, but they can be used to plan, to further modify those 
theories, or to create new ones. Previous work on machine learning applied to 
problem solving has mainly focused on learning knowledge whose goal was to 
improve the efficiency of the problem solving task [1].  
There is also a current interest in learning state transition probabilities in the 
context of reinforcement learning. However, few researchers have approached the 
generalized operators acquisition problem, described as techniques for 
automatically acquiring generalized descriptions of a domain theory. This issue is 
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crucial when dealing with systems that must autonomously adapt to an unknown 
and dynamic environment. LOPE (Learning by Observation in Planning 
Environments) is an AIS implemented architecture that integrates planning, 
learning, and execution in a closed loop, showing an autonomous intelligent 
behavior [2].  

Learning planning operators (what we will call operators, is also referred to as 
action models within the reinforcement learning community) is achieved by 
observing the consequences of executing planned actions in the environment. In 
order to speed up the convergence, heuristic generalizations of the observations 
have been used. Also, probability distribution estimators have been introduced to 
handle the contradictions among the generated planning operators [3] and how 
sharing among AISs the learned operators improve their behavior [4]. 

As the natural next step, in this paper we recover the AIS general description 
(section 2), we propose the AIS learning life cycle for a community of AISs that 
shares knowledge (section 3) and preliminary conclusions and future research are 
drawn (section 4). 

2 General description of AIS 

One of the main objectives of each LOPE agent is to autonomously learn 
operators (action models) that predict the effects of actions in the environment by 
observing the consequences of those actions. In order to learn those descriptions, it 
is able to plan for achieving self-proposed goals, execute the plans, find out 
incorrect or correct behavior, and learn from the interaction with the environment 
and other agents. Each agent receives perceptions from the environment, called 
situations, applies actions, and learns from its interaction with the outside world 
(environment and other agents). At the beginning, the agent perceives the initial 
situation, and selects a random action to execute in the environment. Then, it loops 
by executing an action, perceiving the resulting situation and utility of the 
situation, learning from observing the effect of applying the action in the 
environment, and planning for further interactions with the environment when the 
previous plan has finished its execution, or the system observes a mismatch 

perceived from the environment. The planner basically does a backward chaining 
search from the initial situation (goal) of the operator with the highest utility in 
order to find a sequence of operators that will lead from the current state to that 
goal. If it succeeds, and the probability of its success is greater than a given bound, 
it executes the plan. If not, it selects the next highest utility operator and searches 
for a plan. This process loops until it finds a plan for any high utility operator. 
More details on how the planner works can be found in [3].  

In this context,  a learned operator O in LOPE [3] is a tuple <C,A,F,P,K,U> 
where: C is the initial situation (conditions), A action to be performed, F final 
situation (post-conditions), P times that the operator Oi was successfully applied 
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(the expected final situation F was obtained), K times that the action A was 
applied to C, U utility level reached applying the action to the initial situation C of 
the operator.  

Based on the LOPE Architecture, an AIS Learning Life Cycle with three learning 
layers is presented: [a] Layer BI (Built-In Operators) is the learning layer where 
the operators are implanted in the LOPE AIS by the AIS programmer, [b] layer  
TB (Trained Base Operators) is the learning layer where the operators are learned 
by training (previously designed by AIS programmer and evolutionary learning  
techniques) and [c] layer WI (World Interaction Operators) is the learning layer 
where the operators are learned by interaction with the part of the world that 
performs the environment of the AIS. The proposed learning life cycle is shown in 
figure 1.  

 

Fig. 1. AIS Learning Life Cycle (LLC) 

Although knowledge sources are different, the sensor system and the learned 

operators by its programmer. These operators represent the basal knowledge that 
allows an initial reactive behavior of the AIS. The operators learned by training 
facilitate the evolution of the knowledge using a reinforcement mechanism of 

and reward have been borrowed from the field of biological reinforcement rather 
than from reinforcement learning. The heuristic-generalization algorithm 
generates a set of new operators according to the generalization heuristics, which 
are incorporated into the set of planning operators. Since the number of operators 
that are created can potentially slow down the performance of the learning and 
planning modules, the system forgets operators with a very low quotient P/K. One 
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3 Proposed AISs Learning Life Cycle 

operator structure is always the same. The AIS “  born”  with the implanted built in 

good operators and the “  punish”  of bad functioning operators. The terms punish 



of the main objectives of each LOPE-LLC (LOPE Learning Life Cycle) AIS is to 
autonomously learn operators (action models) that predict the effects of actions in 
the environment by observing the consequences of those actions. In order to learn 
those descriptions, it is able to plan for achieving self-proposed goals, executes the 
plans, find out incorrect or correct behavior, and learn from initial BI operators, 
reinforced by TB operators creation and evolved by knowledge sharing based WI 
operators from the interaction with the environment and other AISs. In TB 
operators learning each AIS receives perceptions from the environment, called 
situations, applies actions, and learns from its interaction in the designed training. 
The AIS perceives the initial situation based in its BI operators, and selects a 
random action to execute in the environment from its TB operators set. In the WI 
operators learning process use the BI operators and TB operators. Based on the 
three layers (BIO, BTO, WIO) of the LLC  proposed, the AIS evolves by going 
around the stages, born, newbie, trained, mature. Each layer includes the following 

based on the AIS operators according to their plans, [c] Foreseen final Situation, 
[d] Estimate of the AIS operators, [e] Operators sharing with other AISs and [f] 
AIS learning (regularly), [g] Evolution of the AIS into a new stage.  When an AIS 

reaches the Newbie AIS stage and then it goes around the BTO layer learning 
through the training and sharing of the TB and BI operators which allow them to 
reach the Trained AIS stage, finally it goes around the WIO layer, capable to share 

stage. Figure 2 shows a schematic view of the LOPE architecture extended on the 
base of the LLC proposed, which is called LOPE-LLC. 

Fig. 2. Architecture of a group of LOPE –LLC AISs 

LOPE-LLC AISs can be seen sharing its operators through the different layers 
according to their stage (born, newbie, trained, mature). Each of the AISs receives 
as input: situations (perceptions) from the world (environment and AISs); set of 
actions it can perform and Operators. The output of each AIS is a sequence of over 
time actions (for the environment) and regularly, the set of operators it learned 

454 Jorge Ierache et al.

layer moves around this base, sharing its BI operators with other AIS’s, learns and 
is born (initial stage), is provided with programmer’s built-in operators. The BIO 

their BI, BT, WI operators with the rest of the AIS’s reaching the mature AIS 

activities: [a] Initial situation of the world (environment and AIS’s), [b] Actions 
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from the sharing with other AISs, according to the stage it reaches within the LLC 
layers proposed.  

4 Preliminary Conclusions and Future Research 

systems based on three types of learned operators: built in operators, trained based 
operators and world interaction; and how these operators evolves in an 
architecture that learns a model of its environment by observing the effects of 
performing actions on it. The LOPE-LLC AISs autonomously interact with their 
environment and with other AISs with the objective of learning operators based on 
a proposed learning life cycle  that predict, with a given probability estimator, the 
resulting situation of applying an action to another situation.  

With respect to the scalability of the approach, we are now performing 
experiments in a much more complex, noisy, with hidden states, and many AIS 
domain, such as the robosoccer. The performance world is composed by the 

programmed with operators to play the different roles (forward line players, 
midfield players, defenders, goalkeeper). BI operators of the player (AIS), 
resulting from the birth of this one thanks to the programmer’s action, evolve 

allowing the player (AIS) to reach the Newbie stage. BT operators (previously 
designed by AIS programmer and evolutionary learning techniques) make easier 
the (AIS) player’s evolution into the trained stage, after finishing the activities of 
the BTO layer of the LLC. The trained player (AIS) through the WI operators 

player (AIS) stage once the activities of the WIO layer of LLC are finished. We 
believe that through the use of the probabilities estimations, and the heuristic 
generalization of operators, we will be able to cope with the complexity of that 
domain.  
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Environment (soccer field, ball) and the players of both teams (AIS’s), 

while sharing with other players (AIS’s) of their team or other roboccer teams, 

sharing with other players (AIS’s of its team or another team) reaches the mature 

In this paper, we have presented a learning life cycle for autonomous intelligent
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centric applications, where ontology would be useful. This paper addresses the in-
tegration technique of ontologies into an object-oriented scripting language. Our
technique is based on the use of semantic mapping as a unified form of complicated
semantic relations in an ontology system for the class-subclass view of an object-
oriented programming modeling. This enables ordinary programmers to write ontol-
ogy reasoning, such as equivalence and subsumption, without any extended logical
constructors.

1 Introduction
The ontology technology has been widely accepted as an integral part of managing
the semantics of information on the Web and other information centric systems [3].
More recently, with the popularity of the Semantic Web, practical ontology lan-
guages and tools, such as Jena [4], have been developed to share ontology through
the Web. Despite of these growing concerns, there is still a huge difficulty receiving
ontology benefits, especially for most of programmers who are developing web and
information-rich applications where ontology would be potentially helpful.

One considerable reason is that the terminology of ontology is quit different from
that of object-oriented programming languages that today’s developers are very fa-
miliar with. Developers who want to use some APIs in an ontology tool, such as
Jena or Fact++, have to learn about logical constructors to use the existing ontology,
because they are mainly designed for KR experts to build their ontologies.

The purpose of this paper is to present a map-based approach to integrating the
use of ontology into well-known constructors in an object-oriented programming
language. In our approach, concepts and individuals are transparently mapped to
classes and its instances, and semantic reasoning such as equivalence and subsump-
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tion can be operated with new operators === or isa, which would be as friendly as
instanceof. This enables us to write semantic program naturally like:

Medicine m = "Amoxillin";
if(m isa Antibiotics || m === "Penicillin") ..

The strength of our map-based approach is in its ontology-language neutrality.
We use semantic mapping as a unified view to redefine complicated conceptual
relations in an ontology system. This allows us to use any type of classification-
based knowledge as a part of programmed codes without external logical operators.

We will show the map-based integration through our implemented scripting lan-
guage, Konoha1. Section 2 is an introduction of the use of ontologies in Konoha.
In Section 3, we define the semantic mapping that mediates two different worlds:
the ontology and the object-oriented modeling. In Section 4, we will review related
work. In Section 5, we conclude the paper.

2 Use of Ontologies with Konoha
Every programming language has primitive types, such as int and String, which
are used to represent very basic information values. However, they cannot carry
any semantics that identify the concepts of its information. For example, the class
String is available to represent a name of person, email, ISBN, and even an arbitrary
plain text, while it provides no help for identifying the meaning of its represented
string. Konoha allows us to extend primitive types, such as Int, Float, String, by
adding semantic identifiers, URN (Universal Resource Name). The using statement
is newly introduced to add a class to URN-specified semantic constraints.

Here is the first example, where the meaning of Celsius is added into Float.
A new class, named Float::C, is generated as a result, and its instance value is
associted with its semantics through the URN. (Note that, Float::C is a local name
and, in global, the class is identified with URN.)

>>> using Float::C http://unit/Celsius
>>> Float::C t = 20;
>>> t
20[C]
>>> t.class
Float{http://unit/Celsius}

Next, we suppose a vocabulary set, which is used to represent feeling temperature

>>> using String::feel http://vocabulary/FeelTemp
>>> String::feel ft = feel:chilly ;
>>> ft = "hello,world"; (==> InvaidValueException)

The class String::feel is not only semantically annotated, but also constrained in
the range of its instance values. The String::feel allows to take vocabulary strings
that are specified in http://vocabulary/FeelTemp.

1 first prototyped implementation of Konoha is downloadable at
http://konoha.sourceforge.jp/.
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The semantic-extended class, although it is helpful for programmers to remember
its meanings, is still meaningless in machine processing. That is, Konoha is able to
know that Float::C and String::feel are different, but not to know whether 20C is
comfortable” or not. To obtain such a question, a reasoning system will be needed

here.
In Konoha, reasoning is a part of casting/mapping between two classes. If the

programmer wants to know whether 20C is comfortable, he or she can simply write
as follows:

>>> t = 20C;
>>> (String::feel)t
"comfortable"

Konoha has no its own reasoning system. When it recieves a request through the
mapping operation, it poses a map-based query, say, ? : −20C �→ String :: feel for
an external ontology system, which the associated URNs indicate to. Due to the
unified form of querying/answering, there is no additional library to connect the
external system.

3 Bridging Two Worlds
3.1 Class and Concept
The class, in an OO world, and the concept, in the KR world, are very similar, but
they differ in that a class is specified first and its objects are instantiated after the
class definition while individuals exist at first and its concept is reasoned later by
classification.

As our starting point, we have chosen to build the KR concept on top of the
class-first world. That is, all individuals are belonging to one existing concept from
the beginning. Let C be a concept name. We write CI for a set of individuals that
belongs to C. We say t ∈CI if a given t is an instance of C.

Here are examples of defining two concepts AmericanSeason and BritishSea-
son.

AmericanSeasonI = {spring,summer,fall,winter}
BritishSeasonI = {spring,summer,autumn,winter}

These two concepts seem to be very similar, because both of them have the same
individuals, such as spring, summer, and winter. However, by default, we re-
gard these individuals as homonyms, i.e., the same symbols having different mean-
ings. To identify conceptual differences between individuals, we write an instance
C.t for t ∈CI .

3.2 Semantic Mapping
Between two concepts, there is no semantic relation by default. To add semantic
relation, we use semantic mapping, denoted C �→ D.

To begin with, we focus on two instances C.x and D.y. We say C.x �→ D.y if C.x
is interpreted as D.y, the concept of C.x is broader than that of D.y, or, from the
perspective of relative information capacity [6], C.x is more informative than D.y.
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In addition, we say C.x and D.y is semantically equivalent, denoted C.x ≡ D.y, if
and only if C.x �→ D.y and D.y �→C.x.

Next, we will extend the semantic mapping from two indeviduals to two con-
cepts.

Definition 1 (semantic mapping and equivalence)

∀x ∃y C.x �→ D.y
C �→ D ,

C �→ D D �→C
C ≡ D (1)

Note that for simplicity all semantic mappings in this paper are supposed to
be total, although partial mappings would be very common. In practice, we use
null, the null pointer widely used in programming languages, to represent a par-
tial mapping. We say no mapping if C.x �→ null, and we write C ��→ D if for each
x ∈CI C.x �→ D.null. The class C,D are disjoint if C ��→ D and D ��→C.

3.3 Subtyping System
The subtyping system, generally supported in object-oriented programming lan-
guages, allows us to organize classes in a class-subclass manner. We use a partial
order to represent the organized class-subclass relation; we write C ≺ D for the class
declaration.

Konoha has the same grammar and transitivity property with Java for subtyping.

class C extends D {...}
C ≺ D ,

C ≺ D D ≺ E
C ≺ E (2)

3.4 Bridging Ontology
An ontology is a set of structured terms. The structure” is given by mathemati-
cal relations, like C(t) and R(t, t2). which are called respectively concept and role.
Although different class of ontology languages [1] introduce different variation of
roles, from the classification view they comonly provides three types of reasoned
relations.

• (equivalence) C ≡ D,
• (subsumption) C 	 D
• (disjointness) C
D = ⊥

Note that we are interested only in these three relations due to the similarity with
the class-subclass relation in object-oriented programming languages.

Theorem 1. Our concept definition and semantic mapping contain C ≡ D, C 	 D,
and C
D = ⊥.

Proof(sketch). Let ∆ be a finite set of terms in an ontology system. Suppose t ∈∆ .
If a unary relation C(t) is true, then we make a new instance C.t in CI . We always
say C.t ≡ D.t because t is identical on ∆ . On the other hand, C(t) is said to be true
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if C 	 D and D(t) is true. Accordingly, we say C.t �→ D.t for all t that satisfies both
C(t) and C 	 D (, i.e., D(t) is true).

4 Related Work
There is a long history of representing knowledge representation in a LISP-style
syntax. It is not unnatural to combine deductive programming features, such as
Prolog, with such a LISP-style ontology description, or vice versa. More recently,
Go! [2] was designed to integrate an object-oriented prolog with its own ontol-
ogy description. However, the integration of a logic-based programming language
with ontology constructors requires different elaborations. ActiveRDF [7] showed
an ORM-style approach to the integration of RDF with Ruby, where Ruby classes
are generated dynamically by SPARQL queries. This enables us to use RDF/S se-
mantics transparently in Ruby classes. However, their mapping method is so direct
that it cannot map more reasoned relations, such as equivalence and subsumption.

5 Conclusion
Today’s programmers have difficulties using ontology in their information-centric
applications, where ontology would be useful. This paper addressed the map-based
integration of ontologies into an object-oriented scripting language. Our technique is
based on semantic mapping, a unified form of complicated semantic relations in an
ontology system for class-subclass view of an object-oriented programming model-
ing. Using Konoha, we showed a programmer is able to write ontology reasoning,
such as equivalence and subsumption, without any extended logical constructors.
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