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Preface

Behavioral medicine emerged in the 1970s as the interdisciplinary field
concerned with the integration of behavioral, psychosocial, and biomedical
science knowledge relevant to the understanding of health and illness, and the
application of this knowledge to prevention, diagnosis, treatment, and reha-
bilitation. The Academy of Behavioral Medicine Research was founded in
1978 as a forum for established behavioral medicine researchers to exchange
ideas in an informal atmosphere. The discipline has subsequently grown and
evolved substantially. Recent years have witnessed an enormous diversifica-
tion of behavioral medicine, with new sciences (e.g., genetics, life course
epidemiology) and new technologies (e.g., neuroimaging) coming into play.
New health problems have emerged, notably obesity and metabolic disor-
ders, that present fresh challenges to the integration of behavioral sciences
with public health. Traditional areas of behavioral medicine research such
as the influence of psychological factors on physiological responses have
been transformed with measures of intracellular processes, cell signaling
molecules, cardiac morphology, and gene expression. Cardiovascular behav-
ioral medicine and psychoneuroimmunology, the disciplines which underpin
much of the pathophysiological research in behavioral medicine, have con-
verged in the shared exploration of biobehavioral processes across a range of
medical conditions. The field of psychological assessment has benefited from
new techniques such as ecological momentary assessment and item response
theory, while objective methods are being increasingly used in behavioral
assessment. Interventional behavioral medicine has had a new lease on
life with large clinical trials, the use of the Internet and other informa-
tion technologies, and the introduction of the public health perspective into
the individual-level behavioral change tradition. These developments have
obliged practitioners to embrace new statistical and analytic approaches.
Theoretical understanding has developed considerably, with concepts such as
allostatic load, illness representations, and epigenetics enriching the diverse
domains of behavioral medicine. The discipline has also become interna-
tional, with learned societies in more than 20 countries, and high-quality
research laboratories spread throughout the world.

There is a need to bring together these new developments in a com-
pendium of methods and applications. This handbook aims to fill this need by
providing an up to date survey of methods and applications drawn from the
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vi Preface

broad range of behavioral medicine research and practice. The handbook is
divided into 10 sections that address key fields in behavioral medicine, rang-
ing from basic biobehavioral processes, through individual developmental
and socioemotional factors, to public health and clinical trials. Each sec-
tion begins with one or two methodological or conceptual chapters, followed
by contributions that address substantive topics within that field. There are
very few disease-orientated chapters; rather, major health problems such as
cardiovascular disease, cancer, HIV/AIDS, and obesity are explored from
multiple perspectives. Our aim is to present behavioral medicine as an inte-
grative discipline, involving diverse methodologies and research paradigms
that converge on health and well-being.

As an editor, I should like to express my gratitude to the five associate
editors who provided great expertise and support throughout the prepara-
tion of this book, to the assistant editor Lydia Poole for her unstinting work,
and to the many contributors who have enabled the handbook to be com-
pleted in a timely fashion. The editorial team have also greatly benefited
from the wisdom of an advisory group of distinguished members of the
Academy of Behavioral Medicine Research, namely Ronald Glaser (Ohio
State University), Kenneth E. Freedland (Washington University School
of Medicine), Kathleen C. Light (University of Utah), Philip M. McCabe
(University of Miami), and Andrew Baum (University of Texas, Arlington).
Our thanks also go to the editorial and production groups at Springer for their
efficiency and helpfulness during the production process.

London, UK Andrew Steptoe
January 2010
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and Measures



Chapter 1

Social and Environmental Determinants of Health
Behaviors

Verity J. Cleland, Kylie Ball, and David Crawford

1 Introduction

Physical activity and healthy eating behav-
iors have an important role to play in the
prevention of a range of adverse health out-
comes. An extensive body of epidemiological
evidence from large prospective cohort stud-
ies demonstrates that compared with those who
are less physically active, those who are more
active are at lower risk of all-cause mortal-
ity, cardiovascular diseases, stroke, type 2 dia-
betes, obesity, certain cancers (mainly breast
and colon), musculoskeletal conditions, and poor
mental health (US Department of Health and
Human Services, 1996). Similarly, healthy eat-
ing behaviors have consistently been found to
have positive health benefits: high fruit and
vegetable consumption assists in the preven-
tion of ischemic heart disease, obesity, certain
cancers, and, to a lesser extent, stroke; fish
and fish oil consumption is protective against
coronary heart disease; and diets high in fiber
protect against obesity and type 2 diabetes
(World Cancer Research Fund and American
Institute for Cancer Research, 2007; World
Health Organization, 2002). Despite these well-
documented health benefits, a large proportion
of the population living in developed nations

V.J. Cleland (�)
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Deakin University, 221 Burwood Highway, Burwood,
VIC 3125, Australia
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fail to meet physical activity and healthy eating
recommendations.

Given the importance of physical activity and
healthy eating behaviors for health, a number
of countries have developed guidelines aimed
at educating the public about optimal levels
of physical activity and healthy eating pat-
terns. Physical activity and healthy eating guide-
lines tend to be similar in countries such as
the United States (US), Canada, Europe, the
United Kingdom (UK), and Australia. Physical
activity guidelines for adults generally recom-
mend achieving at least 150 min per week
of moderate-intensity activity, and that phys-
ical activity can be accumulated in 10-min
bouts. Recent Physical Activity Guidelines for
Americans suggest that physical activity can
alternatively be accumulated through 75 min
a week of vigorous-intensity aerobic physi-
cal activity, or an equivalent combination of
moderate- and vigorous-intensity aerobic activ-
ity (US Department of Health and Human
Services, 2008). The 2005 Dietary Guidelines
for Americans suggest consuming a variety of
nutrient-dense foods and beverages within and
among the basic food groups, while choosing
foods that limit the intake of saturated and trans
fats, cholesterol, added sugars, salt, and alcohol
(US Department of Health and Human Services,
2005). Dietary Guidelines for Australian Adults
recommend enjoying a wide variety of nutritious
foods (including plenty of vegetables, legumes,
and fruits; wholegrain cereals; lean meat, fish,
and poultry; reduced-fat milks, yoghurts, and
cheeses; and drinking plenty of water) and tak-
ing care to limit saturated fat, moderate total

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_1, 3
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fat, choose low-salt foods, limit alcohol, and
consume only moderate amounts of sugars and
foods containing added sugars (National Health
and Medical Research Council, 2003).

Despite these guidelines, in many developed
countries, a significant proportion of the popu-
lation eats poorly and is not physically active
at levels recommended for good health. It is
important to understand why so many people
fail to meet physical activity and healthy eat-
ing recommendations, in order to inform the
development of effective preventive strategies. A
broad range of determinants of physical activity
and healthy eating behaviors have been iden-
tified. Historically, much research examining
determinants of health behavior, including phys-
ical activity and eating behaviors, has focused on
individual and cognitive factors such as knowl-
edge, motivation, and self-efficacy (described
in Section 2). While selected individual factors
have consistently been shown to be important in
predicting physical activity and/or eating behav-
iors, more recently researchers have begun to
examine the broader social and environmental
contexts in which physical activity and eating
behaviors occur. While research of this nature
is new in its application to understanding phys-
ical activity and eating behaviors, it is not new
in terms of its application to other public health
issues. The classic example, where in 1854 John
Snow removed the handle of the local public
water pump on Broad Street, London, to end a
cholera epidemic, highlights the importance of
structural changes in influencing public health.
A focus on understanding “upstream” determi-
nants, such as social and environmental factors,
of physical activity and eating behaviors may
offer important opportunities for intervention.
However, there are many challenges involved
in the definition, conceptualization, and mea-
surement of environments, which must be con-
sidered when attempting to understand the role
of the environment as a determinant of health
behavior.

While the challenges inherent in investigat-
ing environmental influences on health behav-
ior have been discussed elsewhere (Ball et al,
2006c), their significance warrants mention
here. Defining environments is difficult because

people live and function in multiple contexts or
settings (e.g., family, home, and work environ-
ments) and in multiple geographic areas (e.g.,
streets, neighborhoods, cities). Furthermore,
there are different types of environmental influ-
ences, including factors within the built and
natural environment, the social environment, the
cultural environment, and the policy environ-
ment. Even defining a “neighborhood” environ-
ment, which has often been used as the unit of
study in much of the research on environmental
influences on health behavior, poses unique chal-
lenges. For instance, administratively classified
definitions, such as postal (zip) codes or cen-
sus block areas, may conflict with community
perceptions of what constitutes a neighborhood.
While defining neighborhoods with specificity
to individuals (e.g., a 1 km radius of the home)
may improve the ability to detect associations,
studying environments at such a specific level
can be time- and labor-intensive, and there is
not yet agreement in defining appropriate geo-
graphical boundaries. For example, some studies
have used a range of definitions including 400
m, 800 m, 1 km, 1 m, or 5 km. Another key issue
is identifying which aspects of the environment
to measure from thousands of potential expo-
sure variables. Clear justification based on care-
ful theoretical considerations must be provided
in combination with thoughtful hypotheses, and
consideration of the outcome being measured
and the target group under investigation is
recommended.

For the purposes of this chapter, social deter-
minants are defined as the subjective social
norms, support, and other social influences on
physical activity and eating behaviors (Brug
et al, 2008). Environments are defined here
as the neighborhoods within which individuals,
families, and communities exist, which in the
health behavior literature has typically focused
on aspects of the built environment. This chapter
will focus primarily on the social and envi-
ronmental determinants of physical activity and
eating behaviors using evidence from system-
atic and narrative reviews and original research
studies. It is acknowledged that other social
and environmental influences are likely to be
important in influencing physical activity and
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eating behaviors, but this chapter will focus on
those determinants that have been most compre-
hensively examined in the scientific literature.
Furthermore, because the social and environ-
mental determinants of physical activity and
eating behaviors are likely to be dramatically
different in developing countries, this chapter
is limited to research conducted in developed
nations.

2 Theoretical Frameworks

In attempting to understand the determinants of
physical activity and eating behaviors, theoret-
ical frameworks offer a useful starting point to
conceptualize the multitude of potential determi-
nant factors. Many different theories have been
developed in an attempt to explain behavior, and
these can be broadly classified as intra-personal
theories or inter-personal theories. Intra-personal
theories, such as the health belief model (Becker
and Maiman, 1975) and the theory of planned
behavior (Ajzen, 1985), are primarily concerned
with psychological factors and are based on the
premise that behavior is largely choice-driven by
individuals (see Chapter 2). In contrast, inter-
personal theories, such as social cognitive theory
(Bandura, 1986) and ecological models (Sallis
and Owen, 2002; Stokols, 1992), posit that there
are multiple layers of influence on behavior and
emphasize the role of the broader environment in
enabling or hindering individuals in their efforts
to make healthy choices.

To date, much research on the determinants
of physical activity and eating behavior has been
atheoretical or has been largely driven by intra-
personal theories (Baranowski et al, 1999; Cliska
et al, 2000). This chapter will be based on social–
ecological models because these give consider-
ation to the broader social and environmental
contexts in which physical activity and eating
behaviors occur. Social–ecological models posit
that there are multiple levels of influence, includ-
ing individual factors, social factors, and envi-
ronmental factors, and that these interact with
each other to predict behavior (Fig. 1.1).

Structural/environmental factors

Social/interpersonal
factors

Individual
characteristics

Fig. 1.1 Diagrammatic representation of the social–
ecological model of influences on physical activity and
eating behaviors

3 Social and Environmental
Determinants of Physical Activity

Physical activity comprises a complex set of
behaviors and as a result is difficult to measure.
A detailed discussion of physical activity assess-
ment is provided in Chapter 3, but is described
briefly here. Physical activity can be classified
by its type (e.g., swimming, walking, skiing, ten-
nis, and basketball), intensity (e.g., light, mod-
erate, vigorous), frequency (how many times
per day/week/month/year), duration (how long
per session), and the domain in which it occurs
(e.g., leisure, transport, occupation, domestic).
Self-reported (e.g., surveys and interviews) and
objective (e.g., pedometers and accelerometers)
measures of physical activity each have strengths
and limitations, and a combination of both have
been recommended for use. When consider-
ing the influence of social and environmental
determinants of physical activity, it is impor-
tant to measure context-specific physical activity
behaviors (Brug et al, 2008; Giles-Corti et al,
2005). For instance, when trying to understand
whether the presence of a walking trail influ-
ences physical activity, it may be more important
to assess walking behaviors undertaken during
leisure time, as opposed to a global measure of
physical activity, since the latter may have been
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accumulated in other domains such as at work or
in the home and is hence less likely to be related
to the local presence of a walking trail.

3.1 Social Determinants of Physical
Activity

There are a large number of potential social
determinants of physical activity. This section
focuses on four key social influences commonly
examined in the literature: socioeconomic posi-
tion, social support, personal safety/crime, and
social capital/participation.

3.1.1 Socioeconomic Position

While there is some contention over the most
appropriate indicator of socioeconomic posi-
tion, there is relatively consistent evidence of
a socioeconomic gradient in physical activity,
whereby those experiencing the greatest socioe-
conomic disadvantage are least likely to report
participating in physical activity during their
leisure time. These findings tend to be indepen-
dent of the measure of socioeconomic position
used. A review of 57 studies examining rela-
tionships between socioeconomic position and
physical activity found a socioeconomic gra-
dient in physical activity in 90% of studies
(n = 10) that used social class as the socioe-
conomic position indicator, 61% of studies
(n = 18) that used income as the indicator,
71% that used education (n = 24), 50% that
used an asset-based indicator (n = 2), and 100%
that used an area-based indicator of socioeco-
nomic position (n = 3) (Gidlow et al, 2006). In
the United Kingdom, where social classification
by employment grade is commonly used as an
indicator of socioeconomic position, an exam-
ination of over 10,000 adults involved in the
Whitehall II study found that men and women of
low employment grade had significantly greater
odds of no or low exercise compared with those

of high employment grade, independently of
spousal social class (Bartley et al, 2004).

There is also some evidence of differences
in the barriers to participation in physical
activity according to socioeconomic position.
For instance, a qualitative study conducted in
Australia found that negative early life/family
physical activity experiences and lack of time
due to work commitments were consistent
themes among women of lower socioeconomic
position, but not among those of higher socioe-
conomic position (Ball et al, 2006b). A study in
the United Kingdom of over 6000 adults found
barriers such as lack of motivation, lack of time,
lack of money, and lack of transport to be differ-
entially distributed across different indicators of
socioeconomic position (which included educa-
tion, housing tenure, employment status, house-
hold social class, car ownership, and household
income), with a higher proportion of adults of
lower socioeconomic position identifying bar-
riers to activity than those of higher socioeco-
nomic position (Chinn et al, 1999).

3.1.2 Social Support

Social support is one of the strongest and
most consistent predictors of physical activity
behavior (Sallis and Owen, 1999; Trost et al,
2002). In their systematic review of articles
published between 1998 and 2000, Trost and
colleagues reported that a significant positive
relationship was evident between social sup-
port and physical activity in each of the nine
studies reviewed that included a measure of
social support. Another review of studies pub-
lished between 1980 and 2004 concluded that
there was convincing evidence for a positive
relationship between social support and gen-
eral physical activity, vigorous physical activ-
ity/sports, moderate-to-vigorous physical activ-
ity, and walking (Wendel-Vos et al, 2007). Most
evidence comes from cross-sectional studies, for
example, an Australian study of 1803 adults aged
18–59 years found that perceptions of high social
support for walking in the neighborhood were
associated with an 80% increase in the odds of
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walking for recreation and a 50% increase in the
odds of walking six times per week for at least
30 min each session (Giles-Corti and Donovan,
2002). Little evidence from prospective cohort
studies is available. However, one Danish study
examined changes in physical activity over 6
years among nearly 3000 adults aged 16 years
and older and found in multivariable analyses
that the only significant predictor of moving
from the inactive category at baseline to the
active category at follow-up was regularity of
meeting with family, which may be an indirect
indicator of social support (Zimmermann et al,
2008).

3.1.3 Personal Safety and Crime

The evidence surrounding the associations
between personal safety, crime, and physical
activity is equivocal, with inconsistencies in
findings likely due to substantial differences in
definitions, measures (perceived or objective),
sampling, and the unit of analysis (individual,
neighborhood, or state level) across studies. A
lack of prospective and intervention studies also
limits firm conclusions. A study of an ethni-
cally diverse sample of 2338 urban and rural
older women found no evidence of a relation-
ship between perceived high levels of crime or
lack of a safe place and participation in regu-
lar physical activity (Wilcox et al, 2000), while
a smaller study of 291 adult women of low
socioeconomic position identified no relation-
ship between perceived neighborhood safety and
meeting leisure time physical activity recom-
mendations (Cleland et al, 2010; Epub ahead
of print, Oct 29, DOI:10.1093/her/cyn054 Oct
29, DOI:10.1093/her/cyn054 #1861). In con-
trast, a study of 1659 adults aged 18 years and
over found that lower perceived neighborhood
crime was associated with leisure time physi-
cal activity, particularly activity conducted out-
doors (McGinn et al, 2008). In a sub-sample of
303 participants from the same study, objective
measures of low total crime and low criminal
offences, but not incivilities or traffic offences,
were associated with higher odds of meeting

leisure time physical activity recommendations,
particularly outdoor physical activity.

3.1.4 Social Capital

Social capital has been defined as those features
of social relationships, such as inter-personal
trust, social participation, group membership,
and norms of reciprocity, that facilitate col-
lective action and cooperation for mutual ben-
efit (Kawachi, 1999). While there is debate
over whether social capital should be opera-
tionalized at the individual or community level
(Putnam, 2000; Rose, 2000; Veenstra, 2000),
it has been argued that a multilevel analytical
approach is most appropriate because social cap-
ital may influence health at both levels (Kawachi
et al, 2004). Although a number of studies
have assessed relations between social capital
and health outcomes, fewer have examined the
association between social capital and physical
activity.

Despite difficulties in conceptualizing and
measuring social capital, of those studies that
have examined relations with physical activity,
findings have tended to suggest a positive asso-
ciation. For instance, a study of 11,837 Swedish
adults found that those reporting lower levels
of social participation had significantly higher
odds of low leisure time physical activity, and
social participation explained most of the associ-
ation observed between socioeconomic position
and leisure time physical activity (Lindstrom
et al, 2001). A multilevel analysis of data from
another Swedish survey found that an individual-
level indicator of social capital (social partici-
pation), but not a neighborhood-level indicator
of social capital (out-migration), was positively
associated with leisure time physical activity
(Lindstrom et al, 2003). A state- and county-
level analysis of social capital and physical
activity among 167,000 adults in 48 states in
the United States identified positive associations
between social capital and physical activity in
multilevel, multivariable analyses (Kim et al,
2006).
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3.2 Environmental Determinants
of Physical Activity

There are a large number of potential determi-
nants of physical activity in the physical envi-
ronment, although research examining these is
still relatively new. As discussed earlier, issues
around definitions, measurement, and conceptu-
alization of the environment and the infancy of
this field make it difficult to draw firm conclu-
sions about associations with physical activity.
For instance, a recent review has highlighted an
extensive range of issues associated with mea-
suring the physical activity built environment
and provides a useful summary of the many mea-
surement tools currently available (Brownson
et al, 2009). This section will focus on four key
physical environment influences that have com-
monly been examined in the literature: availabil-
ity and accessibility; aesthetics; infrastructure;
and road safety.

3.2.1 Availability and Accessibility

Evidence from studies of the influence of
the physical environment on physical activ-
ity suggests a positive association between
availability of and access to facilities such
as recreation centers, cycle paths, footpaths
and swimming pools, and physical activity.
While most studies examining this association
have been cross-sectional in design, findings
have been relatively consistent. For example, a
population-based study of 1796 adults in the
United States found that those who reported
access to places to be physically active had more
than twice the odds of doing any activity and
of doing recommended amounts of activity, after
adjusting for sociodemographic and other envi-
ronmental factors (Huston et al, 2003). The same
study also found that those reporting access to
neighborhood trails had significantly higher odds
of achieving recommended levels of leisure time
physical activity, independent of other sociode-
mographic and environmental factors. A number
of studies have also found positive associations

between physical activity and access to local
parks (Booth et al, 2000; Foster et al, 2004;
Nagel et al, 2008), residing in coastal areas (Ball
et al, 2007; Bauman et al, 1999), convenience
of physical activity facilities (De Bourdeaudhuij
et al, 2003; Duncan et al, 2009; Humpel et al,
2004b), and negative associations between dis-
tance to cycle paths (Troped et al, 2001). A
recent study of adults from 11 countries found
the odds of being physically active were signif-
icantly higher among those who had access to
low-cost recreational facilities, bicycle facilities,
and sidewalks on most local streets (Sallis et al,
2009). Furthermore, the odds of being active
improved with increasing number of favorable
environmental characteristics, suggesting that
“clusters” of activity friendly environmental fea-
tures may be important for promoting physical
activity.

3.2.2 Aesthetics

Consistent positive associations have been doc-
umented between aesthetic features of neigh-
borhoods and participation in different types of
physical activity (Humpel et al, 2002). Aesthetic
features are often assessed through self-reported
perceptions of the attractiveness of the environ-
ment, the amount of greenery or trees, the pleas-
antness of housing or the neighborhood, or the
presence of enjoyable scenery. Cross-sectional
evidence of a relationship between aesthetics
and physical activity comes from a study of
3392 Australian adults which found those who
reported less aesthetically pleasing environments
had 28–39% lower odds of walking for exercise
or recreation in the previous 2 weeks, compared
with those reporting more aesthetically pleasing
environments (Ball et al, 2001). Further longitu-
dinal evidence of an association is provided by
a 10-week prospective study of 512 Australian
adults which found that men who reported pos-
itive changes in perceived aesthetics had twice
the odds of increasing walking, although no rela-
tionship was observed among women (Humpel
et al, 2004b), who are possibly more influenced
by factors such as safety or accessibility.
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3.2.3 Neighborhood Infrastructure

The evidence regarding the importance of neigh-
borhood infrastructure in influencing physical
activity is equivocal. However, this may be
related to a lack of specificity in the assess-
ment of physical activity. For example, Wilcox
and colleagues found no relationship between
the presence of sidewalks and total leisure time
physical activity among urban and rural women
(Wilcox et al, 2000), but the measure of phys-
ical activity used was overall leisure activity,
which may include many different activity types,
rather than walking per se. Plausibly, some of
this leisure time physical activity could have
been accumulated in recreational facilities or
other places where the presence of sidewalks
would not be expected to have an influence.
Associations may have been observed if instead
walking for leisure or walking for transport had
been assessed, because these physical activity
behaviors are more likely to be influenced by
the presence of sidewalks. This was evident in
an Australian study of mothers, where the pres-
ence of sidewalks and good street lighting at
night were positively associated with walking
for transport (Cleland et al, 2008). That study
also found that limited public transport was
inversely associated and having many alternative
routes for getting from place to place was pos-
itively associated with both walking for leisure
and walking for transport. Similarly, a study of
Belgian adults found that a greater ease of the
walk to a public transportation stop was asso-
ciated with higher levels of walking, but only
among women (De Bourdeaudhuij et al, 2003).

3.2.4 Road Safety

Road safety elements of the physical environ-
ment have been assessed objectively (for exam-
ple, with a geographic information system) and
subjectively (for example, self-reported percep-
tions), with contrasting findings observed. For
instance, a North American study found that per-
ceiving a busy street as a barrier was inversely
associated with usage of a bikeway, but objective

measurement of this same variable was not asso-
ciated with bikeway usage among adults (Troped
et al, 2001). Another North American study
found perceptions of high-speed traffic were
not associated with physical activity, but objec-
tively measured low traffic speeds were posi-
tively associated with meeting leisure time phys-
ical activity guidelines among adults (McGinn
et al, 2007). In contrast, a study in two North
American cities found no relationship between
self-reported perceptions of safety from traffic
while riding or walking, or an objective audit
of street safety and physical activity for trans-
portation or for recreation (Hoehner et al, 2005).
In one of the few longitudinal studies to exam-
ine the influence of road safety on physical
activity, no relationship was observed between
perceived road safety and walking for leisure,
but participant reports of satisfaction with pedes-
trian crossings, the presence of traffic-slowing
devices, and slow local traffic speed were posi-
tively associated with walking for transportation
over 2 years (Cleland et al, 2008). The findings
from this study further highlight the importance
of examining physical activity behaviors specific
to the environmental features being examined.

4 Social and Environmental
Determinants of Eating Behaviors

Like physical activity, healthy eating comprises
a complex set of behaviors that are challeng-
ing to measure. A detailed discussion of eating
behavior assessment is provided in Chapter 4,
but is described briefly here. A key consid-
eration in dietary assessment is that there are
many different elements of eating behavior that
can be measured, including overall diet, pat-
terns of food intake, consumption of specific
foods, dietary habits, and nutrient intakes. It is
therefore essential that a clear research ques-
tion with a well-defined focus is established to
assist in the selection of an appropriate assess-
ment tool. Assessments of eating behaviors are
generally conducted via self-report and involve
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either recording of intake (e.g., weekly food
diary) or recalling intake, retrospectively (e.g.,
24-h food recalls or recall of intake via food
frequency questionnaires). Both methods have
strengths and limitations, and there is currently
no “gold standard” assessment tool.

4.1 Social Determinants of Healthy
Eating Behaviors

There are many potential social determinants of
healthy eating behaviors. This section will focus
on three key social influences that have com-
monly been examined in the literature: socioe-
conomic position, social support, and family and
household composition.

4.1.1 Socioeconomic Position

In general, those of lower socioeconomic posi-
tion tend to consume poorer diets than those
of higher socioeconomic position (Diez-Roux
et al, 1999). For example, cross-sectional data
from the Netherlands demonstrated that men
and women in the lower socioeconomic groups
(defined according to education, occupation,
and occupational position) tended to have
dietary patterns less conducive to good health,
including greater intakes of sugars and sweets
(Hulshof et al, 2003). Similarly, findings from
the Australian National Nutrition Survey found
men and women of higher socioeconomic sta-
tus (defined according to occupation) more fre-
quently consumed foods promotive of good
health such as breakfast cereals and wholemeal
bread (Mishra et al, 2002). A Swedish study
found many differences in associations between
dietary intake and socioeconomic position across
two different measures of socioeconomic posi-
tion, educational attainment, and occupational
status (Galobardes et al, 2001). For instance, in
that study fiber intake was significantly lower
in men and women of lower socioeconomic
position defined according to occupation, but

no significant differences were observed across
educational categories. Similarly, meat intake
was significantly higher among women of lower
occupational status, but no significant difference
across educational categories was evident. These
findings highlight the importance of giving care-
ful consideration to the measures of socioeco-
nomic position and eating behavior employed.

4.1.2 Social Support

Social support from family and friends has
demonstrated consistent positive associations
with fruit and vegetable consumption in diverse
populations (Kamphuis et al, 2006; Shaikh et al,
2008). A study of 271 adults from a low-
income population found that increases over 12
months in fruit and vegetable intake associated
with a brief behavioral intervention were pre-
dicted by baseline social support for dietary
change (Steptoe et al, 1997). A study of 658
African-American adults found that social sup-
port was associated with overall fruit and veg-
etable intake, and with fruit intake among
women (Watters et al, 2007), and an Australian
study found a positive relationship between
social support from family and friends and fruit
and vegetable intake among women of vary-
ing socioeconomic position (Ball et al, 2006a).
While studies assessing relationships with fat
intake are less common, one study of 441 over-
weight and obese men found social support was
significantly inversely associated with percent-
age of energy from fat intake after adjusting
for demographic and other psychosocial fac-
tors (Hagler et al, 2007). An intervention study
among older adults found correlations between
a social support score and changes in fruit and
vegetable consumption, but not changes in fat
intake, over 1 year (Murphy et al, 2001).

4.1.3 Family and Household Composition

Given that many people spend much of their
time in their home and that behavior is likely
influenced by those who they are living with,
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household composition is likely to influence
eating behavior. The available evidence sug-
gests that being married is positively associated
with fruit and vegetable intake (Kamphuis et al,
2006), but also positively associated with energy
and total fat intake and inversely associated
with saturated fat intake (Giskes et al, 2007a).
Fewer studies have focused on associations with
fruit and vegetable consumption than energy
or fat intake, and those existing studies have
tended to focus on women, limiting the ability
to draw conclusions related to marital status and
fruit and vegetable consumption among men.
For instance, a UK study of more than 35,000
women found that married participants had 62%
higher odds of having a high fruit and veg-
etable consumption compared with their single
counterparts (Pollard et al, 2001). A Canadian
study of older adults found that a significantly
greater proportion of those who were married
consumed fruit and vegetables at least five times
per day compared with those who were single
(Riediger and Moghadasian, 2008). Despite a
larger number of studies having examined rela-
tionships between marital status and energy or
fat intakes, evidence remains inconclusive. For
instance, an Irish study of over 6500 adults found
married men and women on average consumed
more energy per day than single adults, and mar-
ried women consumed more fat per day than
single women, but these differences were not
statistically significant (Friel et al, 2003).

Other features of the household that may
impact on eating behavior are the presence and
number of children. Women with children under
the age of 16 years have been found to consume
significantly more servings of fruit but signifi-
cantly fewer servings of vegetables than women
without children (Pollard et al, 2001). However,
a Norwegian study found that those with chil-
dren consumed fruits less often than participants
without children (Wandel, 1995). One study
found that, among white adults, those who had
a young child, regardless of whether they were
married or single, consumed significantly more
fruit than did those who were married and had no
children (Devine et al, 1999). Limited research
has examined whether the presence and number

of children in the household is associated with
energy or fat intake, making firm conclusions
difficult to draw, and highlighting the need for
further research in this area.

4.2 Environmental Determinants
of Healthy Eating Behaviors

There are many potential environmental determi-
nants of healthy eating behaviors. Much of the
existing research on environmental influences
on eating has focused on features of the built
environment, in particular, the accessibility and
availability of food outlets. However, a growing
body of evidence has investigated the afford-
ability of foods, and this research will also be
summarized here.

4.2.1 Availability and Access

While a number of studies have investigated
availability of different food stores, or of food
items within food stores, across different neigh-
borhoods, very few have linked these data with
data on eating behaviors at the individual level.
Consequently, evidence from empirical studies
examining the relationship between availability
of food and eating behaviors is relatively lim-
ited and remains equivocal. For instance, the
presence of local grocery stores and the shelf
space occupied by healthy foods in stores has
been found to be negatively associated with fat
intakes (Cheadle et al, 1991; Morland et al,
2002), but the presence of supermarkets, full-
service restaurants, or fast-food restaurants has
not (Morland et al, 2002). Two recent reviews of
the relationship between the environment and fat
and energy intake (Giskes et al, 2007a) and fruit
and vegetable intake found that the limited avail-
able evidence made firm conclusions difficult
(Kamphuis et al, 2006); however, there was some
evidence to suggest that fruit and vegetable con-
sumption is likely to be highest among those who
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have good local availability and accessibility of
fruit and vegetables.

Associations between access and availabil-
ity among different population groups may also
differ. In one US study, the presence of a
supermarket was positively associated with fruit
and vegetable consumption among black but
not white residents (Morland et al, 2002), and
in another, proximity to a supermarket was
associated with fruit consumption among low-
income residents (Rose and Richards, 2004).
Associations between access, availability, and
eating behaviors may also be place-dependent.
For example, in contrast to some US evidence,
studies in Australia have found no relationship
between the “objective” availability of recom-
mended foods and food purchasing behavior
(Giskes et al, 2007b), or between the density
of supermarkets and fruit and vegetable stores
in local neighborhoods and fruit and vegetable
consumption among women (Ball et al, 2006a).
These null findings may be partly attributable
to ceiling effects in access to healthy foods,
such that at least in urban areas of many devel-
oped countries, residents all have good access
to food stores, and hence there may be insuffi-
cient variation in the availability of healthy foods
to distinguish those with more healthy eating
behaviors (Brug et al, 2008). It has also been
suggested that findings of stronger or more con-
sistent associations between access to healthy
foods and eating behavior have been observed
in countries such as the US, where there may
be greater spatial segregation in availability of
healthy food options (Brug et al, 2008).

4.2.2 Affordability

The perceived high cost or low affordability of
healthy foods is one of the most frequently cited
barriers to healthy eating, particularly among
low-income individuals (Glanz et al, 1998; Inglis
et al, 2005). A recent review of environmen-
tal correlates of fruit and vegetable consump-
tion (Kamphuis et al, 2006) demonstrated that
living in low-income households or neighbor-
hoods, or being food insecure, was associated

with lower fruit and vegetable consumption.
However, findings of studies examining eco-
nomic factors and eating behaviors are equivo-
cal. For example, another review found that low
household income and neighborhood disadvan-
tage were not strongly associated with energy or
fat intakes (Giskes et al, 2007a). Similarly, while
some studies have reported that healthy diets are
more expensive than less healthy diets (Andrieu
et al, 2006; Drewnowski et al, 2004; Jetter and
Cassady, 2006), others have not – two studies
in the US, for instance, showed that nutrient-
dense diets are not more expensive than lower
quality diets and may even cost less (Burney
and Haughton, 2002; Raynor et al, 2002). It is
possible that perceived costs may represent a
greater barrier to healthy eating than actual costs,
an argument supported by results of a recent
Australian study which showed that perceived
availability and price of healthy foods were more
important than objective measures in predicting
diet and mediating socioeconomic variations in
diet (Giskes et al, 2007b).

Perhaps the strongest evidence for the impact
of affordability on eating behaviors comes from
experimental or intervention studies and several
of these have suggested that cost is an important
determinant of food consumption. For exam-
ple, two community-based intervention studies
demonstrated that price reduction strategies pro-
mote the choice of targeted foods. The Changing
Individuals’ Purchase of Snacks (CHIPS) study,
based in 12 high schools and 12 worksites, found
that lowering the prices of lower fat snacks
increased the purchase of these snacks, with
increases in direct proportion to the price reduc-
tions. Compared with usual price conditions,
price reductions of 10, 25, and 50 on lower fat
snacks resulted in an increase in sales of 9, 39,
and 93%, respectively (French et al, 2001). The
second study showed a fourfold increase in fresh
fruit sales and a twofold increase in baby car-
rot sales resulting from a 50% price reduction in
the costs of these items in two secondary school
cafeterias (French et al, 1997).

While confirmation of these findings in
settings other than schools and worksites is
required, evidence from experimental studies
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such as those reviewed here suggests that cost
appears a potent modifiable intervention level
for strategies designed to promote healthy eat-
ing behaviors. This is particularly timely and
important given that fiscal approaches to modi-
fying eating behaviors (for instance, as a poten-
tial strategy to counter rising rates of obesity
worldwide) are currently the topic of intense
debate and increasing attention in research, pub-
lic health, and policy circles internationally (e.g.,
McColl, 2009).

5 Conclusions

Physical activity and healthy eating are com-
plex behaviors that are important predictors of a
range of health outcomes and indicators. Despite
recommendations that aim to promote these
behaviors, a large proportion of the population
fails to meet physical activity and eating guide-
lines. Given the importance of physical activity
and healthy eating for good health, it is impor-
tant to understand influences on these behav-
iors in order to develop effective interventions
and strategies aimed at promoting health. While
much past research has examined individual-
level influences on physical activity and healthy
eating, less is known about the influence of
the broader social and physical environment on
these behaviors. Social and physical environ-
ment influences offer significant public health
prospects because of the opportunity to inter-
vene “upstream”. Despite the potential offered
by these factors, there are many methodologi-
cal issues that need to be resolved in order to
advance our understanding of how social and
environmental factors are related to physical
activity and healthy eating.

Current evidence suggests that socioeco-
nomic position and social support are consis-
tently positively associated with physical activ-
ity, highlighting the importance of targeting
those at risk of inactivity such as those fac-
ing socioeconomic disadvantage or who are
socially isolated. Preliminary evidence also sug-
gests that social capital, operationalized at either

the individual or community level, is likely to
have a positive relationship with physical activ-
ity. Evidence concerning the influence of per-
sonal safety and crime on physical activity is
equivocal, and further research is required to bet-
ter current understandings of these relationships.
Access to and the availability and aesthetics
of the physical environment appear to be pos-
itively associated with physical activity, while
the evidence surrounding relationships between
neighborhood infrastructure and road safety and
physical activity remains inconclusive.

Evidence suggests a consistent positive asso-
ciation between socioeconomic position and
social support and healthy eating, highlight-
ing the importance of targeting those most at
risk of social disadvantage or lack of support.
While marital status and the presence and num-
ber of children in the household appear to be
important influences on healthy eating, the lack
of empirical studies makes strong conclusions
and generalizations difficult to affirm. The evi-
dence regarding access to and availability of
healthy and unhealthy food choices is con-
tentious, which is possibly related to conceptual
and methodological issues. Limited intervention
evidence suggests that food costs appear a poten-
tially modifiable and effective intervention lever,
although perceptions of affordability may also
need to be addressed.

Despite the current evidence, further work
is required in relation to the conceptual-
ization, measurement, and definition of the
social and particularly the environmental influ-
ences on physical activity and eating behav-
iors. Investigations based on theoretically driven
research questions with consistent and compara-
ble measures across studies are needed and spe-
cific research in at-risk populations such as those
of lower socioeconomic position and minority
groups will enhance understanding of how social
and environmental factors relate to physical
activity and eating behavior. The measurement
of physical activity and eating behavior remains
challenging despite technological advances, and
different measures employed across studies
make comparisons difficult. Consistent defi-
nitions and measures in future investigations
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will play a crucial role in helping to answer
important research questions around determi-
nants of physical activity and healthy eating
behaviors.

Understanding the relative contribution of
individual, social, and environmental factors and
how these factors interact to influence physical
activity and healthy eating behaviors within dif-
ferent population groups requires further inves-
tigation. Few studies have attempted to examine
the independent contributions of these factors in
multivariable models to determine which are the
most important for physical activity and healthy
eating behaviors. Disentangling these relation-
ships will assist in the prioritization of factors to
target in strategies aimed at promoting physical
activity and healthy eating.

Most of the current evidence surrounding
social and environmental influences on physical
activity and healthy eating behaviors is cross-
sectional. While cross-sectional study designs
provide important information about the exis-
tence of associations, they do not allow for
insights into the temporal nature of relationships,
or about the influence of manipulations of, for
example, features of the physical environment on
behavior. Longitudinal and intervention studies
are needed to help establish the sequential and
ultimately causal nature of relationships between
social and environmental factors and physical
activity and healthy eating. Until these stud-
ies are conducted, it will be unknown whether
those who are physically active and eat well
are attracted to social and physical environ-
ments that are supportive of these behaviors or
if supportive social and physical environments
encourage physical activity and healthy eating
behaviors.

Although there are gaps in the current scien-
tific literature, the available evidence suggests
that social and environmental factors have a
role to play in influencing physical activity and
healthy eating behaviors. Further development in
the conceptualization, definition, and measure-
ment of social and environmental determinants,
as well as the examination of these determi-
nants in longitudinal and intervention studies,
will assist in our understanding of how these

factors relate to physical activity and healthy eat-
ing behaviors. A better comprehension of these
relations will enable the development of tailored
programs and strategies to effectively promote
physical activity and healthy eating behaviors,
and consequently improve the health of the
community.
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Chapter 2

Cognitive Determinants of Health Behavior

Mark Conner

1 Introduction

The prevalence of health behaviors varies across
social groups. For example, in the Western
World smoking is generally more prevalent
among those from economically disadvantaged
backgrounds. This might suggest such socio-
demographic factors as the focus of interven-
tions to change health behaviors. However, such
factors are frequently impossible to change or
require political intervention at national or inter-
national levels (e.g., change in income distri-
bution). This is one reason why a consider-
able body of research has focused on more
modifiable factors assumed to mediate the rela-
tionship between socio-demographic factors and
health-related behaviors. One important set of
such factors is the thoughts and feelings the
individual associates with the particular health-
related behavior. These are often referred to as
health cognitions and are the focus of this chap-
ter. Although research does examine the role
of individual health cognitions (e.g., outcome
expectancies), most of the research in this area
uses models that include sets of health cognitions
that are assumed to combine in different ways
to determine behavior. These models are collec-
tively known as social cognition models (SCMs;
Conner and Norman, 2005). They prominently
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Institute of Psychological Sciences, University of Leeds,
Leeds LS2 9JT, UK
e-mail: m.t.conner@leeds.ac.uk

include the Health Belief Model (HBM; e.g.,
Abraham and Sheeran, 2005; Janz and Becker,
1984), Protection Motivation Theory (PMT;
e.g., Maddux and Rogers, 1983; Norman et al,
2005), Theory of Reasoned Action/Theory of
Planned Behavior (TRA/TPB; e.g., Ajzen, 1991;
Conner and Sparks, 2005), and Social Cognitive
Theory (SCT; e.g., Bandura, 2000; Luszczynska
and Schwarzer, 2005). Stage models repre-
sent a different form of SCM which does
not assume behavior change to be linear, but
rather to occur in discrete stages. Prochaska and
DiClemente’s (1984) Transtheoretical Model of
Change (TTM) is the most commonly applied
stage model. Below these SCMs are described
and research using each is reviewed. There is
considerable overlap between the models and the
key health cognitions they identify. Building on
this overlap some work has attempted to inte-
grate SCMs into a unified theory of the determi-
nants of health behaviors (Fishbein et al, 2001).
This integrated model will also be described.
Finally, this chapter overviews recent work in
this area on intention stability as an important
mediator of cognitive effects, affective expectan-
cies as a highly predictive yet insufficiently con-
sidered variable, and implementation intentions
as an important volitional technique to promote
action.

2 Social Cognition Models

Social cognition models (SCMs) detail the
important cognitions that distinguish between

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_2, 19
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those performing and not performing behaviors.
The focus is on the cognitions or thought pro-
cesses that intervene between observable stim-
uli and behavior in real-world situations (Fiske
and Taylor, 1991). This approach is founded on
the assumption that behavior is best understood
as a function of people’s perceptions of real-
ity, rather than objective characterizations of the
stimulus environment. SCMs can be seen as one
part of self-regulation research. Self-regulation
processes are defined as those “... mental and
behavioral processes by which people enact their
self-conceptions, revise their behavior, or alter
the environment so as to bring about outcomes in
it in line with their self-perceptions and personal
goals” (Fiske and Taylor, 1991, p. 181). Self-
regulation research has emerged from a clinical
tradition in psychology which views the individ-
ual as striving to eliminate dysfunctional patterns
of thinking or behavior and engage in adap-
tive patterns of thinking or behavior (Bandura,
1982; Turk and Salovey, 1986). Self-regulation
involves cognitive re-evaluation of beliefs, goal
setting, and ongoing monitoring and evaluating
of goal-directed behavior. Two phases of self-
regulation activities have been defined: motiva-
tional and volitional (Gollwitzer, 1990). In the
motivational phase costs and benefits are con-
sidered in order to choose between goals and
behaviors. This phase is assumed to conclude
with a decision (or intention) concerning which
goals and actions to pursue at a particular time.
In the subsequent volitional phase, planning and
action directed toward achieving the set goal pre-
dominate. The majority of SCMs focus on the
motivational phase, although work with imple-
mentation intentions focuses on the volitional
phase of action.

2.1 The Health Belief Model

The Health Belief Model (HBM) is the oldest
and most widely used SCM (see Abraham and
Sheeran, 2005, for a recent review). In one of
the earliest studies, Hochbaum (1958) reported
that perceived susceptibility to tuberculosis and

the belief that people with the disease could be
asymptomatic (so that screening would be bene-
ficial) distinguished between attendees and non-
attendees for chest x-rays. Haefner and Kirscht
(1970) extended this research by demonstrat-
ing that an intervention designed to increase
participants’ perceived susceptibility, perceived
severity, and anticipated benefits resulted in a
greater number of checkup visits to the doctor
over an 8-month period compared to a control
condition.

The HBM posits that health behavior is deter-
mined by two cognitions: perceptions of illness
threat and evaluation of behaviors to counteract
this threat (see Fig. 2.1). Threat perceptions are
based on two beliefs: the perceived susceptibil-
ity of the individual to the illness (“How likely
am I to get ill?”) and the perceived severity of
the consequences of the illness for the individual
(“How serious would the illness be?”). Similarly,
evaluation of possible responses involves con-
sideration of both the potential benefits of and
barriers/costs to action. Together these four
beliefs are believed to determine the likelihood
of the individual performing a health behavior.
The specific action taken is determined by the
evaluation of the available alternatives, focusing
on the benefits or efficacy of the health behavior
and the perceived costs or barriers of performing
the behavior. Hence individuals are most likely
to follow a particular health action if they believe
themselves to be susceptible to a particular con-
dition which they also consider to be serious and
believe that the benefits outweigh the costs of the
action taken to counteract the health threat.

Fig. 2.1 The Health Belief Model
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Two further cognitions usually included in
the model are cues to action and health moti-
vation. Cues to action are assumed to include a
diverse range of triggers to the individual tak-
ing action which may be internal (e.g., physical
symptom) or external (e.g., mass media cam-
paign, advice from others) to the individual (Janz
and Becker, 1984). An individual’s perception of
the presence of cues to action would be expected
to prompt adoption of the health behavior if
he/she already holds other key beliefs favoring
action. Health motivation refers to more stable
differences between individuals in the value they
attach to their health and their propensity to be
motivated to look after their health. Individuals
with a high motivation to look after their health
should be more likely to adopt relevant health
behaviors.

The HBM has provided a useful framework
for investigating health behaviors and has been
widely used. It has been found to success-
fully predict a range of behaviors. For exam-
ple, Janz and Becker (1984) found that across
18 prospective studies, the 4 core beliefs were
nearly always significant predictors of health
behavior (82, 65, 81, and 100% of studies
report significant effects for susceptibility, sever-
ity, benefits, and barriers, respectively). Harrison
et al (1992), in a review with more stringent
inclusion criteria, reported that susceptibility
and barriers were the strongest predictors of
behavior. Some studies have found that these
health beliefs mediate the effects of demographic

correlates of health behavior. For example,
Orbell et al (1995) reported perceived suscepti-
bility and barriers to entirely mediate the effects
of social class upon uptake of cervical screening.
The HBM has also inspired a range of success-
ful behavior change interventions (e.g., Jones
et al, 1987).

The main strength of the HBM is the
common-sense operationalization it uses includ-
ing key beliefs related to decisions about
health behaviors. However, further research has
identified other cognitions that are stronger pre-
dictors of health behavior than those identi-
fied by the HBM, suggesting that the model
is incomplete. This prompted a proposal to
add self-efficacy and intention to the model
to produce an “extended health belief model”
(Rosenstock et al, 1988) which has generally
improved the predictive power of the model
(e.g., Hay et al, 2003).

2.2 Protection Motivation Theory

Protection Motivation Theory (PMT; Maddox
and Rodgers, 1983; see Norman et al, 2005 for
a review) is a revision and extension of the HBM
which incorporates various appraisal processes
identified by research into coping with stress.
In PMT, the primary determinant of perform-
ing a health behavior is protection motivation
or intention to perform a health behavior (see
Fig. 2.2). Protection motivation is determined

Fig. 2.2 Protection Motivation Theory
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by two appraisal processes: threat appraisal and
coping appraisal. Threat appraisal is based on a
consideration of perceptions of susceptibility to
the illness and severity of the health threat in a
very similar way to the HBM. Coping appraisal
involves the process of assessing the behavioral
alternatives which might diminish the threat.
This coping process is itself assumed to be based
on two components: the individual’s expectancy
that carrying out a behavior can remove the
threat (action-outcome efficacy) and a belief in
one’s capability to successfully execute the rec-
ommended courses of action (self-efficacy).

Together these two appraisal processes result
in either adaptive or maladaptive responses.
Adaptive responses are those in which the indi-
vidual engages in behaviors likely to reduce the
risk (e.g., adopting a health behavior) whereas
maladaptive responses are those that do not
directly tackle the threat (e.g., denial of the
health threat). Adaptive responses are held to
be more likely if the individual perceives him-
self or herself to be facing a health threat to
which he/she is susceptible and which is per-
ceived to be severe and where the individual per-
ceives such responses to be effective in reducing
the threat and believes that he/she can success-
fully perform the adaptive response. The PMT
has been successfully applied to the prediction
of a number of health behaviors (for a recent
review see Norman et al, 2005). Meta-analytic
reviews of PMT (Floyd et al, 2000; Milne et al,
2000) indicate protection motivation (i.e., inten-
tions) and self-efficacy to be the most powerful

predictors of behavior, while self-efficacy and
response costs were most strongly associated
with intentions.

2.3 Theory of Planned Behavior

The Theory of Planned Behavior (TPB; Ajzen,
1991) was developed by social psychologists and
has been widely applied to understanding health
behaviors (see Conner and Sparks, 2005, for a
review). It specifies the factors that determine
that individual’s decision to perform a partic-
ular behavior (see Fig. 2.3). Importantly this
theory added “perceived behavioral control” to
the earlier Theory of Reasoned Action (TRA;
Ajzen and Fishbein, 1980). The TPB proposes
that the key determinants of behavior are inten-
tion to engage in that behavior and perceived
behavioral control over that behavior. As in the
PMT, intentions in the TPB represent a person’s
motivation or conscious plan or decision to exert
effort to perform the behavior. Perceived behav-
ioral control (PBC) is a person’s expectancy that
performance of the behavior is within his/her
control and confidence that he/she can perform
the behavior and is similar to Bandura’s (1982)
concept of self-efficacy.

In the TPB, intention is assumed to be deter-
mined by three factors: attitudes, subjective
norms, and PBC. Attitudes are the overall evalu-
ations of the behavior by the individual as posi-
tive or negative. Subjective norms are a person’s

Fig. 2.3 Theory of Planned Behavior



2 Cognitive Determinants of Health Behavior 23

beliefs about whether significant others think
he/she should engage in the behavior. PBC is
assumed to influence both intentions and behav-
ior because we rarely intend to do things we
know we cannot and because believing that we
can succeed enhances effort and persistence and
so makes successful performance more likely.

Attitudes are based on behavioral beliefs (or
outcome expectancies), that is, beliefs about the
perceived outcomes of a behavior. In particu-
lar, they are a function of the likelihood of the
outcome occurring as a result of performing the
behavior (e.g., “How likely is this outcome?”)
and the evaluation of that outcome (e.g., “How
good or bad will this outcome be for me?”).
It is assumed that an individual will have a
limited number of consequences in mind when
considering a behavior. This expectancy-value
framework is based on Fishbein’s (1967) earlier
summative model of attitudes. Subjective norm
is based on beliefs about salient others’ approval
or disapproval of whether one should engage in
a behavior (e.g., “Would my best friend want me
to do this?”) weighted by the motivation to com-
ply with each salient other on this issue (e.g.,
“Do I want to do what my best friend wants me
to do?”). Again it is assumed that an individ-
ual will only have a limited number of referents
in mind when considering a behavior. PBC is
based on control beliefs concerning whether one
has access to the necessary resources and oppor-
tunities to perform the behavior successfully
(e.g., “How often does this facilitator/inhibitor
occur?”), weighted by the perceived power, or
importance, of each factor to facilitate or inhibit
the action (e.g., “How much does this facilita-
tor/inhibitor make it easier or more difficult to
perform this behavior?”). These factors include
both internal control factors (information, per-
sonal deficiencies, skills, abilities, emotions) and
external control factors (opportunities, depen-
dence on others, barriers). As for the other types
of beliefs it is assumed that an individual will
only consider a limited number of control factors
when considering a behavior.

The TPB has been widely tested and suc-
cessfully applied to the understanding of a

variety of behaviors (for reviews see Ajzen,
1991; Conner and Sparks, 2005). For example,
in a meta-analysis of the TPB, Armitage and
Conner (2001) reported that across 154 appli-
cations, attitude, subjective norms, and PBC
accounted for 39% of the variance in intention,
while intentions and PBC accounted for 27% of
the variance in behavior across 63 applications.
Intentions emerged as the strongest predictors
of behavior, while attitudes were the strongest
predictors of intentions.

The TPB has also informed a number of inter-
ventions designed to change behavior. For exam-
ple, Hill et al (2007) employed a randomized
control trial to test the effectiveness of a TPB-
based leaflet compared to a control condition
in promoting physical exercise in a sample of
school children. The leaflet condition compared
to the control condition significantly increased
not only reported exercise but also intentions,
attitudes, subjective norms, and PBC. Additional
analyses indicated that the impact on exercise
was mediated by the increases the leaflet had
produced (compared to the control group) in
intentions and PBC.

2.4 Social Cognitive Theory

In Social Cognitive Theory (SCT; Bandura,
1982) behavior is held to be determined by three
factors: goals, outcome expectancies, and self-
efficacy (see Fig. 2.4). Goals are plans to act
and can be conceived of as intentions to perform
the behavior (see Luszczynska and Schwarzer,
2005). Outcome expectancies are similar to
behavioral beliefs in the TPB but here are split
into physical, social, and self-evaluative depend-
ing on the nature of the outcomes considered.
Self-efficacy is the belief that a behavior is or
is not within an individual’s control and is usu-
ally assessed as the degree of confidence the
individual has that he/she could still perform
the behavior in the face of various obstacles
(and is similar to PBC in the TPB). Bandura
(2000) recently added socio-structural factors to
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Fig. 2.4 Social Cognitive Theory

his theory. These are factors assumed to facil-
itate or inhibit the performance of a behavior
and affect behavior via changing goals. Socio-
structural factors refer to the impediments or
opportunities associated with particular living
conditions, health systems, political, economic,
or environmental systems. They are assumed to
inform goal setting and be influenced by self-
efficacy. The latter relationship arises because
self-efficacy influences the degree to which indi-
viduals pay attention to opportunities or imped-
iments in their life circumstances. This compo-
nent of the model incorporates perceptions of the
environment as an important influence on health
behaviors.

SCT has been successfully applied to pre-
dicting and changing various health behaviors.
However, unlike a number of the other mod-
els considered above, many of the applica-
tions of SCT only assess one or two com-
ponents of the model (usually self-efficacy)
rather than all components. Self-efficacy and
action-outcome expectancies along with inten-
tions have been found to be the most impor-
tant predictors of a range of health behaviors
in a diverse range of studies (for reviews see
Bandura, 2000; Luszczynska and Schwarzer,
2005).

2.5 Stage Models of Health Behavior

The SCMs considered above assume that the
cognitive determinants of health behaviors act
in a similar way during initiation (e.g., quitting
smoking for the first time) and maintenance of
action (e.g., trying to stay quit). In contrast, in
stage models psychological determinants may
change across such stages of behavior change
(see Sutton, 2005, for a review). An important
implication of the stages view is that different
cognitions may be important determinants at dif-
ferent stages in promoting health behavior. The
most widely used stage model is Prochaska and
DiClemente’s (1984) Transtheoretical Model of
change (TTM). Their model has been widely
applied to analyze the process of change in
alcoholism treatment and smoking cessation.
DiClemente et al (1991) identify five stages of
change: pre-contemplation (not thinking about
change), contemplation (aware of the need to
change), preparation (intending to change in the
near future and taking action in preparation for
change), action (acting to change), and main-
tenance (of the new behavior). Individuals are
seen to progress sequentially from one stage
to the next, with maintenance the end stage of
successful change. For example, in the case of
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smoking cessation, it is argued that in the pre-
contemplation stage the smoker is unaware that
his/her behavior constitutes a problem and has
no intention to quit. In the contemplation stage,
the smoker starts to think about changing his/her
behavior, but is not committed to try to quit. In
the preparation stage, the smoker has an inten-
tion to quit and starts to make plans to quit. The
action stage is characterized by active attempts to
quit, and after 6 months of successful abstinence
the individual moves into the maintenance stage.
This stage is characterized by attempts to prevent
relapse and to consolidate the newly acquired
non-smoking status.

Although widely applied, the evidence in sup-
port of stage models and different stages is
modest (see Sutton, 2000, 2005). Sutton (2000)
concludes that the distinctions between TTM
stages are “logically flawed” and based on “arbi-
trary time periods.” The sequential movement
through stages has not generally been supported
(Sutton, 2005). In addition, it has proved diffi-
cult to support the key prediction that there are
different determinants of behavior change in dif-
ferent stages. Evidence from stage-matched ver-
sus stage-mismatched intervention studies does
not generally provide support for the TTM (see
Littell and Girvin, 2002, for a systematic review
of the effectiveness of interventions applying
the TTM to health-related behaviors). Thus, at
present, research findings do not support the
added complexity and increased cost of stage-
tailored interventions compared to the linear
approach advocated in other SCMs. West (2005)
in reviewing stage models in relation to smok-
ing has recently suggested that work on the TTM
should be abandoned.

3 Integration of Social Cognition
Models

The overlap between SCMs has prompted
attempts to integrate them. This may be
valuable, especially since they include some
of the same cognitive determinants. For
example, intention, self-efficacy, and outcome

expectancies appear in several models. One
important attempt to integrate these models
was that by Bandura (SCT), Becker (HBM),
Fishbein (TRA), Kaufen (self-regulation), and
Triandis (Theory of Interpersonal Behavior) as
part of a workshop organized by the US National
Institute of Mental Health in response to the
need to promote HIV-preventive behaviors. The
workshop sought to “identify a finite set of
variables to be considered in any behavioral
analysis” (Fishbein et al, 2001, p. 3). They
identified eight variables which, they argued,
should account for most of the variance in any
(deliberative) behavior. These were organized
into two groups. First, those variables which
were viewed as necessary and sufficient deter-
minants of behavior. Thus, for behavior to occur
an individual must (i) have a strong intention,
(ii) have the necessary skills to perform the
behavior, and (iii) experience an absence of
environmental constraints that could prevent
behavior. Second were those variables that were
seen primarily to influence intention (although a
direct effect on behavior was noted as possible).
Thus, a strong intention is likely to occur when
an individual (i) perceives the advantages (or
benefits) of performing the behavior to outweigh
the perceived disadvantages (or costs, i.e.,
outcome expectancies), (ii) perceives the social
(normative) pressure to perform the behavior to
be greater than that not to perform the behavior,
(iii) believes that the behavior is consistent
with his/her self-image, (iv) anticipates the
emotional reaction to performing the behavior
to be more positive than negative, and (v) has
high levels of self-efficacy. Figure 2.5 illustrates
this integrated model. This approach has been
further developed by Fishbein (2008) in his
integrative model (IM) of behavioral prediction
although this has not, as yet, been widely tested.

4 Current Directions

A clear contribution of work with SCMs
has been their ability to identify key corre-
lates of health behavior that can be targeted



26 M. Conner

Self-discrepancy

Advantages/
Disadvantages

Environmental 
Constraints

Social Pressure Intention Behavior

Skills

Emotional Reaction

Self-efficacy

Fig. 2.5 The “major theorists” integrated social cognition model

in interventions to change behavior. Across
studies the strongest relationships with behav-
ior emerge for intentions, self-efficacy, and
outcomes expectancies (Conner and Norman,
2005). However, in focusing on correlates of
health behavior rather than examining causal
relationships research may have overestimated
the size of relationships. For example, while cor-
relational research indicates intentions to have
a strong effect size on behavior (Armitage and
Conner, 2001), studies looking at manipulations
of intentions indicate that a medium to large
change in intentions is associated with only a
small to medium effect sized change in behavior
(Webb and Sheeran, 2006). A further important
limitation with much work on SCMs is that while
they usefully identify cognition change targets,
they commonly do not specify the best means
to change such cognitions (work on self-efficacy
is an exception to this trend; Bandura, 2000).
Recent work on classifying behavior change

interventions (e.g., Abraham and Michie, 2008)
and the more widespread assessment of mediat-
ing cognitions in intervention studies may pro-
vide the basis for further insights into how best
to change cognitions and assessing their causal
impact on behavior change for health behaviors.
In the remainder of this section three directions
of current research on cognitive determinants of
health behavior are briefly reviewed.

4.1 Intention Stability

In the vast majority of quality applications of
SCMs to predicting health behavior, a prospec-
tive design is employed where the predictors
of behavior are measured by questionnaire (at
time 1) and then behavior is measured at a sec-
ond time point (in stronger designs behavior
change is the focus of interest). An important
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assumption of such a design is that the measured
cognitions (e.g., attitudes) remain unchanged
between their measurement and the opportu-
nity to act. So, for example, the assumption
is that intentions do not change in between
when the (time 1) questionnaire is completed
and the time points at which the respondent
has the opportunity to act. This is an explicit
limiting condition of the TRA/TPB (Ajzen and
Fishbein, 1980). However, cognitions includ-
ing intentions may indeed change in this time
period and such change provides one impor-
tant limitation on their power to predict behav-
ior. Several studies have now demonstrated
the power of intention stability to moderate
the intention-behavior relationship (see Conner
and Godin, 2007, for a review). For example,
Conner et al (2002) found that intentions were
strong predictors of healthy eating up to 6 years
later, but only among those whose intentions
had remained stable over an initial period of
6 months.

A number of factors have been found to
influence the intention-behavior relationship.
For example, anticipating feeling regret if one
does not perform a behavior or perceiving
a strong moral norm to act have both been
found to significantly increase the intention-
behavior relationship (see Cooke and Sheeran,
2004, for a review). Sheeran and Abraham
(2003) showed intention stability to moderate
the intention-behavior relationship for exercis-
ing and that intention stability mediated the
effect of other moderators of the intention-
behavior relationship (e.g., anticipated regret,
certainty). This suggests that the mechanism by
which a number of these other moderators may
have their effect on intention-behavior relation-
ships is through changing the temporal stabil-
ity of intentions. Hence, factors that might be
expected to make individual intentions more sta-
ble over time would be expected to increase the
impact that these intentions have on behavior
and so increase the intention-behavior relation-
ship. Thus intention stability might be a useful
focus of attention as a key mediating variable in
intervention studies attempting to change health
behavior.

4.2 Affective Influences

One criticism of work with SCMs has been
the failure to explicitly consider affective influ-
ences on behavior (Conner and Armitage, 1998).
Outcome expectancies included in PMT, TPB,
and SCT do not preclude consideration of affec-
tive outcomes, although the outcomes typically
considered do not focus on affective states.
Over the last few years a number of studies
have examined the impact of expectations of
affect associated with performance of a behavior.
For example, studies have examined anticipated
regret as a determinant of behavior within the
context of the TPB (see Sandberg and Conner,
2008, for a review). Regret is a negative affec-
tive state that can be anticipated pre-behaviorally
and so influence subsequent behavior. Studies
generally report that such anticipated affective
states add significant variance to predictions of
intentions but not behavior and may be par-
ticularly important in relation to certain affec-
tive behaviors (e.g., condom use; Glasman and
Albarracin, 2006). Other studies have shown
affective outcomes to be better predictors of
behavior than more instrumental outcomes (e.g.,
Lawton et al, 2007). Work has also examined
the affect that accompanies performance of the
behavior (sometimes referred to as anticipatory
affect or affective attitudes; Loewenstein, 1996)
rather than following performance of the behav-
ior. Such affective attitudes have been explicitly
added to the TPB (Conner and Sparks, 2005)
and been reported to be stronger predictors of
intentions and behavior than instrumental atti-
tudes (Ajzen, 2001; Lawton et al, 2009). In
addition, some studies indicate affective atti-
tudes to directly predict behavior independent of
intentions (e.g., Lawton et al, 2009). Affective
expectations and their influence on health behav-
ior would appear to be an important and growing
focus for research in this area.

4.3 Implementation Intentions

The majority of research reviewed thus far has
focused on motivational influences of cognitive
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variables on behavior (i.e., impacting on inten-
tion formation). However, other research has
begun to focus on the volitional phase of action
(Bagozzi, 1993). One volitional variable that has
been widely tested in relation to health behavior
is implementation intentions. Gollwitzer (1993)
makes the distinction between goal intentions
and implementation intentions. While the former
is concerned with intentions to perform a behav-
ior or achieve a goal (i.e., “I intend to do x”), the
latter is concerned with if-then plans which spec-
ify an environmental prompt or context that will
determine when the action should be taken (i.e.,
“I intend to initiate the goal-directed behavior x
when situation y is encountered”). Importantly,
the if–then plan in an implementation intention
commits the individual to a specific course of
action when certain environmental conditions
are met. Sheeran et al (2005) note that “to
form an implementation intention, the person
must first identify a response that will lead to
goal attainment and, second, anticipate a suitable
occasion to initiate that response. For exam-
ple, the person might specify the behavior ‘go
jogging for 20 minutes’ and specify a suitable
opportunity ‘tomorrow morning before work’”
(p. 280). Gollwitzer (1993) argues that by form-
ing implementation intentions individuals pass
control of intention enactment to the environ-
ment. The specified environmental cue prompts
the action so that the person does not have to
remember the goal intention or decide when
to act.

Sheeran et al (2005) provide an in-depth
review of both basic and applied research with
implementation intentions. For example, Milne
et al (2002) found that an intervention using
persuasive text based on PMT prompted posi-
tive pro-exercise cognition change but did not
increase exercise. However, when this interven-
tion was combined with encouragement to form
implementation intentions, significant behav-
ior change was observed (see Gollwitzer and
Sheeran, 2006, for a meta-analysis of such
studies). Thus implementation intention for-
mation moderates the intention-behavior rela-
tionship demonstrating that two people with
equally strong goal intentions may differ in their

volitional readiness depending on whether they
have taken the additional step of forming an
implementation intention. Implementation inten-
tion formation has been shown to increase the
performance of a range of health behaviors
with, on average, a medium effect size.
Implementation intentions appear to be particu-
larly effective for those with strong goal inten-
tions and in overcoming forgetting that appears
to be a common problem in enacting inten-
tions. Provided effective cues are identified in
the implementation intention (i.e., ones that will
be commonly encountered and are sufficiently
distinctive) forgetting appears to be much less
likely.

5 Conclusions

A number of social cognition models have been
developed to describe the key cognitive determi-
nants and their relationship to behavior. These
key cognitions include intentions, self-efficacy,
and outcome expectancies. Recent research has
sought to integrate such models (Fishbein et al,
2001). Current research has focused on inten-
tion stability as an important mediating vari-
able explaining the impact of health cognitions
on behavior. Other work is examining affective
influences on health behaviors and how the for-
mation of implementation intentions promotes
the performance of behavior.
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Chapter 3

Assessment of Physical Activity in Research
and Clinical Practice

Lephuong Ong and James A. Blumenthal

1 Introduction

It is well established that physical activity is
associated with significant physical and men-
tal health benefits including increased longevity
(Camacho et al, 1991; Leon et al, 1987;
Paffenbarger et al, 1986; Powell et al, 1987).
Physical inactivity, on the other hand, is associ-
ated with adverse health consequences and has
been identified as a modifiable behavioral risk
factor for mortality and diseases of lifestyle, such
as cardiovascular disease, cancer, and diabetes
mellitus (see Lee, 2003; Warburton et al, 2006).
These data have prompted an increased interest
in promoting physical activity, which requires
accurate and objective quantification of activity.
Because the validity of these associations rests
upon the utilization of valid and reliable assess-
ments of physical activity, precise measurements
of physical activity are required to improve our
understanding of the impact of physical activ-
ity on health outcomes and to provide a metric
to evaluate the efficacy of clinical interventions
designed to promote health and physical activity.
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2 Physical Activity and Health
Outcomes

2.1 All-Cause and CHD-Related
Mortality

Epidemiologic studies have consistently identi-
fied an association between physical inactivity
and a variety of poor health outcomes, ranging
from cancer, heart disease, and osteoarthritis to
all-cause mortality. In one of the earliest stud-
ies, Morris and colleagues (Morris and Heady,
1953; Morris et al, 1953) examined mortal-
ity data from the London Transport Executive
between 1949 and 1952 and reported a lower
total incidence of initial coronary episodes and
cardiac-related deaths among middle-aged males
engaged in more physically active occupations
(e.g., postmen and bus conductors) compared to
those in less active occupations (e.g., telephone
operators and bus drivers; Morris et al, 1953).
When cardiac-related mortality was examined
for other occupations, a similar pattern of
findings emerged, such that males performing
“heavy” work (e.g., coal workers, laborers) had
lower mortality rates relative to males perform-
ing “light” work (e.g., hairdressers, textile work-
ers) (Morris et al, 1953). A trend for increased
mortality due to lung cancers, appendicitis,
prostate disease, duodenal ulcers, diabetes, and
liver cirrhosis in middle-aged males performing
light work as compared to heavy work was also
found (Morris and Heady, 1953). This relation-
ship between poorer health outcomes and lower

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_3, 31
© Springer Science+Business Media, LLC 2010
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physical activity was observed across the social
classes.

In another large epidemiologic study in which
3686 San Francisco longshoremen between 35
and 74 years of age were followed for 22
years, Paffenbarger and colleagues reported
that lower levels of energy expenditure (i.e.,
<8500 kcal/week), compared to high energy
expenditure (i.e., >8500 kcal/week), were asso-
ciated with a 1.46-fold increased risk of all-
cause mortality after controlling for the effects
of age, cigarette smoking, and high blood pres-
sure (Paffenbarger et al, 1978a; Paffenbarger and
Hale, 1975). Lower energy expenditure was also
found to confer a 1.97-fold increased risk of
heart attack and a 3.32-fold increased risk of
sudden death (Paffenbarger and Hale, 1975; see
Fig. 3.1). In a study of 12,138 healthy males,
Leon et al (1987) found that after 7 years,
middle-aged men in the top two tertiles of leisure
time physical activity (mean minutes per day)
had lower mortality rates compared to men in
the lowest tertile. Relative to men in the lowest
physical activity tertile, men in the highest tertile
had 20% lower incidence of combined fatal and
nonfatal coronary events.

There is evidence that the intensity of physical
activity may moderate the relationship between
physical activity and health outcomes. For exam-
ple, in the Harvard Alumni Health Study, total

physical activity was prospectively related to
decreased risk of mortality in men who engaged
in vigorous physical activities (i.e., ≥ 6 times the
resting metabolic rate [MET]; Lee et al, 1995).
In a follow-up study, Lee and Paffenbarger
(2000) reported that vigorous physical activity
conferred the greatest benefit in terms of reduced
mortality, moderate physical activity was found
to be somewhat beneficial, and light physical
activity conferred no benefit.

Although there have been fewer studies in
females, available data suggest a similar pat-
tern. For example, in the Nurses’ Health Study,
in which 116,564 initially healthy, middle-aged
women were followed for 24 years, physical
inactivity (<1 h of exercise/week) was associ-
ated with a 52% increase in all-cause mortality,
a twofold increase in cardiovascular mortality,
and 29% increase in cancer-related mortality (Hu
et al, 2004). Other investigators have also found
that the relative risk of death due to all causes
was reduced (RR, 0.77; 95% CI, 0.66–0.90) in
a large cohort of postmenopausal women who
reported regular physical activity compared with
those who were sedentary (Kushi et al, 1997).
With respect to frequency and intensity, the
data indicate that engaging in moderate phys-
ical activity as infrequently as once per week
appeared to have a protective effect on mortal-
ity (RR, 0.78; 95% CI, 0.64–0.96; Kushi et al,
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Fig. 3.1 Relative risk of death as related to work-
related energy expenditure among 3686 San Francisco
longshoremen (1951–1972). Data are adjusted for

age, cigarette smoking, and systolic blood pressure.
∗ p<0.001. Adapted from Paffenbarger, Brand et al (1978)
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1997). Although data from women are less con-
sistent and null findings have been reported (e.g.,
Blair et al, 1993; Kampert et al, 1996), studies
generally show that physical activity has a bene-
ficial effect on health and mortality in women as
well as in men.

2.2 Incidence of Chronic Diseases

2.2.1 Coronary Heart Disease

Based on their review of 43 studies that exam-
ined the relationship between physical inactiv-
ity and CHD incidence, Powell and colleagues
(1987) concluded that the risk of incident CHD
due to physical inactivity ranges from 1.5 to
2.4 (median = 1.9). These values are similar in
magnitude to other CHD risk factors, such as
hypertension, hypercholesterolemia, and smok-
ing. These data are consistent with recent evi-
dence from the Nurses Health Study, in which
physical inactivity (<1 h of exercise per week)
was found to be associated with increased risk
(RR = 1.58; 95% CI, 1.39–1.80) of incident
coronary heart disease in 88,393 women fol-
lowed for 20 years (Li et al, 2006). Data from
the Womens’ Health Study also indicate that the
health benefits of physical activity are not lim-
ited to vigorous activity, such that participating
in light to moderate physical activity, such as
walking for at least 1 h per week, is associ-
ated with lower CHD risk (RR = 0.49; 95% CI,
0.28–0.86) (Lee et al, 2001).

Participation in physical activities also affects
prognosis in patients with CHD. For instance, in
older men with established CHD followed for 5
years (N = 772, mean age = 63), light to moder-
ate physical activity conferred a reduction in risk
for all-cause and cardiovascular mortality over
a sedentary lifestyle after covariate adjustment
(light, RR = 0.42; 95% CI, 0.25–0.71; moderate,
RR = 0.47; 95% CI, 0.24–0.92; Wannamethee
et al, 2000). These results are consistent with the
findings of Taylor et al (2004), who conducted
a systematic quantitative review of exercise-
based cardiac rehabilitation programs and found

that, relative to usual care, cardiac rehabilitation
was associated with reduced all-cause mortality
(odds ratio [OR] = 0.80; 95% CI, 0.68–0.93) and
fatal cardiac events (OR = 0.74; 95% CI: 0.61–
0.96). Compared to usual care, cardiac rehabil-
itation was also associated with greater reduc-
tions in CHD-related risk factors, such as total
cholesterol level, triglyceride level, and systolic
blood pressure (Taylor et al, 2004).

2.2.2 Diabetes Mellitus

In a cohort of 87,253 of healthy females aged
34–59 years followed for 8 years, Manson et al
(1991) reported that the age-adjusted relative
risk of non-insulin-dependent diabetes mellitus
in females who engaged in vigorous exercise
at least once per week was 0.67. In another
study of 21,271 initially healthy male physi-
cians, Manson reported that vigorous exercise
was found to be associated with reduced risk of
non-insulin-dependent diabetes mellitus over a 5
year follow-up period (Manson et al, 1992). The
age-adjusted relative risk of diabetes decreased
with increasing frequency of physical activity
(0.77 for once weekly, 0.62 for two to four times
per week, and 0.58 for five or more times per
week).

2.2.3 Cancer

Lee (2003) conducted a systematic review of
epidemiologic studies that examined the rela-
tionship between physical activity and risk of
developing cancer and found that physical activ-
ity is associated with reduced risk of certain, site-
specific cancers, particularly colon and breast
cancers. Specifically, physically active men and
women showed a 30–40% reduction in risk of
developing colon cancer compared to inactive
persons. Relative to inactive women, physically
active women exhibited a 20–30% decreased risk
of developing breast cancer. The role of physical
activity is less clear with prostate and lung can-
cers. Lee (2003) also concluded that moderate



34 L. Ong and J.A. Blumenthal

physical activity (>4.5 METs) had a greater pro-
tective effect compared to less intense activities.
There also is evidence to suggest that regular,
vigorous physical activity (i.e., participation in
a sport >3 times/week) may reduce the risk of
all-cause mortality (hazard ratio = 0.47; 95%
CI, 0.23–0.96) in men and women following
a cancer diagnosis (Hamer et al, 2008). Other
data suggest that physical activity improves car-
diorespiratory function and quality of life among
cancer survivors (Courneya et al, 2003; McNeely
et al, 2006; Schmitz et al, 2005).

2.2.4 Osteoporosis

In the Nurses Health Study, investigators fol-
lowed 61,200 initially healthy postmenopausal
women (aged 40–77 years) and found that walk-
ing for at least 4 h per week was associated
with a 41% lower risk of hip fracture (RR, 0.59;
95% CI, 0.37–0.94) compared with walking less
than 1 h per week (Feskanich et al, 2002).
The reduced risk of hip fractures has also been
observed in a prospective cohort study of men,
such that men who engaged in vigorous physi-
cal activity (e.g., at least running or jogging) had
a significantly lower risk of hip fracture (hazard
ratio, 0.38; 95% CI, 0.16–0.91) relative to men
who did not (Kujala et al, 2000). In addition,
exercise may be an effective adjunctive treatment
for individuals with osteoporosis, as it has been
shown to relieve symptoms, improve quality of
life, and maintain physical mobility (Sharkey
et al, 2000).

2.2.5 Clinical Depression

In addition to the physical benefits of phys-
ical activity, regular exercise is also associ-
ated with significant mental health benefits,
such as lower prevalence of mental disorders
(Goodwin, 2003). There also are epidemiologic
data that suggest that physical inactivity may
be an independent risk factor for the devel-
opment of depressive symptoms. For example,
results from the National Health and Nutrition

Examination Survey Epidemiologic Follow-Up
Study (NHANES I) suggest that females who
engaged in little or no recreational physical
activity are at a twofold increased risk of devel-
oping clinically elevated symptoms of depres-
sion over an 8 year follow-up period (OR, 1.9;
95% CI, 1.1–3.2) (Farmer et al, 1988). In males,
however, physical inactivity predicted depres-
sive symptoms over the follow-up period only
if they reported clinically elevated symptoms at
the baseline assessment (OR, 12.9; 95% CI, 1.7–
98.9). In the Alameda County study, physical
inactivity conferred an increased risk for depres-
sion in a population sample of non-depressed
individuals of both genders (Camacho et al,
1991). Physical activity levels and depressive
symptoms were assessed by self-report in 1965,
1974, and 1983. Compared to participants who
reported high physical activity levels in 1965,
men and women who reported low physical
activity levels were at increased risk (males: OR,
1.76; 95% CI, 1.06–2.92; females: OR, 1.70;
95% CI, 1.06–2.70) of higher depressive symp-
toms in 1974. There is also evidence to suggest
that maintaining high physical activity levels is
important, as participants who decreased their
activity levels from high to low between 1965
and 1974 were at increased risk for depressive
symptoms in 1983. In addition to these epidemi-
ological data, randomized trials of patients with
major depression have shown that exercise is bet-
ter than attention control and is comparable to
psychotherapy (Lawlor and Hopker, 2001) and
may be as effective as anti-depressant medica-
tion in reducing depressive symptoms (Babyak
et al, 2000; Blumenthal et al, 2007; Blumenthal
et al, 1999).

3 Defining Physical Activity

A discussion of assessment methods for physi-
cal activity cannot proceed without first defin-
ing physical activity and differentiating it from
related constructs. Clear, operational defini-
tions are essential for valid assessments and
permit comparison across research studies.
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Constructs related to physical activity rele-
vant to researchers and clinicians in behavioral
medicine are exercise, physical fitness, exercise
capacity, and functional capacity.

The terms physical activity and exercise are
frequently used interchangeably. Although phys-
ical activity and exercise share a number of
common features such as energy expenditure
and bodily movement of skeletal muscles, phys-
ical activity and exercise are distinct constructs
(Caspersen et al, 1985). Caspersen et al (1985)
define physical activity as “any bodily move-
ment produced by skeletal muscles that results
in energy expenditure” (p. 126). Physical activity
thus defined is broad in scope and is performed
in the contexts of leisure, household, and occu-
pational domains of living. Alternatively, exer-
cise is conceptualized as a subcategory of physi-
cal activity that is planned, structured, repetitive,
and purposeful. Exercise is considered purpose-
ful in that its aim is to maintain or improve
physical fitness (Caspersen et al, 1985).

Physical fitness, exercise capacity, and func-
tional capacity similarly refer to an individual’s
ability to perform physical activities. Physical
fitness refers to “a set of attributes that peo-
ple have or achieve that relates to the ability
to perform physical activity” (Caspersen et al,
1985, p. 129). Physical fitness is positively
correlated with physical activity and exercise.
Markers of physical fitness include cardiores-
piratory endurance, muscular strength, body
composition, and flexibility. Exercise capacity
specifically refers to the ability to perform aer-
obic exercise, while functional capacity specifi-
cally refers to an individual’s ability to perform
the physical demands associated with activities
of daily living (Guyatt et al, 1985).

4 Dimensions of Assessment

With respect to the assessment of physical
activity, the key dimensions of interest are fre-
quency, duration, and intensity. Frequency refers
to how often one engages in the physical activ-
ity of interest, within a specified interval of time

(e.g., past week, past month). Duration is the
total amount of time spent (e.g., in minutes,
hours) performing the physical activity. Intensity
reflects the amount of energy expended while
performing the physical activity of interest and
is typically expressed in metabolic equivalents
(METs), a ratio of the metabolic rate during
physical activity relative to the resting metabolic
rate (3.5 ml O2/kg/min). A MET value of 1.0
is roughly equivalent to the energy expenditure
at rest; hence, if an individual engages in physi-
cal activity equivalent to a MET level of 10, they
would expending 10 times the energy compared
to their energy expenditure in a resting state.
A compendium of physical activities and MET
intensities can be used to estimate total energy
expenditure (Ainsworth et al, 2000).

5 Laboratory Measures

5.1 Exercise Treadmill Testing

Exercise treadmill testing is the gold stan-
dard for the assessment of cardiorespiratory
fitness or aerobic capacity. The results of
exercise treadmill testing can be used to
establish baseline cardiorespiratory fitness to
facilitate the creation of a tailored exercise pre-
scription. Exercise treadmill testing can also be
utilized following exercise training as a post-
treatment measure of change. In clinical cardiol-
ogy, treadmill tests are routinely used to evaluate
the presence and prognosis of ischemic heart
disease.

Cardiorespiratory fitness is assessed directly
by measuring maximum oxygen consump-
tion, or V̇O2 max, the rate of oxygen con-
sumption during maximal aerobic activity
(expressed in METs). To assess V̇O2 max, indi-
viduals are instructed to exercise to exhaustion.
Alternatively, the test may be discontinued when
a maximum heart rate (calculated as 220 – age)
is achieved.

Trained personnel are required to adminis-
ter and supervise the graded exercise treadmill
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test and specialized equipment is necessary
to assess V̇O2 max. Typically, heart rate and
electrocardiographic data are recorded during
the treadmill test, which permits the monitoring
of adverse events, such as cardiac arrhythmias
and myocardial ischemia. Sphygmomanometry
may also be employed to assess blood pressure.
Expired air is collected to assess parameters
such as maximum oxygen consumption, car-
bon dioxide production, minute ventilation, and
respiratory exchange ratio.

A number of exercise treadmill testing proto-
cols exist, such as the Bruce (Bruce et al, 1963),
Naughton (Naughton et al, 1963), and Duke-
Wake Forest (Blumenthal et al, 1988) protocols,
which typically vary in the progression of the
speed and incline of the treadmill, with optimal
selection based on the clinical population and
estimated duration of the test. The Bruce proto-
col (Bruce et al, 1963) is a routinely used and
well-validated exercise treadmill test. There are
seven stages in total, each lasting 3 min. There
is a progressive increase in workload in terms
of speed and incline with each successive stage.
For instance, at stage 1, participants walk at a
speed of 1.7 mph and an incline of 10%. At
stages 2 and 3, the speed increases to 3.4 and 5.0
mph with inclines of 14 and 18%, respectively. A
major disadvantage of the Bruce protocol is its
high intensity, which limits its use to relatively
healthy, physically fit individuals. Accordingly,
the Bruce protocol has been modified for use
with persons with diminished functional capac-
ity. The modified Bruce is identical to the Bruce
except that it features two initial, lower inten-
sity stages (stage 1: 1.7 mph, 0% grade; stage
2: 1.7 mph, 5% grade). Stage 3 of the modi-
fied Bruce is equivalent to stage 1 of the regular
Bruce protocol.

The Naughton protocol (Naughton et al,
1963) starts with a speed of 3.0–3.4 mph (0%
grade), with 2 min increases in grade with-
out increases in speed. The advantage of the
Naughton is that it is a low intensity test that is
suitable for patients with diminished functional
capacity and low tolerance for aerobic exer-
cise. The disadvantage of this protocol is that
it may take a fair amount of time for healthier

individuals to achieve heart rate targets or exer-
cise to exhaustion.

In the Duke-Wake Forest protocol (Blumen-
thal et al, 1988), workloads are increased at the
rate of 1 MET (3.5 ml O2/kg/min) per minute:
minute 1, 2.0 mph, 0% grade; minute 2, 2.5 mph,
0% grade; minute 3, 2.5 mph, 2.0% grade; and
so on. The advantage of this protocol is that
workload is increased in multiples of the rest-
ing metabolic rate, as opposed to more arbitrarily
defined increments of speed and grade.

5.2 The 6-Minute Walk Test

The 6-minute walk test (6MWT; Butland et al,
1982) is a commonly performed test of func-
tional capacity. The 6MWT is a self-paced,
timed test of the total distance that a patient is
able to walk in 6 min. Patients are instructed
to walk as quickly as possible for the dura-
tion of the test, with voluntary rest permitted.
Although other timed walk tests exist (e.g., 2-
minute and 12-minute walk tests; Butland et al,
1982; McGavin et al, 1976), the 6MWT is the
functional walk test of choice for clinical and
research purposes as it is easy to administer,
inexpensive, and considered to be reflective of
activities of daily living (Lipkin et al, 1986).
The 6MWT has been shown to be well-tolerated
by patients with diminished functional capac-
ity, thereby permitting the estimation of func-
tional capacity in patients who are unable to
achieve maximum treadmill tests (e.g., heart fail-
ure patients; Lipkin et al, 1986; Peeters and
Mets, 1996).

Total distance walked on the 6MWT has been
found to discriminate between normal subjects,
New York Heart Association (NYHA ) class
II, and NYHA class III heart failure patients
(Lipkin et al, 1986). Distance walked is also pre-
dictive of morbidity and mortality in patients
with heart failure (Bittner et al, 1993; Cahalin
et al, 1996), chronic obstructive pulmonary dis-
ease (Cote et al, 2007; Szekely et al, 1997), and
end-stage lung disease awaiting transplantation
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(Martinu et al, 2008). Reference values for dis-
tance and predictive equations for healthy adults
are available (Camarri et al, 2006; Enright and
Sherrill, 1998; Troosters et al, 1999). In healthy
adults, walking distance ranges from 400 to 700
m and has been found to be predicted by age,
gender, weight, and height (Chetta et al, 2006;
Enright and Sherrill, 1998; Troosters et al, 1999).
In patients with COPD, a change in walking dis-
tance of 54 m is considered clinically meaningful
in that it is the difference in distance needed
for patients to notice changes (i.e., improve-
ment or worsening) in their functional capacity
(Redelmeier et al, 1997).

5.3 The Step Test

The Step Test is a simple method for assess-
ing cardiorespiratory fitness by evaluating heart
rate response to stepping up and down a set
of steps at a fixed rate (Whaley et al, 2006);
post-exercise heart rate recovery may also be
examined. Self-paced (Petrella et al, 2001) and
fixed pace (Sykes, 1995) protocols are avail-
able. Depending on the protocol, step testing
ends when a fixed number of steps at a given
rate are complete or until a patient reaches
the criterion heart rate (e.g., 80% of predicted
maximum).

The Step Test has been found to be strongly
correlated with V̇O2 max (r = 0.92; Sykes and
Roberts, 2004) and is a sensitive index of change
following exercise training (Petrella et al, 2001).
Step testing is quick, inexpensive, and appro-
priate for the measurement of cardiorespiratory
fitness in elderly subjects (Petrella et al, 2001).

6 Field Measures

6.1 Pedometers

A pedometer is a small, battery-operated elec-
tronic device worn at the waistband in the

midline of the thigh that detects and records
vertical pelvic displacements during ambula-
tory activities, such as walking and running
(Berlin et al, 2006). The number of vertical dis-
placements is stored as the number of steps
taken and is presented on the pedometer’s dig-
ital display (Berlin et al, 2006). The number of
recorded steps need to be manually transcribed
on either a daily or weekly basis and diaries
may be provided so that participants may track
the duration that the device is worn, type of
activity, and the number of steps taken (Berlin
et al, 2006). Some models allow the input of
an individual’s stride length in order to provide
an estimate of the distance ambulated (Berlin
et al, 2006).

Although step-counting accuracy has been
found to vary between different pedometer
brands and models, contemporary electronic
pedometers are fairly accurate in counting steps
in individuals with regular, steady, gait patterns
(Bassett et al, 1996; Schneider et al, 2003). There
is some evidence that pedometers may underes-
timate steps taken at slower speeds (e.g., 71%
accuracy at speeds <2.0 mph) and that accuracy
may reach 96% at speeds greater than 3.0 mph
(Melanson et al, 2004). Pedometers have also
been reported to be less reliable in individuals
who have a body mass index >30 (Shepherd et al,
1999).

A major limitation associated with the use
of the pedometer is that it does not record
any information about the frequency, duration,
or intensity of physical activity (Berlin et al,
2006). Hence, total energy expenditure can-
not be reliably estimated with the pedometer.
Another potential drawback of the pedometer is
that its use is narrowly restricted to the assess-
ment of walking and running, and that load-
bearing, non-vertical movements, seated activi-
ties (e.g., cycling) cannot be validly monitored
using the pedometer (Vanhees et al, 2005).
Despite these limitations, the pedometer’s rel-
atively low cost, portability, and unobtrusive-
ness reduces participant and investigator bur-
den, making it an attractive option for the
assessment of physical activity in free living
conditions.
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6.2 Accelerometers

Routine daily physical activity can be assessed
using an accelerometer, a compact, lightweight,
noninvasive, and unobtrusive device that may
be worn on the waist, ankle, or wrist (e.g.,
Actiwatch; Mini Mitter Co., Inc., Bend, Oregon).
As the name implies, the accelerometer assesses
physical activity in terms of acceleration (Chen
and Bassett, 2005). Accelerometers measure and
store frequency, pattern, duration, and inten-
sity of movement through sensors that detect
acceleration in one (uniaxial), two (biaxial), or
three (triaxial) orthogonal planes (i.e., antero-
posterior, mediolateral, and vertical; Berlin et al,
2006; Chen and Bassett, 2005). Raw data are
expressed as “counts,” a measure of the fre-
quency and intensity of acceleration and decel-
eration (Berlin et al, 2006). Data are stored on
the device and then uploaded to a PC for analy-
sis. Accelerometers are also capable of recording
the time of physical activity counts, permitting
patterns of activity (time and duration) to be
examined. Cumulative mean daily waking phys-
ical activity can be derived to provide an index
of routine daily activity. If desired, sleep param-
eters, such as minutes of mobility during sleep,

total sleep time, and sleep efficiency (i.e., a ratio
of actual sleep time to time in bed), also can
be measured using accelerometry. Figures 3.2
and 3.3 display illustrative data obtained from
the Lifecorder Plus (NEW-LIFESTYLES, Inc.,
Lee’s Summit, Missouri) and the Actiwatch.

6.3 Questionnaires and Activity
Rating Scales

Self-report measures in the form of question-
naires and activity rating scales are the most
frequently used method to assess patterns of
physical activity (see Table 3.1). Respondents
may be asked to describe the type, frequency,
intensity, and duration of their physical activi-
ties within a specific timeframe of interest (e.g.,
within the past day, week, month, or year).
Questionnaires and activity rating scales can
be self-administered (in person or by mail) or
administered by trained personnel (in person or
via telephone).

The primary advantages of self-report
measures are that they are expedient, cost-
effective, and associated with low participant

Fig. 3.2 Twenty-four hour physical activity data for
a 73-year-old male using the Lifecorder Plus (NEW-
LIFESTYLES, Inc., Lee’s Summit, Missouri), a triaxial

accelerometer. The subject ambulated 3.5 total miles
and performed 68.8 min of moderate physical activity
(defined as ≥2–5 METS)
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Fig. 3.3 Sleep actigraphy data from a 48-year-old male
using the Actiwatch (Mini Mitter Co., Inc., Bend,
Oregon) showing activity distribution over a 24-h period

and sleep parameters such as sleep time, sleep efficiency,
and minutes of mobility during sleep

and investigator burden. Questionnaires can be
administered to large groups of people with ease,
making them an appropriate choice for large,
epidemiologic studies. Notwithstanding these
advantages, questionnaires and rating scales are
associated with several important limitations.
For instance, the reliance upon self-report
measures creates the opportunity for study par-
ticipants to respond in socially desirable ways
to present themselves favorably or to answer
in ways in which they think they are expected
to answer. A potential solution to this problem
would be to incorporate a social desirability
scale, such as the Marlowe–Crowne Social
Desirability Scale (Crowne and Marlowe, 1960),
to detect potentially invalid questionnaires and
either adjust their scores or exclude respondents
who may for whatever reasons distort their
reported activity levels. Another limitation
associated with self-report measures is that the
quality of the data is dependent on participant
compliance, affected in turn by motivational and
cognitive factors (e.g., memory).

6.3.1 Harvard Alumni Activity Survey

The Harvard Alumni Activity Survey is a brief,
seven-item, expedient measure of physical activ-
ity (Paffenbarger et al, 1978b). It was con-
structed for use in the Harvard Alumni Health
Study, which investigated the role of physical
activity as a risk factor for myocardial infarction.
This self-report questionnaire asks respondents
to recall the types and duration of physical activ-
ities engaged in during the past week. The survey
assesses the number of flights of stairs climbed,
number of city blocks walked, and what sports
were played (hours per week). A physical activ-
ity index representing total energy expenditure
(expressed in kilocalories per week) is estimated
based on values for each activity that is derived
from the literature.

One year test–retest reliability is reported to
be 0.73 and energy expenditure as measured
using this scale has been shown to be inversely
related to the risk of first heart attack (LaPorte
et al, 1983).
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6.3.2 Minnesota Leisure Time Physical
Activity Questionnaire

The Minnesota Leisure Time Physical Activity
Questionnaire (LTPA; Taylor et al, 1978) is
designed to quantify energy expenditure during
leisure time physical activities. It was originally
created to assess the relationship between phys-
ical activity intensity and coronary heart disease
risk. Respondents indicate which activities they
have engaged in over the past 12 months and
then a trained interviewer collects detailed infor-
mation regarding activity type, duration, and
frequency for each reported activity. Intensity
codes in metabolic equivalents are available for
62 leisure activities. The product of each inten-
sity code and duration of activity in minutes
(MET∗min) is summed for all activities to pro-
duce a total Activity Metabolic Index (AMI),
expressed in MET∗min/day. Light (sum of all
activities with intensity codes ≤ 4.0 METs),
moderate (sum of all activities with intensity
codes between 4.5 and 5.5 METs), and heavy
(sum of all activities with intensity codes ≥6.0
METs) AMIs may also be computed to exam-
ine the impact of physical activity intensity on
health-related outcomes.

The LTPA has been shown to have satis-
factory test–retest reliability at 5 weeks (r =
.79–.88; Folsom et al, 1986) and at 1 year (r =
.69; Jacobs et al, 1993; Richardson et al, 1994).
Total AMI has been found to be moderately cor-
related with total exercise treadmill time (r =
.45–.52; Taylor et al, 1978) and VO2peak(r = .47;
Richardson et al, 1994) but weakly correlated
with 48-h Caltrac accelerometer readings (r =
.23; Richardson et al, 1994). Findings from the
Minnesota Heart survey and the Multiple Risk
Factor Intervention Trial indicate that higher
leisure time physical activity (assessed with the
LTPA) is associated with fewer coronary risk
factors (Folsom et al, 1985) and reduced risk of
CHD morbidity and mortality (Leon et al, 1987).

6.3.3 Seven-Day Physical Activity Recall

Physical activity can be assessed with the 7-Day
Physical Activity Recall (PAR; Blair et al, 1985;

Sallis et al, 1985), a semi-structured interview
designed to evaluate self-reported activity lev-
els over a 7-day period. A self-report version of
this questionnaire is also available. Respondents
are asked to estimate the total time spent in
sleep or engaged in occupational, household, or
leisure activities of at least moderate intensity.
Examples of moderate (e.g., brisk walking), hard
(e.g., physical labor), and very hard (e.g., jog-
ging) activities are provided. The energy expen-
diture for each activity is expressed in multi-
ples of resting metabolic rate (MET; 1 MET =
1 kcal/kg/h). The MET for each activity is mul-
tiplied by hours spent in the activity, and the
products are summed to provide an estimate of
total energy expenditure.

The PAR is sensitive to changes in phys-
ical activity following exercise training (Blair
et al, 1985) and is positively correlated with
V̇O2 max (r = .30; Jacobs et al, 1993). Acceptable
inter-rater reliability coefficients have also been
reported (r = 0.78–0.86) for PAR-estimated
energy expenditure (Gross et al, 1990; Sallis
et al, 1988), but 1 month test-retest reliability
has been found to be low (r = .34; Jacobs et al,
1993).

6.3.4 Stages of Exercise Change
Questionnaire

The Stages of Exercise Change Questionnaire
(Marcus et al, 1992) was adapted from the smok-
ing literature and is based on the Transtheoretical
Model of Change (Prochaska and DiClemente,
1983). This scale is designed to assess respon-
dents’ stage of exercise change by asking them
to choose the statement that best describes their
current exercise behavior (e.g., precontempla-
tion, I currently do not exercise and I do not
intend to start exercising in the next 6 months).
There is one statement for each of the five stages
of readiness: precontemplation contemplation,
preparation, action, and maintenance. Two-week
reliability is reported to be .78 (Marcus et al,
1992). Although it does not provide a mea-
sure of energy expenditure, exercise intensity,
or exercise frequency, its stage-based approach
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facilitates the delivery of targeted interventions
to promote physical activity at each stage of
exercise change. It is not recommended as a reli-
able method for documenting the exact amount
of activity in which a person regularly engages,
but may be worthwhile for screening purposes.

6.3.5 Community Healthy Activities Model
Program for Seniors Activities
Questionnaire

The Community Healthy Activities Model
Program for Seniors (CHAMPS) Activities
Questionnaire (Stewart et al, 2001) is a compre-
hensive self-report measure of physical activity
designed for use among sedentary older adults.
It may be self- or interviewer administered to
accommodate sensory deficits of elderly respon-
dents. It assesses leisure, household, and work
(e.g., volunteer) activities that are appropriate
and relevant for older adults. Activity duration is
multiplied by established metabolic equivalents
for each activity and summed across all activities
to yield an estimate of weekly caloric expendi-
ture (kcal/week). The impact of activity intensity
can be assessed by summing caloric expendi-
tures only for activities of at least moderate
intensity (MET ≥ 3.0).

The CHAMPS questionnaire has satisfactory
6-month test–retest reliability (r = .62–67) and
is sensitive to change following an intervention
designed to increase physical activity (Stewart
et al, 2001). The CHAMPS questionnaire has
also been found to significantly discriminate
between groups with known differences in activ-
ity levels (e.g., sedentary, somewhat active, and
active; Stewart et al, 2001). CHAMPS-derived
estimates of total caloric expenditure has been
shown to be positively correlated with 6-minute
walk test performance (r = .46) and accelerom-
eter data (r = .36–.42; Harada et al, 2001).

6.3.6 Godin Leisure Time Exercise
Questionnaire

The Godin Leisure Time Exercise Questionnaire
(Godin and Shephard, 1985) is a brief,

self-administered questionnaire that assesses
leisure time physical activity. Respondents are
asked to indicate the number of times during a
typical week that they participate in mild (e.g.,
yoga, bowling), moderate (e.g., fast walking,
baseball), or strenuous (e.g., running, jogging)
exercise for at least 15 min. One additional
item assesses how often during a typical week
respondents engaged in sweat-inducing exer-
cises. Each of the three exercise categories
is assigned an intensity value, expressed as
metabolic equivalents: strenuous, 9.0 METs;
moderate, 5.0 METs; and mild, 3.0 METs.
An activity score is computed by summing
the products of the frequency of each of the
three exercise categories and its corresponding
METs value. One month test–retest reliability
is reported to be 0.62 and the activity score is
positively correlated with V̇O2 max(r = .56) and
accelerometer (r = .32) data (Jacobs, 1993).

6.3.7 International Physical Activity
Questionnaire

The International Physical Activity
Questionnaire (IPAQ; Craig et al, 2003) is
a set of four questionnaires designed for use in
adults (15–69 years old) to derive internationally
comparable data on physical activity during
the last 7 days. Long and short versions of the
IPAQ are available and are either interviewer-
or self-administered. The 4-item, short version
assesses the number of days per week the
respondent has engaged in moderate or vigorous
activity, as well as the time spent walking or
sitting. The 27-item, long version assesses
physical activity across five activity domains
(e.g., occupational, transport, household, leisure,
and time spent sitting). Data from the long and
short forms are used to estimate total energy
expenditure by weighting the reported minutes
per week in each activity category by a MET
energy expenditure estimate assigned to each
activity category. The IPAQ has been found
to have satisfactory test–retest reliability (long
form: pooled Spearman’s ρ = 0.81; short form:
pooled Spearman’s ρ = 0.76) and fair criterion
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validity (using accelerometers, pooled ρ = 0.33)
in industrialized and developing nations (Craig
et al, 2003).

7 Physiological Measures

7.1 Oxygen Uptake

Although not widely used, portable indirect
calorimeters can be used to assess oxygen con-
sumption (V̇O2) to estimate energy expenditure
during physical activity (Duffield et al, 2004;
Hausswirth et al, 1997). Although there is evi-
dence to suggest that some models show good
reliability and validity when compared to larger,
traditional calorimeters (Hausswirth et al, 1997;
Novitsky et al, 1995), issues related to cost
and obtrusiveness have limited the use of these
devices in larger population studies of physical
activity.

7.2 Heart Rate Monitoring

Heart rate monitoring can be used as an objective
measure of total energy expenditure in labora-
tory and free living conditions. Contemporary
devices are small and unobtrusive, cost between
$200 and $500, and consist of a chest strap
transmitter and a receiver watch (Freedson and
Miller, 2000). Its use is based on the premise that
heart rate and oxygen consumption are linearly
related, particularly between 110 and 150 bpm
(Freedson and Miller, 2000; Livingstone, 1997).
Using a regression equation, exercise heart rate
can be used to estimate V̇O2. Monitors that pro-
vide minute-to-minute recordings of heart rate
enable the evaluation of day-to-day variability
of energy expenditure and provide information
about the frequency, duration, and intensity of
activity (Freedson and Miller, 2000).

Although there are several different methods
to analyze heart rate data, a frequently used
method is the FLEX heart rate method (Ceesay
et al, 1989; Livingstone et al, 1990). In the FLEX

method, heart rate and oxygen consumption are
monitored at different exercise intensities and
different postures (i.e., sitting, supine, and stand-
ing). Basal metabolic rate is also estimated for
each subject. These data are used to construct a
calibration curve to estimate energy expenditure
(Freedson and Miller, 2000). The FLEX heart
rate is the threshold heart rate used to dif-
ferentiate between resting and exercise heart
rate (Livingstone, 1997). Satisfactory estimates
of total energy expenditure have been reported
using this method (Ceesay et al, 1989; Spurr
et al, 1988).

There are several potential limitations asso-
ciated with the use of heart rate monitors as
a proxy for physical activity. First, extraneous
factors other than physical activity can affect
heart rate, which may lead to potentially biased
estimates of energy expenditure. Factors such
as temperature, humidity, emotional states, food
intake, and body position may affect heart rate
independent of physical activity (Livingstone,
1997). Second, the cost of heart rate monitors
may be prohibitive for large, epidemiologic stud-
ies. Third, energy expenditure data derived from
calibration curves may be invalid if heart rate
data are not representative or poorly discrim-
inate between resting and exercise heart rate
(Livingstone, 1997).

8 Future Directions

8.1 Combination Devices

Combination devices that feature both physi-
ological (e.g., heart rate, blood pressure) and
activity (e.g., motion sensors) measures may
improve physical activity assessment. Previous
studies suggest that combining separately mea-
sured heart rate and accelerometry data yields
more precise estimates of energy expenditure
than estimates derived from accelerometry data
alone (Brage et al, 2004; Strath et al, 2005).

One example of a combination device
that simultaneously records physiological and
actigraphy data is the Actiheart (Mini Mitter Co.,
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Inc). The Actiheart features a heart rate monitor
and uniaxial accelerometer and has been shown
to reliably and accurately estimate walking and
running intensity (Brage et al, 2005).

8.2 New Technologies

Technological advances have enabled comput-
ers and microprocessors to be lightweight and
portable, leading to the development of wearable
computers and sensors, incorporated into “smart
clothing.” Wearable computers, connected to
cameras, microphones, and physiological sen-
sors, may be utilized to continuously detect and
record physical activity under free-living condi-
tions (Healey, 2000). Audio, video, and physio-
logical data may be used to verify self-reported
activity data and to increase the accuracy of
estimates of energy expenditure. Accelerometers
and physiological sensors (e.g., heart rate, respi-
ration, and skin conductance) may be sewn into
clothing or disguised as jewelry (Healey, 2000).
Activity and physiological data from the wear-
able unit may then be transmitted wirelessly to a
personal digital assistant (i.e., PDA) or uploaded
to a desktop computer for processing.

Several wearable units are currently avail-
able. The LifeShirt R© System is a washable
garment that contains embedded sensors to
collect respiratory, ECG, postural, and activ-
ity data (VivoMetrics, Inc., Ventura, CA). An
electronic diary can be used to record infor-
mation about mood and activity. Data are
encrypted and stored on a recorder, then
uploaded to a personal computer for analysis.
The SenseWear R©, and its commercially avail-
able counterpart, the GoWear R© fit ($160-350,
Bodymedia, Pittsburgh, PA), are armbands that
combine galvanic skin response, skin tempera-
ture, heat flux, and accelerometry data to assess
activity intensity and duration, total energy
expenditure, steps taken, and sleep duration.
Data are uploaded to a personal computer or to
the company’s website for analysis.

These new technologies offer a continuous,
automated approach to assessing and monitoring

physical activity. Wearable computers and sen-
sors reduce investigator and participant burden
and offer a comprehensive assessment of activity
and energy expenditure by combining physio-
logical and activity data. This multidimensional
approach requires greater sophistication in data
modeling techniques, which may necessitate
specialized personnel and equipment. Other fac-
tors affecting the widespread adoption of these
devices include the high initial cost of wearable
units and participant acceptability.

9 Conclusions

Depending on the physical activity parame-
ter of interest (e.g., frequency, intensity, dura-
tion, energy expenditure), participant popula-
tion, sample size, data sampling frequency, and
study location and duration, researchers and
clinicians have many assessment instruments
to choose from. Laboratory, field, self-report,
and physiological measures are each associated
with unique costs and benefits; thus instru-
ment selection should be tailored to the aims
of the assessment. If appropriate, combined
approaches, such as simultaneously utilizing
questionnaire, accelerometer, and physiological
data, may yield more and more comprehen-
sive assessment of physical activity patterns than
using a single instrument in isolation. The trend
for the future may be the use of wearable devices
that combine multiple types of data to improve
the quantification of physical activity and to
reduce participant and investigator burden.
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Chapter 4

Dietary Assessment in Behavioral Medicine

Marian L. Neuhouser

1 Overview of Dietary Assessment
in Behavioral Medicine

Nutritional status is one of the most important
predictors of health risk. Research consistently
demonstrates that diets rich in fruit, vegetables,
whole grains, and lean meats from poultry and
fish are inversely associated with risk of age-
related chronic diseases such as cardiovascular
disease, cancer, and diabetes (Kushi et al, 2006;
Lampe, 1999; Neuhouser, 2004; Pool-Zobel
et al, 1997; Prentice et al, 2004; World Cancer
Research Fund/AICR, 2007). Conversely, diets
high in refined grains and added sugars, but low
in diverse plant foods, increase risk for obesity
and obesity-related disorders including cardio-
vascular disease, cancer, and diabetes (Boynton
et al, 2007; Kristal et al, 2000; National Research
Council Committee on Diet and Health, 1989;
Patterson et al, 2004). Despite the strong and
consistent diet–disease associations and recom-
mendations to the public to make healthy food
choices and limit or avoid added fats, sodium,
and empty calorie-type foods, consumers still,
for the most part, select poor diets (Kant
and Graubard, 2006). For example, only 11%
of American adults obtain the recommended
5–9 servings of fruit and vegetables per day
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(Casagrande et al, 2007). Equally concerning
is the high prevalence of daily consumption of
sugar-laden empty calorie beverages, such as a
soft drink; such high consumption is a common
practice among young children, adolescents, and
adults (Dubois et al, 2007; French et al, 2003;
Rajeshwari et al, 2005; Rampersaud et al, 2003).
This discrepancy between available knowledge
of nutritional benefits and food intake patterns
suggests a strong influence of culture and behav-
ior on dietary practices.

Food choice is a complex behavior.
Individuals and groups make dietary selec-
tions based on food familiarity, availability, cost,
cultural norms, ease of preparation, individual
taste, convenience, and many other factors
(Drewnowski, 1997; Glanz et al, 1998a, b;
Popkin et al, 2005). Therefore, assessment of
diet, particularly for the purposes of promoting
dietary change or improvement in dietary pat-
terns, must include attention to the behavioral
aspects of food intake (van Duyn et al, 2001).
Dietary behaviors are extremely personal and
efforts to promote healthful dietary changes that
are based only on knowledge about foods are
not likely to succeed.

Apart from behavioral predictors of food
intake, measuring what people eat is particularly
complicated for several reasons. To illustrate this
point, we can compare the assessment challenges
for two exposures: playing golf or tennis and
diet. Playing golf or tennis is a single (yes/no)
activity – people are either players or not, so
individuals usually report with good accuracy
whether or not they engage in these activities.
Further, since for many people, these activities
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occur on a weekly or monthly basis, most peo-
ple would record with reasonable accuracy that
they play golf or tennis once a week. In compar-
ison, over the course of even 1 week, an indi-
vidual can consume hundreds, even thousands
of distinct food items in various combinations,
making it cognitively challenging for respon-
dents to accurately report on their intake. Meals
can be prepared by others (e.g., in a restaurant,
by a spouse, as prepackaged food) so that the
respondent may not be cognizant of preparation
details such as fat or salt used in cooking or por-
tion size. Further, food choices often vary with
seasons and other life activities (e.g., weekends,
social engagements, holidays, vacations). In fact,
in today’s modern food environment with so
many choices, particularly, myriad ready-to-eat
choices available to consumers, the day-to-day
variability in food intake can be so large that
it is difficult to identify any underlying con-
sistent pattern. Collectively, these issues make
dietary assessment a very complex task for both
researchers and clinicians.

2 Standard Dietary Assessment
Tools for Use in Behavioral
Medicine

Dietary assessment requires asking participants
about their usual food habits. This process can
take several forms, such as a structured inter-
view, a self-administered questionnaire, or a
diary. This section describes the more commonly
used dietary assessment tools.

2.1 Food Records and Diaries

Multiple day food records or diaries require indi-
viduals to record all foods and beverages con-
sumed over a specified period of time, often 3–7
days. Participants are typically asked to carry the
paper record or diary with them and to record
foods in real time as eaten. However, in reality,

many participants will record everything at the
end of the day due to the burden of recording
in real time. Some protocols require participants
to weigh and/or measure foods before eating,
while less stringent protocols use food mod-
els, photographs of food, measuring cups, and
other aids to instruct respondents on estimating
serving sizes. Often the food diary is carefully
reviewed or documented by a trained dietitian
to confirm food portion sizes, ingredients added
in cooking and at the table (such as salt, oils,
salad dressings, butter, and other condiments),
and additional food details. However, this type
of detailed review and documentation can add
greatly to the participant burden since the minu-
tiae required can seem overwhelming and time
consuming to participants. In addition, this type
of very detailed documentation adds to the over-
all cost of food record collection, but may not
add significant or necessary food details. One
study showed that when detailed, step-by-step
instructions on food recording are provided to
participants (including specific examples) prior
to starting the diary, the detailed documentation
by a dietitian may not be necessary (Kolar et al,
2005). Review by a dietitian can still occur dur-
ing the data entry phase and follow-up queries
can be made to the participants, as necessary, but
the face-to-face questions and queries could be
skipped when sufficient instruction is provided.

Regardless of the data collection protocol,
ultimately the food consumption information
from records/diaries must be coded and entered
into a software program for calculation of nutri-
ent intakes (Schakel et al, 1997). This data
entry step is a time consuming task and requires
trained data technicians or nutritionists. One rea-
son these complex tasks are so time consum-
ing is that the large food databases typically
contain 15,000–20,000 individual food items,
which represent only a fraction of the universe
of food possibilities. Thus, the trained nutrition
coder must make decisions about which foods to
enter as substitutes. For example, an individual
records “one 4-inch by 4-inch by 4-inch portion
of ‘Mama’s’ brand frozen lasagna.” If “Mama’s”
is not listed among the various frozen lasagna
choices in the database, the coder must make an
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informed decision about which brand is the clos-
est match to “Mama’s” in terms of total energy,
protein, fat, and other nutrients. Some misclas-
sification is unavoidable, but a well-trained and
knowledgeable nutritionist should be able to
select comparable substitutes.

Food records are somewhat burdensome for
clients or study participants to complete. In fact,
some studies have shown that individuals might
change their food intake on recording days to
consume more easy-to-prepare items that require
less recording, but the ultimate influence of this
practice is unknown (Craig et al, 2000; Rebro
et al, 1998). Clients or study participants should
always be reminded to eat as they normally do
during the food-recording period. Advances in
digital mobile devices (phones, cameras, PDAs)
now make it possible to record and transmit food
record data, which alleviates some of this partici-
pant burden and may provide more accurate data
(Beasley et al, 2005; Kretsch and Fong, 1990;
Wang et al, 2002). Digital devices are becoming
such a routine part of people’s lives that real-
time digital recording of one’s food and beverage
intake may not feel as burdensome as a paper and
pencil diary. Other disciplines in medicine, phys-
ical activity, and pain monitoring have been suc-
cessfully using technological advances for quite
sometime (Berg et al, 1998; Jamison et al, 2001).
In addition, digital recording of food intake may
alleviate problems with portion size estimation,
which is a frequent source of error in dietary data
collection (Williamson et al, 2003, 2004). In the
future, pencil and paper food diaries are likely to
disappear in favor of digital collection methods.

2.2 Dietary Recalls

A 24-h dietary recall is a structured interview
in which detailed questions are asked about all
foods and beverages consumed over the pre-
vious 24 h. Dietary recall interviews can be
conducted in person or by telephone and typ-
ically last 20–30 min. Data from 24-h recalls
have been used to characterize large populations
in the United States via the survey, “What We

Eat in America” (Conway et al, 2004; Dwyer
et al, 2003a). When conducted in large popula-
tion groups, recalls provide a general “snapshot”
of population dietary intake.

Regardless of whether 24-h dietary recalls are
done in-person or over the telephone, the pro-
tocols work best when interviewer scripts are
standardized on a computer screen with direct
data entry into a software program. It is very
important that the interviewer be well trained
since tone of voice, body posture (when in-
person), and reactions to participant descriptions
of foods consumed can influence the quality of
the data, including omissions or phantom food
additions (Conway et al, 2004). Sometimes inter-
viewers need to redirect the conversation back
to the structured questions, should the respon-
dent deviate off-topic, which can be a problem
when assessing specific population subgroups,
such as the elderly. As with food records, the
use of portion size estimate aides, such as
life-size food models, photographs, or dimen-
sional aides including rulers and measuring cups,
increases the ability to estimate portion size
thereby improving the reliability of the recall
data (Pietinen et al, 1988; Williamson et al,
2003).

Regarding the actual process of conducting
the 24-h recall interviews, the currently most
widely accepted methods follow the protocol
established by the United States Department
of Agriculture (USDA) and used in the “What
We Eat in America” survey (Conway et al,
2003; Dwyer et al, 2003a, b). This five-step
method includes the following sequence of
queries:

1) Quick list – trained interviewers first ask
participants to list all foods and beverages
consumed during the previous 24 h.

2) Forgotten food list – interviewer asks detailed
probes about foods or additions to foods that
are frequently forgotten. Examples of foods
that are often added to this list are milk on
cereal, sugar in coffee, and between-meal
snacks and beverages.

3) Time and place – the interviewer asks the
participant to recall the time of day and the
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location (e.g., home, school, restaurant) of
the food consumption. This time and place
memory probe frequently helps participants
to better recall the foods consumed.

4) Detail cycle – the interviewer probes for
details about each food named in the quick
list and forgotten list, including cooking
methods, portion size, brand names, type, and
amount of fat added during cooking and at the
table. The detail cycle includes the collection
of information on mixed dishes and recipes.
The questions in the detail cycle are highly
standardized with computerized prompts to
ensure uniform data collection.

5) Final review – the interviewer does a final
review of the foods and beverages consumed
and queries participants about any additional
items that may have been omitted.

2.3 Food Frequency Questionnaires

Food frequency questionnaires (FFQ) are self-
administered instruments that obtain data on
frequency and portion size on anywhere from
60 to 150 foods or food groups. Respondents
indicate on the form whether they eat a cer-
tain food and how often (i.e., once a month or
several times a day). These instruments usually
include various types of questions: (1) adjust-
ment questions on food preparation or frequency
of restaurant eating, (2) the food list, and (3)
summary questions. The adjustment questions
permit more refined analyses of fat intake by
asking about food preparation practices (e.g.,
removing skin from chicken), types of added fats
(e.g., use of butter vs. margarine on vegetables),
or type of milk usually used (e.g., whole, skim,
soy). Because details about food preparation are
not obtained with FFQ in the same manner as
food records and recalls, these adjustment ques-
tions can be useful approaches to fine-tune the
food selections.

The main section of an FFQ consists of a
food or food group list, with questions on usual
frequency of intake and portion size. To allow

for machine scanning of these forms, frequency
responses are typically categorized from “never
or less than once per month” to “2+ per day” for
foods and “6+ per day” for beverages. Portion
sizes are often assessed by asking respondents to
mark “small,” “medium,” or “large” in compar-
ison to a given medium portion size. However,
some questionnaires only ask about the fre-
quency of intake of a “usual” portion size
(e.g., 3 ounces meat). Often a cartoon-type pic-
ture or very small photograph is provided as a
“reference point” for the medium portion size.
However, since the pictures must be small to fit
onto the questionnaire, it is unclear how useful
they may be in the long run.

FFQ food lists or line items are created to
capture data on (1) major sources of energy
and nutrients in the population of interest, (2)
between-person variability in food intake, and
(3) specific scientific hypotheses (Willett, 1998).
Since the food list possibly cannot include the
universe of all food and food combination pos-
sibilities, decisions must be made about which
foods to include and which ones to omit. For
example, one approach is to use national con-
sumption data from 24-h dietary recalls to deter-
mine the most commonly eaten foods and major
nutrient sources in the diet (Block et al, 1994,
1986; Willett, 1998). Details about nutrients are
limited though for foods consumed in specific
population groups (e.g., certain ethnic foods) and
there are limited data on bioactive constituents
of foods that are not considered nutrients but
nonetheless have biological actions (e.g., isoth-
iocyanates, polyphenols). Finally, to save space
and reduce respondent burden, similar foods
are often grouped into a single-line item (e.g.,
apples, peaches, plums). When grouping foods,
important considerations include whether they
are nutritionally similar enough to be grouped
and whether the group will make cognitive sense
to the respondent. For example, a food group
composed of three types of fruit may have sim-
ilar amounts of vitamin C, but be very dif-
ferent for other bioactive compounds such as
flavonoids or carotenoids. These issues must be
considered when selecting a dietary assessment
instrument.
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2.4 Advantages and Disadvantages
of Standard Dietary Assessment
Instruments

Dietary records and recalls provide similar types
of data: detailed information on all foods and
beverages consumed on specified days. While
these methods are intended to capture data
on actual foods consumed, there is a some-
what large respondent burden of recording (or
recalling) food intake that can cause people
to alter their food intake such that they con-
sume less complex foods or they may avoid
eating foods perceived to be less healthful (i.e.,
sweets, salty snacks). Further, even when par-
ticipants record foods in real time, mistakes
can still occur in food descriptions, portion size
estimation, and lack of food composition data
on various ethnic foods and complex mixtures.
Theoretically, unannounced interviewer admin-
istered 24-h dietary recalls avoid the problem of
changes in food intake since respondents cannot
change what they ate retrospectively. However, a
disadvantage of dietary recalls is that they rely
on the respondent’s memory and ability to esti-
mate portion sizes, though the latter limitation
can be alleviated by the use of portion size aides.
An important advantage of recalls is that they
are appropriate for low-literacy populations and
children where use of diaries or records would
not be appropriate (Sobo et al, 2000).

Today’s modern diets give consumers a large
amount of choice in food selection – both for
home-prepared and ready-to-eat meals. As a
result, there is quite high day-to-day variabil-
ity in intake. In practice, for accurate dietary
assessment, this means that several days of
records/recalls are required to adequately assess
“true” intake. Some foods may be consumed
rather infrequently, but if they are an important
contributor toward intake of specific nutrients,
then many days of intake are needed to increase
the probability of consumption of that food.
For example, fatty fish, such as tuna, salmon,
or mackerel, may be consumed only once a
week or less, but these fish are very important
sources of long-chain omega-3 fatty acids that

are associated with reduced risk of cardiovascu-
lar disease and several other chronic health prob-
lems. A record or recall with insufficient days
may not capture this fish intake. Unfortunately,
research has also shown that reported energy
intake, nutrient intake, and recorded numbers
of foods decrease with increasing numbers of
recorded days (Rebro et al, 1998). Thus, sim-
ply changing a protocol to increase the number
of recorded days so as to capture this dietary
variability may not be sufficient.

The major advantage of FFQs is that they
attempt to assess usual, long-term diet, either
current or in the past. In addition, they have
relatively low respondent burden and are sim-
ple and inexpensive to analyze because they can
be self-administered and are machine scannable.
A disadvantage of these questionnaires is that
respondents must estimate usual frequency of
consumption of 100 or more foods and the asso-
ciated usual portion sizes. These cognitive tasks
can be exceedingly difficult for many respon-
dents, and may contribute to the observed mea-
surement error from FFQs (Neuhouser et al,
2008; Subar et al, 2003; Tooze et al, 2004).
Another major disadvantage of these question-
naires is related to the close-ended nature of
the form. For example, use of an FFQ with a
typical American fixed-food list is not likely
to be useful in some special populations or
in places outside the United States. In addi-
tion, a questionnaire with appropriate foods and
portion sizes for one population group (e.g.,
older African-American women) may be inap-
propriate for another subgroup (e.g., adolescent
Hispanic females). Fortunately, some work has
been completed to develop culturally appropriate
FFQs. For example, FFQs have been developed
for use in specialized populations, such as the
elderly, rural residents, and various ethnic groups
(Patterson et al, 1999; Resnicow et al, 2000;
Yaroch et al, 2000). Finally, the fixed portion
sizes on FFQs may make it extremely diffi-
cult to obtain accurate data. For example, most
FFQs list a 12-ounce soft drink as a medium
portion, when it is more likely a “small” using
today’s portion standards. Similarly, a medium
hamburger from the 20th century was a 2-ounce
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patty, but in the 21st century, a medium ham-
burger is six ounces (Nielsen and Popkin, 2003;
Nielsen et al, 2002). These fixed portion size
issues do not occur with the open-ended records
and recalls.

3 Non-traditional Dietary
Assessment Instruments Used
in Behavioral Medicine

Non-traditional assessment instruments have
been a useful addition to the dietary assessment
repertoire. For example, household food inven-
tories, cash register receipts, and instruments
focused more on behavioral aspects of eating,
rather than absolute intake of nutrients have been
useful.

3.1 Household Food Inventories

Household food inventories are ecological mea-
sures of diet. They cannot give information on
an individual or even a family’s absolute intake,
but they provide a snapshot of eating behaviors
or even “food culture.” For example, households
that have many high-fat, nutrient-poor foods
(i.e., potato chips, candies, sweets, and other pre-
pared snacks) and few fruits and vegetables may
be more likely to have overall high-fat diets or
be at risk for obesity. A common approach for
family-level weight management programs is for
the nutritionist to conduct a food inventory of
the pantry and advise the family to discard items
with excess energy and poor nutritional value.
This point is illustrated in one study reporting
that the presence (in the house) of 15 high-fat
foods was found to correlate with household
members’ individual dietary fat intake at 0.42
(p < 0.001) (Patterson et al, 1997). Individuals
with ≤4 high-fat foods in their house had a
mean of 32% energy from fat compared to 37%
for those with ≥8 high-fat foods. Household
inventories can also provide information about

poverty and food availability. Poor household
food availability may be associated with greater
individual-level measures of food insecurity and
is paradoxically associated with risk for obe-
sity (Burdette and Whitaker, 2004; Mobley et al,
2006; Townsend, 2006). Appropriate referrals
and interventions can be made when it is known
that little food or poor nutrient quality food exists
in the home. Finally, household inventories may
be particularly good assessment tools to use with
new immigrants where language or cultural bar-
riers may preclude use of records, recalls, or
FFQs (Satia et al, 2000, 2001a, b).

3.2 Targeted Instruments

Targeted instruments are those that are focused
on a particular behavior or intake of a lim-
ited number of foods, such as fruit and veg-
etables, snacks, or sweets. While not useful
for comprehensive dietary assessment, they are
useful when evaluating or conducting an inter-
vention on focused dietary behaviors. These
types of targeted dietary assessment instruments
are most useful when the target food/nutrient
is not distributed throughout the food supply.
For example, dietary fat is widely distributed
in dairy foods, meats, added fats, desserts, pre-
pared foods, etc. Therefore, short instruments
that attempt to estimate fat intake tend to be
imprecise since a short number of questions can-
not capture this complex behavior (Neuhouser
et al, 1999). A good example of a targeted
instrument is one that was recently developed to
assess soft drink and snack consumption among
adolescents. Due to the tremendous and rapid
increase in obesity among the entire population,
including adolescents (French et al, 2003), many
school districts are limiting the on-campus sale
of sugar-laden beverages, such as soft drinks
and other high-calorie drinks with few nutrients.
To evaluate whether such policies are effec-
tive at reducing consumption of these bever-
ages, researchers developed a short beverage
and snack questionnaire. Similar to an FFQ in
form, the questionnaire asks about frequency
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and location (at school or not at school) of soft
drinks, sports-type drinks, fruit punch, and other
sugar-sweetened beverages (Neuhouser et al,
2009). Other targeted instruments are those that
assess fruit/vegetable, salty/savory snacks intake
and food likes and dislikes (food propensity)
(Neuhouser et al, 2000, 2001; Subar et al, 2006;
Thompson et al, 2000, 2002). However, it is
important to note that one disadvantage of these
short checklists is that they may underestimate
consumption of fruit and vegetables in particu-
lar. For example, “servings” of vegetables, such
as a serving of green beans or green peas, is a
relatively easy cognitive task. On the other hand,
vegetables that are components of more com-
plex dishes, such as vegetables on pizza or in
casseroles, soups, and stews, are a bigger chal-
lenge for participants to deconstruct and record
on a short questionnaire.

3.3 Eating Behavior Instruments

A class of dietary assessment instruments par-
ticularly well suited for behavioral medicine are
those focused specifically on eating behaviors (in
contrast to absolute intake measures in standard
instruments). The development of these dietary
behavior instruments was initially motivated by
problems with assessing dietary intervention
effectiveness, particularly low-fat interventions
(Kristal et al, 1990). The fat-related diet habits
questionnaire was based on an anthropologic
model that described low-fat dietary change as
four types: (1) avoiding high-fat foods (exclu-
sion); (2) altering available foods to make them
lower in fat (modification); (3) using new, spe-
cially formulated or processed, lower fat foods
instead of their higher fat forms (substitution);
and (4) using preparation techniques or food
ingredients that replace the common higher fat
alternative (replacement) (Shannon et al, 1997).
A recently developed “mindful eating question-
naire” was designed as a cognitive approach
for dietary assessment and intervention tool and
incorporates a body awareness framework often

used in the practice of yoga (Framson et al,
2009).

4 Summary and Conclusions

In conclusion, dietary assessment is a complex
task. While it might seem intuitive to simply
ask study participants or patients to recall foods
eaten or complete a form on eating patterns, food
intake behaviors are difficult to capture with rea-
sonable accuracy due to the complex and varied
items available to consumers, the burden that
may be associated with asking participants to
record foods and beverages and limitations in
standard instruments that are currently available.
In addition, underreporting of dietary intake
has been identified as a significant problem in
dietary assessment. Newer methods of dietary
assessment that rely on PDAs, mobile phones,
and other electronic technologies will likely be
increasingly used in the future with the hope
that more accurate data will be obtained. Non-
traditional dietary assessment methods may be
particularly useful. While not designed to mea-
sure absolute intake of foods or nutrients, they
are intended to capture dietary behaviors, such
as fat intake behaviors, food likes and dislikes
(which may predict consumption), and intake of
soft drinks and sweets. Despite the challenges
in dietary assessment, efforts must continue to
understand what people eat and offer dietary
modification advice, as needed.
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Chapter 5

Assessment of Sexual Behavior

Lori A.J. Scott-Sheldon, Seth C. Kalichman, and Michael P. Carey

1 Assessment of Sexual Behavior

Sexuality is essential to human life, experienced
through individual thoughts and desires, behav-
iors, relationships, and cultures (Robinson et al,
2002; WHO, 2006). A responsible, safe, and ful-
filling sexual life experience requires a positive
approach to sexuality and an understanding of
the social, economic, and political factors (e.g.,
gender inequality and poverty) that may lead
to sexual ill-health (WHO, 2006). Sexual well-
being involves positive sexual expression, cou-
pled with the possibility of satisfying and safe
sexual experiences. To promote sexual health,
public policy experts, health educators, physi-
cians, and clinicians, benefit from extensive
knowledge and understanding of sexual behavior
including sexual aspects of relationships (e.g.,
sexual arousal and functioning).

Since the 1980s, research in sexual health has
escalated due to the sexual revolution, advent
of the HIV pandemic, and the pharmacologi-
cal treatment of sexual problems. Advances in
data collection methods and the assessment of
sexual behavior have furthered our understand-
ing of sexual behavior patterns and functioning.
Although biological markers (e.g., incidence of
sexually transmitted diseases or pregnancy) pro-
vide useful information about an individual’s
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behavior, these markers are incomplete because
they convey little information about the fre-
quency, number of sexual partners, and the
co-occurrence of sexual behavior with other
behaviors (e.g., alcohol or drug use). Because
no objective indicators are available and sexual
behavior cannot readily (or ethically) be mea-
sured through direct observation, researchers
often rely on self-reports of sexual behavior.
Obtaining detailed and accurate self-reports of
sexual behavior are necessary to fully evalu-
ate and further develop prevention programs,
assess and treat sexual problems and trauma,
and inform public policy and health care (Bogart
et al, 2007; Catania et al, 1990; Cecil et al,
2005; Schroder et al, 2003b; Wincze and Carey,
2001).

Measurement of sexual behavior poses
unique challenges to health researchers given
(a) concerns about privacy, cultural taboos, and
stigmatizing behaviors, (b) the nature of the
behavior (i.e., dyadic rather than individual),
and (c) motives for sexual behavior (Catania
et al, 1990; Schroder et al, 2003a). Moreover,
assessment of complex sexual behavior likely
necessitates multiple types of assessment mea-
sures and methodology. In this chapter we
address the importance of measuring sexual
behaviors, measures and assessment methods,
and challenges to sexual behavior measure-
ment. We provide information about clinical
interviewing and written assessments. Although
we focus primarily on retrospective methods
(e.g., questionnaires), we also present con-
temporaneous assessment methods (e.g., daily
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diary). We conclude by offering suggestions for
improving sexual behavior assessments in future
research.

2 Reasons for Measuring Sexual
Behavior

Sexual expression is a fundamental aspect of
human relationships. While most research has
focused on the problems, risks, and dangers
of sex, there are a number of physiological
and psychological benefits of sexual expression
(Whipple, 2006). For example, frequent sexual
activity increases fertility (Cutler et al, 1985),
the probability of conception (Wilcox et al,
1995), and improves sexual functioning and sat-
isfaction (Laumann et al, 2006; Parish et al,
2007). Benefits aside, consequences related to
sexual activity (e.g., sexual coercion, HIV) may
threaten an individual’s ability to have satisfying
sexual experiences. Accurate, reliable, and valid
self-reports of sexual behavior provide essential
information to assist researchers and interven-
tionists in developing efficacious programs to
improve sexual health.

2.1 General Health Benefits

Studies examining the benefits of sexual activity
on physical health have suggested sexual activ-
ity improves physical and psychological health
in a number of domains. Sexual activity: (1)
Increases longevity: Men with increased orgas-
mic frequency (i.e., had sex at least two times
per week) had a 50% lower risk of mortality at
a 10-year follow-up (Davey Smith et al, 1997);
(2) Lowers the risk of chronic disease (e.g., heart
disease and cancer): Among men, frequency of
sex was associated with a lower risk of fatal
coronary heart disease (Ebrahim et al, 2002).
Furthermore, a national survey of US men found
high ejaculation frequency (i.e., ≥21 ejacula-
tions per month) was associated with decreased
risk of total prostate cancer (Leitzmann et al,

2004); (3) Increases immunity: Increased levels
of immunoglobulin A, an essential antibody used
by the immune system to protect against viral
infections, were found in college students report-
ing having sex at least three times per week
(Charnetski and Brennan, 2004); (4) Associated
with reduced stress: Participants who had vagi-
nal sex in the last 2 weeks had lower blood
pressure and stress response to stress-inducing
tasks (Brody, 2006). Among medical residents,
stress negatively affected desire, sexual arousal ,
and sexual satisfaction (Sangi-Haghpeykar et al,
2009); and (5) Increases physical fitness: Sexual
intimacy was associated with physical fitness
level among Fifty Plus Fitness Association mem-
bers (Bortz and Wallace, 1999); frequency of
sexual activity was higher among men enrolled
in an intensive physical fitness program (White
et al, 1990).

2.2 Sexual Health Outcomes

Prior research suggests sexual health and well-
being are directly related to sexual behavior.
Sexual experiences (e.g., frequency of sex or
orgasm) have been associated with both positive
and negative aspects of sexual and reproductive
health.

2.2.1 Positive Sexual Health Outcomes

Among other benefits, fertility and conception
are two ways by which sexual activity may have
a positive effect on sexual health. Researchers
have shown frequent vaginal sex (i.e., at least
weekly) is associated with increased fertility
(Cutler et al, 1985); women who have sex daily
during their fertile period (i.e., five consecutive
days in a woman’s menstrual cycle culminat-
ing with a sixth day of ovulation) had a 37%
chance of conceiving compare to a 15% chance
among women having sex once during the same
period (Wilcox et al, 1995). Moreover, frequent
sexual activity, including sexual intercourse and
orgasm, are positively associated with sexual and
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emotional satisfaction and relationship quality
among both men and women (Costa and Brody,
2007; Laumann et al, 2006).

2.2.2 Negative Sexual Health Outcomes

Despite the benefits, sexual health is under-
mined by intimate partner violence (e.g., sexual
coercion and rape) and by sexually transmitted
infections (STIs). Recent US estimates of sexual
coercion indicate that 1 in 59 adults have expe-
rienced unwanted sexual activity in the past year
with 1 in 15 adults forced to have sex at least
once in their lifetime (Basile et al, 2007). Among
a diverse sample of women (adolescents, patients
attending a STI clinic, homeless women, and
college students), sexual coercion was consis-
tently related to subsequent risky sexual behav-
ior (Biglan et al, 1995). Risky sexual behavior
(e.g., unprotected sex with infected partners)
threatens sexual health and puts people at risk
of contracting STIs. In the USA, an estimated
19 million new STIs are diagnosed each year,
including 56,000 new cases of HIV/AIDS, over
1 million cases of chlamydia, 355,991 cases of
gonorrhea, and 11,466 cases of syphilis (CDC,
2009; Hall et al, 2008).

3 Assessment of Sexual Behavior:
How to Gather the Data

Biological outcomes (e.g., STI or pregnancy)
can confirm sexual activity but provides limited
information regarding the prevalence, frequency,
or problems associated with sexual behavior.
Both positive and negative effects of sexual
expression vary depending on a number of
highly complex contextual factors. Information
regarding the prevalence of specific behaviors
is contingent upon accurate, reliable, and valid
self-reports of sexual behavior (Catania et al,
1990; Schroder et al, 2003b). Thus researchers
need to make two fundamental decisions when
they decide to assess sexual behavior: How to
gather the data? What data to collect?

3.1 Modes of Assessment

The first question a researcher needs to answer
involves the choice of data collection strategies
or modes of assessment. In most clinical settings,
it is customary to use a face-to-face interview,
whereas in most public health and community
settings, it is customary to use self-administered
methods.

3.1.1 Interviews

In clinical settings, interviews are often preferred
over self-administered assessments because
interviewees are seeking treatment, have imme-
diate questions and concerns that need to be
addressed, and expect, and are often eager, to
reveal sensitive information. In the clinical con-
text, interviews are conducted by professionals
(or trainees) who know how to establish rapport,
elicit information efficiently, establish a diagno-
sis, formulate etiologic hypotheses, and suggest
interventions. In the research context, by con-
trast, the goals of the interview are different but
interviewers also need to be empathic, highly
skilled, and efficient.

Several interviewer and process character-
istics tend to increase the quality of sexual
behavior data obtained. Assessment of behavior
should occur after a respondent and interviewer
have established rapport and the interviewer has
assured the respondent of confidentiality. Sexual
history interviews should always begin with
an appropriate introduction for the respondent.
During this time the reasons for asking ques-
tions about sexual and other socially sensitive
behaviors should be provided. For example, one
might explain the purpose of the research and
how it will benefit the interviewee or the larger
community. It can be helpful to contextualize
sexual behavior as an important health behavior,
just as one might discuss smoking, exercise, or
stress management strategies. If biological spec-
imens are to be collected, these can be likened
to taking blood pressure or collecting serum for
cholesterol levels (i.e., frame the assessment as
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a health inquiry, not an exploration of morality).
Although sensitivity is essential, it is important
to ask questions directly, without apology or hes-
itancy (Kinsey et al, 2003). If the interviewer
appears embarrassed or unsure of the appropri-
ateness of the questions, interviewees will detect
this and may provide incomplete, ambiguous, or
socially desirable responses.

After the introductory remarks, the respon-
dent should be invited to ask any questions they
might have. It is often important to “listen with
the third ear” (Reik, 1983), that is, to use skills
and intuition to sense what a respondent may be
intending and to guide the interview accordingly.
Careful listening serves as the cornerstone of the
interview process. Some interviewees may freely
offer information about their sexual behavior
in response to direct questions. However, many
interviewees will be embarrassed and perhaps
confused by the range of questions and require
patience and explanation. It is not uncommon
for interviewees to have had distressing experi-
ences in the past, for example, to report that they
had tried previously to discuss sexual behav-
ior with a health-care professional, but were
met with avoidance, embarrassment, or appar-
ent lack of interest; as a result, they did not
pursue their concerns. So, interviewers need to
be open to respondents’ disclosures regarding
sexual behavior and to be aware of subtle non-
verbal cues that may discourage the disclosure
of sensitive information.

When assessing sexual behavior, we have
found it helpful to adopt assumptions in order
to gather the most accurate information with-
out wasting time and effort (Wincze and Carey,
2001). These assumptions reflect the preferred
direction of error. Thus, for example, one might
assume a low level of understanding on the part
of the respondent so that language is directed to
the respondent in a clear and concrete manner.
Other useful assumptions include: respondents
will (a) be embarrassed about and have diffi-
culty discussing sexual matters; (b) not under-
stand medical terminology; and (c) be misin-
formed about STIs. As the interviewer learns
about the interviewees, these assumptions are
adjusted.

Depending upon the interviewee and context,
it may be useful to sequence the inquiry from the
least to most threatening questions. Thus, ques-
tions about courtship, dating, or relationships
might precede questions regarding sexual behav-
ior, hookups, and casual sex. Experience in the
assessment of sexual behavior also suggests that
it can be helpful to place the “burden of denial”
on the respondent (Kinsey et al, 2003). That is,
rather than ask “if” a respondent has engaged in
a particular sexual activity, the interviewer might
ask “how many times have you ...” engaged in it.
Use of this strategy will depend upon the nature
of the relationship that has been established with
the respondent and needs to be done sensitively.

Finally, it can often be helpful to follow
a semi-structured format, so that information
is gathered systematically, and no important
areas are neglected. This, too, requires sensitivity
because it is important to attend to intervie-
wee responses and tailor the questions accord-
ingly. Attention to the interview structure at the
expense of the interpersonal dynamic can under-
mine rapport, which will jeopardize both the
relationship and the quality of the data.

3.1.2 Self-Administered Questionnaires

The self-administered questionnaire (SAQ), an
alternative approach to the in-person interview,
is the most commonly used method of assess-
ing self-report behavior. SAQs offer a number
of advantages over in-person interviews such
as providing a more private, less intrusive, and
less threatening means of reporting sensitive
behaviors, allowing participants to skip poten-
tially embarrassing questions and administration
to large numbers of people thus reducing costs
(Catania et al, 1990; Durant and Carey, 2000;
Schroder et al, 2003b). Despite these advantages,
there are several disadvantages of SAQs. Self-
administration precludes additional clarification
of unclear questions or contingent questioning,
increasing the chance for missing responses or
inconsistent data reporting.

Several formats have been used for SAQs:
paper-and-pencil, postal mail, electronic mail,
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or computer delivered. Studies examining dif-
ferences between SAQ formats demonstrate that
computer-administered self-interviews (CASI)
may increase the reporting of sexual behav-
iors. Over a 3-month period, participants recalled
their sexual behavior (e.g., frequency of unpro-
tected sex) more accurately using the CASI com-
pared with other types of self-report assessments
(McAuliffe et al, 2007). College students com-
pleting CASI report more alcohol consumption
and riskier sexual behaviors than those com-
pleting paper-based SAQ (Booth-Kewley et al,
2007). Finally, an increase in gynecological
symptoms was reported among STI patients
completing a CASI compared with those using
a paper-based SAQ (Robinson and West, 1992).
Higher self-reports of sensitive behavior among
CASI users may be due to an increased a sense
of privacy and credibility not provided by paper-
and-pencil SAQs (Schroder et al, 2003b).

3.1.3 Internet Surveys

With the increasing popularity and availability
of the Internet, researchers have begun using the
Internet as a means to assess sexual behavior.
Internet-based self-interviews (IBSI) share many
of the advantages provided by CASI methods
(e.g., increased sense of privacy, automated con-
tingent questioning, eliminates data entry errors)
but offer the potential to survey a wider range of
participants and difficult-to-reach populations,
allow completion at a time and place conve-
nient for the participant, and participants are less
vulnerable to coercion (Pequegnat et al, 2007;
Rhodes et al, 2003). Limitations of using an IBSI
include lack of Internet access among impover-
ished individuals (i.e., the digital divide), com-
puter literacy issues, and concerns about data
confidentiality or security (Baer et al, 2002;
Pequegnat et al, 2007). Few studies have exam-
ined IBSI compared with other forms of self-
assessments; to date, inconsistent results have
been found between web- versus paper-based
questionnaires (for a discussion, see Whittier
et al, 2005).

3.1.4 Self-Monitoring and Diary Methods

Diaries have become an increasingly popular
method of collecting health-related information
almost contemporaneously to the actual event,
thus avoiding recall bias and reducing mea-
surement error (Bolger et al, 2003; Graham
et al, 2005). Because diaries minimize memory
demands and promise more accurate results, they
are effective for eliciting highly detailed data on
sensitive sexual behaviors (Graham et al, 2005;
Schroder et al, 2003b). Compared with other
SAQ formats, diaries allow for the assessment
of events occurring in everyday situations as
well as the contexts in which those events occur,
assess behaviors closer in time to the actual
event, increase privacy, credibility, and confiden-
tiality, and require minimal reading and writing
skills (Bolger et al, 2003; Schroder et al, 2003b).
Moreover, diaries improve accuracy, have high
completion rates over time, and can easily be
used among participants with low literacy skills
(Bolger et al, 2003; Schroder et al, 2003b).

Although there are several advantages to
using daily diaries, researchers have begun to
question the extent to which participants fol-
low instructions regarding the date, time, and
place of the diary entries (Bolger et al, 2003;
Stone and Shiffman, 2002). The accuracy of
written diaries (e.g., booklets, packets of ques-
tionnaires, postcards) is uncertain due to the
lack of data monitoring (i.e., no time stamp),
possibility of backfilling, retrospection errors,
and incomplete data (Bolger et al, 2003; Green
et al, 2006). Recent technological advances have
enabled researchers to ascertain exactly when a
report is completed and/or to impose a restricted
time frame in which participants may complete
those reports. Computers and other electronic
devices (e.g., personal digital assistants, cell
phones) allow researchers to not only record the
date and time of each diary record but also pro-
vide the ability to signal participant responses at
fixed or random intervals and send participants
response reminders (Green et al, 2006). Similar
rates of compliance between paper-and-pencil
and electronic diaries have been found (Green
et al, 2006).
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Limited research has compared the accuracy
of daily diaries with retrospective self-reports.
After completing a written daily diary of their
sexual activities, McAuliffe et al (2007) ran-
domly assigned participants to complete one
of the three types of retrospective measures
(audio-CASI, CASI, or paper-based SAQ); these
authors found substantially less sexual behavior
reported retrospectively compared to the daily
diaries. Although daily diaries yield more sexual
behavior – and purportedly more accurate behav-
iors – diaries may not be appropriate in all con-
texts (e.g., among homeless persons) (Patterson
and Strathdee, 2005). High demands on partici-
pants’ need for adherence, likelihood of dropout
rates, and increased likelihood of assessment
reactivity may prevent researchers from using
diaries in some public health contexts.

3.1.5 Virtual Reality

Virtual reality (VR), a computer-simulated envi-
ronment in which an individual has the ability
to control his/her actions, has recently been used
to measure sexual behavior. Since sexual behav-
ior cannot be readily or ethically measured via
direct observation, VR has the ability to greatly
enhance the ecological validity of sexual assess-
ment by assessing behavior in a context similar
to a real-life situation. Research examining the
use of VR to measure sexual behavior is lim-
ited but there is some evidence that past sexual
risk-taking behaviors predict VR risk taking and
VR risk taking predicts future risk behaviors 3
months later (Godoy, 2007). Other research has
shown VR to be an effective means of assessing
sexual preferences (Renaud et al, 2002).

4 Measures of Sexual Behavior:
What to Gather

Sexual behavior has been assessed using a wide
range of measures (Noar et al, 2006; Schroder
et al, 2003a; Sheeran and Abraham, 1994).

Although there has been a lack of consensus
regarding the best method of assessing self-
reports of sexual behaviors, some researchers
have suggested focusing on using measures that
are most appropriate for the specific context or
goal of the research (e.g., risk screening, risk
assessment, and risk event) (Noar et al, 2006;
Patterson and Strathdee, 2005; Weinhardt et al,
1998b). For instance, if the goal is to assess
the overall frequency of condom use among
members of a specific community (e.g., among
homeless adolescents), the researcher might ask
global questions regarding the number of times
a participant had sex and their overall frequency
of condom use during a specific reporting period
(e.g., past 3 months). Alternatively, if the goal
is to assess the risk of HIV within the same
community, a researcher might ask participants
specific questions regarding the co-occurrence of
sexual risk behavior (e.g., sex without a condom,
alcohol and/or drug use prior to sex). Accurate
measurement of sexual risk behavior is impor-
tant not only in assessing the effectiveness of
prevention programs, but also for ascertaining
the prevalence of disease within a community,
as well as informing policy decisions about how
best to prevent STIs.

4.1 Question Types

4.1.1 Frequency of Sexual Behavior

Sexual behavior is most commonly assessed
using frequencies. Reviews of the sexual behav-
ior risk-reduction literature find 36–64% of stud-
ies measure the frequency of condom use (Noar
et al, 2006; Schroder et al, 2003a; Sheeran and
Abraham, 1994). Relative frequency measures of
sexual behavior are often assessed using a sin-
gle item such as “how often did you have sex
in the past x months?” with a range of response
options. Participants rate their frequency of sex
using a Likert-type response with endpoints
ranging from never to always; intermediate-scale
points (e.g., rarely, sometimes, almost always)
are inconsistently used.



5 Assessment of Sexual Behavior 65

Despite the popularity of relative frequency
measures, research has shown the ability to accu-
rately measure sexual behavior decreases as the
frequency of the targeted behavior increases
(Durant and Carey, 2000; Jaccard et al, 2002).
Moreover, the accuracy of these ordinal mea-
sures of sexual behavior (specifically condom
use) depends on shared definitions of labels both
among participants and between the participants
and researcher (Cecil et al, 2005). Research has
shown category labels to be subject to individ-
ual interpretation. For example, nearly one-third
of college students rate using condoms once or
twice out of 20 events as “never” using con-
doms (Cecil and Zimet, 1998). Although most
researchers would refer to “always using con-
doms” as 100% use, more than one-third of
college students labeled using condoms 18 or
19 times out of 20 events as “always” using a
condom. Cecil et al (2005) found similar results
showing that “never” using condoms does not
mean 0% of condom use, but could mean infre-
quent condom use (e.g., 1 time out of 20), and
“always” using condoms does not mean 100%
condom use (i.e., 70% indicated always using
condoms when condoms were used 19 out of
20 times).

4.1.2 Consistency of Sexual Behavior

Another question type focuses on the consis-
tency of sexual behavior. Consistency of sexual
behavior may be obtained directly or indirectly.
For example, a direct measure of condom use
would ask participants to respond to the ques-
tion “over the past (time period), what propor-
tion of the time did you use condoms when
you had sex?” using an 11-point scale ranging
from 0 to 100%. An indirect measure of consis-
tent sexual behavior is calculated based on two
separate questions representing the total num-
ber of sexual events in a specific time period
and the total number of events in which, for
example, a condom was used in that same time
period; the proportion of time a participant used
a condom is obtained by dividing the number of
condom-protected events by the total number of

sexual events. Percentage ratings or proportions
are problematic as both fail to capture variance
in abstinence and/or reduced frequency rates.
For instance, a value of zero using the indirect
method may indicate a person abstained from
sex or always used a condom for numerous sex-
ual events, thus underestimating the risk of STI
transmission among those with high frequencies
of sexual events (Graham et al, 2005).

4.1.3 Dichotomies

Similar to ordinal measures of sexual behav-
ior, dichotomies categorize individuals as low
or high on a specified outcome measure.
Participants are typically asked to respond yes or
no regarding a particular sexual event (e.g., “Did
you use a condom the last time you had sex?”)
but may also be asked about more general occur-
rences (e.g., “Have you ever used a condom?”).
Dichotomies are useful when researchers are
interested in examining differences between two
groups (e.g., participants who have and have
not had sex), but the use of dichotomies may
be problematic because responses do not con-
vey typical sexual activity patterns (i.e., may
be restricted to a particular event). Dichotomies
are descriptive and therefore reduce information
available for analysis and interpretation (Graham
et al, 2005).

4.1.4 Count Measures of Sexual Behavior

Instead of using relative measures (e.g., fre-
quency of sex using assigned labels, percentage
ratings, dichotomies), Schroder et al (2003a)
suggest using absolute measures (i.e., count
data) to assess sexual behavior because counts
provide more specific data about a person’s risk
level. Count measures ask participants to provide
the exact number of times they engaged in sex-
ual behavior during a specific time period. For
example, unprotected sex is assessed by asking
participants the number of times they had vagi-
nal sex in a specified period and the number of
times they used a condom. An absolute measure



66 L.A.J. Scott-Sheldon et al.

of the number of unprotected sex events would
be computed by subtracting the number of pro-
tected sex events from the number of times the
participant had sex (not a ratio of unprotected
sexual behavior). Absolute measures of sexual
behavior can also be obtained using event-level
data (e.g., daily diaries, timeline follow-back).
For event-level data, researchers solicit informa-
tion regarding condom use or other behaviors
(e.g., drug and/or alcohol use) concurrent with
a single or multiple sexual event(s); the number
of sexual events are then summed.

Choice of sexual behavior measure depends
upon the nature of the research question;
however, count measures offer advantages not
afforded by frequency or consistency data.
Absolute measures of sexual behavior (1) reflect
only the number of risk occurrences thus provid-
ing precise information regarding sexual behav-
iors and (2) are more versatile (i.e., can be
converted to proportions) (Graham et al, 2005;
Schroder et al, 2003a). Although count data yield
both absolute and relative information useful
in quantifying sexual behavior, count data have
two primary disadvantages: (1) data collection is
more time consuming and expensive especially
if collecting event-level data (e.g., daily diaries)
and (2) data analysis is more difficult because the
data often deviate from the normal distribution
(Schroder et al, 2003a).

4.1.5 Composite Measures of Sexual
Behavior

Some researchers have suggested using com-
posite measures (e.g., frequency and proportion
items), safer sex algorithms, and risk indices to
assess sexual behavior (Burkholder and Harlow,
1996; Miner et al, 2002a; Sheeran and Abraham,
1994). Sheeran and Abraham (Abraham and
Sheeran, 1994; Sheeran and Abraham, 1994)
measured condom use using a composite of fre-
quency (never to always), temporal frequency
(never in the last year to most weeks in the last
year), and proportion of condom use (number
of times participants used a condom divided by
the total number of sex events). Miner et al

(2002b) developed a Safer Sex Algorithm con-
sisting of decision rules for defining safe and
unsafe sex as well as relationship variables and
partner characteristics (i.e., length of relation-
ship, partner type, HIV status, alcohol or drug
use, and monogamy of individual and partner).
Moderate correlations were found between mea-
sures taken 3 months apart (r = 0.55 for the
number of unsafe sexual events and r = 0.52 for
the number of unprotected anal and/or vaginal
sex events).

4.2 Standardized (Published)
Measures

Questionnaires used to assess sexual behavior
and functioning can be accessed through profes-
sional journals or books devoted to self-report
questionnaires. Although there are a limited
number of reliable and valid scales of gen-
eral sexual behavior, scales targeting specific
populations are available. These scales include
the Coping and Change Sexual Behavior and
Behavior Change Questionnaire (Ostrow et al,
1995) for gay and bisexual men, the HIV Risk-
Taking Behavior Scale (Darke et al, 1991) or
the Risk Behavior Assessment (Needle et al,
1995) for drug users, and the Adolescent Clinical
Sexual Behavior Inventory (Friedrich et al, 2004)
targeting adolescents. An excellent resource con-
taining measures of sexuality as well as the
psychometric properties of each measure is the
Handbook of Sexuality-Related Measures (Davis
et al, 1998). As with any research, scales should
be selected based on the psychometric properties
(i.e., reliability and validity), research relevance
(i.e., measure fits the intended purpose), and
practicality (e.g., length of the questionnaire,
culturally appropriate) (Weinhardt et al, 1998b).

5 Challenges to Sexual Assessment

Numerous factors can influence the accuracy
of self-reports of sexual behavior. Cognitive,
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memory, and literacy challenges, social desir-
ability, substance use, and level of assessment
have all been associated with reporting bias
(Catania et al, 1990; Graham et al, 2005;
Schroder et al, 2003b; Weinhardt et al, 1998b).
Recommendations for improving the assess-
ment of sexual behavior include use terms that
are clear and familiar to participants, pilot test
with the target sample to facilitate measurement
development, assess literacy skills, and evalu-
ate whether an audio-administered version of the
assessment is required (Weinhardt et al, 1998b).
Understanding known problems associated with
measuring sexual behavior will help increase the
reliability and validity of self-reports.

5.1 Cognition and Memory
Challenges

5.1.1 Length of Recall Period

Participants are typically asked questions about
their behavior over a specific time period.
To increase the accuracy of retrospective self-
reports, researchers have recommended recall
periods of 3 months or less. Research has shown
sexual behaviors can be reliably assessed by
self-report measures for intervals as long as 3
months but reliability decreases at longer inter-
vals (Kauth et al, 1991). In a study comparing
daily diaries to a SAQ 1, 2, and 3 months after
diary completion, Graham et al (2003) found
recall of condom use was stable across the 3-
month period but participants reporting more
frequent condom use had more errors. Jaccard
et al (2002) compared weekly mailed self-
report questionnaires with retrospective reports
at 1, 3, 6, and 12 months finding no differ-
ence between type of method at the 3- and 12-
month assessments, but not at the 1- or 6-month
assessments. They concluded that retrospective
SAQs accurately represent behavior for at least
3 months. Little evidence suggests that recall
periods longer than 3 months provide accurate
information (Schroder et al, 2003a; Sheeran and
Abraham, 1994).

Reviews of the sexual risk behavior literature
show that 28–49% of studies ask participants
to recall condom use over a 3–6-month time
frame whereas 15–18% provide no specific time
frame (Noar et al, 2006; Sheeran and Abraham,
1994). Noar et al (2006) suggest that specific
and brief recall periods should yield optimal
responses but additional research is necessary
to evaluate the reliability of various recall peri-
ods. Moreover, research shows high-frequency
behaviors may be more difficult to recall over
longer periods of time, whereas rarer behaviors
may not occur over short recall periods. Since
low-frequency behaviors are more salient, par-
ticipants may be inclined to believe an event
occurred more recently (i.e., telescoping) poten-
tially leading participants to exaggerate sexual
behaviors. Patterson and Strathdee (2005) rec-
ommended using absolute frequency counts for
rare behaviors and relative frequency measures
(e.g., proportion of time condom was used) for
more frequent behaviors.

To enhance recall of retrospective self-
reports, Weinhardt et al (1998) suggest using
three strategies: (1) Provide anchor dates for
recall periods, (2) Encourage participant to use
calendars to aid the recall of memorable events,
and (3) Prompt participant recall of extensive
periods of sexual behavior (e.g., abstinence, con-
sistent sexual activities). All three of the sug-
gested strategies may be accomplished using
the timeline follow-back (TFLB; Sobell and
Sobell, 1996) procedure. The TLFB uses calen-
dars marked with landmark events, personally
meaningful dates, and other memory aides to
facilitate accurate recall. Because of the inter-
active format used for the TLFB, memory is
aided by the recalling of one event in reference to
another event. Using the TLFB, behavioral pat-
terns are recorded in greater detail and over mul-
tiple time points. Sexual risk information yielded
by the TLFB include number of sexual partners,
frequency of sexual events (vaginal, anal, oral),
frequency of unprotected sexual events (vagi-
nal, anal, oral), alcohol and/or drug use prior
to sex, number of occasions and quantity of
alcohol and/or drug use prior to sex, and STI
history. Research has confirmed the stability of
the 3-month retrospective self-reports using the



68 L.A.J. Scott-Sheldon et al.

TLFB procedure (Carey et al, 2001; Weinhardt
et al, 1998a).

5.1.2 Partner and Sexual Act Specificity

Failure to specify and/or define type of partner or
sexual act may result in inaccurate self-reports of
sexual behavior. Researchers recommend using
measures that are specific to sexual partners and
specific to sexual acts, rather than general mea-
sures (Fishbein and Pequegnat, 2000; Schroder
et al, 2003b; Sheeran and Abraham, 1994). In
Sheeran and Abraham’s (1994) review of con-
dom use measures, they found 79% of the mea-
sures did not specify type of partner and most
(65%) did not specify the type of sexual act
being assessed (i.e., vaginal, anal, or oral sex).
An updated review of the literature examining
56 studies found 57% of measures did not spec-
ify partner type, 16% specified primary versus
non-primary partners, and 16% were tailored
to partner type (Noar et al, 2006); most stud-
ies reported the type of sexual activity (67%).
Because different levels of risk are associated
with various sexual practices, it is important
for researchers to specify both sexual partner
and sexual act to increase the accuracy of the
data.

Research examining aggregate (i.e., summed
across all sexual partners) versus partner-
specific (i.e., questions specific for each sexual
partner) formats has found partner-specific
SAQs produce more accurate self-reports
of sexual behavior than do aggregate ques-
tion formats (McAuliffe et al, 2007). Thus,
partner specificity (i.e., name of actual partner
rather than primary versus non-primary labels)
“may help cue the recall of sexual activities
by providing both a context and a focus for
past experiences and events” and improve
the accuracy of self-reported sexual behavior
(McAuliffe et al, 2007). Moreover, the use
of multiple terms, without clear definitions,
for partners (primary, steady, exclusive,
regular versus secondary, casual, nonexclu-
sive) makes comparisons between studies
challenging.

5.2 Literacy Skills

Accuracy of self-reports hinges on the ability
of people to read and comprehend questions.
According to the 2003 National Assessment of
Adult Literacy (Kutner et al, 2006, 2007), more
than 30 million American adults had reading
skills below basic level and 14% had below basic
levels of health literacy (i.e., ability to read and
understand health information). Moreover, illit-
eracy is more likely to occur in high-risk popula-
tions. Among adults living with HIV, Kalichman
et al (2000) found 18% of participants had below
basic levels of health literacy. Among people at
risk for STIs, Al-Tayyib et al (2002) found a sub-
stantial proportion of adults scored at or below
an eighth grade level (28%) including 12% scor-
ing lower than a sixth grade level. Participants
with lower literacy scores provided more logi-
cally inconsistent answers and had higher skip
pattern errors when answering questions from
a SAQ.

SAQs are particularly vulnerable to inaccu-
rate estimates of sexual behavior caused by an
inability to fully understand and comprehend
the questions asked, failure to respond, and
difficulty following complex question patterns.
Both interviewer and audio-assisted methods
(e.g., audio-CASI) allow individuals with low
literacy to provide more meaningful responses.
Interviewer-assisted questionnaires provide par-
ticipants with additional instruction regarding
unclear terms or skip patterns but reduce pri-
vacy and anonymity. Audio-CASI provides par-
ticipants with an increased sense of anonymity
whereby the participant listens to questions
through headphones while keying in answers
on a computer unassisted. Moreover, audio-
CASI reduces cognitive demands and improves
comprehension (Schroder et al, 2003b). Studies
examining the effects of audio-CASI find fewer
missing responses and “don’t know” answers
compared with participants assigned to com-
plete written SAQs (Boekeloo et al, 1994;
Turner et al, 1998). Thus, the various modes of
assessment have different advantages and dis-
advantages, so selection of an optimal method
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depends upon the research question, sample, and
context.

5.3 Social Desirability and
Presentation Concerns

Because sexual behavior is typically a pri-
vate activity, people may respond to sexual-
related questions in ways designed to avoid
embarrassment, reduce threat, or conform to
social norms. Social desirability and impres-
sion management biases have been associated
with refusal or failure to disclose sexual infor-
mation and inaccurate reporting (Catania et al,
1990; Gibson et al, 1999; Schroder et al, 2003b).
Whereas socially desirable behaviors tend to
be over-reported, socially undesirable behaviors
are more likely to be under-reported, because
of this tendency, assessment strategies yield-
ing higher self-reports of sexual risk behav-
iors are often assumed to be more accurate
(Lau et al, 2000; Tourangeau and Smith, 1996).
Accuracy is dependent upon participants’ per-
ceptions of anonymity, privacy, and credibil-
ity. The extent to which self-reports are biased
by self-presentation concerns may impact our
knowledge of the prevalence of sexual risk
behavior and undermine efforts to measure the
effects of prevention programs.

5.4 Cultural, Developmental, Sexual
Orientation and Gender
Matching

Assessments of sexual behavior should be appro-
priately matched to participants’ culture, devel-
opmental status, and gender. Focus groups and
pilot testing are needed to assist with the devel-
opment and refinement of appropriate measures
(Weinhardt et al, 1998b). Particular attention
to language, specifically meanings and contexts
of words, is critical in assessing sexual behav-
ior among different ethnic groups. Conducting

separate focus groups with men and women
may reveal cultural and contextual issues rele-
vant for sexual behavior assessment (Carey et al,
1997). For example, the expression of machismo
among Hispanic men is extremely important not
only from a social standpoint but also for an
individual’s self-esteem; measures that fail to
recognize cultural differences among Hispanic
men and women may elicit inaccurate self-
reports. Furthermore, emphasizing the personal
and community benefits of the research is likely
to increase participation and elicit more accurate
reporting.

5.5 Individual Versus Dyadic
Assessments

Even though sexual behavior occurs between
people, it is typically measured at the individual
rather than dyadic level. Since sexual behav-
ior is intrinsically linked with other people, the
strength of these linkages may be one of the most
important research questions yet to be examined.
Assessment of dyadic behaviors requires more
resources and coordinated efforts to retain both
partners. Because standard statistical methods
assume independence, more complicated data
analysis addressing the non-independence data
issue is needed. Kenny et al (2006) provide
an excellent resource on a variety of research
designs to analyze dyadic data (e.g., structural
equation modeling, longitudinal analyses).

6 Conclusions

Modalities and content of sexual behavior
assessment best suited for a specific study will
vary along several dimensions. The relative
advantages of various methods require a care-
ful weighing of administration approach (i.e.,
interviewer-, self-, or computer administered) as
well as assessment targets (i.e., what behaviors
to assess over what time frames using which
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response formats). Assessment decisions are
decided optimally in the context of study popu-
lations and data collection context. The sensitive
and private nature of sexual behavior places
unique constraints on such assessments, includ-
ing the absence of objective verifiable measures.
New and improving technologies are increas-
ing the assessment alternatives, suggesting that,
in the future, our choices will be enhanced. It
is likely that the expanded armamentarium of
options will allow investigators to tailor their
choices to the situation, resulting in improved
reliability and validity of the data collected, and
improved understanding of sexual behavior and
its antecedents and consequences.
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Chapter 6

By Force of Habit

Bas Verplanken

1 By Force of Habit

Many behaviors of interest in behavioral
medicine are highly repetitive. This holds of
course for addictive behaviors, such as smok-
ing and drinking alcohol, but also for many
other behaviors that may have health conse-
quences, such as eating, exercising, and hygiene-
related behaviors. A number of popular socio-
cognitive models in health psychology describe
determinants of health behavior, such as the
Health Belief Model (Janz and Becker, 1984),
Protection Motivation Theory (e.g., Rogers and
Mewborn, 1976), and the Theory of Planned
Behavior (Ajzen, 1991). However, none of these
models include constructs that represent the
repetitive nature of behavior, such as an assess-
ment of past behavior. The models implicitly
suggest that past behavior influences future
behavior through the model components. Yet,
when past behavior is taken into the equation,
it appears a powerful predictor of later behav-
ior over and above the model variables (e.g.,
Albarracín et al, 2001).

Repetitive behaviors not only outperform the
predictive power of socio-cognitive models, they
also seem to pose limits on the validity of
the models. In a meta-analysis of studies that
included assessments of behavioral intentions,
past behavior, and later behavior, Ouellette and
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Wood (1998) found that intentions, which are
the most proximal predictors of behavior in the
prevalent socio-cognitive models, predict behav-
iors fairly well when these are infrequently
performed. However, when behaviors occur fre-
quently, the predictive power of intentions atten-
uates, and past behavior becomes the strongest
predictor (Triandis, 1980). A number of recent
primary studies confirmed this notion (de Bruijn
et al, 2007; Ferguson and Bibby, 2002; Ji and
Wood, 2007; Verplanken et al, 1998). It thus
seems that habitual behavior is no longer guided
by conscious considerations or motivation, but
is governed by other processes. This would of
course have major implications for strategies to
change habitual behaviors.

Why would such effects occur? As frequency
of behavior in itself has no explanatory value
(Ajzen, 2002), we need to focus in more detail
on the concept of habit. In this chapter, I will
thus first address the question what habits are
and how they operate, and discuss variants of
habits. I then address implications for interven-
tions aimed at changing health behaviors. I will
end the chapter by discussing the measurement
of habit.

2 The Three Pillars of Habit

Three aspects are central to the nature of habits:
a habit is behavior that is frequently performed,
has acquired a high degree of automaticity, and
is cued in stable contexts. These three pillars of
habit will be elaborated in the following.

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_6, 73
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2.1 Frequency

Psychologists have traditionally defined habit
as frequency of past behavior. This concep-
tion stems from the behaviorist school, which
focused primarily on overt behavior as the sci-
entific object of interest (e.g., Hull, 1943). The
behaviorist notion of what habits are (the num-
ber of repetitions of a behavior) and how they
are formed (the impact of reinforcers) have
remained relatively unchanged throughout the
history of psychology, in spite of what has
been known as the “cognitive revolution,” which
followed the decline of behaviorism. However,
defining habit as frequency of past behav-
ior is problematic for at least three reasons
(Verplanken, 2006). The first is the question at
which frequency we would designate a behav-
ior as a habit. Ronis et al (1989) suggested that
a behavior acquires habitual quality “. . .only if
the behavior has been repeated both frequently
(at least twice a month) and extensively (at least
10 times)” (p. 213). However, no rationale was
given for this notion. A more serious concern
is that frequent behavior does not necessarily
imply a habit (Ajzen, 2002): “No matter how
often we may have climbed the same moun-
tain, it is difficult to believe that this behavior
has become routine in the sense of constituting
an automatic response sequence. Behaviors of
this kind require conscious control, even after
they have been performed many times” (p. 109).
Frequency of behavior is thus a necessary but
not sufficient feature to qualify a behavior as
habitual. Indeed, a number of studies in which
independent measures of habit were included in
addition to measures of past behavior, demon-
strated that the two constructs are not equiva-
lent, and independently contribute to the pre-
diction of intentions (Knussen and Yule, 2008),
later behavior (Verplanken, 2006, Study 1), or
habit strength measured at a later point in time
(Verplanken and Melkevik, 2008).

2.2 Automaticity

Habits are characterized by automaticity (Aarts
and Dijksterhuis, 2000; Aarts et al, 1998;

Sheeran et al, 2005; Verplanken and Aarts,
1999). The automaticity component, and not
frequency per se, is likely to be responsible
for why habits are experienced as natural ele-
ments of everyday life. We do not experi-
ence “making a travel mode decision” when
commuting to work. Rather, we experience a
sense of fluency and smoothness when taking
the car.

Automaticity is not an all-or-none phe-
nomenon. Bargh (1994) suggested to break down
the concept into four features: lack of aware-
ness, lack of conscious intent, the difficulty to
control, and mental efficiency. A particular auto-
matic process may thus include all or a com-
bination of these features. For instance, lack of
awareness and conscious intent may character-
ize habitual hand washing, while the difficulty
to resist (lack of control) is a defining aspect of
habitual snacking.

Habit automaticity is evident in minimal
awareness, in the sense that people engage in
shallow information processing when they per-
form a habit. Aarts et al (1997) demonstrated
that habits were associated with using heuristic-
based decision rules in making travel mode
choices. Such decisions are based on using
few attributes and thus require minimal men-
tal effort. In another experiment, participants
who had strong habits in one particular travel
mode tended to ignore information about alter-
native options (Verplanken et al, 1997, Study 1),
and needed less information about the nature of
unknown travel mode choice situations before
making choices (Verplanken et al, 1997, Study
2). Repeated exposure to stimuli also renders
people insensitive to perceiving changes in the
stimulus environment (Fazio et al, 2000). Taken
together, strong habit individuals have a “tun-
nel vision” in that they are less interested in
and attentive to information about available
options and the context in which their habits are
executed.

2.3 Context Cuing

The third pillar of habit relates to the context in
which habits are performed and the process of
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eliciting a habitual response. Habits are intrinsi-
cally tied to the performance context. Behaviors
such as snacking, exercising, hand washing,
or purchasing food are typically performed at
the same place and at the same time (Wood
et al, 2002, 2005). In the behaviorist tradition
a large body of knowledge has been built on
how habits form. Paramount to habit formation is
the systematic pairing of a cue, a response, and
reinforcement. Operant conditioning forges the
propensity to respond automatically to specific
cues in a behavioral context. Habit formation
and maintenance can thus only be expected to
occur if performance contexts are stable, i.e., if
the same cues reappear in the same fashion every
time an individual is engaged in that context.

Wood and Neal (2007) suggested that habit
cuing may occur in different fashions. A habit-
ual response may be elicited by direct cuing.
According to these authors, repeated coactiva-
tion of responses and contexts create associa-
tive links in memory. Context cues may acti-
vate those links and thus initiate the habitual
response. Wood and Neal (2007) suggest a sec-
ond, “hot,” form of cuing in which the reward
value of the response is conditioned into con-
text cues. This was labeled motivated cuing. In
this case the habitual response to a cue has a his-
tory of incentive conditioning, which empowers
context cues with signaling reward.

It is important to note that cues may involve
a wide spectrum of variants, including location,
time, the presence of particular people, or inter-
nal states such as hunger or mood (e.g., Ji and
Wood, 2007). Likewise, a wide range of rein-
forcers may be present, including physiological
reinforcers such as satiation, social reinforcers
such as approval, or efficiency such as time,
money, or the absence of the need to deliber-
ate. In order to understand particular habits it is
extremely important to have insight into which
contexts, cues, responses and reinforcers are at
work.

Thisthird pillar of habit provides a bridge
to a sociological analysis of habit as behav-
ior that is part of wider socially and cul-
turally defined social practices. For instance,
Reckwitz (2002) describes a “practice” as unit of
analysis. Practices are interconnected complexes

of bodily and mental activities, objects, spaces
as well as specific forms of knowledge (includ-
ing emotions and desires), discourses, and lan-
guage. For instance, “going out” may be defined
as such a practice. In being socially or cultur-
ally defined, practices are routinized phenomena.
Individuals are the agents that carry them out.
Habits may be part of practices, which thus
incorporate the context and cues that trigger
habitual responses. The habit of binge drink-
ing or eating junk food may thus be part of
the practice of going out. Habits may thus
be considered a wider and socially meaningful
perspective.

3 Varieties of Habit

Although all habits share the features that were
discussed as the three pillars of habit, i.e.,
frequent occurrence, automaticity, and context
cuing, a wide variety of habits exist across
the spectrum of health behaviors. In this sec-
tion, I address the question where habits are
located, levels of construal, and introduce mental
habits.

3.1 The Location of a Habit

When we move away from simple habits such
as nail biting or whistling to the behaviors that
are of interest in behavioral medicine, we deal
with complex, multi-layered, and multi-faceted
behaviors. For instance, exercising includes
decision-making and planning, preparation, and
a sequence of behaviors when exercising is exe-
cuted. Unhealthy snacking may start with pur-
chasing unhealthy food items, may be embed-
ded in other activities such as travelling or
work, and may involve a mental component in
the form of negative self-thinking or low self-
esteem (Verplanken et al, 2005). It may thus
often be difficult to locate where exactly the
habit resides. In the case of exercising, the
key habitual moment might be the moment of
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decision-making, whereas the exercising behav-
iors may be conducted and enjoyed mind-
fully (Verplanken and Melkevik, 2008). In the
unhealthy snacking example it may be the impul-
sive purchasing of snacks which is crucial. In
order to investigate a particular habit, it is thus
necessary to analyze which part of the chain of
events is the critical habitual part.

3.2 General Versus Specific Habits

Vallacher and Wegner (1987) contended that
behaviors can be identified at various lev-
els, ranging from a concrete and mechanistic
level (e.g., eating a chocolate bar) to a more
abstract and comprehensive level (e.g., high-
calorie snacking). We thus may identify habits
at different levels of construal. A particular habit
may be innocent when it operates at a specific
lower level, but harmful when it operates at
higher levels. For example, suppose person A
likes chocolate, frequently eats a chocolate bar,
but has a perfectly healthy diet otherwise. Person
B also frequently eats chocolate bars, but has a
habit of eating sweet and fatty foods whenever
he can. Person A simply likes chocolate. Person
B’s chocolate eating is thus part of a higher order
habit, which designates an unhealthy and per-
haps dangerous lifestyle. The level of construal
is also important from a public health perspec-
tive, as higher order unhealthy habits add up to
unhealthy populations.

3.3 Mental Habits

The habit concept may not have to be confined
to overt behaviors, but is applicable to mental
processes as well, in particular frequent recur-
rent thinking (Watkins, 2008). Thoughts that
occur frequently and are elicited automatically
in response to specific cues may thus qualify
as a mental habit. In a comprehensive research
program, Verplanken et al (2007) investigated
negative self-thinking as mental habit. In these

studies, the habitual quality of negative self-
thinking was pitted against the content of such
thinking. Having negative self-thoughts every
now and then is part of a healthy mental life, e.g.,
being self-critical at times, learning from past
mistakes, or being aware of one’s weaknesses.
However, when negative self-thoughts occur fre-
quently and automatically they may become
dysfunctional. Verplanken et al (2007) indeed
found that the mental habit component of nega-
tive self-thinking accounted for unique variance
in explicit and implicit measures of self-esteem.
Similar results were found in a longitudinal
study over 9 months on anxiety and depres-
sion, even after controlling for traditional vul-
nerability measures such as previous symptoms,
dysfunctional attitudes, and negative life events.
Habitual negative thinking has also been found
important in the more specific area of body
image. Dissatisfied body image thinking is an
increasing problem and is particularly associated
with eating disturbances among young people in
Western cultures (e.g., Thompson and Smolak,
2001). In a sample of 12–15 years old adoles-
cents it was found that habitual negative thinking
about appearance accounted for variance in self-
esteem and eating disturbance propensity over
and above the contributions of gender, age, and
body dissatisfaction (Verplanken and Velsvik,
2008; see also Verplanken and Tangelder, 2010).
In all, a mental habit seems a viable concept,
which shows satisfactory construct and discrim-
inant validity.

4 Breaking and Creating Habit

An important reason to study habit is the impor-
tance of the concept for behavior change. It is
almost tautological to say that habits are diffi-
cult to change. However, this requires some more
detailed scrutiny. I will briefly follow two strands
of thought, on breaking old habits and creat-
ing new ones, respectively (see Verplanken and
Wood, 2006, for a more detailed account), and
bring these together by discussing the concept of
habit discontinuity.
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4.1 Breaking Habit

Frequency per se needs not be a barrier for
behavioral change. What makes habits difficult
to change is above all related to the other two
pillars: automaticity and context cuing. This
is particularly problematic when information-
based interventions such as mass media cam-
paigns are employed as a vehicle for change.
As I explained in the beginning of this chap-
ter, habit fosters conditions of minimal aware-
ness and tunnel vision. Clearly, this does not
bode well for the effectiveness of information
campaigns. Even if campaigns change attitudes
and intentions, the finding that habits attenuate
the link between intentions and behavior sug-
gests that investing in interventions that aim
for attitude and motivation change is not an
effective strategy. Another reason why informa-
tional campaigns may not easily affect habits
is that these do not change the context cuing
effect. The power of contextual cuing suggests
that habituation shifts some control over behav-
ior from an internal locus (e.g., an individual’s
willpower) to the external environment, and thus
beyond the reach of information campaigns.
Behavior change strategies that include modi-
fications of the performance context, such as
infrastructural changes, are thus deemed more
effective.

4.2 Creating Habit

The features that make unhealthy habits resis-
tant to change are the very features we would
like healthy behaviors to acquire. Intervention
planning often designates behavior change as the
principle objective. However, although behav-
ior change is of course an important mile-
stone, habituation of the new behavior might
be adopted as an intervention goal as well.
Principles that govern habituation, such as
reinforcement schedules, have been extensively
investigated in the behaviorist tradition (e.g.,
Hull, 1943). These principles may thus be taken

into account when designing behavior change
interventions. Lally et al (2010) demonstrated
how habituation might be monitored. She asked
participants to adopt a new, healthy, daily behav-
ior, and obtained measures of habit strength
every day over a period of 12 weeks. The habit-
uation curves that resulted for each participant
provided information on features such as the
speed of habituation and degree of automaticity
of the behavior.

4.3 Habit Discontinuities

Opportunities to break existing habits and build
new ones may come together when people
undergo naturally occurring changes that may,
at least temporarily, disrupt existing routines
(Verplanken and Wood, 2006). Such discontinu-
ities may occur, for instance, because of mov-
ing house, starting a family, changing jobs, or
retirement. Discontinuities may also arise from
external changes, such as a period of economic
downturn or new laws and regulations such as
the smoking ban or congestion tax. In terms
of our habit model, such discontinuities imply
that habitual cue-response links are broken and
the individual has to re-negotiate new solutions.
During such windows of opportunity, individuals
may be more open to information that assists or
persuades them to find new solutions. Although
this may seem an obvious suggestion, there has
been little systematic empirical work to test this
habit discontinuity hypothesis (Verplanken and
Wood, 2006; Verplanken et al, 2008). Some
studies provided circumstantial evidence in line
with this hypothesis. Bamberg (2006) success-
fully delivered an intervention to promote the use
of public transport after participants had moved
residence. Verplanken et al (2008) found that
university employees who had recently moved
and were environmentally concerned commuted
less frequently by car compared to those who
were also environmentally concerned but had not
recently moved. However, the habit discontinu-
ity hypothesis awaits more rigorous testing.
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5 The Measurement of Habit

In their seminal book The Psychology of
Attitudes, Eagly and Chaiken (1993) wrote: “. . .
the role of habit per se remains indeterminate
(. . .) because of the difficulty of designing ade-
quate measures of habit” (p. 181). The domain
of habit seemed indeed to have stalled for a very
long time. A major reason may be that habit
has always been equated with behavioral fre-
quency. As the measurement of a construct is
intrinsically linked to the theory one has about
the construct, the lack of progress in measuring
habit strength can be traced back to the theoreti-
cal and conceptual problems that were inherited
from the behaviorist school. However, to date a
variety of measures are available, each of which
has its strengths and weaknesses.

5.1 Frequency of Past Behavior

The most prevalent operationalization of habit
is measures of self-reported frequency of past
behavior. These may take the form of ask-
ing respondents how often they performed a
particular behavior during some specified time
frame. Responses are usually given on a bipo-
lar response scale, for instance, a five-point scale
ranging from never to always. The most obvi-
ous problem of this measure is that one-item
measures are notoriously unreliable. There is
of course an accuracy problem if one wants to
assess objective frequency, rather than the expe-
rience of frequency. This particularly holds if
such judgments rely on individuals’ episodic
memory, which is not likely to store traces of
frequently occurring behavioral episodes. The
most serious concern, however, is the conceptual
problem that frequent behavior is not necessarily
habitual. In other words, the measure only cap-
tures one of the three pillars of habit.

5.2 Past Behavioral Frequency
and Habit Combined

Some authors assessed habit by adding state-
ments such as “by force of habit” or “with-
out awareness” (e.g., Mittal, 1988; Wittenbraker

et al, 1983) to a self-reported frequency of past
behavioral item (e.g. How often did you use
your seatbelt during the past month by force
of habit?). However, this measure should be
disqualified due to its double-barreled nature:
respondents are asked to provide one response
to two different questions, i.e., on frequency and
the degree to which they performed the behavior
by force of habit.

5.3 Response Frequency Measure

The response frequency measure of habit was
developed to assess habit strength in multiple
choice contexts (e.g. Verplanken et al, 1994).
Participants are presented with a series of situ-
ations and are asked to make a choice from mul-
tiple alternatives in each of these situations. For
instance, in the context of travel mode choices
participants were presented with situations such
as going to the supermarket or visiting a friend
in town, and a range of travel mode options as
choice alternatives. The task is to be conducted
under time pressure. The invariance of choices
across situations (e.g., the number of times the
car is chosen in a travel mode context) was
then taken as an assessment of habit strength.
The measure thus capitalizes on the automatic-
ity component of habit, i.e., the assumption that
under time pressure schematic or script-based
responses will be elicited. Although the response
frequency measure shows good test–retest relia-
bility (Aarts, 1996) as well as construct and dis-
criminant validity (e.g., Verplanken et al, 1998),
it has some practical and conceptual limitations.
For instance, new sets of situations need to be
developed and tested in each new research con-
text. The required time pressure prevents the
measure to be used in self-paced questionnaires.
Finally, the measure may be confounded with
intentions or preferences.

5.4 Habit as a Reason for Behavior

Knussen and colleagues presented participants
with lists of pre-tested reasons why one would
recycle household waste (Knussen et al, 2004).
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One of the alternatives was “because it is a
habit.” This measure rests on the assumption that
people have insight into the reasons behind their
behavior. Although this is not an unreasonable
assumption in itself, it is questionable whether
habit can qualify as a reason for behavior. In
addition, the one-item format of the measure
renders it potentially unreliable, and one may
question whether people have unanimous inter-
pretations of the concept of habit. For instance,
habit may indeed be interpreted as repetitive and
automatic behavior, but it is also used to refer
to “bad” behaviors. This measure thus requires
further testing and validation.

5.5 A Context-Focused Habit
Measure

Wood and colleagues introduced a measure of
habit strength that combines two pillars of habit:
the frequency of past behavior and the stabil-
ity of the context in which the habit occurs
(e.g., Wood et al, 2005). The frequency aspect
is measured as has traditionally been done by a
one-item measure asking participants how often
they performed the behavior. As an assessment
of context stability participants are asked to
indicate the extent to which they perform the
behavior under similar circumstances. This may
be operationalized by a single item (e.g. Danner
et al, 2008) or by multiple items, such as items
referring to location and time (e.g. Ji and Wood,
2007; Wood et al, 2005). The frequency item is
then multiplied with the context item(s) to form
(a) measure(s) of habit strength. By combining
frequency with context stability, this measure
is an improvement of the one-item frequency
measure, although it still has potential reliability
problems.

5.6 Self-Report Habit Index

Verplanken and Orbell (2003) developed the
Self-Report Habit Index (SRHI). The SRHI is
a generic 12-item instrument, which assesses

the experience of frequency and automaticity
of behavior, i.e., two of the three pillars of
habit. The experience of automaticity is bro-
ken down into a number of facets, i.e., the lack
of awareness and conscious intent, mental effi-
ciency, and difficulty to control (Bargh, 1994).
In addition, the SRHI includes the experience
of behavior being self-descriptive. The instru-
ment is presented in Table 6.1. Verplanken and
Orbell (2003) validated the SRHI in a num-
ber of studies and domains. For instance, the
SRHI discriminates between repetitive behaviors
that are executed weekly versus repetitive behav-
iors that are executed daily. Verplanken (2006,
Study 3) showed that the measure discriminates
between repetitive behavior that is executed in an
automatic versus deliberative fashion (e.g., when
behavior is easy versus difficult).

Table 6.1 The Self-Report Habit Index (Verplanken
and Orbell, 2003)

Behavior X is something .....
1. I do frequently.
2. I do automatically.
3. I do without having to consciously remember.
4. That makes me feel weird if I do not do it.
5. I do without thinking.
6. That would require effort not to do it.
7. That belongs to my (daily, weekly, monthly)

routine.
8. I start doing before I realize I am doing it.
9. I would find hard not to do.

10. I have no need to think about doing.
11. That is typically “me.”
12. I have been doing for a long time.

Note: Five- or seven-point response scales anchored
with “strongly disagree” and “strongly agree” may be
used. From Verplanken and Orbell (2003, p. 1329).
Copyright 2003 by John Wiley & Sons. Permission
for reproduction should be sought.

To date the SRHI has been successfully used
in a large variety of domains, such as food or
snack consumption (Brug et al, 2006; Conner
et al, 2007; de Bruijn et al, 2007; Honkanen
et al, 2005; Verplanken et al, 2005), consump-
tion of beverages (Kremers et al, 2007), food
safety practices (Hinsz et al, 2007), physi-
cal activity (Chatzisarantis and Hagger, 2007;
Verplanken and Melkevik, 2008), weight loss
(Lally, 2007), Internet use (Lintvedt et al, 2008),
and social behavior (Verplanken, 2004). The
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12 items usually show high internal reliabilities
(> 0.90), and satisfactory test–retest reliabili-
ties of 0.71 over 1 week for unhealthy snack-
ing (e.g., Verplanken, 2006) and 0.87 over 1
month for exercising (Verplanken and Melkevik,
2008) have been obtained. Importantly, Conner
et al (2007) showed that the SRHI moder-
ated the relationships between implicit mea-
sures of attitude and behavior, while no mod-
eration was found in the relationship between
explicit measures and behavior. These results
validate the relationship between the SRHI and
automaticity.

5.7 Conclusions

Which is the best measure? First, the availability
of a set of different habit measures should be cel-
ebrated as an important step forward (Ajzen and
Fishbein, 2005). The conceptual problem of the
one-item self-reported past behavioral frequency
measure (i.e., the fact that frequency is a nec-
essary but not sufficient feature of habit), and
potential reliability problems, renders this as an
inadequate measure of habit. The combined one-
item self-reported frequency and self-reported
habit measure should not be used due to being
double-barrelled. The habit-as-reason measure
awaits further testing and validation. As for the
other measures, each seems to capture some
unique aspect of habit. Selecting the best alter-
native measure depends on the researcher’s goal
and the type of behavior under study. Different
measures may also be used in conjunction with
each other. The context-focused habit measure
captures an important situational aspect of habit-
ual behavior, i.e., context stability, in addition
to past behavioral frequency. The response fre-
quency measure (if properly applied) focuses on
habits that are executed in multiple-choice con-
texts. The SRHI captures the experience of both
frequency and automaticity and seems the most
solid measure in terms of reliability and valid-
ity. In addition, this measure is generic and thus
needs no adaptations or pilot testing for each new
domain and can easily be used in questionnaires.

6 General Conclusions

Since the decline of behaviorism, habit has long
been a forgotten concept in the social and behav-
ioral sciences. This is the case in spite of the
fact that many unhealthy behaviors are strongly
habitual and that we would like to see healthy
behaviors become habitual. The focus on delib-
erative thinking and motivated behavior such
as represented by the prevalent socio-cognitive
models may now be supplemented by the notion
that these factors may wear off over time and
be replaced by the more automatic and context-
driven powers of habit (Dawes, 1998). The habit
concept has much to offer to those who want
to understand why people behave unhealthily,
or why it remains such a challenge to estab-
lish healthier lifestyles. Researchers have now
a choice of instruments at their disposal for
measuring and monitoring habit strength. In all,
habit theory seems a valuable contribution to the
behavioral medicine field.
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Chapter 7

Adherence to Medical Advice: Processes
and Measurement

Jacqueline Dunbar-Jacob, Martin P. Houze, Cameron Kramer, Faith Luyster,
and Maura McCall

1 Introduction

Traditionally adherence has referred to the per-
cent of a prescribed or recommended regimen
that is carried out historically by patients and
more recently by providers (Haynes, 1979). The
definition is nonjudgmental and does not imply
responsibility. The value of knowing adherence
rates lies in the ability to assess the effective-
ness of treatment, whether it be in the evaluation
of new treatments or in the development of
effective treatment for the individual.

A review of the research over the past 35 years
suggests that adherence has been viewed in a
global manner, with an emphasis on the identifi-
cation of patient characteristics which may influ-
ence treatment behavior. Data have historically
shown that adherence rates across regimen hover
around 50% for both patients and providers
(Baumhakel et al, 2009; Claxton et al, 2001;
Dunbar-Jacob et al, 2000; Thier et al, 2008).
Prediction has been difficult as the same char-
acteristics examined in different studies show
varying degrees of influence on the level of
adherence, and many studies have focused on
a limited number of characteristics (Baiardini
et al, 2009; Stilley et al, 2004). Further confus-
ing the picture is the fact that different studies
both measure and define adherence in different
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ways. Thus, the behavioral processes underlying
adherence and related measurement strategies
become important considerations for the further-
ance of an understanding of adherence and ulti-
mately the prevention and remediation of poor
adherence.

Any examination of adherence needs to con-
sider the multiple steps from prescription to
action and to consider these steps in refining
the definition of adherence. First, of course, is
the clarity and completeness of the prescription
and related instruction. Second is the capabil-
ity of the patient to carry out the instruction.
Third is the availability of the resources needed
to carry out the instruction. Fourth is the moti-
vation to adhere to the prescription in part or
in whole. And lastly is the system to support
continued adherence, e.g., cues, self-monitoring,
feedback, etc. Most commonly adherence stud-
ies have focused upon motivational factors with
little attention to these other key elements.

Any examination of adherence also needs to
consider the patient’s decision making (Bieber
et al, 2006; Loh et al, 2007). First the patient
must decide whether to accept the recommended
treatment. If treatment is accepted, then the
patient must decide whether to initiate the treat-
ment. If the patient decides to initiate the
treatment, then she/he must determine whether
the value of the treatment offsets any nega-
tive consequences to following it. If the patient
decides to pursue the treatment, then the deci-
sion is whether to make it an integral part of
daily habits. And finally the patient must decide
whether to persist when problems occur.

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_7, 83
© Springer Science+Business Media, LLC 2010
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A further consideration is whether the patient
knows the state of their adherence. Considerable
research suggests there is a poor relationship
between patient self-report of adherence and
adherence assessed through more direct mech-
anisms (Dunbar-Jacob et al, 2000; Wagner and
Rabkin, 2000). While a portion of this may
reflect a reluctance to report poor adherence to
the provider (Sankar et al, 2007), it is likely that
memory is a major factor in this discrepancy.
To accurately report adherence, the patient must
be able to recall and summarize their behavior
over a period of time between provider vis-
its, often as long as 6 months to a year. For
the patient who has persisted with the regimen
at some level over time, the regimen becomes
habitual but not necessarily accurate. Such habit-
ual behaviors become less salient and become
part of a more general memory, making dis-
crete events more difficult to recall (Barnhofer
et al, 2005; McPherson, 2001; Warnecke et al,
1997). Cramer and colleagues (1990) showed
that adherence improved 5 days prior to (88%)
and after (86%) contact with the provider, in
comparison to 1-month postvisit (67%). Hence
it is reasonable to assume that many patients
are recalling most recent behavior and not sum-
marizing across time. Thus, measures may have
different accuracy depending upon the variabil-
ity of behavior and the length of time the patient
is assessed.

Also of importance in the processes surround-
ing adherence is the quality of the commu-
nication that occurs within relationships (van
Dulmen et al, 2008). Communication between
the patient and the providers, communication
between providers, communication within the
interdisciplinary treatment team, and communi-
cation between inpatient and outpatient teams
are all important to subsequent patient adher-
ence. Problems in communication may further
erode trust in the advice offered by the providers
(Kerse et al, 2004; Thom et al, 2001). An assess-
ment of conflicting recommendations or instruc-
tion may be important to the determination
of whether adherence behavior represents poor
adherence or selection among conflicting or sus-
pect advice. This also appears in the adherence

of providers to guideline recommendations when
multiple guidelines from different agencies are
not consistent (Lewiecki, 2005).

2 Classification of Adherence

The multiple steps that the client or patient takes
and the process through which the regimen is
recommended leads to multiple points at which
the patient may encounter errors or need to make
decisions. At each of these points adherence may
become a problem. Each point may suggest a
different definition or method of assessment.

2.1 Acceptance of the Regimen

The first step is the period in which the regi-
men is initially presented, and the patient makes
a decision about whether to follow it. One area
of consideration is readiness to change. Studies
examining readiness to adopt a regimen have
varying results in predicting subsequent adher-
ence (Aloia et al, 2005). Many factors may go
into a patient’s willingness to accept a regi-
men, such as the patient’s preferences for type
of treatment, the trust that the patient has in
the provider, the level of burden imposed, the
patient’s beliefs about the illness or the treat-
ment, the satisfaction with care, the consistency
of the advice with previous advice or knowl-
edge, and a host of other factors. It is at this step
that negotiating a mutually satisfactory treatment
may influence whether the patient adheres to the
recommendation or not.

2.2 Adoption of the Regimen

Patients may agree to the regimen, or at least
not object to it, but fail to initiate treatment.
For example, between 66 and 84% of new anti-
hypertensive prescription medicines were filled
by persons with hypertension and who had at
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least two clinical encounters (Shah et al, 2009).
In the same practice, 85% of new diabetes pre-
scriptions were filled (Shah et al, 2008). For
patients recently discharged from hospital after
a myocardial infarction, 77% of discharge pre-
scriptions were filled within 7 days (Jackevicius
et al, 2006). In this situation, closed health-care
systems may detect failure to fill through close
monitoring of pharmacy fills. But for the open
systems where patients may utilize any num-
ber of pharmacies, failure to adopt the regimen
is unlikely to be detected until the next health-
care visit, perhaps as long as 6–12 months after
the prescription is written. It is unknown how
many persons take the first step in behavioral
interventions. Many factors may influence the
patient’s adoption of treatment including those
noted above combined with a reluctance to ques-
tion or challenge the provider. Other factors may
include barriers to obtaining the prescription
such as cost, accessibility, and availability.

2.3 Initiation of the Regimen

Even though the patient acquires the treatment or
its resources, the regimen may not be initiated at
all or may be discontinued after a brief exposure.

Indeed the first 6 months on treatment show a
significant withdrawal from treatment (Perreault
et al, 2005; Donnelly et al, 2008; Chapman et al,
2005). Data show as many as 50% or more of
patients may terminate treatment by this point
(Chapman et al, 2005; Rutledge et al, 1999;
Newman et al, 2004). The factors which pre-
dict early termination of treatment are not clear.
Hypotheses are directed toward the impact of
side effects, financial concerns, or difficulty in
carrying out the regimen.

2.4 Treatment Continuation

For those patients who continue treatment
beyond the 6-month period, several adherence
patterns emerge. This may constitute as many
as 50% of this group. The series of figures
below displays the variable patterns of adher-
ence found in patients on medication for chronic
disease who were monitored with the AARDEX
Medication Event Monitoring System. Each of
these patients had been on treatment for 1 year
or longer before monitoring was initiated. For a
portion of persons, adherence remains high and
stable, though not necessarily perfect, over time
(see Fig. 7.1).

Fig. 7.1 Good adherer to once-a-day regimen
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Other patients may demonstrate a persistently
low adherence or a decline over time, as can be
seen in Fig. 7.2.

The majority of the patients in this group,
however, demonstrate variable levels of adher-
ence over time showing a combination of
missed doses (or episodes), double doses, and
mistimed doses. These variable patterns are dif-
ficult to detect with the majority of measures of

adherence. See Fig. 7.3 for a visual view of a
variable pattern of adherence for a twice-a-day
medication.

Thus, adherence can be classified at several
points, depending upon the outcome of interest,
acceptance of the regimen (yes/no), initiation of
the regimen (yes/no), and continuation or per-
sistence with the regimen at varying levels of
adherence.

Fig. 7.2 Poor adherer to once-a-day regimen

Fig. 7.3 Variable adherence to twice-a-day regimen
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3 Defining Adherence

Before measuring adherence it is important to
clearly define and specify just what adherence
is and the step in the process that is of interest.
Ideally, adherence would be defined as the pro-
portion of the prescription or regimen required
to create the desired clinical outcome. Haynes
(1979) did so in the first adherence improve-
ment randomized controlled trial (RCT) con-
ducted. He examined adherence to antihyper-
tensives and identified the average adherence
(by home pill count) to obtain a diastolic blood
pressure level of less than 90 mmHg (Haynes
et al, 1976). Adherence was determined to be pill
counts greater than 80%. Similarly, in the Lipid
Research Clinics Coronary Primary Prevention
Trial (LRC-CPPT) research subjects were pre-
scribed six packets of cholestyramine per day
designed to achieve a 20% reduction in low-
density lipoprotein cholesterol (LDL). At the end
of the trial, it was found that 70% adherence led
to >20% reduction in LDL (Schaefer et al, 1994).
Blagden and Chipperfield (2007) examined LDL
cholesterol level changes with atorvastatin vs.
atorvastatin plus ezetimibe. With 70% or greater
adherence in their sample, monitored via pill
counts, the LDL levels decreased by 36.5 and
50.5%, respectively. In contrast such levels of
adherence are not effective in reducing viral load
in HIV patients. Recommendations for effec-
tive treatment of HIV are to achieve adherence
levels close to 100% (www.apha.org/ppp/hiv).
Unfortunately, data are not readily available on
other drugs to establish an optimal adherence
level. Even less is known about optimal adher-
ence for nonpharmacological interventions. For
patients on multiple treatments, the common pat-
tern for those with chronic disease, the picture of
optimal adherence is even more confusing.

Further confounding the picture is the prob-
lem of medication which may have positive
effects on one clinical parameter but nega-
tive effects on another. For example, Ames
(1986) studied and reviewed studies of diuretics
used in the treatment of hypertension to reduce
high blood pressure levels and found that the

hypertensive treatment may create a rise in vari-
ous serum cholesterol measures by 4–56%; how-
ever, Ott and colleagues (2003) conducted an
RCT in elderly that did not find such differences
(Ott et al, 2003). Similarly, anti-hyperglycemic
agents may lower blood glucose levels and gly-
cated hemogloblin (HbA1c), but may lead to an
increase in serum cholesterol (Gershberg et al,
1968). Thus, attempts to establish an optimal
adherence to a cholesterol lowering regimen may
potentially be confounded by adherence to the
concurrent hypertension or diabetes regimen.

The answer to this dilemma has been to adopt
a behavioral definition regarding the proportion
of the regimen taken as the standard, typically
about 80%. Alternatives to this have been to
use unique definitions or qualitative definitions
(good vs. poor with no numeric referent) or to
fail to provide any definition at all. These vari-
ations in defining adherence impair the ability
to perform adequate meta-analyses or systematic
reviews of the magnitude of the problem or to
evaluate the effectiveness of adherence interven-
tions. At a minimum the provision of numeric
definitions of adherence or cut points for clas-
sification is more informative. While it may not
be clinically useful to set one behavioral stan-
dard across regimens or conditions, it is useful
for comparison and summarization of adherence
across populations.

4 Measurement of Adherence

4.1 Numeric Assessment of
Adherence

The definition of adherence initially posed by
Haynes and colleagues (1979), the percent or
portion of the regimen carried out, suggests a
numeric definition of adherence and the abil-
ity to count doses prescribed and taken. Four
methods of assessment permit this, each with
advantages and disadvantages. These include
electronic monitoring, pill count, daily diary, and
patient recall.
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4.1.1 Electronic Monitoring

Electronic event monitoring (EEM) has been
used increasingly over the past two decades for
adherence to medication and to exercise regi-
mens. In these cases the monitor itself is con-
nected with the regimen and accepts passive
participation on the part of the patient. The most
commonly used EEM for medication consists
of a microprocessor inserted in a medication
bottle cap, which is activated by opening or clos-
ing of the cap (AARDEX MEMS). The date
and time of opening (and subsequently clos-
ing) the cap are recorded on the microprocessor.
Thus, it is possible to monitor the number of
doses accessed, as well as the timing of doses.
The interval between doses may be important
for drug efficacy. Errors in timing (or intervals
between doses) have been found to be the error
of greatest magnitude in medication adherence
(Claxton, 2001). Data may be monitored for
short or long intervals.

Electronic technologies are also used in the
assessment of adherence to lifestyle interven-
tions, exercise, dietary behavior, and treatment
of sleep apnea. Pedometers, accelerometers, and
heart rate monitors allow freedom for the per-
son exercising and are often used in research
to measure physical activity (see Chapter 3).
Studies have shown the reliability of these
devices and often describe them as relatively
inexpensive and simple to operate (Baker and
Mautrie, 2005; Evangelista et al, 2005; Wilbur
et al, 2001). Pedometers sense body motion and
count footsteps. They are usually considered
accurate if worn correctly and stride distance
is predetermined. Pedometer readouts should
be checked against known measurements like
distance and time. Accelerometers are motion
sensors that can detect changes in acceleration.
Heart rate monitors usually strap a monitor-
ing box with electrode on the chest and trans-
mit the data to a watch-like receiver on the
wrist that records heart rate over time. Dietary
behavior also can be monitored through elec-
tronic diaries. Although current technologies
such as personal digital assistants (PDAs) can
provide dietary data in real time, all methods for

collecting dietary data have inherent problems
for monitoring adherence to diet recommenda-
tions (Glanz and Murphy, 2007). Similarly, in
the management of sleep disorders, continuous
positive airway pressure (CPAP) devices utilize
smart cards, modem, or web-based methodol-
ogy to convey data regarding the nightly duration
of therapy at effective pressure and patterns of
use. CPAP adherence typically is defined as
≥4 h of use for 70% of days. However, a stan-
dard definition of CPAP adherence has not been
established.

With electronic monitoring, adherence itself
is calculated by the number of presumptive
events divided by the number of dosing events
prescribed within the monitored time interval.
The determination of what constitutes “good”
adherence is left to the investigator or clini-
cian. When gaps appear in dosing or a ces-
sation of recorded events occurs, a concurrent
interview is necessary to determine whether
the patient utilized the monitor or whether the
patient was hospitalized or otherwise had a
change in either prescription or circumstances.
The ultimate calculation of adherence permits
the determination of the percent of doses or
events, the percent of days on which the patient
was adherent, as well as the percent of doses
occurring within the scheduled interval. For
exercise, intensity and duration can also be
observed, and duration of CPAP use monitored.
Additionally, information on “drug holidays,”
periods of time off, as well as patterns of adher-
ence may be viewed. There is evidence that these
monitors can stimulate behavior change itself
(Baker and Mautrie, 2005; Deschamps et al,
2006).

There is evidence that the use of pedome-
ters alone can increase reported motivation to
exercise as well as increase self-reported phys-
ical activity, and actual physical activity as
recorded by the pedometer, at least for the short
term (Baker and Mutrie, 2005). In this par-
ticular study of intervention groups using the
transtheoretical model to increase step count,
significant reported increases in motivation and
activity were only seen in the group using the
pedometer.
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4.1.2 Pill Counts

Pill counts, one of the common measures of
adherence in pharmacological clinical studies,
also permit a numeric estimate of adherence.
Adherence is calculated as the number of pills
taken divided by the number prescribed over the
interval of interest, typically between periods of
dispensing. It is important to note that the pill
count does not identify patterns of adherence nor
interdose intervals. Patients who miss a dose of
medication and then compensate by taking an
extra dose the next day, a pattern found with
electronic monitoring, is not identifiable; nor is it
possible to discriminate early cessation of treat-
ment from low but relatively stable dosing, both
resulting in low adherence estimates.

The pill count has been found to have a
low but statistically significant correlation with
EEM measures. For example, Hamilton (2003)
reported correlation rates of 0.29–0.39, p < 01,
for hypertensive patients. For AIDS patients,
Bangsberg et al (2001) noted a correlation of
0.7, p < 0.001, between unadjusted EEM and pill
counts. Pill counts typically estimate a higher
adherence than EEM (Bangsberg et al, 2001;
Hamilton, 2003). Therefore the choice of meth-
ods of adherence depends upon what the clini-
cian or investigator is interested in detecting. If
one is interested in early changes in patterns of
adherence, poor timing of medication, or infor-
mation for the development of early intervention
strategies, the EEM will most likely be useful.
If an overall interest in adherence is of inter-
est, then the pill count may give a reasonable
estimate.

4.1.3 Pharmacy Refills

In a closed health system, where the provider
of care and the dispensing pharmacy are fixed
within the system, pharmacy refills may be used
to estimate adherence. As with pill counts, the
daily patterns of medication taking are not avail-
able. However a percent adherence can be cal-
culated by examining the amount of medication
dispensed divided by the number of tablets that

should have been taken between refills. As long
as the patient remains in the system it is possible
to detect withdrawal from treatment.

Multiple methods of extracting data and
estimating adherence are used, based on
pharmacy fill rates and result in several mea-
sures. Hess and colleagues (2006) identified 11
measures in examination of pharmacy adminis-
tration databases. These included “Continuous
Measure of Medication Acquisition (CMA);
Continuous Multiple Interval Measure of
Oversupply (CMOS); Medication Possession
Ratio (MPR); Medication Refill Adherence
(MRA); Continuous Measure of Medication
Gaps (CMG); Continuous, Single Interval
Measure of Medication Aquisition (CSA);
Proportion of Days Covered (PDC); Refill
Compliance Rate (RCR); Medication Possession
Ratio, modified (MPRm); Dates Between Fills
Adherence Rate (DBR); and Compliance Rate
(CR)” (Hess et al, 2006, p.280). Calculating
rates of adherence to medication adherence by
each mechanism for participants in a weight
loss trial showed adherence rates ranging from
63 to 109.7%, depending on method of cal-
culation. Thus, it is important to consider the
procedure for calculating adherence over time
from databases.

4.1.4 Daily Diaries

Daily diaries form a third method of evaluating
event data. Diaries have been used for patient
reporting of treatment-related behavior for sev-
eral decades. Patients or research participants are
instructed to record events near to the time of
occurrence to minimize forgetting. Further detail
around the events may be recorded either qual-
itatively or as a component of the structured
diary. Thus, information can be learned about
the circumstances that surround errors in reg-
imen management or successful performance.
Diaries have been particularly useful in moni-
toring food intake and exercise. However, there
have been some examples of use in medication
management.
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Unfortunately, studies of the accuracy of self-
report indicate that the data may be problem-
atic. In a sample of women with sedentary
lifestyles participating in a home-based walk-
ing program, self-report logs indicated that the
women reported performing 64% of the pre-
scribed walking exercises while the heart rate
monitor data revealed that the women on aver-
age met 60% of the goal. This indicates a greater
than 90% agreement (Wilbur et al, 2001). In
a study comparing an instrumental paper and
electronic diaries, however, 90% of events were
reported on time but electronic assessment indi-
cated that actual adherence was just 11%; in
32% of days with events entered, the diary
had not been opened. Thus, false reporting was
high (Stone et al, 2003). This also happens in
the case of dietary diary entries. Patients may
neglect to complete the diary as instructed and
will consequently complete it prior to the clinic
visit. The diary is dependent further upon the
individual’s recall of the foods and beverages
consumed and, in some instances, the amount
consumed and the nutritional and caloric con-
tent. Furthermore, the act of recording food
consumption may influence the person’s eating
behavior resulting in an inaccurate represen-
tation of patient’s dietary intake. Additionally,
patients may censor the report of food consump-
tion in order to be in accordance with known
dietary recommendations.

4.1.5 Daily Recall

Recalls over a specific number of days may also
be used to estimate percent adherence. If the
patient can recall and is willing to report accu-
rately, event data and timing can be assessed.
Chesney and colleagues (2000) reported utility
in 3 day recalls in identifying HIV patients with
raised viral load. Studies have shown that phys-
ical activity recall questionnaires can provide
a relatively accurate account of physical activ-
ity when compared with accelerometers with as
much as 90% agreement. However, correlations
between the subjective self-report data and the
electronic data vary between gender, intensity of

the activity, and weight status of the individual
(Timperio et al, 2003). Lu and colleagues (2008)
reported that 1-month estimates were better than
3- or 7-day recalls when compared with EEM
data. However, our own research has suggested
that patients with rheumatoid arthritis may have
difficulty in remembering the detail of medica-
tion taking beyond 3 days. In a 7-day recall of
medication taking it was common for patients
to begin to report “the same” beyond the third
day (unpublished data). Lee et al, (2007) further
reported that 24-h recalls were unrelated to pill
counts and insensitive to temporal change. Thus,
brief recalls may or may not correlate with con-
current clinical data. The question arises as to
how much data can be reliably collected to build
a picture of adherence over time.

5 Global Assessment of Adherence

Many adherence studies have used assess-
ment strategies which lack a numeric estimate
of the portion of the regimen carried out.
Examples include a variety of self-report ques-
tionnaires, interviews, and clinician estimates.
An examination of one measure may present
the issues that arise when self-reported question-
naire assessment is used. The most commonly
used generic adherence questionnaire is the
Morisky Medication Adherence Questionnaire
(MMAQ), a four-item (or eight-item version)
self-report inventory used to screen for poor
adherence (Morisky et al, 1986). An adher-
ence percent is not obtained. The questionnaire
yields a score of 0–4, with 0 reflecting good
adherence. Studies reflect varying levels of sen-
sitivity and usefulness. For example, Ruslami
and colleagues (2008) reported that a combi-
nation of the self-report and clinical estimate
detected all cases of nonadherence reported
by the Medication Event Monitoring System.
Yet Shalansky et al, (2004) noted a consider-
able difference in the detection of nonadherence
between the MEMS (13%) and the MMAQ
(3%). It has been noted that questionnaire data
for adherence may not correlate with clinical
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data (Södergård et al, 2006) and that its util-
ity may vary across settings (van de Steeg et al,
2009). As with patient recalls, the data rely upon
the accuracy of the patient’s memory. And, as
noted, the questionnaire does not yield informa-
tion on the level of adherence over time nor the
pattern of adherence.

To be meaningful in assessing adherence the
scoring and establishment of cut points would
need to be considered carefully in conjunction
with either more direct measures of adherence
or established clinical cut points. It is also likely
that the global measures will be most useful for
recent periods when memory is most accurate.
Analysis would only permit an estimation of
the proportion of persons who recall and report
problems related to adherence. It is unlikely to
be useful in the assessment of adherence inter-
ventions as the sensitivity to change is unknown
and unlikely to be sufficient to detect the modest
changes seen in intervention studies (Arbuthnott
and Sharpe, 2009; Conn et al, 2009; Kripalani
et al, 2007).

6 Issues in Analysis of Adherence
Data

Analysis is influenced by the method of mea-
surement chosen within a study. For the use of
electronic monitoring, where the most detailed
information is collected, several issues arise.
First is the length of time that data are collected
and summarized. Current technology permits the
capture of data for 1 day up to 1–2 years. Thus
it is important to examine the length of time
that data need to be collated to reach a stable
estimate of adherence (Houze, Sereika, Dunbar-
Jacob, unpublished). Deschamps and colleagues
(2006) suggest that in HIV and in kidney trans-
plant patients, an intervention effect of electronic
monitoring can be found which decreased and
stabilized over 35–50 days. Data can then be
summarized over the relevant time period.

The next issue with electronic monitoring is
the determination of what view of adherence

is important. For example, a simple count of
adherence events can be determined, much like
a pill count. This will provide a percent of
actual events compared with the percent of pre-
scribed events. The outcome can be influenced
by over-adherent events, yielding rates greater
than 100% or masking the extent of poor adher-
ence. Summarizing across patients can inflate
the level of group adherence if there are over-
adherers within the group.

An alternative view is the proportion of days
in which the events were accurate. This over-
comes the problem of adherence above 100%.
Individuals who miss a dose in the evening and
make it up the next day will appear as adher-
ent when the count of doses is performed but
will have 2 days of poor adherence when the
proportion of days adherent is calculated.

A third view is considering doses taken at
the advised time, within a range. Adherence is
likely to be lowest with this estimate. In cases
where the timing of medication is important this
assessment provides very useful data.

Thus, estimations of individual adherence and
of group adherence need to consider the view
of adherence that is important. Similar consid-
erations can be given to daily diary adherence,
although there is less likely to be reliable data
gathered. These are the only two methods of
assessment which require a decision of this
nature before adherence can be estimated and
ultimately analyzed.

Regardless of assessment method, the data
for adherence over a group tend to be J-shaped
(Dunbar-Jacob et al, 1998, see Fig. 7.4). Multiple
strategies to transform the data have failed.
Therefore non-parametric analyses are most use-
ful. Newer strategies for analyzing J-shaped data
are being examined and may yield more sensitive
and accurate analytic strategies (Rohay, 2009).

Unfortunately, often the level of detail just
noted is missing from studies of adherence.
Further parametric analyses are often presented,
typically in the absence of information about the
nature of the distribution of the data. Attention
to the nature of measurement, the definitions,
and view of adherence, as well as the use
of appropriate analytic strategies are important
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Fig. 7.4 Distribution of days adherent by EEM

to moving the field forward. Similarly meta-
analyses need to consider not only intervention
strategies, but also definitions and assessment
strategies as well. Thus, the full picture of adher-
ence, phase of adopting/managing the regimen,
a prior definition of adherence, measurement
method, and appropriate analytic strategy are
crucial as we continue to develop an understand-
ing of patient adherence.

7 Implications for Understanding
Adherence

Numerous studies have been undertaken in an
effort to understand who is likely to have adher-
ence difficulties. The results of these studies
have shown inconsistent relationships between
predictors and adherence (Dunbar-Jacob et al,
2009). Few predictors have been found to be
very robust within studies. It is not unreasonable
to find inconsistency in the prediction of adher-
ence when we note the variability in the phase
of adhering to a treatment and the inconsistency
in classification of a person’s adherence given

the varying methods of defining and assessing
adherence. More careful description of the popu-
lation and its stage of treatment (agreement with
treatment, initiation of treatment, adjustment to
new treatment, continuation of treatment) as
well as clearer descriptions of the definition and
assessment methodology will be required before
we can begin to understand the predictors of
adherence.

Similarly, numerous studies have examined
strategies to improve adherence. A meta-analysis
by Peterson et al (2003) showed that interven-
tions increased adherence by 4–11%, a very
small amount. Kripalani and colleagues (2007)
reported that just 54% of studies reviewed
reported improvements in adherence while just
30% showed clinical improvements, not always
related to adherence. Looking within hyperten-
sion care, Schroeder et al (2004) found that 78%
of adherence studies which simplified the regi-
men, 44% of those using complex interventions,
and 42% of those using motivational strategies
reported improvements in adherence. Adherence
improvements ranged from 5 to 41%. However,
the heterogeneity in measurement of adher-
ence and methods of study prevented conduct
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of a pooled analysis. Thus, our knowledge of
both intervention strategies and of predictors of
adherence is hampered by the variability with
which adherence is treated in studies.

8 Summary and Recommendations

As we examine the processes and measure-
ment of patient adherence, we find considerable
heterogeneity between studies in terms of def-
initions, measurement, analytic strategies, and
the patient’s phase of adopting and maintain-
ing a new treatment regimen. This has resulted
in difficulty in evaluating strategies for improv-
ing adherence as well as in identifying factors
robustly and consistently associated with adher-
ence. The processes required at the different
phases of regimen behaviors are likely to be
associated with different predictor variables and
likely to be responsive to different strategies.
However, future research is needed to evalu-
ate more precisely the factors that impact the
patient’s behaviors during the various processes
of accepting, initiating, implementing, and sus-
taining adherence to a new treatment. Similarly
future research needs to examine intervention
strategies designed for each phase. Both mea-
surement and analysis strategies can influence
the outcomes of studies. Measurement strategies
should be chosen with care, selected with atten-
tion to the sensitivity to adherence itself and
sensitivity to change. Similarly, analysis strate-
gies need to be appropriate for the measurement
strategy and the nature of the adherence dis-
tribution. While much has been learned about
adherence over recent decades, our future under-
standing can be deepened with greater attention
to processes and measures of adherence.
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Chapter 8

Ecological Validity for Patient Reported Outcomes

Arthur A. Stone and Saul S. Shiffman

Asking people about their health, symptoms,
attitudes, opinions, and behaviors is ubiqui-
tous in the behavioral, social, and medical sci-
ences (Stone et al, 2000). For many areas
of inquiry in these fields, it is impossible to
contemplate research programs without self-
reports. Self-reports often serve as primary out-
come measures, for instance, in assessing pain,
fatigue, opinions, or attitudes; self-reports are
the accepted standard for these constructs and
“objective” alternative measures usually are not
available. Even when objective measures are
possible in principle, we often rely on self-report
data (e.g., smoking behavior, asthma attacks,
social interactions), because the costs of objec-
tive data collection (via behavioral observations,
for example) are prohibitive.

Patient Reported Outcome (PRO) is a new
term used to describe self-reports when they
are used as outcome measures in trials (FDA
Docket No. 2006D-0044; Rock et al, 2007).
The importance of PROs to the behavioral and
medical research enterprise has been highlighted
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recently. The US Food and Drug Administration
is in the process of setting standards for
PROs used in clinical trials submitted in sup-
port of drug or device approvals and claims
(FDA Docket No. 2006D-0044). The National
Institutes of Health (NIH) has also devoted one
of its Roadmap Projects, which are large-scale,
high priority initiatives intended to advance
health research, to the development of psy-
chometrically sophisticated PROs for use with
chronically ill individuals participating in clini-
cal trials (www.nihpromis.org). There is also no
doubt that PROs are essential for the delivery of
medical care, where they provide essential infor-
mation about patient functioning and satisfaction
with services.

An important feature of PRO assessments,
as they have traditionally been implemented, is
that they have generally been obtained in rel-
atively artificial or unusual settings, such as
clinics and research laboratories, and by hav-
ing participants recollect and/or reflect on their
past experiences. The purpose of this article is
to discuss the potential value of collecting PRO
data in participants’ natural environments and
with minimal recourse to recall by systemat-
ically and repeatedly sampling self-reports in
peoples’ daily environments, offering the pos-
sibility of truly representative sampling. In the
first section of the article, we review the con-
cept of sampling everyday life, its implica-
tions for ecological validity, and how it could
affect self-report information and PROs. We
discuss studies from cognitive science, autobio-
graphic memory, and survey design inform this
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© Springer Science+Business Media, LLC 2010



100 A.A. Stone and S.S. Shiffman

discussion. In the second section, we review
methodologies and technologies that enable
collection of self-reports in peoples’ typical
environments, enhancing the representativeness
of the resulting data.

1 Ecological Validity
and Self-Reports

Today, when we think of the degree to which
behavior observed in a research setting such as
a research laboratory is generalizable to real-
world behavior, we call this “ecological valid-
ity” (Hammond and Stewart, 2001). Over 70
years ago, ecological validity was first used
in Brunswik’s 1944 paper examining the per-
ceptual phenomenon known as size constancy
(Brunswik, 1944) – the ability of people to cor-
rectly judge the size of objects despite the fact
that the projection of objects on the retina varies
with viewing distance. Brunswik’s interest was
in how naturally occurring cues associated with
objects, such as distance from object, were used
by the individual to estimate size. In one study
that presages the methods described later in this
chapter, he recorded over several weeks ran-
domly selected moments from a subject’s daily
routine and noted the retinal projection (via a
photograph of the object), object size, and the
subject’s estimation of size.

The innovative feature of his design was the
evaluation of the natural, ecological association
of objects and their associated cues, in contrast
to possibly artificial associations based on lab-
oratory investigations, where the constellation
of stimulus qualities bore little resemblance to
those encountered by people in everyday life.
“Representative design” was the term Brunswik
coined to refer to the degree that a labora-
tory experiment corresponded with a particular
set of environmental circumstances to which
the results of the experiment were to be gen-
eralized – what we now call ecological valid-
ity. In keeping with contemporary parlance, we
use the term ecological validity in its modern

meaning, while acknowledging its historical
evolution.

2 Momentary, Retrospective,
and Global Self-Report

For this discussion, we describe three types
of self-reports defined by the cognitive tasks
inherent in making the reports. We shall refer
to these as momentary states, retrospective sum-
maries, and global reports. Momentary state
questions ask people to describe some aspect
of their immediate state, for example, their cur-
rent mood, symptoms, and circumstances. A
question about immediate pain intensity could
use, for example, the following wording: “Please
indicate your current pain intensity.”

Most assessment in medicine and behavioral
science, however, does not focus on momentary
assessment, but for practical reasons typically
asks for a summary of experience over a period
of time or about a past experience at a particular
time. These are called retrospective self-reports,
and the time frame for these questions can range
from the last day to one’s entire life. The impor-
tant idea is that the intention of the question
is to capture information outside of immediate
experience, which is presumed to be available
in memory. Examples of typical recall ques-
tions include “Please indicate your average pain
intensity over the past month,” which asks the
respondent not only to recall but then to summa-
rize (average) the retrieved results, and “When
was the last time you stayed overnight in a hos-
pital?” which asks for a specific fact relating to a
particular occasion.

The third type of self-report, global report,
does not have any time frame at all, but rather
asks the respondent to generalize globally or
universally. “Generally speaking, how happy a
person are you?” and “Are you prone to anxi-
ety?” are examples of global questions. These
questions seek information about a person in
general. They might be equivalent to retrospec-
tive summaries over a lifetime, but that is not
clear.
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3 Does Ecological Validity Matter
for Self-Report?

Our focus is on the relevance of ecological valid-
ity in the three kinds of self-reports, and we
believe this depends on two things. The first is
whether or not the phenomenon to be captured
by self-report varies over time and situation,
and the second is whether or not individuals
can accurately recall and summarize it without
distortion. In brief, we believe that special pro-
cedures are needed to assure ecological validity
when a phenomenon varies over time and when
respondents are not able to accurately recall
and/or summarize it. Under these conditions,
asking respondents for their impression of expe-
rience over some finite time period will yield
results that may not accurately reflect real-world
experience.

3.1 Variability over Time
and Situation

When the variable under study does not vary
with time and circumstances (e.g., the respon-
dent’s gender), any method of self-report (your
current state, your state yesterday, your state
in general) will yield the same answer, mak-
ing issues of recall and ecological validity moot.
However, most of the phenomena we study do
vary over time for several reasons. They may
vary due to the impact of the immediate context
(physical setting [work/home, outside/inside,
and other physical qualities] or social setting
[whom with, type of activity, and other interper-
sonal qualities]); due to maturation of the indi-
vidual and associated change; or due to temporal
effects such as time-of-day, day-of-week, sea-
son, etc. These factors create true variation, not
just variation due to measurement error (noise),
and investigators have an interest in that true
variation. When such variation exists, and indi-
viduals are not capable of producing an unbiased
summary of the variable experience (discussed

in next section), consideration of ecological
validity is essential.

As an example of how environmental vari-
ability demands consideration in the design of
studies to ensure ecological validity, consider
an investigator who is trying to characterize
participants’ emotional state over a period of
time. Now, affect is known to vary depending
on the circumstances and setting. To achieve an
accurate assessment of “average mood,” which
might serve as an investigator’s outcome variable
in trial, one would need to consider the full range
of settings that the individual encountered – their
mood may have been relaxed at home, but tense
at work, or relaxed at work on Tuesday, but tense
at work on Wednesday. In this case, it would
be misleading to assess mood at work only or
on Tuesdays only. The full range (or a rep-
resentative range) of experiences and contexts
would need to be taken into account, and prop-
erly weighted, to achieve an unbiased assessment
of mood over the period. If one believes that indi-
viduals are capable of retrieving this informa-
tion and weighting it appropriately, then recall
summaries would be considered valid. If one
concludes that we are not consistently capable
of such cognitive feats, then one may need to
actually sample and assess experiences across a
range of time and settings (methods for doing so
are discussed later).

3.2 Accuracy of Recall and Summary
Processes

We have suggested that conclusions about
respondents’ ability to accurately recall and
summarize the past are vital to determining how
one collects data. Key to appreciating the lim-
its of autobiographical memory is understanding
the process of recording, retrieval, and summary
of information about past experience. How, then,
do we generate recall of and summarize our
past states? Research indicates that the process
of generating such “memories” is more accu-
rately characterized as reconstruction (Menon
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and Yorkston, 2000; Schwarz and Strack, 1991)
than simple retrieval.1 Memories can be recon-
structed using a variety of heuristic strate-
gies to build plausible responses that usually
serve adequately for memory’s everyday adap-
tive uses. The use of heuristics is a critical
point, because heuristic strategies can introduce
significant bias. Ironically, for environmentally
sensitive variables, the subject’s state at the
time of the recall, which is itself subject to the
effects of the recall setting, can influence recall
and summary processes. For example, several
studies have shown that the pain levels expe-
rienced at the time of assessment biases the
recall of past pain, such that respondents in cur-
rent high levels of pain recall more pain (Eich
et al, 1985; Linton and Melin, 1982; Smith
and Safer, 1993).2 In another example, Schwarz
has shown that very small pleasures (finding a
dime) just prior to assessment can have large
impacts on responses to global well-being ques-
tions (Schwarz, 1996). Or, that bringing to mind
remembrances of events that pertain, at least in
part, to the broad question have the effect biasing
responses toward the recently recalled experi-
ences (Schwarz, 1996). Current states skew both
what information we retrieve about the past
(e.g., mood congruent recall; Clark and Teasdale,
1982) and how we interpret that information.
In other words, our summaries of past expe-
rience are not built from objective, statistical
summaries of the past, but are influenced by our
present condition.

In a similar way, participants’ recall of expe-
rience is overly influenced by the most intense
and the most recent experiences during the tar-
get reporting period; this has been called the

1In fact, retrieval is not a simple process in that what
is retrieved may be influenced by the individual’s psy-
chological state at the time of retrieval. For example,
unpleasant memories are more accessible when an indi-
vidual is in a negative affective state than when in positive
affective state (Kihlstrom, et al 2000).
2A respondent’s affective or pain state at the time of
retrospection also influences the accessibility of certain
memories and the heuristic processes used to summarize
retrieved memories.

“peak-end” effect (Fredrickson, 2000). Both the
undue influence of our current state and that of
recent and intense experiences are attributable
to the influence of what is most “memorable”
or salient, and the consequent under-weighting
of routine experience – the fabric of everyday
life – often resulting in systematic bias in
recall (Kahneman et al, 1999). It should be
noted that these heuristics operate rapidly and
out of consciousness, as demonstrated by their
impact in laboratory studies examining short-
term recall (e.g., Redelmeier’s colonscopy stud-
ies, Redelmeier and Kahneman, 1996). So,
research participants, who are usually doing their
best to provide accurate recall, are not aware that
their recall reports are biased and have no ready
way to avoid the bias. Not only do heuristics
produce bias (that is, systematic errors) in con-
trast to merely injecting “noise” (random error)
into recall, but the use of particular heuristics
may vary between persons and across contexts,
making it difficult to devise strategies that cor-
rect for heuristic bias and, more broadly, making
the interpretation of recall reports exceedingly
challenging.

Recall is also influenced by semantic mem-
ory, that is, generalized knowledge or belief
(e.g., about myself, about work; Robinson and
Clore, 2002; Ross, 1989). This may be espe-
cially prevalent when memories of an event,
which may or may not be accurate, do not spring
into mind. Memories constructed in this way are
often “adjusted” to make them conform to logi-
cal scripts about events based on broader beliefs
about behavior (in general or one’s own) – they
represent “what should have happened” or “what
must have happened.” Ross (1989) has shown
that participants distort their recall to conform
to their “personal theories” about behavior, for
example, ideas about how stable or changeable
their behavior is, beliefs about the influence of
events on behavior, or their beliefs or ideals
about themselves. These biases are particularly
troubling, because they can generate “recall” that
is psychologically coherent and consistent with
theory (and thus easily accepted by scientists),
but not based on fact. For example, partici-
pants who believe they have painful menstrual
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periods tend to “recall” such pain (and investi-
gators may accept such reports), even when their
own real-time reports showed they did not expe-
rience them (McFarland et al, 1989; see also
Shiffman et al, 1997). Thus, cognitive science
tells us that autobiographical memory is subject
to substantial biases that can significantly distort
self-reports. We next examine the implications
of recall and summary processes for the different
types of self-reports.

3.3 Implications for Global Reports

Evaluating the impact of accuracy and summary
processes on global reports is difficult because
it is not clear exactly how global assessment
should line up with actual experience. If one
assumes that global questions are meant to or
are interpreted as reflecting experience – perhaps
not an unreasonable assumption in many cases –
then all of the troublesome processes associated
with recall reports are applicable. Furthermore,
there is evidence that ambiguity about what
information is sought by a question and/or the
inability to access that information from memory
disposes respondents to answer on the basis of
semantic memory (Robinson and Clore, 2002).
Particularly when it is not clear what memories
are relevant over what period, global questions
will tend to pull for answers based on beliefs and
attitudes. Although semantic memory has a con-
nection to experience, that connection can be a
loose one because other factors, such as beliefs,
personality, and contextual cues. If it is actual
experience that one seeks, then answers based on
semantic memory are not ideal.

On the other hand, if one is interested in
beliefs or opinions – and not actual experience –
then global reports may be optimal. Beliefs and
opinions can shape current and future behav-
ior, so are of practical value and worthy of
study in their own right, but care must be taken
to distinguish between these beliefs and actual
past behavior and experience, which may not be
accurately reflected.

3.4 Implications for Retrospective
Reports

The validity of retrospective self-reports
depends on reporters’ ability to accurately
recall experience. As discussed above, cognitive
research suggests that much of the information
we seek about past behavior or experiences is
not available in memory; we simply do not store
such detailed and comprehensive information
(Bradburn et al, 1987; Robinson and Clore,
2002; Schwarz and Oyserman, 2001; Schwarz
et al, 1994; Thompson et al, 1996). Accuracy
of recall and summary processes are, then, a
major concern for interpreting recall reports.
The extent of the concern, however, should be
moderated by the nature of the recall content,
as certain material (e.g., major, “unforgettable”
events) may be less susceptible to memory
failures, although still may be subject to the
vagaries of summary processes.

It is also important to recognize that even
“incorrect” or distorted recall can have substan-
tial predictive validity. Some studies have shown
that one’s distorted memory or characterization
of events can be a better predictor of future
behavior than the actual experience. After all, it
is this stored summary, however biased, that we
later retrieve as a reference for future informing
attitudes or directing our behavior (e.g., recalling
how painful a previous colonoscopy was in order
to decide whether to get another one; Redelmeier
et al, 2003). Thus, there is value to the informa-
tion held in retrospective reports, even when it
does not faithfully reflect experience, but care
must be taken not to interpret it as a true account
of past events.

3.5 Implications for Momentary
Reports

Assessments of current experience are not sub-
ject to recall bias, so the heuristics associated
with memory processes are not much of a prob-
lem for these assessments. In contrast to the
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difficulty recovering accurate information about
the past, Robinson and Clore (2002) and oth-
ers have argued that we have good access to
our current or very recent states; that is, ques-
tions about immediate state are answered by
retrieval of experience and not by reference to
beliefs. However, to say that momentary reports
are immune to recall biases is not to say that
such reports are entirely accurate and reliable,
because self-reports are susceptible to other dis-
tortions that can influence the assessment (for
example, the desire to present oneself in a favor-
able light; Schwarz, 2007), but at least the biases
introduced by memory processes are minimized.

In summary, recall and global questions are
prone to bias due to the limitations of memory
capacity and to the ways that people recon-
struct and summarize experiences over time.
These biases threaten the validity of the resulting
reports when those reports are meant to represent
the actual experiences the individual had over the
specified period recalled. Immediate reports can
escape biases due to recall processes, but raise
new challenges for achieving ecological validity.

4 Rationale for Taking Self-Report
into Everyday Life

Despite the potential problems identified for
recall and global questions, these types of ques-
tions have dominated the field of self-report
assessment. First, recall is subjectively com-
pelling: We trust our own memories unquestion-
ingly most of the time, so it seems natural to
trust our participants’ memory as well, partic-
ularly when they don’t seem to have a motive
for dissembling. Yet research has shown that
confidence in a particular memory is often unre-
lated to its accuracy (Busey et al, 2000; Wells
and Bradfield, 1998). Additionally, the nature
of memory and its tendency to bias is a rela-
tively recent discovery and has not yet penetrated
deeply into thinking about research methods.

Recall methods are also used because they are
enormously convenient and efficient: In a rel-
atively brief period, the researcher or clinician

is able to gather information on long periods of
time, often up to years in duration, and on a
wide variety of environments. If recall and global
methods were capable of providing accurate
information over such periods, there would be
very little reason to consider alternatives. But,
as the prior section of this chapter has shown,
recall and recall self-reports may not be up to
the task of providing truly accurate information
about experience, at least some of the time.

If memory cannot be relied upon, then
momentary assessments become essential.
However, momentary assessments are limited
by their very immediacy and narrow focus
to what is happening now, at the moment of
assessment, which is not often the investigator’s
focus. We earlier stated that many phenomena
of interest vary across time and environmental
context. It follows that momentary reports
of those phenomena will vary by context.
Thus, if momentary reports are to represent
the person’s overall experience, they would
have to be collected in those contexts. No one
momentary report could represent the subject’s
experience – there would have to be many. And,
to achieve ecological validity, they would have
to be collected in a wide range of real-world
contexts, representatively sampling participants’
momentary states across the range of settings
they encounter.

These elements – real-time data collection
about momentary states, repeated assessments,
and sampling of real-world settings – form the
core of the approach we have called Ecological
Momentary Assessment (EMA; Stone et al,
1994, 2007; Shiffman et al, 2008).

Modern EMA methods have made use of
innovations in data-collection technology, but
EMA is not primarily a technological devel-
opment. It more fundamentally addresses the
design of data-collection protocols in relation to
study objectives. Bolger and colleagues (2003)
have enumerated three broad functions of EMA
data collection: characterizing persons and indi-
vidual differences (e.g., level of depressive
symptoms); estimating within-person variabil-
ity (e.g., standard deviation of pain intensity
levels over a 1 month period); and estimating
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within-person associations among two or more
variables (e.g., association between changes in
sleep and gastrointestinal symptoms the follow-
ing day or between time-of-day and fatigue
levels). The reader is referred to Stone et al
(2006) and Shiffman et al (2009) for examples
demonstrating these uses of EMA data.

Aside from addressing issues of recall bias,
EMA methods conceptually address other issues
discussed in the psychological assessment liter-
ature. The first concerns the arbitrary nature of
measurement often associated with psycholog-
ical assessments, a topic recently reviewed by
Blanton and Jaccard (2006). In essence, it is dif-
ficult to understand the meaning of scale scores
on many instruments, because they are not linked
to other referents. So, when an individual moves
from an affect score of 50–60 on a 100-point
scale, it is impossible to know exactly how their
affect has changed. Because EMA protocols can
representatively sample over time, it is possi-
ble to express the observations by estimating the
proportion of time an individual has experienced
some state (e.g., is angry, by some definition)
or is in a particular environment (e.g., at work).
Such “prevalence” metrics offer the advantage of
being easily interpretable and, further, they pos-
sess ratio level measurement qualities. The clear
labeling afforded by such measures enhances the
opportunity to develop strong theories and inter-
ventions, which is not the case when there is less
certainty about a measure’s meaning (Blanton
and Jaccard, 2006). Also consistent with rec-
ommendations of Blanton and Jaccard is the
emphasis on the assessment of real-world occur-
rences.

A second conceptual issue concerns the place
of EMA data in an assessment model, which is
pertinent to considerations of its usefulness in
theory development. Here we refer to the frame-
work developed by McFall (2005) in an article
on theory and utility in evidence-based assess-
ment. In our view, self-report EMA data can be
considered an instance of a “sample” approach
versus the alternative “sign” approach to assess-
ment. This is because EMA measures often
directly assess the target experience or behavior,
rather than some other construct that is simply

associated with the target. Signs, on the other
hand, are indirect measures that simply have pre-
dictive utility (as in an actuarial prediction where
any variable statistically associated with an
outcome can be used to improve prediction, even
if it has no conceptual overlap). Importantly,
because there can be recall and summary prob-
lems with self-report data that can invalidate an
assessment, EMA data may have unique value
in providing proximal sample data for assess-
ment. For example, one method for measuring
coping with difficult events is based upon 1-
month recall of the problem and the thoughts
and behaviors used to cope with the problem. We
compared real-time reports of these thoughts and
behaviors with the recalled ones and found major
discrepancies (Stone et al, 1998). Similarly,
we compared global reports of smoking pat-
terns to detailed real-time self-monitoring and
found little correspondence (Shiffman, 1993);
only the real-time data predicted subsequent
relapse (Shiffman et al, 2007). In both cases, the
real-time data might be considered a preferable
sample.

The next issue concerns the isomorphism
between recall measures of an outcome and
EMA measures of an outcome. As mentioned
above, using EMA to characterize overall lev-
els of a self-report variable over a defined period
of time is one of its primary uses. Little would
be gained by using EMA methods if the result-
ing data were identical to those obtained by
recall methods. Although there is a surfeit of
information about potential reasons for achiev-
ing different results with the two methods, there
is a paucity of empirical data documenting dif-
ferences. In directly comparing data produced by
the methods, two types of comparison emerge:
(1) differences in levels (assuming the same
measurement metric was used for both methods)
and (2) differences in correspondence between
rank-orderings of individuals by the methods
(e.g., the correlation between the scores) (Stone
et al, 2004; Shiffman et al, 2008).

Our own work on the assessment of pain
intensity in patients with chronic pain disorders
has partially addressed this question. Regarding
differences in level of reporting, retrospective
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assessments produce higher levels of pain when
compared to the average of momentary reports
for the same period of time, and the discrepancy
between the methods increases as the reporting
period increases (Broderick et al, 2008). One
possible explanation for these results is that the
peak heuristic, which posits a particular focus on
high levels of past pain, leads to an overempha-
sis of bouts of pain in the recalled reports (Stone
et al, 2004). Others have also observed the higher
level of reporting with recall measures (Linton
and Gotestam, 1983; vandenBrink et al, 2001).
On correspondence between the two methods,
the situation is less clear because although there
is a substantial correlation between the pain
reports from the two methods (about 50% of
the variance is shared), there is also a sub-
stantial proportion of variance that is unique to
each method. This general finding led earlier
researchers to call it a “half-empty or half-
full” situation, depending upon one’s perspective
(Salovey et al, 1993).

Whether or not the magnitude of the asso-
ciation seems acceptable, there is evidence that
recalled reports can be distorted in undesirable
ways. For example, we found that how much
pain a respondent experienced at the time of
reporting their retrospective weekly level influ-
enced the magnitude of retrospective report
(Broderick et al, 2006). We have also reported
that the degree of variability in EMA pain reports
over a week is associated with recall of pain over
the same week (Stone et al, 2005). The degree
and direction of differences between recalled
and actual immediate experience, and how these
are affected by study conditions, needs further
empirical exploration.

5 Conducting EMA Studies

Our purpose in this section of the chapter is
to provide the reader with an overview of the
many issues that confront the researcher endeav-
oring to collect self-reports from everyday life.

The presentation focuses on design consider-
ations relating to ecological validity, but the
reader is referred to many excellent comprehen-
sive reviews (Affleck et al, 1999; Bolger et al,
2003; Delespaul, 1995; Shiffman et al, 2008;
Stone et al, 2006). EMA is comprised of a
variety of sampling designs that can be used
singly or can be combined to meet the needs
of investigators (Shiffman, 2006). A variety of
schemes for scheduling assessments to ensure
a representative sample of moments have been
described (Delespaul, 1995; Shiffman, 2006).

The most commonly used schedules sample
participants’ experience through time-sampling;
that is, they select a random sample of
moments for assessment. The classic exam-
ples, from Experience Sampling Methodology
(Csikszentmihalyi and Larsen, 1987; DeVries,
1987), are studies where participants are
“beeped” at random times and prompted to com-
plete an assessment of their momentary state.
Random sampling of moments is seen as the
key to representativeness, much as random sam-
pling of individuals is seen as important for
characterizing populations. As with sampling of
individuals, any given sample of moments from
a period of time will not yield a perfectly rep-
resentative picture of a self-report variable; there
will be an associated sampling error, just as there
is when sampling people. Greater numbers of
samples yield estimates with smaller sampling
error.

Random time-sampling is not the only assess-
ment schedule used in the EMA literature. An
alternative is to schedule assessments at partic-
ular times of day, for example, every 2 h after
10 am, as a way to capture the day’s experi-
ence. The limitations of this approach are dis-
cussed in Shiffman et al, (2008). Another alter-
native scheduling scheme is not based on time
at all, but instead focuses on assessing particu-
lar events of interest. Thus, participants might be
asked to complete an assessment every time they
smoke a cigarette or engage in a social interac-
tion. These event-based methods, which evolved
from behavioral self-monitoring (Korotitsch and
Nelson-Grey, 1999), are best suited to contexts
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where the phenomenon of interest is a discrete
event (e.g., an asthma attack) or can be construed
into episodes (e.g., exacerbations of pain).

A few examples can help characterize EMA
methodology: In one study, patients with
rheumatologic disorders rated their pain and
mood up to 12 times a day when prompted at
random times by a computer to complete an
assessment (Stone et al, 2004). In another study,
problem drinkers tracked each episode of drink-
ing, recorded their level of intoxication and how
they felt about their drinking (Muraven et al,
2005). A third study assessed the symptoms of
people complaining of multiple chemical sen-
sitivity several times per day, while simultane-
ously sampling the surrounding air for analysis
of chemical exposures (Saito et al, 2005). In a
study illustrating a combination of time-based
and event-based sampling, Shiffman and Waters
(2004) used time-sampled data to examine trends
in affect in the days and hours preceding a
focal event (smoking relapse). While the sub-
ject populations, assessments, and content focus
differed, these EMA studies and others (Stone
et al, 2006) share an approach involving multi-
ple momentary assessments, collected near the
time of experience, across a broad range of real-
world settings the participants inhabit, and with
attention to sampling of experience (e.g., random
time-sampling). These are the core elements
of EMA.

In another parallel with sampling of research
participants, EMA researchers have been con-
cerned about the loss of observations from the
planned sample and accordingly have empha-
sized the importance of compliance with sched-
uled assessments and inclusion of all relevant
moments in the sampling frame as key to repre-
sentativeness (Hufford and Shields, 2002; Stone
et al, 2002; Shiffman et al, 2008). Just as attri-
tion from a sample of participants threatens
the representativeness of the sample, so non-
compliance with assessment prompts threatens
the representativeness of the sample of moments.
A variety of EMA sampling schemes, parallel-
ing the variety of sampling designs for individ-
uals in populations, have been described and

used (stratified sampling, over-sampling, etc.)
(Shiffman, 2006).

5.1 Implementation of EMA
and Application of Technology

Advances in technology have enabled the con-
duct of efficient and imaginative EMA studies.
Early diary studies had no reliable way of
scheduling assessments or prompting partici-
pants to complete them, so assessments were
often linked to standard events in participants’
lives, such as meals or bedtime. However, these
are hardly random moments in a person’s day.
An innovation was introduced by the develop-
ers of the Experience Sampling Method, who
provided participants with electronic pagers and
arranged to “beep” them to prompt them to
complete a diary card (Csikszentmihalyi and
Larsen, 1987). By providing a means of sig-
naling the subject, beepers gave the investigator
control over the intended schedule of assess-
ments, which were typically recorded on tradi-
tional paper diary cards.

The use of electronic data capture for EMA
has become increasingly common. Besides
scheduling and issuing prompts, a palmtop can
also collect and store the assessment data, while
recording the exact time the assessment was
completed. This is regarded as an important
advantage, because of concerns about back-
filling of data – that is, the completion of
assessments after-the-fact, with falsification of
the completion date and time, which negates the
advantages of real-time data collection. There
has been controversy about how often back-
filling occurs, how it might be minimized, and
what effects back-filling has on the resulting data
(Green et al, 2006).

Nevertheless, several studies, with diverse
populations and methods have demonstrated that
participants do back-fill paper diary entries, even
when they are electronically prompted for com-
pletion, and sometimes even when they are
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aware their entries are subject to verification
(Hufford, 2007). This can be a serious con-
cern, because participants who complete their
diaries in retrospect reintroduce all of the prob-
lems of retrospective recall that the method
was designed to avoid. Moreover, when partic-
ipants choose when they complete the diaries,
even if it’s not long after the scheduled time,
they can introduce additional bias because par-
ticipants’ choice of occasions can be biased
(e.g., waiting until a symptom-free time to com-
plete a diary or completing it when symp-
toms occur and serve as a reminder to do
the diary). In essence, the sample of moments
becomes like a convenience sample of volun-
teers, rather than like a random population sam-
ple. Accordingly, the ability of electronic data-
collection methods to accurately record the time
of diary completion is regarded by many inves-
tigators as an advantage over paper-and-pencil
diaries.

Another advantage of many electronic data-
collection systems is that they allow flexibility
in the administration of questions, for exam-
ple, item presentation can be contingent upon
responses to prior items (e.g., skip patterns),
greatly enhancing efficiency and reducing sub-
ject burden. Moreover, such electronic systems
can also modify the sampling schedule based on
algorithms applied to subject input, for instance,
increasing the density of assessment when an
event of interest has occurred or scheduling a
series of assessments to follow up on a trigger
event.

The most commonly used electronic devices
for collecting self-report EMA data are palm-
top computers and interactive voice response
systems (IVRS). An advantage of palmtop com-
puters is that they function independently and
thus are not dependent on communication to
a central center. They are also capable of pre-
senting a variety of response options (Likert
scales, Visual Analog Scale [VAS], Numeric
Rating Scale, body diagrams) that are typically
used in assessments. Since they present assess-
ment content as text, the assessments resemble
their paper ancestors, which probably accounts
for the finding that such electronic assessments

are psychometrically equivalent to parallel paper
forms (Gwaltney et al, 2008).

In IVRS, assessment content is played to par-
ticipants via recorded voice, and participants
record their responses using the keypad (“press
‘1’ if you are suicidal. . .”). While IVRS is most
often used as a passive system requiring partic-
ipants to call in, it can also be used to call par-
ticipants on a schedule enabling time-sampling
designs. With the advent of cell phones, the
phone system can be used to reach participants
in a wide variety of settings. An advantage is
that IVRS uses the telephone – a technology
familiar to participants. A disadvantage is that
aural presentation of assessment and response
options can limit the assessment (e.g., mem-
ory capacity limits the number of response
options) and might change how participants
respond.

As cell phones become more sophisticated,
“smart phones” are increasingly able to func-
tion much like palmtop computers, displaying
text-based assessments and sending assessment
data to a central server. Desktop computer
systems (web-based or otherwise), while not
portable and thus not amenable to assessment
in the full range of participants’ settings, can
be used to administer end-of-day or periodic
assessments.

At the same time, these approaches are used
to collect self-report data; a variety of special-
ized hardware can be used to assess participants’
objective physiological states in a momentary
way (e.g., ambulatory blood pressure, blood
glucose, pulmonary function) (Kamarck et al,
1998). Other devices can objectively capture
subject behavior (e.g., instrumented pill bottles,
motion-detectors, audio or video recordings
(Byerly et al, 2005)) or environmental con-
ditions (e.g., noise, temperature, presence of
chemical pollutants (e.g., Saito et al, 2005)).
Collection of such objective data is often
enriched by collecting concomitant self-report
data, allowing these objective assessments to
be linked to subjective states. Thus, technol-
ogy has enabled a new age for collection of
real-world data in real time (Kamarck et al,
1998).
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5.2 Concerns About EMA

Nevertheless, there are issues that threaten the
validity of these new methodologies. The fre-
quency of EMA measurement and the fact that it
takes place in participants’ natural environments
have raised concerns about reactivity – that
is, the possibility that the act of measurement
itself affects the phenomenon being measured.
Evidence to date suggests that reactivity is
minimal. One study randomized patients being
assessed for pain to be assessed 3, 6, or 12
times daily, and it found no systematic change
in their pain ratings (Stone et al, 2004), consis-
tent with findings from an earlier study (Cruise
et al, 1996). Other studies have found no effect
on monitoring of behaviors such as drinking or
smoking (Hufford et al, 2002). Empirical inves-
tigations have, then, reduced concern about reac-
tivity, but further study may turn up contexts in
which reactivity is a problem.

EMA studies can be demanding, often requir-
ing participants to complete many assessments
each day. This raises concerns about partici-
pants’ ability or willingness to comply. Yet,
across studies with diverse protocols and pop-
ulations, a high degree of compliance is often
achieved (Hufford and Shields, 2002). Some
EMA studies make particularly high demands on
participants, but what is striking is the degree
of compliance observed even when the study
demands might seem unrealistic on first blush.
In that study where pain patients were random-
ized to complete 3, 6, or 12 assessments per day,
compliance was excellent (averaging 94%) and
was unaffected by the frequency of assessment
(Stone et al, 2004). Even protocols with more
than 20 prompts per day have achieved high
compliance rates (Kamarck et al, 2007) Further,
Freedman and colleagues (2006) showed that
even homeless, crack cocaine addicts were
able to complete an EMA study with multiple
daily assessments with reasonable compliance.
Thus, with proper management, participants
seem able to bear the burden of intensive EMA
sampling.

A related concern is whether the demands of
EMA studies lead to bias in subject samples.

We are not aware of any formal data on this,
but some participants may not be willing or able
to engage in these demanding protocols. In our
experience, the demands of a subject’s work are
a common source of conflict; for example, nei-
ther surgeons nor waitresses can afford to be
interrupted by unscheduled prompts. Such par-
ticipant sampling bias should be evaluated and
weighed in interpreting EMA data. Sometimes
concerns are raised about whether older par-
ticipants might have difficulty with technology
such as palmtop computers. Analysis of com-
pliance by age has demonstrated that older par-
ticipants can be trained to operate the palmtops
and actually demonstrate better compliance than
younger participants.

There are, though, issues that may limit par-
ticipants’ participation. Deficits in eyesight (to
see questions), hearing (to hear the phone or
“beeps”), or manual dexterity (to manipulate a
stylus or keypad) could certainly make some par-
ticipants incapable of performing in an EMA
study, though some of these deficits would also
make traditional assessment difficult. More data
on how EMA methods influence study partici-
pation and representativeness of subject samples
would be useful.

6 Conclusion

We have argued that ecological validity is a
critical component of self-report assessment
for retrospective and global methods, one that
is necessary for the validity of many content
domains. Brunswik (1949) was correct in his
assessment of the “formidable” nature of imple-
menting representative designs to achieve what
we now call “ecological validity,” although he
was not specifically referring to self-report data
at that time. Recent developments in technol-
ogy have made representative sampling of self-
reports practical for most researchers, through
the advent of sophisticated electronic diaries and
interactive voice recording. There is no longer a
need to personally shadow research participants
as Brunswik did in order collect self-reports in
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a representative manner to achieve ecological
validity. It is our hope that knowledge of these
developments will hasten the adoption of meth-
ods for collecting real-time real-world data from
research participants and overcome at least some
aspects of the task envisioned by Brunswik over
50 years ago.
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Chapter 9

Item Response Theory and Its Application
to Measurement in Behavioral Medicine

Mee-Ae Kim-O and Susan E. Embretson

1 Introduction

Item response theory (IRT) has become a main-
stream approach for developing psychological
measurement and standardized educational tests
development in the 21st century. IRT is cur-
rently the mainstream method for measuring
cognitive abilities and achievement. For the mea-
surement in behavioral medicine, IRT models
can be applied to personality traits (Reise and
Waller, 1990), attitude measurements and behav-
ioral ratings (Engelhard and Wilson, 1996), clin-
ical testing issues (Santor et al, 1994), as well as
to measures of psychopathology, moods, behav-
ioral dispositions, and situational evaluations.

Applications of IRT models and associated
methods can solve many practical problems in
behavioral medicine. In the USA, the Patient-
Reported Outcomes Measurement Information
System (PROMIS) has been funded by the
National Institute of Health to provide pub-
lically available computerized tests for many
patient-reported outcomes of disease, such as
depression, fatigue, and pain. IRT has been a
major method for scaling and equating these
tests because it solves many practical problems.
For example, subsets of standardized self-report
measures are often administered to reduce test-
ing time in many clinical studies. IRT can be
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applied to equate item subsets to the original
test. Further, IRT is the primary basis for adap-
tive testing to permit more reliable measure-
ment of all levels of performance. This feature
is particularly important in measuring change
over time and treatment. Simulation studies have
shown that treatment effects may not be ade-
quately estimated if the test does not provide reli-
able measurement at the initial and later stages
(Embretson, 1996).

This chapter will provide the overview of IRT
and its models, as well as an example to illustrate
applications. In Sections 2.1 and 2.2, the limi-
tations of classical test theory will be reviewed
and the contribution of IRT to overcome the lim-
itations will be described. In Sections 3.1, 3.2,
and 3.3, some fundamental IRT models will be
reviewed in two categories (binary IRT models
and polytomous IRT models). Then, in Sections
4.1 and 4.2, an application of IRT to question-
naires in behavioral medicine will be described.

2 Item Response Theory Versus
Classical Test Theory

2.1 Limitations of Classical Test
Theory

Psychometric theory can be divided into two
categories: classical test theory (CTT) and item
response theory (IRT). CTT was pioneered by
Spearman (1904, 1907, 1913) and it has defined
the standard for test development since the 1930s

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_9, 113
© Springer Science+Business Media, LLC 2010
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(see Embretson and Reise, 2000). Allen and Yen
(1979) characterize CTT as a simple model that
describes how errors of measurement can influ-
ence observed scores. The CTT model can be
expressed as

Xip = Tip + Eip, (9.1)

where Xip is an observed score for test i and per-
son p, Tip is a true score of test i and person p,
and Eip is an error score of test i and person p.

In the CTT model, estimates of examinees’
true test scores are typically linear transforma-
tions of the raw test score, which are related to
relevant normative populations by the transfor-
mation. Alternative test forms can be used to
estimate true scores if the forms are parallel tests
with the same expected true scores and error
distributions. Psychometric indices for items in
CTT are related to the properties of the test
scores, particularly reliability and variance. That
is, item difficulty is the proportion of persons
passing or endorsing an item while item discrim-
ination is the correlation of the item with the total
test score.

However, CTT has three obvious limitations.
First, an examinee’s true score depends on the
difficulty level of a test (test dependent). Scores
will not be comparable between easy and hard
tests. Second, the item characteristics depend
on the ability of examinees (sample dependent).
Item difficulty, for example, will vary substan-
tially if the true score distributions vary between
populations. Third, the parallel test assumption
that two true test scores and two error vari-
ances are identical in the two tests is never fully
met in practice. Therefore, it is difficult to com-
pare examinees who take different tests and to
contrast items whose characteristic indices are
computed using different groups of examinees.

Because of these fundamental limitations of
CTT, an alternative theory and model of men-
tal measurement are desirable. Hambleton et al
(1991) asserted that the desirable features of an
alternative test theory would include (a) item
characteristics that are not sample dependent, (b)
examinees’ true scores that are not test depen-
dent, (c) a model that is expressed at the item

level rather than at the test level, (d) a model
that does not require the strictly parallel tests
assumption, and (e) a model that provides a
measure of precision for an individual’s ability
level.

2.2 Item Response Theory as Ideal
Model

During the 1950s and 1960s, a revolutionary
test theory, now known as IRT, was developed
(Birnbaum, 1968; Lord, 1952; Lord and Novick,
1968; Rasch, 1960). IRT had the desirable fea-
tures of an alternative test theory that were
described above. That is, unlike CTT, the exam-
inee’s true score is not test dependent, the item
parameters are not sample dependent, and the
parallel test assumption is not necessary in IRT.
In other words, if a given IRT model fits the
test data of interest, ability estimates obtained
from different sets of items will be comparable.
Furthermore, item parameter estimates are also
comparable regardless of the groups of exami-
nees (Hambleton et al, 1991).

IRT also includes indices to discern the
strength and weakness of each item in a test. In
contrast, the CTT analyses are focused on the
scale at the test level. For example, in IRT, we
can distinguish good and bad items in terms of
how accurately an item can measure examinees’
at the different trait levels (i.e., item informa-
tion). Also, IRT has provided solutions for many
practical testing problems such as equating dif-
ferent test forms and examining measurement
bias (Embretson and Reise, 2000).

There are two basic assumptions of IRT mod-
els about the data to which the models are
applied: appropriate dimensionality and local
independence. The first assumption means that
the number of latent traits measured by the
items corresponds to the number of trait param-
eters in the IRT model. For example, if test
items depend on two or more latent traits,
then IRT models with a single person trait
parameter will not be appropriate. Factor anal-
ysis, among other methods, can be used to
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test the assumption. Models which assume the
measurement of more than one trait for exami-
nees’ test scores are referred to as multidimen-
sional models (Hambleton et al, 1991). Several
multidimensional IRT (MIRT) models allow for
more than one trait (θ ) to be estimated, even
though the most widely applied IRT models
assume a unidimensional construct for which
one θ estimate is sufficient to explain item
responses (Reckase, 1997).

The unidimensionality assumption is closely
related to the assumption of local independence.
The local independence assumption means that
when the abilities to influence test scores are
controlled, examinees’ responses to any of the
items are statistically independent. Alternatively,
within a given trait level, the probability of
getting one item correct is independent of the
probability of getting other items correct.

3 IRT Models

IRT models can be classified into two basic cate-
gories depending on how the items to analyze are
scored: binary models and polytomous models.
The binary IRT models are used for analyzing
the items with dichotomously scored responses
(e.g., yes/no or right/wrong), whereas the poly-
tomous models can treat multiple category for-
mats such as rating scales. IRT models were
originally developed to handle binary response
data. The polytomous IRT models were intro-
duced later as generalized forms of the binary
IRT models (e.g., Samejima, 1969). The poly-
tomous IRT models can be divided into two
categories depending on whether the test items
have ordered response categories (e.g., Likert
scale) or unordered response categories (e.g.,
unordered multiple choices). The models in each
category will be described in detail.

3.1 Binary IRT Models

Binary response data may include ability tests
(Right or Wrong), personality self-reports (True

or Not True), attitude endorsements (Agree or
Disagree), and behavioral rating scales (Yes or
No). Two separate lines of development lead
to the currently available IRT models. Rasch
(1960) developed a family of IRT models that
fully met the properties of specific objectivity;
that is, according to Rasch (1960) specific objec-
tivity is met when item invariant person scores
across items and person invariant item indices
can be obtained. These models assume that the
items are equally discriminating for the latent
trait. In contrast, in the United States, fami-
lies of models were developed that included
item discrimination and other parameters. The
normal ogive models (Lord, 1952) utilize the
cumulative normal curve to model the relation-
ship of item response probabilities to the latent
trait. Birnbaum (1968) developed logistic mod-
els with multiple item parameters because they
are mathematically and computationally simpler
than the normal ogive models. There are three
logistic models which are widely applied: the
one-parameter logistic (1PL) model, the two-
parameter logistic (2PL) model, and the three
parameter logistic (3PL) model. The 1PL model
may be written as follows:

P(Xis = 1|θs, βi) = exp α(θs − βi)

1 + exp α(θs − βi)
, (9.2)

where Xis = response of person s to item i
(0, 1), θs = trait level for person s, α = a
constant for item discrimination, and βi =
difficulty of item i.

The 1PL model is identical to the Rasch
model if the value of the constant item discrimi-
nation is fixed to 1.

The 2PL model adds item discrimination
parameter to the Rasch model as follows:

P(Xis = 1|θs, βi, αi) = exp(αi(θs − βi))

1 + exp(αi(θs − βi))
,

(9.3)

where Xis, θs, and βi are defined as above and
αi = discrimination for item i.
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The 3PL model adds a lower-asymptote
parameter to accommodate guessing possibility
as follows:

P(Xis = 1|θs, βi, αi, γi) = γi

+ (1 − γi)
exp(αi(θs − βi))

1 + exp(αi(θs − βi))
, (9.4)

where Xis, θs, βi, and αi are defined as above, and
γi = lower asymptote (guessing) for item i.

The 1PL model is a special case of the 2PL
model where all items have the a-parameter of
a constant value, and the 2PL model is a special
case of the 3PL model when the lower asymp-
tote is 0. Which model is the best for the test
development in behavioral medicine? The choice
of a particular model depends on several consid-
erations as follows: (a) the weights of items for
scoring (equal vs. unequal), (b) the desired scale
properties for the measure, (c) fit to the data,
and (d) the purpose for estimating the param-
eters. If items are to be equally weighted and
the strongest justification for scale properties is
desired, then the 1PL or Rasch model is favored.
For many tests, better fit is often obtained with
the 2PL or 3PL models. However, a disadvantage
of models with item discrimination parameters is
that persons with the same total score may have
different estimates of the latent trait, depend-
ing on which items they answer in the keyed
direction.

3.2 Polytomous IRT Models

Several polytomous IRT models have been
developed and they can be divided into two
types: the indirect (or difference) models and
the direct (or divided-by-total) models. The
indirect (difference) models include the graded
response model (GRM; Samejima, 1969) and
the modified graded response model (M-GRM;
Muraki, 1990). The direct (divided-by-total)
models include the partial credit model (PCM;
Masters, 1982), the generalized partial credit
model (G-PCM; Muraki, 1992), the rating scale

model (RSM; Andrich, 1978a,b), and the nomi-
nal response model (NRM; Bock, 1972).

The GRM, M-GRM, PCM, and G-PCM are
appropriate for responses with ordered multi-
ple categories. Especially, the GRM and G-PCM
models are appropriate for analyzing attitude
or personality scale responses where subjects
rate their beliefs or respond to statements on a
multi-point scale (Embretson and Reise, 2000).
The mathematical models and application of the
GRM, G-PCM, and RSM will be introduced
below. The NRM can be used when the response
categories are not necessarily ordered along the
persons’ trait continuum.

The GRM was designed for a Likert-style sur-
vey questionnaire that was scored using more
than two ordered categories such as “Strongly
disagree (1),” “Disagree (2),” “Neutral (3),”
“Agree (4),” and “Strongly agree (5).” The GRM
is just an extension of the 2PL model for dichoto-
mous data to polytomous data. Given the indi-
vidual’s trait level of θ , the probability that an
individual responds to category x or higher is
given as follows:

P∗
ix(θ ) = exp[αi(θ − βij)]

1 + exp[αi(θ − βij)]
, (9.5)

where x is the response category j = 0, 1,. . ., M
score, αi is common item slope parameter, and
βij is a category threshold parameter.

The number of threshold parameters, β ij,
for each item is the number of response
categories minus 1. Thus, the item operat-
ing characteristic curve (OCC) of the GRM
includes M−1 separate curves, which repre-
sent the probabilities of responding in the
lower category versus the successively higher
categories.

The category response curve (CRC) of the
GRM, the probability of responding to a specific
category, can be expressed as

Pix(θ ) = P∗
ix(θ ) − P∗

i, x+1(θ ), (9.6)

where P∗
i, x+1(θ )is a cumulative probability of

selecting a category score of x+1 or higher on
item i given θ . Assuming five categories, the
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probability of responding in each of the five
categories is as follows:

Pi0(θ) = 1.0 − P∗
i1(θ)

Pi1(θ) = P∗
i1(θ) − P∗

i2(θ)
Pi2(θ) = P∗

i2(θ) − P∗
i3(θ)

Pi3(θ) = P∗
i3(θ) − P∗

i4(θ)
Pi4(θ) = P∗

i4(θ) − 0.

The PCM is an extension of the Rasch model
using only item location parameters (b). The
G-PCM is the extension of the PCM by sub-
stituting the 2PL model for the Rasch model
(Dodd et al, 1995). Among several polytomous
IRT models, G-PCM is widely used for ordered
response categories. The G-PCM is expressed as
follows:

Pix(θ ) =
exp[

x
�

j=0
αi(θ − δij)]

mi
�

r=0
[exp

r
�

j=0
αi(θ − δij)]

, (9.7)

where Pix(θ ) is the probability of selecting a cat-
egory score of x on item i given an individual’s

trait level of θ,
o
�

j=0
(θ − δij) ≡ 0 (when j is 0), j

is the category score for item i(j − 0, 1, . . . mi)
is the discrimination parameter of item i and, δij

is the step difficulty parameter of item i with a
category score of j.

Of the parameters above, the item discrimina-
tion parameter, αi (also called slope), indicates
how well an item uncovers the examinees’ abil-
ity or trait. Item information, described earlier,
depends partially on the item’s discriminating
power (Hambleton et al, 1991). Therefore, those
two indices, item discrimination parameter and
item information, play an important role to pro-
vide a basis for distinguishing good and bad
items in IRT. The PCM can be regarded as
a special case of the G-PCM in which item
discriminations have a common value (usually
constrained to 1.0).

The generalized rating scale model, G-RSM,
can be expressed as

Px(θ ) =
exp

{
x
�

j=0
αi[θ − (λi + δj)]

}

mi
�

r=0
exp

{
x
�

j=0
αi[θ − (λi + δj)]

} ,

(9.8)

where
o
�

j=0
(θ − δij) ≡ 0 (when j is 0), αi is the

item slope, λi is the item location, and δj is the
category intersections.

The items vary in the item location and item
discrimination in the RSM, but the relative dis-
tances of thresholds are uniform across items.
Thus, the model often provides adequate fit
to rating scale data with the same numerical
format.

3.3 Evaluating Item Quality

Several indices are available to evaluate item
quality; the item discrimination index, item
information, and item fit. The item discrimina-
tion index is proportional to the slope of the
ICC at the point β i on the ability scale. Items
with steeper slopes are more useful for sep-
arating examinees into different ability levels
than are items with the less steep slopes. An
item information value or function, Ii(θ ), is a
powerful method for describing and selecting
items by displaying the accuracy of each item
in measuring examinees’ abilities or traits. The
reciprocal of the sum of the Ii(θ ) index is the
standard error of measurement at each θ level.
Thus, Ii(θ ) index determines the contribution
of an item to reducing measurement error and
if it is not sufficiently high, the item can be
deleted from the test. Finally, item fit indices
are available. One widely used index is a good-
ness of fit test that compares the prediction of
item probabilities from the model to the propor-
tion of people responding to the item. All three
indices are available in many computer pro-
grams, such as PARSCALE (Muraki and Bock,
1997).
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4 Applying IRT to Questionnaires in
Behavioral Medicine

A sample of 220 patients who were being treated
for rheumatoid arthritis were surveyed with the
Center for Epidemiologic Studies Depression
Scale (CES-D). The mean age was 54.54
(SD =8.795) with a range between 38 and 70.
Of the 220 subjects, 182 were females (82.7%)
and 38 were males (17.3%). They were also
composed of 187 (85%) Caucasians, 21 (9.5%)
African Americans, 9 (4.1%) Hispanics, and 3
(1.4%) native Americans or Alaskan Natives.

4.1 Questionnaire and Analysis
with Polytomous IRT

CES-D is a 20-item questionnaire which asks
how subjects have felt and behaved during the
last week for determining their depression level.
A rating scale format with four categories is used

in the scales such as 0= rarely (<1 day), 1=
some (1–2 days), 2= occasionally (3–4 days),
and 3= all the time (5–7 days). Each item of
the CES-D was analyzed with G-PCM because
the model is widely used for analyzing attitude
or personality scale responses where subjects
rate their beliefs or respond to statements on
a multi-point scale. The parameters of the G-
PCM were estimated by the marginal maximum
likelihood estimation (MMLE) method using the
PARSCALE (Muraki and Bock, 1997) program.

4.2 Descriptive Statistics and
Interpretation of IRT Results

Table 9.1 displays brief descriptions of the
item content, the observed response frequencies
within each category, and the item mean score
when scored on a 0–3 scale for the CES-D.
As shown in Table 9.1, the item means did not

Table 9.1 Content of the CES-D items, response frequencies, and item means (N=220)

Category

Item Content 0 1 2 3 M

1 Bothered by things 134 65 17 4 1.51
2 Poor appetite 148 46 18 8 1.48
3 Unshakeable blues 155 45 14 6 1.41
4 Felt inferior 103 52 29 36 1.99
5 Trouble concentrating 104 80 33 3 1.71
6 Depression 122 66 27 5 1.61
7 Too much effort 74 91 39 16 1.99
8 Hopeful (reverse scored) 81 59 36 44 2.20
9 Feelings of failure 182 30 6 2 1.22

10 Fearful 155 53 11 1 1.36
11 Sleeplessness 64 71 59 26 2.21
12 Feeling happy (reverse scored) 84 93 29 14 1.88
13 Quiet 116 63 38 3 1.67
14 Feeling lonely 154 52 10 4 1.38
15 Unfriendly people 186 28 5 1 1.19
16 Joyful (reversed scored) 105 65 25 25 1.86
17 Crying 168 40 9 3 1.31
18 Sadness 128 40 9 3 1.54
19 Feeling disliked 194 20 5 1 1.15
20 Listless 70 89 47 14 2.62

Note: 0= rarely (<1 day); 1= some (1–2 days); 2= occasionally (3–4 days); 3= all the
time (5–7 days)
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demonstrate a wide spread, while within items
the response frequencies across the categories
were quite variable. Item 20 had the highest
mean (2.62) with SD of 0.89 while item 19 had
the lowest mean (1.15) with SD of 0.45. Subjects
generally chose the response 2 (occasionally) or
3 (all the time) for item 20, while most of them
selected the response 0 (rarely) or 1 (some) for
item 19.

Table 9.2 displays the item discrimination
parameters (slopes) and category intersection
estimates. Since each item has four categories,
three thresholds exist for each item. The last
three columns in Table 9.2 present the fit index
of each item (chi-square statistics). These statis-
tics indicated that 6 of the 20 items were
not well represented by the estimated G-PCM
item parameters. These chi-square statistics were
added across items and resulting in chi-square of
263.74 on 140 degrees of freedom (p = 0.000),
which also indicated that overall model does not
fit well. Table 9.3 presents item information at
each point of seven “ability” levels (θ = −3,
−2, −1, 0, 1, 2, and 3) along with the item dis-
crimination parameters for each CES-D item. As

shown in Table 9.3, the amount of item informa-
tion greatly depends on the item discriminating
power.

As described above, good and bad items
can be distinguished by the item discriminating
power, item information, and item fit. Figures 9.1
and 9.2 show the CRC and the item information
curve (IIC) for two items that had adequate fit to
the model (see Table 9.2). Figure 9.1 shows that
the CRC of item 6 has an ideal shape. The prob-
ability of each category is higher than the other
categories within a certain range of the latent
trait. Furthermore, the categories are very steep,
which results from the high item discrimination
estimate of 2.31. The IIC for item 6 shows gener-
ally high levels across the latent trait continuum,
but is the highest value at around ability level of
1, which means that this item reduces measure-
ment error the most within this range. Figure 9.2
shows the CRC and IIC of item 20 which has a
more moderate item discrimination estimate of
0.56. The CRC are much flatter, which means
that the category probabilities do not discrim-
inate as well as item 20 between the various
levels of the latent trait. The IIC for this item is

Table 9.2 Estimated item parameters for the generalized partial credit model and item fit
statistics

αi (SE) δ1 δ2 δ3 χ2 df p

1 0.956 (0.13) 0.697 1.313 2.427 6.63 6 0.356
2 0.316 (0.06) 2.165 2.274 2.264 1.79 7 0.969
3 1.430 (0.20) 0.860 1.248 1.944 2.75 6 0.841
4 0.041 (0.01) 13.253 1.723 0.348 23.66 9 0.012
5 0.819 (0.10) −0.069 1.583 2.761 4.64 6 0.592
6 2.308 (0.28) 0.239 1.096 1.950 3.40 5 0.641
7 0.751 (0.09) −0.140 0.427 1.971 17.80 8 0.023
8 0.129 (0.03) 2.643 −0.343 0.676 38.22 9 0.000
9 0.425 (0.10) 2.860 2.570 2.823 12.55 6 0.050

10 0.831 (0.13) 0.931 2.070 3.152 6.62 7 0.470
11 0.238 (0.04) 0.773 1.110 2.188 10.55 9 0.307
12 0.511 (0.07) 6.385 0.344 2.400 45.03 8 0.000
13 0.412 (0.06) −0.179 3.138 3.503 12.71 9 0.176
14 0.950 (0.14) 1.201 1.279 2.353 4.56 6 0.603
15 0.470 (0.11) 2.604 2.907 3.254 9.70 6 0.137
16 0.343 (0.05) 1.533 0.257 1.519 44.86 8 0.000
17 1.188 (0.18) 1.169 1.516 2.298 3.11 6 0.796
18 1.733 (0.21) 0.599 0.921 2.086 2.57 6 0.862
19 0.769 (0.15) 1.884 2.577 2.619 2.04 5 0.844
20 0.562 (0.07) −0.401 0.694 2.256 10.51 8 0.230
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Table 9.3 Item discrimination index and information at each theta (θ) value of the for the generalized
partial credit model

Item information

Item no αi θ = −3.0 −2.0 −1.0 0 1.0 2.0 3.0

1 0.956 0.00847 0.04227 0.19711 0.69979 1.41373 1.65627 0.66798
2 0.316 0.01994 0.03701 0.07144 0.14056 0.25571 0.35185 0.31006
3 1.430 0.00064 0.00725 0.08104 0.77886 3.2106 2.75305 0.34424
4 0.041 0.00487 0.00524 0.00561 0.00595 0.00627 0.00653 0.00675
5 0.819 0.02585 0.09913 0.33315 0.77352 0.99499 0.84941 0.64768
6 2.308 0.00005 0.00235 0.11698 3.26809 4.81808 4.228 0.24304
7 0.751 0.06066 0.19027 0.46541 0.79663 1.11142 0.79088 0.27828
8 0.129 0.03242 0.04202 0.05209 0.06046 0.06453 0.06275 0.05575
9 0.425 0.00881 0.01861 0.04044 0.0928 0.22716 0.50691 0.64355

10 0.831 0.00747 0.03031 0.11821 0.39938 0.91518 1.18841 0.94659
11 0.238 0.06434 0.09298 0.12521 0.15038 0.15568 0.13844 0.10898
12 0.511 0.06485 0.1338 0.245 0.40401 0.60399 0.58926 0.31237
13 0.412 0.03622 0.07523 0.15187 0.26924 0.35589 0.32794 0.25191
14 0.950 0.00503 0.02505 0.11999 0.4876 1.35017 2.10951 0.63054
15 0.470 0.00741 0.01671 0.03835 0.09085 0.22339 0.50947 0.71499
16 0.343 0.04054 0.0759 0.14767 0.28046 0.41339 0.36451 0.20179
17 1.188 0.00121 0.00908 0.06724 0.44927 1.85309 2.89681 0.71557
18 1.733 0.00049 0.00936 0.17196 1.84155 2.78414 3.45956 0.25318
19 0.769 0.00217 0.00808 0.03054 0.12109 0.52057 1.61327 1.13995
20 0.562 0.07982 0.17943 0.34389 0.52878 0.63179 0.52597 0.29873
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Fig. 9.1 Category response curves and item information curve for Item 6 under the generalized partial credit model

relatively flat and shows that the item does not
reduce measurement error across all levels of the
latent trait as compared to item 20.

Figures 9.3 and 9.4 illustrate two items of
poor quality. Item 2 is shown in Fig. 9.3.

Although the fit of item 2 was adequate, it has a
very low slope. Furthermore, Fig. 9.3 shows that
three thresholds met very close together and do
not discriminate well between levels of the latent
trait. Further, the IIC show little contribution
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Fig. 9.2 Category response curves and item information curve for Item 20 under the generalized partial credit model
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Fig. 9.3 Category response curves and item information curve for Item 2 under the generalized partial credit model

of this item to reducing measurement error. In
Fig. 9.4, item 4 is shown. This item had poor fit
to the model and very low discrimination. The
CRC and IIC were almost flat. Figure 9.5 show
the CRC for all 20 items.

To sum up, nine items of the CES-D were
good or generally acceptable, but five items (2,
4, 8, 11, and 16) were unacceptable in terms

of the item discrimination parameter (less than
0.4) and item information. These results seem-
ingly suggest that the CES-D should be revised
for calibration with an IRT model. However,
this conclusion would be premature. That is, the
sample was somewhat limited; the sample size
was somewhat small and had a limited range
on the latent trait. The latter was indicated by
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Fig. 9.4 Category response curves and item information curve for Item 4 under the generalized partial credit model
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the relatively low means on many items, indicat-
ing low levels of depression. In this case, item
discrimination parameters may be more poorly
estimated, and it is possible that higher discrim-
inations could be found in samples with greater
degrees of depression. Nonetheless, more items
and more discriminating items should be devel-
oped to measure depression, as the full advan-
tages of IRT (i.e., adaptive testing) result from
using item banks that have been calibrated with
an appropriate model.

5 Summary

The purpose of this chapter was to present an
overview of the development of item response
theory as an alternative to classical test theory.
Item response theory and the models that are
relevant to applications in behavioral medicine
were presented. An application to a self-reported
patient outcome, depression, was also presented
to illustrate the results from IRT modeling and to
show how item quality could be assessed. Once
an adequate item bank is established and the item
parameters are estimated, IRT can be used to
estimate trait levels from item subsets or from
adaptive testing. Unlike classical test theory,
the examinee’s true score is not test dependent,
and the item parameters are not sample depen-
dent, therefore the parallel test assumption is not
necessary in IRT.
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Chapter 10

Applications of Neurocognitive Assessment
in Behavioral Medicine

Shari R. Waldstein, Carrington Rice Wendell, and Megan M. Hosey

1 Introduction

Neuropsychology is defined as the study of
brain–behavior relations. Assessment of neu-
rocognitive (or cognitive) function focuses more
specifically on information processing abilities
that can be grouped according to major domains
of performance such as attention, learning and
memory, executive functions, visuospatial and
visuoconstructional skills, psychomotor abili-
ties, perceptual skills, and language (see Lezak
et al, 2004). These domains are assessed most
thoroughly by a battery of neuropsychological
tests, although under select circumstances such
as initial dementia assessment, gross estimates
can be derived from screening tests such as
mental status exams.

Cognitive function is an important dimen-
sion of quality of life. Frank cognitive deficit,
and even smaller decrements in cognitive per-
formance, can be disruptive to well-being and
daily functioning. A large literature has docu-
mented adverse effects of various chronic, non-
neurological diseases and associated risk factors
on cognitive function, and brain structure and
function, across the life span (see Armstrong and
Morrow, in press; Tarter et al, 2001; Waldstein,
2000; Waldstein and Elias, 2001). Interestingly,
these are the very diseases and risk factors

S.R. Waldstein (�)
Department of Psychology, University of Maryland,
Baltimore County, 1000 Hilltop Circle, Baltimore,
MD 21250, USA
e-mail: waldstei@umbc.edu

commonly studied in the field of behavioral
medicine. Inter-individual variability in cogni-
tive performance has for decades been used as
an important outcome variable in medical and
behavioral medicine research. Indeed, the brain
is increasingly recognized as a target organ of
chronic disease. More recently, cognitive func-
tion has been examined as a predictor of other
important endpoints in behavioral medicine such
as quality of life, medical decision making, and
treatment outcomes. Furthermore, recent data
suggest that decreased cognitive function is a
predictor of mortality in the context of clini-
cal disease (e.g., Lee et al, 2006). Among older
adults, chronic disease is known to increase risk
for dementia, disability, and frailty.

In the present chapter, we will discuss several
applications of cognitive assessment in behav-
ioral medicine. We will first provide a brief
overview of the major domains of cognitive
function and provide select examples of com-
monly used tests. Next, we will briefly describe
a spectrum of risk factors and chronic dis-
eases with known relations to cognitive function.
Lastly, we will examine use of cognitive perfor-
mance to predict select outcomes in behavioral
medicine research.

2 Neurocognition and Its
Assessment

It is important to evaluate cognitive function in
the behavioral medicine setting because such

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_10, 125
© Springer Science+Business Media, LLC 2010
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function is apt to change in the face of medical
illness or brain insult. Neurocognitive assess-
ment is particularly complex in the field of
behavioral medicine where patients can expe-
rience any number of health-related cognitive
disruptions. Evaluation of cognitive function in
patients or research participants in behavioral
medicine is best accomplished by assessing each
major domain of cognitive function.

Cognitive function can be categorized into
multiple domains including (1) orientation, (2)
perceptual processes, (3) attention and concen-
tration, (4) executive function, (5) reasoning,
(6) learning and memory, (7) visuospatial and
visuoconstructional abilities, (8) psychomotor
function, and (9) verbal or language function
(Lezak et al, 2004). Making matters more com-
plicated, tests rarely assess just one domain. In
that regard, the nature of brain–behavior rela-
tions is such that several brain structures and
functions are needed to complete even simple
tasks. Furthermore, researchers and practition-
ers use differing terminology to describe similar
constructs. Despite these challenges, neuropsy-
chologists seek to accurately assess cognitive
impairments in behavioral medicine populations
and to make important recommendations to
assist patients with these difficulties.

Patients who undergo neurocognitive test-
ing may display a range of minor impairments
across or even within any particular domain of
function. Some patients may experience subtle
decrements in cognitive function that are not
of sufficient magnitude to qualify for diagnosis
of a cognitive disorder. However, it is possible
that these decrements remain noticeable or dis-
tressing to the patient. In contrast, other patients
may experience declines that reach greater lev-
els of clinical significance. For example, the
diagnosis of mild cognitive impairment (MCI)
is characterized as the presence of a significant
deficit in one or more domains, though these
impairments may not interfere with activities
of daily living. However, more severe cogni-
tive impairments, typically associated with pro-
nounced functional limitations (e.g., caregiver
dependence), may be indicative of a dementia

diagnosis such as Alzheimer’s disease (AD).
Varying levels of dementia and impairment exist
along the continuum between MCI and AD,
and MCI and AD are among a myriad of pos-
sible cognitive disturbances that patients may
experience.

In the behavioral medicine setting, cer-
tain medical conditions are characterized by
typical patterns of cognitive impairment, and
neuropsychological batteries may be designed
accordingly to target these patterns. For exam-
ple, individuals with vascular disease often show
decrements in the domains of attention and
executive function (O’Brien, 2006). However,
although it is important to emphasize pat-
terns of impairment, individual findings from
a neurocognitive assessment are rarely, if ever,
pathognomonic for a particular diagnosis.

We next describe the major domains of cog-
nitive function and several representative tests
according to Lezak and colleagues (2004) who
offer one of the most commonly used classifi-
cation systems in neuropsychology. The inter-
ested reader is referred to her text for more
detail. Further information about specific cog-
nitive tests reflecting the different domains of
function can also be found in Mitrushina et al
(2005) and Strauss et al (2006).

2.1 Orientation

Prior to testing specific domains of function, an
examiner may choose to include a general men-
tal status measure that tests orientation, or the
awareness of self relevant to time, place, and
person. Screening measures such as the Mini-
Mental State Examination accomplish this goal,
or the investigator may simply ask questions
regarding personal data and/or current events.
Barring suspected dementia, particularly poor
orientation may indicate the presence of a delir-
ium. Postponement of neuropsychological test-
ing is preferable until the delirium clears and the
examinee is able to perform more optimally.
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2.2 Perception

Performance on most cognitive tests is affected
by perceptual processes, but certain tests better
isolate basic perception by limiting physical
interaction with test materials. As an example,
the Judgment of Line Orientation (JLO) test is
a commonly administered test of visual percep-
tion. The JLO is presented in flip-book style;
two lines appear on the top page, and a stan-
dard fan-shaped array of 11 lines appears on
the bottom page. Examinees must identify the
lines from the bottom page that match the angles
of the two lines at the top page. Depending on
the examinee’s presentation, tests are available
for a variety of other basic perceptual processes,
including visual neglect, color perception, audi-
tory perception, tactile perception, and olfaction.

2.3 Attention and Concentration

Similar to perception, attentional processes are
tapped by numerous neurocognitive tests, but
select tests disproportionately target attention.
Basic attention refers to the ability to focus on,
or perceive, specific information. Complex atten-
tion (including working memory) tasks require
the examinee to hold information in mind while
manipulating it in some way. Concentration (or
vigilance) refers to the ability to maintain basic
or complex attention over a period of time.
Attentional deficits may occur at one, some, or
all of these levels, and neurocognitive testing
helps to distinguish among these respective func-
tions. For example, the Digits Forward portion
of the Digit Span test of the Wechsler Adult
Intelligence Scales (WAIS) assesses basic atten-
tion. Examinees are asked to immediately recall
strings of digits spoken by the examiner at an
approximate rate of one digit per second. The
digit sequences increase in length until partic-
ipants fail two trials of a particular length. In
contrast, the Digits Backward portion of the
test, which taps more complex attentional and

working memory processes, requires examinees
to immediately recall additional strings of digits
and repeat them to the examiner in reverse order.

2.4 Executive Functions

The executive functions are integral to the
completion of the most complex human behav-
iors, particularly (a) adapting to novel situations,
(b) engaging in social interactions, (c) abstract
reasoning, and (d) regulating cognition and emo-
tion. Executive functioning is a multi-component
construct with dimensions that are generally
defined as (a) volition, (b) purposive action, and
(c) effective performance. Executive functions
include the ability to sustain or flexibly redirect
attention, the inhibition of inappropriate behav-
ioral or emotional responses, the planning of
strategies for future behavior, the initiation and
execution of these strategies, and the ability to
switch among problem-solving strategies. There
are several multi-step tests designed to assess
select executive functions. For example, the Trail
Making Test Part B is a test easily administered
in a behavioral medicine setting. To complete
the test, patients draw lines connecting alter-
nating numbers and letters in sequence (i.e., 1
to A, A to 2, 2 to B). The number of errors
and task completion time are recorded and used
to evaluate performance. There are also longer,
more complex tests, such as the Wisconsin Card
Sorting Test, that have the potential to yield more
detailed information.

2.5 Reasoning

Like executive function, reasoning is usually
characterized by a person’s ability to integrate
multiple facts or stimuli. Reasoning is distin-
guished from executive function in that an exam-
inee must make a conscious effort to make ratio-
nal judgments or to reach a conclusion about
related stimuli. Tests intended to assess this
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domain usually involve reasoning about verbal
or visually presented stimuli. An example of
such a test is Comprehension, a subtest of the
various versions of the WAIS. This test presents
the examinee with increasingly difficult open-
ended questions that assess social competence
and practical reasoning.

2.6 Learning and Memory

Learning refers to the process of acquiring
new information, whereas memory involves the
encoding, retention, and later retrieval of that
information. Tests of learning and memory are
classified according to the modality of adminis-
tration (e.g., verbal versus visual). Verbal learn-
ing and memory tests frequently take one of
two forms: (a) list recall or (b) story recall.
The California Verbal Learning Test is an exam-
ple of the former. Examinees are asked to
recall a 16-item list across five learning trials
after a short delay and a longer 20-min delay.
The Logical Memory subtest of the Wechsler
Memory Scales is an example of story recall.
Examinees hear simple stories of a few lines
and are asked to repeat as much information
as possible from each story. In contrast, the
Benton Visual Retention Test assesses visual
memory; examiners show examinees 10 con-
secutive cards, each containing three geometric
figures of varying sizes and shapes. Following a
10-s exposure period, examiners remove the card
from view, and examinees immediately repro-
duce the figures from memory on a blank sheet
of paper.

2.7 Visuospatial and
Visuoconstructional Abilities

Tests of visuospatial and visuoconstructional
abilities go beyond tests of simple perception
to assess an individual’s ability to organize
visual information, orient objects in two- or

three-dimensional space, and perform construc-
tion via drawing, building, or assembling test
materials. In the Hooper Visual Organization
Test examinees are presented with line drawings
of objects that have been divided into multi-
ple “puzzle” pieces. The examinee must cor-
rectly identify the object presented by men-
tally rotating the pieces to form a coherent
picture. Commonly used examples of construc-
tional tasks include the Copy trial of the Rey
Complex Figure Test and the Block Design
subtest of the WAIS. In the Rey Complex
Figure Test, examinees are presented with a two-
dimensional complex drawing and are asked to
copy the figure. Copies are then systematically
scored for accuracy using a 36-point scale. For
Block Design, examinees are presented with red
and white blocks, each with two red sides, two
white sides, and two half-red half-white sides.
Examinees must assemble the blocks to repli-
cate a two-dimensional target stimulus within
a specified amount of time. The number of
blocks utilized increases with increasing item
difficulty.

2.8 Psychomotor Function

In neuropsychology, two facets of psychomo-
tor function are typically assessed – speed and
strength. The examiner is typically interested in
centrally mediated deficit, rather than fatigue or
damage to the extremities. The Finger Tapping
Test is an example of a test of psychomotor
speed. Examinees are asked to use their index
finger to tap a key that is connected to a counter
as quickly as they can for a specified period of
time. Several trials are typically completed and
then averaged. Higher counts are associated with
better performance. The Grip Strength Test (or
Hand Dynamometer) is designed to test hand
strength. Examinees are instructed to squeeze
the device as hard as they can. Performance is
measured in the amount of pressure the exami-
nee is able to apply to the device. Two trials per
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hand are completed, usually alternating hands
between trials, and the trials are averaged by
hand.

2.9 Verbal and Language Function

Neurocognitive assessment of verbal and lan-
guage function is aimed at assessing (a)
verbal production (e.g., articulation and sound
sequence), (b) fluency (e.g., the ability to pro-
duce spontaneous speech or to name objects),
and (c) reading and writing abilities. The Boston
Naming Test is a common test of naming abili-
ties. Examinees are presented with ink drawings
that range in familiarity and are asked to name
the object in the picture. Verbal fluency, another
facet of verbal and language function, is com-
monly assessed with the Controlled Oral Word
Association Test. In this test, examinees are
given 1 min to name as many words as they can
that begin with a particular letter of the alpha-
bet. The first (and still most common) set of
letters used is F-A-S. Importantly, verbal fluency
also assesses aspects of executive function, so
conclusions regarding performance on this test
should take into account this overlap of assessed
domains.

2.10 General Assessment Issues

It is apparent that cognitive function is not a uni-
tary construct and cannot be assessed as such.
Indeed, adequate assessment of cognitive per-
formance typically depends on at least brief
evaluation of all or almost all major domains
of performance (or a hypothesis-driven focus
on fewer domains). Use of composite scores is
discouraged because they can mask understand-
ing of specific cognitive processes. Importantly,
cognitive screening measures such as the Mini-
Mental State Examination are grossly inadequate
to evaluate cognitive abilities, their prospective
change, or response to treatment (Tombaugh and

McIntyre, 1992). Concerns about floor or ceiling
effects must be considered when working with
those of considerably low or high levels of cog-
nitive ability. In research and clinical contexts,
it is necessary to consider known sociode-
mographic influences on performance such as
age, sex, education, race/ethnicity, and socioeco-
nomic status. Emotional status (e.g., symptoms
of anxiety or depression), psychiatric disorders,
sleep, and acute ingestive behaviors (e.g., smok-
ing, caffeine, alcohol) are also highly relevant.
Testers must be sure to make participants feel
comfortable and promote motivation. For more
detailed discussion see Lezak et al (2004). As
we discuss below, a host of chronic diseases
and their risk factors also influence cognitive
performance.

3 Chronic Diseases, Risk Factors,
and Neurocognition

An increasingly broad spectrum of chronic dis-
eases and their risk factors have been associated
with decrements in cognitive function across
the life span (Armstrong and Morrow, in press;
Tarter et al, 2001; Waldstein and Elias, 2001;
Waldstein et al, in press). Here we will briefly
overview a sample of relevant areas of investi-
gation, beginning with several known and puta-
tive risk factors for chronic diseases, followed
by select diseases and their treatments. Space
limitations preclude us from describing specific
patterns of cognitive difficulties associated with
any particular risk factor or disease. However,
data suggest that almost all major domains of
function are affected, with measures of attention,
executive functions, learning and memory, and
psychomotor abilities showing particular vul-
nerability to various conditions. The interested
reader is referred to the above reviews for fur-
ther detail and for reference to the extensive
and growing literature documenting potential
underlying neurobiological mediators of risk
factor/disease – neurocognition associations.
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3.1 Risk Factors and Neurocognition

A host of behavioral, biomedical, psychosocial,
and psychophysiological risk factors can influ-
ence cognitive performance. Importantly, rela-
tions of these risk factors (and diseases) to cog-
nitive outcomes may be moderated by select
genotypes. For example, the apolipoprotein E
(APOE) ε4 allele is associated with AD, cogni-
tive decline (Farrer et al, 1997), cardiovascular
disease, and stroke (Eichner et al, 2002). Haan
and colleagues (1999) noted that among individ-
uals with cardiovascular and metabolic diseases,
those who had an APOE ε4 allele experienced
a significantly greater rate of cognitive decline
than those without.

Numerous lifestyle factors that promote or
reduce risk for chronic disease have known a
impact on cognitive function and its decline.
Various health-compromising behaviors exert
a negative influence on cognitive function,
whereas health-enhancing behaviors are associ-
ated with higher levels of performance or poten-
tial improvement with intervention. Lifestyle
factors can influence cognitive performance by
impacting the brain directly or by promoting
or reducing the development of chronic dis-
eases that in turn affect the brain. Examples
of health-compromising behaviors that are asso-
ciated with lower levels of cognitive function
include smoking (Swan and Lessov-Schlaggar,
2007), heavy alcohol consumption (Oscar-
Berman and Marinkovic, 2007), dietary insuffi-
ciencies (Gillette et al, 2007), and physical inac-
tivity (Colcombe et al, 2004). Health-enhancing
behaviors such as greater intake of antioxidants
including omega-3 fatty acids, and vitamins C
and E have been associated with higher lev-
els of cognitive performance (Del Parigi et al,
2006; Morris et al, 2004), although results of
randomized clinical trials have been mixed.
Greater levels of fitness or physical activity
have also been related to better cognitive perfor-
mance (Colcombe et al, 2004). Further, aerobic
exercise has demonstrated exciting associations
with cognitive improvements and even neuro-
plasticity in both animal models and humans

(Dishman et al, 2006; Lautenschlager et al,
2008).

Various traditional biomedical risk factors
for disease and newer biomarkers are associ-
ated with lower levels of cognitive function
and decline. Examples include high levels of
blood pressure (or hypertension; Waldstein and
Katzel, 2001), cholesterol (Muldoon et al, 2001),
glucose (even in a non-diabetic range; Taylor
and MacQueen, 2007), insulin (Stolk et al,
1997), homocysteine (Elias et al, 2005), obesity
(Gunstad et al, 2007), pro-inflammatory mark-
ers (e.g., interleukin-6; Yaffe et al, 2003), and
indices of oxidative stress (Berr et al, 2000).
Interestingly, both high and low levels of several
of these risk factors (e.g. blood pressure, choles-
terol, body mass index, alcohol consumption)
have been related to poorer cognitive outcomes
(see Waldstein et al, in press).

Various hormones are known to have a direct
biological influence on the brain while poten-
tially promoting diseases that affect cognitive
function. In that regard, low levels of estro-
gen and androgens (Sherwin, 2003, 2006) and
both low and high levels of thyroid hormones
(Smith et al, 2002) have been related to poorer
cognitive function. Hormone therapy in post-
menopausal women may help prevent cognitive
decline (Sherwin, 2003). Numerous studies have
revealed associations between higher resting cor-
tisol levels and lowered levels of cognitive per-
formance, particularly on tests of learning and
memory (Lupien et al, 2005). It has also been
noted that stress-induced cortisol elevations are
associated with decreased cognitive performance
(Kirschbaum et al, 1996).

The latter findings reflect a larger litera-
ture on the negative relations of stress to
cognitive performance and brain structure and
function, at least in part via aberrations in cor-
tisol (Sapolsky, 1999; McEwen, 2002). Stress-
induced blood pressure responses have also been
related to lower levels of cognitive function
(Waldstein and Katzel, 2005). In addition to
stress-related constructs, it is increasingly recog-
nized that a number of psychosocial factors that
may confer risk for chronic disease are related
to cognitive function (see Waldstein et al, in
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press). Depression is such a factor that has long
been known to have negative relations to brain
and cognition. Other psychosocial factors such
as hostility and anxiety may confer a negative
influence on cognitive function whereas social
support – a factor usually associated with better
health outcomes – may have a protective relation
to cognitive function.

A number of the aforementioned risk fac-
tors such as less healthy lifestyles, psychosocial
stressors, and an accumulation of biomedical
risk factors may, in part, explain associations
of low levels of education or socioeconomic
status (SES) and race/ethnicity (e.g., African
American) to cognitive performance (Waldstein,
2000). Those of lower SES may also be more
likely to experience neurotoxic exposures that
impact the brain and cognitive function nega-
tively (Morrow et al, 2001) and are less likely
to have access to adequate treatment of their
medical conditions.

3.2 Chronic Diseases
and Neurocognition

Disease of any physiological system can neg-
atively impact the brain and cognitive func-
tion (see Armstrong and Morrow, in press;
Tarter et al, 2001; Waldstein and Elias, 2001).
Cardiovascular diseases have been studied fairly
extensively, and a range of conditions are asso-
ciated with cognitive decrements. These include
cardiac arrythmias (Mead and Keir, 2001), clin-
ical coronary disease or myocardial infarction
(Vingerhoets et al, 1997), heart failure (Vogels
et al, 2007), and peripheral arterial disease
(Waldstein et al, 2003). Various indices of sub-
clinical vascular disease such as carotid intimal-
medial thickening (Wendell et al, 2009), pulse
wave velocity (Waldstein et al, 2008), brachial
flow-mediated dilation (Cohen et al, 2009), and
left ventricular hypertrophy (Elias et al, 2007)
are similarly associated with poor cognitive out-
comes.

Negative cognitive outcomes are also associ-
ated with type I and type II diabetes mellitus,
pulmonary diseases such as chronic obstructive
pulmonary disease and asthma, hepatic diseases
such as cirrhosis, kidney diseases, autoimmune
diseases such as systemic lupus erythematosus,
various cancers, sleep disorders such as obstruc-
tive sleep apnea, and the human immunodefi-
ciency virus (HIV) and the acquired immun-
odeficiency syndrome (AIDS) (see Bellia et al,
2007; Biessels et al, 2008; Borson et al, 2008;
Kurella et al, 2005; Tarter et al, 2001; Zhang
et al, 2007).

Medical and surgical treatments for disease
affect cognitive function though in inconsistent
directions. For example, prospective investiga-
tions generally indicate better cognitive out-
comes for those taking antihypertensive medica-
tion than untreated hypertensives (Murray et al,
2002). Yet, results of double-blind, placebo con-
trolled trials of antihypertensive have yielded
complex and conflicting findings. Statin use may
also be related to lesser prospective decline
in cognitive performance (Szwast et al, 2007),
although results of investigations of statin
administration are mixed. Treatments for asthma
(e.g., corticosteroid, theophylline) have yielded
similarly mixed findings. Acute improvements
in cognitive function have been associated with
oxygen-related treatments for chronic obstruc-
tive pulmonary disease and obstructive sleep
apnea syndrome and with hemodialysis (see
Tarter et al, 2001). Coronary artery bypass
surgery – a major surgical intervention – has
been associated with both short- and long-term
cognitive difficulties, although long-term alter-
ations in performance may be attributable to the
underlying disease (Royter et al, 2005).

3.3 Summary

Identifying future needs for research, Waldstein
(2000) has suggested a need for increased
multidisciplinary collaboration to address
research questions related to associations
between health/disease and cognitive function



132 S.R. Waldstein et al.

such as (a) understanding what domains of
cognitive function are most affected by risk
factors and diseases; (b) determining relevant
effect modification variables (e.g., age, edu-
cation, race/ethnicity, genetic polymorphisms,
comorbidities) in order to identify vulnerability
and resilience factors; (c) understanding the
biological and/or psychological mechanisms
intervening between health and cognition rela-
tions; (d) determining whether medical, surgical,
or lifestyle interventions improve or further com-
promise cognitive performance; and (e) identify-
ing whether changes in cognitive function asso-
ciated with health status have an influence on
quality of life, daily functioning, medical adher-
ence, medical decision making, or treatment
outcomes. Below we briefly consider aim (e).

4 Applications of Neuropsychology
in Behavioral Medicine

Use of neurocognitive measures to predict out-
comes in behavioral medicine research is, to
date, less common than examining cognitive
functions as outcome variables. Here we provide
examples of several ways in which investiga-
tors are using cognitive performance measures in
behavioral medicine research contexts.

4.1 Medical Decision Making

A primary application of neurocognitive assess-
ment in behavioral medicine involves the role of
certain cognitive functions in a patient’s medical
decision making. Here we conceptualize med-
ical decision making broadly, including health
behaviors and health behavior changes relevant
to diet, exercise, substance use, and medical
treatment adherence. We also focus on executive
function, as this domain has been linked most
often to patients’ medical decision making.

By definition, all health behaviors and health
behavior changes involve executive functions
(Williams and Thayer, 2009), as they require the

planning of strategies for future behavior, the ini-
tiation and execution of these strategies, and the
ability to troubleshoot ineffective strategies and
implement new ones. Emotion regulation is also
relevant to the maintenance of health behaviors
and implementation of behavior changes. As an
example, an obese individual interested in los-
ing weight must initiate, execute, and maintain a
weight loss plan in order to successfully achieve
his or her goal. Furthermore, good problem-
solving strategies and effective regulation of
emotional reactions to this process may increase
chances of success.

In their review of executive functions and
changing substance use behavior, Blume and
Marlatt (2009) point out that the conceptual
relation between executive function and sub-
stance use behavior is reciprocal. That is, poor
executive function contributes to poor substance-
related decisions, such as excessive or illegal
substance use. In turn, substance use behavior
may result in further decrements in executive
function through temporary or permanent dam-
age to relevant brain circuits. Such deficits in
executive function then become significant bar-
riers to successful behavior change. Importantly,
this cycle may be easily applied to the range of
health behaviors described above, including diet
and fitness. In fact, Sabia and colleagues (2009)
show evidence of an association between a num-
ber of unhealthy behaviors (including smoking,
alcohol abstinence, low physical activity, and
low fruit and vegetable consumption) and likeli-
hood of poor executive functioning. Specifically,
individuals with three to four unhealthy behav-
iors were more likely to have poor executive
function, and this association grew stronger with
increasing age.

Similarly, executive functioning deserves
consideration in the context of management
of chronic illness and adherence to medical
treatment regimens. As noted above, on aver-
age, individuals with obesity, diabetes, hyper-
tension, peripheral vascular disease, renal dys-
function, pulmonary disease, HIV/AIDS, and
other illnesses demonstrate poorer executive
function than individuals without these dis-
eases. Deficits in executive function may result
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directly from disease or indirectly through
treatments of disease (via mechanisms such
as hypoperfusion of the brain or systemic
inflammation). Moreover, these decrements in
executive function are associated with poor treat-
ment adherence, which may serve to perpet-
uate or exacerbate the disease processes. For
example, executive function has been associated
with poor adherence to medication regimens for
cholesterol lowering (Stilley et al, 2004) and
HIV/AIDS (Hinkin et al, 2003). Other cognitive
functions, such as attention, prospective mem-
ory, and visuospatial-constructional ability, are
also implicated in poor adherence to medication
regimens (Hinkin et al, 2003; Stilley et al, 2004;
Woods et al, 2008). Decisions to adhere poorly to
prescribed treatments should therefore be under-
stood as potential end-products of decrements in
various cognitive functions.

Chronic pain, a common treatment target
for behavioral medicine practitioners, provides
a final example of the relevance of the neu-
rocognitive examination to medical decision
making. In their review of executive functions,
self-regulation, and chronic pain, Solberg et al
(2009) propose a model in which executive
functions and associated decrements in self-
regulation cause and maintain chronic pain dis-
orders. Specifically, the cognitive, emotional,
social, behavioral, and physiological challenges
associated with chronic pain are more poorly
managed in the context of poor executive func-
tion. Optimally designed chronic pain interven-
tions may therefore require components aimed
at improving executive functions and self-
regulatory capacity, such as cognitive techniques
and physical activity.

4.2 Quality of Life

Although the literature is limited, dimin-
ished cognitive function has been associated
with decreases in health-related quality of
life (HRQoL) in those with chronic disease.
For example, patients with peripheral vascu-
lar disease and lower scores on measures of

cognitive function exhibited diminished every-
day adaptive functioning (Phillips, 2001) – itself
a major predictor of HRQoL (Andersen et al,
2004). Cognitive difficulties have also been asso-
ciated with lower levels of HRQoL in per-
sons with chronic obstructive pulmonary disease
(McSweeney and Labuhn, 1996), HIV (Tozzi
et al, 2003), or those undergoing cancer treat-
ments (O’Shaughnessy, 2002). Cognitive diffi-
culties may also, in part, explain lower lev-
els of HRQoL among those with hypertension
(Thyrum and Blumenthal, 1995) or diabetes
(Kuo et al, 2005).

5 Summary and Conclusions

Cognitive function has a long and extensive
history as an important outcome variable in
behavioral medicine research. There is a large
available literature indicating that a multitude of
chronic diseases and their risk factors can exert a
negative impact on cognitive function. Despite
an already impressive knowledge base, there
remain as many questions as answers in terms of
identifying the specific neurocognitive tests that
are most sensitive to particular diseases and risk
factors, understanding of relevant vulnerability
and resilience factors, and study of underlying
neurobiological mechanisms. Furthermore, there
is a relative paucity of research on the daily life
impact of cognitive difficulties related to chronic
diseases and their risk factors, although work
to date suggests associations with medical deci-
sion making, quality of life, physical and daily
function, disability, and frailty. Improvements
in our understanding of these areas will only
strengthen the existing relevance of neurocog-
nitive assessment to the practice of behavioral
medicine.
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Chapter 11

Lay Representations of Illness and Treatment:
A Framework for Action

Howard Leventhal, Jessica Y. Breland, Pablo A. Mora,
and Elaine A. Leventhal

1 What Are Lay Representations?

There is a lengthy history to the idea that a
“common-sense” framework derived from cul-
ture and life experience (for a history see
Cameron and Leventhal, 2003; Skelton and
Croyle, 1991) shapes people’s actions (i.e.,
goals, selection, and evaluation of actions for
goal attainment). While philosophers (Stich,
1992), sociologists (Angel and Thoits, 1987),
and anthropologists (Garro, 2000; Kleinman
et al, 1978) agree on the nature of lay represen-
tations, there is no consensus on the processes
underlying the content and function of represen-
tations (i.e., what representations are, how they
come into play, and how they shape behavior).
To transform the notion of lay representations
from idle chatter to a legitimate area of cogni-
tive and behavioral science that contributes to
practice, it is necessary to specify the variables
or domains of representations and the processes
involved in their operation and suggest ways of
implementing specific variables, i.e., issues of
measurement and procedures for intervention.
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Department of Psychology, Institute for Health, Health
Care Policy and Aging Research Rutgers, The State
University of New Jersey, 30 College Ave., New
Brunswick, NJ 08901-1293, USA
e-mail: hleventhal@ifh.rutgers.edu

1.1 The Domains of Common-Sense
Representations

As is the case with the other chapters in this
handbook, our emphasis is on methods, that is,
how to assess and use Common-Sense Model
(CSM) concepts in empirical research. However,
we will begin by describing the processes under-
lying the domains and functions of lay represen-
tations that make up the fundamental properties
of the CSM. Indeed, this step is essential to the
development of methods for measuring repre-
sentations to understand and predict behavior as
well as the use of lay representations in different
types of investigations.

1.1.1 Common-Sense Representations as
Central Components in Feedback and
Feedforward Control Systems

The CSM was developed to describe the pro-
cesses underlying health (i.e., prevention) and
illness behaviors (i.e., secondary and tertiary
prevention). As with all feedback and feedfor-
ward models, it divides the behavioral process
into (1) a perceptual stage, in which a discrep-
ancy between a perceived input and a reference
value is detected (the representation of a poten-
tial threat to health); (2) a response stage in
which an action is sought and performed to
remove the discrepancy (removal of the threat);
and (3) an appraisal stage, in which the results
of an action to control the threat are evaluated
(Fig. 11.1). Therefore, the initial focus is on the
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Fig. 11.1 Physiological signals are compared to pro-
totypes of self (lower right). If evaluated as deviant
from the usual self, they are processed (location, pattern/
duration, function, etc.) and compared to targets set by
underlying prototypes (familiar acute models are “safe”
defaults). If match to default is ambiguous and/or sugges-
tive of an unsafe alternative, action is considered (output
function leading to corrective action) and performed once
an action plan is in place. A key question is whether

the output from the action is evaluated against the tar-
get for the prototype (my diabetes is still out of control)
or the corrective behavior (my blood glucose went down
after walking, or went up after eating). Executive controls
(far left) are aware of the ongoing test process and can
shift the prototype, the response for management, and the
responses and targets for appraisal. Executive control is
closer to focal awareness, more deliberative and effortful
than the processes elicited by the automatic system

specific content of the threats that create tar-
gets for action, the specific features of the action
to ameliorate the threat, and the targets used
to appraise outcomes. Specificity is essential to
convert a general feedback model into a set of
tools and principles for the creation of measures
to predict behavioral outcomes and to develop
interventions to influence behavioral processes.

Lay representations specify five sets of
domains that define health threats: (1) identity:
what the threat is called, a conceptual or propo-
sitional statement representing the threat, and
how it is experienced including the symptoms
and/or functional changes observed in oneself
or another person that are concrete features of
the threat; (2) temporal features: its rate of
onset, duration, and temporal trajectory; each
of which is assessed subjectively and can be
assessed objectively, with clocks and calendars;

(3) consequence: physical, psychological, social,
economic, etc.; (4) causes: perceived contact
with pathogens, age, stress, etc.; and (5) con-
trollability: whether the threat is understood and
perceived to be susceptible to control, as dis-
tinct from the efficacy of the responses to control
it. These five domains apply to the procedures
that are available and used to deal with health
threats, that is, to reduce the gap between the
targets (symptoms or objective values) defined
by the illness representation and the outcomes
appraised after acting.

1.1.2 Representations Are Multi-level

Representations involve both concrete experi-
ences (e.g., symptoms, experienced time, and/or
disruption of work) and abstract or propositional
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cognitive processes (e.g., disease labels or
chronological time). The meaning (semantics)
of propositional statements is anchored in expe-
rience (Andrews et al, 2009; Shanon, 1988).
Because representations are multi-level, the tar-
gets for action based on representations are also
multi-level. Thus, patients may use concrete
experiences (i.e., symptoms) to decide when
they are hypertensive (Meyer et al, 1985) or
believe that they have asthma only when they
are symptomatic (Halm et al, 2006). The expe-
riential base of concepts are often targets for
management and may differ from patients’ state-
ments that people “can’t tell when their blood
pressure is high,” and “will have asthma for the
rest of their lives.”

1.2 Prototypes: Creating
Representations of Illness
and Targets for Management

Representations are dynamic; a “sore/blemish”
on the skin may transform from an infection to
a skin cancer, and the type of cancer (basal cell
versus melanoma) may change the meaning of
the prognosis from life threatening to curable.
Feedback from self-examination, social compar-
isons, and care-seeking can reshape illness and
treatment representations. Representations are
unstable and the instability of a dynamic pro-
cess poses challenges for descriptive studies and
interventions.

The schemata and/or prototypes in declarative
and procedural memory that underlie represen-
tations and shape behavioral strategies and the
prototype checks (PCs) that activate and connect
schemata to ongoing experiences are likely more
stable and therefore better targets for assessment.
Numerous studies have assessed and demon-
strated the importance of the check mechanisms
in predicting care-seeking. However, the empir-
ical literature for assessing prototypes is less
robust and not well integrated with findings
regarding representations and the check process.

1.2.1 The Formation of Prototypes
and the Activation of
Representations

Representations of illness, treatments, and out-
comes are dynamic, and both their experiential
base and abstract features can be implicit (active
and below awareness) (Henderson et al, 2007;
Williams et al, 2003) or in conscious awareness.
In this regard, they are similar to other every-
day experiences. For example, when we enter the
waiting room of a medical office, we scan the
behavioral environment, occupied and unoccu-
pied seats, and walk to sit in one of the unoccu-
pied chairs. The rug and floor are likely implicit
(unnoticed unless one slips), while selected fea-
tures of the chairs and seated patients are rep-
resented in consciousness at different levels of
salience. The representations guiding movement
(the affordances perceived in the environment)
are activated by perceptual features that activate
underlying schemata of rooms, floors, chairs,
and people.

The CSM provides a detailed description of
the processes involved in the activation of pro-
totypes, the process that elaborates the meaning
of implicit and explicit observations of somatic
and functional cues. The core of the process
is an ongoing scanning, checking, and compar-
ing of somatic sensations, as well as physical
and mental function, to the underlying proto-
type and schemata of the physical and func-
tional self. A representation of illness is activated
when the scanning or check process detects a
deviation in somatic sensations and/or physi-
cal and mental function that exceeds normally
expected variability in the self and matches an
underlying illness prototype. The representation
formed at that moment is an operating hypoth-
esis about the nature and meaning of the expe-
rienced deviations. For example, the deviations
may reflect one of several acute conditions such
as a migraine headache, common cold, heart-
burn, and/or stomach ache from bad food, or a
potentially chronic condition such as an ulcer,
hypertension, diabetes, a cancer, or something
more benign such as psychological stress or nor-
mal aging. The checks connecting experience to
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prototypes address these questions by evaluating
the sensory properties (e.g., sharp, dull, or throb-
bing), location (e.g., head, belly, legs, or heart),
duration (e.g., felt and clock time), rates of
change (e.g., sudden onset, gradual increase,
steady), consequences (e.g., disrupted breathing
or impaired walking), causes (e.g., bad tasting
food or little sleep), and the effects of behav-
ior or, control of, the experience (e.g., used
alcohol or salve, rested and it cleared). The “pri-
mary prototype checks” built into the nervous
system match the specific attributes of expe-
rience to “slots” in the underlying prototype
(Gobet, 1998). The representation that emerges
and changes from this ongoing process of match-
ing experience to prototypes generates motiva-
tion for action, and the feedback from these
actions confirms or disconfirms the meaning of
the somatic experience.

1.2.2 Prototype Checking Is a Social
Process

Prototype checks are not only at the core of
the intra-personal processes that give meaning
to experience but also central for interpersonal
communication. Once the opening niceties are
completed (“How are you?”), a medical practi-
tioner will address the presenting complaint with
the same checks the patient uses: “What is both-
ering you?” “Where is it?” “How does it feel?”
“How long has it been going on?” “Has it been
getting worse?” “What were you doing when it
started?” “Have you done anything to self-treat
it?” “What happened?” This exchange reinforces
the check process and may or may not provide an
alternative explanation for the presenting symp-
toms and physical and cognitive dysfunctions.
An additional set of PCs emerge from social
comparison processes. We assign meaning to
symptoms and functional changes by checking
for common exposure (e.g., exposure to some-
one with SARS), familial linkage (e.g., family
member had breast cancer), similarities in phys-
iognomy, temperament, and response to aging
(e.g., parental dementia a sign of risk to self).
These processes are less well explored in the
CSM (Leventhal et al, 2007).

1.3 Representations Create a
Context for Management

1.3.1 Relating Treatment and Action Plans
to Illness Representations

The activation of a representation of a con-
dition such as asthma, cancer, diabetes, or
hypertension creates a framework within which
individuals engage in a common-sense selec-
tion and appraisal of procedures to prevent,
detect, control, and cure potential threats to
health. These specific procedures can be selected
from culturally prescribed nostrums, the shelf
of family remedies, or be medically prescribed.
Procedures are highly valued if they are per-
ceived and believed to attack the disease at its
location, address its mode of action, and/or affect
a perceptible target (e.g., a subjective symp-
tom or objective reading), and do so quickly.
The match between the procedure representa-
tions and the illness representation determines
the relevance of the procedure for illness con-
trol: if “heart burn” is the problem, ingesting an
anti-acid makes good “common sense”; if can-
cer is a growth or lump, then surgical removal
makes good “common sense” (radiation less so
as it leaves something in the body). If asth-
matic patients perceive that they have asthma
only when they experience symptoms and that
asthma has few negative consequences, they
will doubt the necessity and will not take their
inhaled corticosteroid as prescribed (i.e., Halm
et al, 2006; Horne and Weinman, 2002). It is
more difficult to sustain a procedure that fits
this formula less well and has less distinctive
and/or delayed feedback. For example, feedback
will be less rapid and clear for attempts to con-
trol diabetic blood glucose levels with diet and
physical activity than with medication. On the
other hand, behavioral practices sustained by
widely held, culturally supported beliefs could
support possibly risky actions that are of little
benefit biologically (e.g., the belief that natural
foods enhance the body’s immune system). It is
important to note that in each of these exam-
ples the combination of an illness and treatment
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representation created the context for manage-
ment, but the actual performance required the
creation of an action plan.

In summary, the system is dynamic and the
representations and actions are fluid. The under-
lying prototypes can vary from highly stable
(e.g., the self) to moderately stable (e.g., lifetime
experience with colds and migraine), to vague
and readily changeable (e.g., SARS). Given its
complexity and flexibility, the model speaks to
a wide range of situations and poses challenges
to our ingenuity in creating interventions and
measures to test specific hypotheses.

1.3.2 The “Executive Self” and Strategies
for Management

So far, our focus has been on the “nitty gritty”
of the CSM – the details involved in creating
structures for performance in a specific place
and time. The CSM postulates a second, exec-
utive level of strategies involved in evaluat-
ing and protecting the self-system, testing and
choosing among illness representations, screen-
ing and selecting procedures for management,
and selecting targets for evaluating outcomes.
The model mirrors gerontological views of age-
related change (Baltes and Baltes, 1990) and
overlaps with psychological models focusing
on properties of the self, such as self-efficacy
(Bandura, 1998), coping and stress management
(Carver et al, 1989; Lazarus, 1993), and pro-
cedures involved in cognitive behavioral ther-
apy (e.g., Friedman et al, 2003). The CSM has
examined, in detail, the procedures involved in
global self-assessments of health (e.g., Mora
et al, 2008) and the “executive level” coping
strategies for protecting and enhancing the self,
conservation of resources (i.e., the belief that
one will live longer by conserving energy) and
“use it or lose it” (i.e., using competencies to
avoid loss) approaches to self-management fre-
quently expressed by older patients (Leventhal
and Crouch, 1997). A longitudinal study examin-
ing the impact of a major health event on giving
up activities and the factors associated with later
replacement used a 3 item scale to assess belief

in the need to conserve resources and found
the expected negative association (high scores
interfered with action) with finding a replace-
ment (Duke et al, 2002). The CSM has not yet
advanced hypotheses as to how strategies for
regulating functional resources will relate to spe-
cific approaches to problem solving (i.e., the
sequence in which risks and action plans are
identified and put in place).

2 The Empirical Challenges

The CSM can serve as a powerful conceptual
tool for addressing the methodological issues
in qualitative and quantitative studies describing
and explaining behavioral processes in cross-
sectional and longitudinal investigations. The
CSM can also be a tool in experiments and
clinical trials designed to reshape behavior and
improve objective outcomes. No model as com-
prehensive as the CSM can be used effectively,
however, without careful attention to its imple-
mentation.

2.1 Contextual Factors Critical for
the Implementation of the CSM

Contextual factors alter the relevance of differ-
ent aspects of lay representations whether they
are used in descriptive studies to predict spe-
cific behavioral outcomes or in interventions to
influence behavioral processes. For example, the
participants, the disease, and the treatment all
affect prototype checks and representations. The
CSM also assumes that there are multiples routes
to a goal and recognizes the role of contextual
factors in determining which routes will be used
and by whom. Although the use of “common
sense” elements is essential for implementing
any conceptual model, including the CSM, we
recommend researchers and practitioners use the
following elements to guide their work.
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2.1.1 Are Participants Well or Ill?

Different CSM variables are relevant when pre-
dicting and/or intervening to alter the behavior
of individuals who are “physically well” ver-
sus those with one or more medical diagnoses.
Predicting or intervening to encourage the use
of screening or preventive care for undiagnosed
patients will require a more intensive focus on
the processes involved in making appraisals of
the future self. This would include factors such
as how individuals come to perceive themselves
at risk, the proximity and evolution of risk, and
how to create action plans for integrating screen-
ing or care into daily routines. On the other hand,
studies examining treatment adherence among
patients with a diagnosed chronic illness will
need to focus more intensely on the perception of
specific treatments; for example, how the effects
of treatment are experienced and understood in
relation to the experience and understanding of
the disease.

Context will also affect the salience of the
various aspects of illness representations to
patients diagnosed with a specific condition. For
example, patients hospitalized for uncontrolled
attacks of asthma or a myocardial infarction
will likely be focused on the disease, how it
was experienced prior to and during hospital-
ization, and why they were unable to avoid the
episode. Patients who have avoided uncontrolled
attacks and hospitalization are more likely to
focus on treatment and how they experience
maintaining safety. However, these examples
are not “fixed” and it is essential to con-
sider the specific properties of the context, dis-
ease, and behavior. The perceived properties of
a recommended behavior for adjusting treat-
ment (e.g. the aversive nature of using a peak
flow meter every day) may be as important
as the perceived properties of a recommended
treatment.

2.1.2 Multiple Routes to Goal

The CSM identifies multiple routes to a goal
for patients managing chronic conditions. For

example, consistent with the CSM emphasis on
the effects of monitoring and interpretation of
symptoms, few of the 19 patients in a quali-
tative study of congestive heart failure (CHF)
used medication to treat symptoms, like swollen
legs or breathlessness while lying down, as they
failed to perceive a relationship between those
symptoms and “heart” conditions such as CHF
(Horowitz et al, 2004). One participant, how-
ever, was in excellent control despite the fact that
she was cognitively compromised and unaware
of any relationship between symptoms and CHF.
She maintained control because her son-in-law,
a cardiologist, called every day and told her,
“Mom, you have to take your medication now.”
In this case, social control of the behavior was
the pathway to treatment adherence, as social
control was able to override a biologically incor-
rect illness representation.

Along the same lines, multiple pathways are
likely responsible for the contrasting results of
clinical trials (e.g., assessing the efficacy of
blood glucose monitoring among type 2 diabet-
ics). The carefully controlled trials by Farmer
and colleagues (2007) showed significant and
equivalent improvement in HbA1c levels in the
non-monitoring control arm and the two inter-
vention arms. The composition of the sample
provides a clue as to why control and interven-
tion patients may have been equally successful in
managing blood glucose. Slightly more than half
of the participants in each of the three arms were
professional, managerial, or clerically trained
(53–56%) and the majority of the remain-
der were skilled manual and/or manually
employed (44–45%). Thus, virtually all par-
ticipants (98–99% in each arm) were accus-
tomed to operating in a conceptual framework.
Therefore, it is likely that most participants
managed food intake and physical activity by
creating and adhering to a daily action plan
without monitoring. By contrast, in a multi-
national study with a diverse array of partic-
ipants, the monitoring arm showed significant
improvements in HbA1c levels relative to the
non-monitoring controls (Barnett et al, 2008).
We will return to this issue when discussing
interventions.
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2.1.3 Disease and Procedures for Control

Different components of the CSM will play a
critical role in initiating and maintaining behav-
ior for the management of different diseases and
treatments. While acute and chronic conditions
may share some “common-sense” attributes, rep-
resentations of acute and chronic conditions
differ sharply with respect to time-line and per-
ceived likelihood of complete resolution. Within
chronic conditions, a major division occurs
between symptomatic and asymptomatic con-
ditions. Diseases like osteoarthritis are highly
symptomatic (or “noisy”) conditions that pro-
vide cues for monitoring, the need for treatment
and treatment efficacy. Diseases like hyperten-
sion and hyperglycemia are relatively “silent,”
or asymptomatic, creating an opening for self-
generated symptoms, possibly due to situation-
specific factors, that elicit worry and psycho-
logical stress. For example, blood pressure is
elevated in clinical settings among individu-
als who have labeled themselves as hyperten-
sive (white coat hypertension) whether or not
their blood pressure is elevated during 24-h
ambulatory monitoring (Spruill et al, 2007).
Continually “noisy” and “silent” conditions dif-
fer from asthma, a chronic condition whose
symptoms appear episodically and is therefore
both noisy and silent. Patients are likely to
only manage symptoms when their asthma is
noisy even though it requires treatment when
both noisy and silent (Halm et al, 2006). The
risks entailed with symptom-focused treatment
are present for other chronic conditions, like
myocardial infarction (Akincigil et al, 2008).

Finally, interventions, whether for primary,
secondary, or tertiary prevention, vary along
multiple features of commonsense representa-
tions. Treatments vary in generating distressing
side effects (e.g., identity), time-line (e.g., time
to perceived benefits), method for detecting ben-
efit (e.g., alleviation of symptoms or objective
readings), and possible discrepancies between
onset of side effects and perceived benefits. For
example, side effects of anti-depressant medica-
tions occur soon after treatment initiation, while
benefits in mood are delayed.

2.1.4 Co-morbidities

Although CSM is ideally suited to the examina-
tion of the mechanisms involved in the behav-
ioral management for patients with co-morbid
conditions, the specific properties of the condi-
tions are still extremely important. For example,
patients with two or more physical disorders may
attribute symptoms incorrectly and use inap-
propriate targets for monitoring treatment effi-
cacy. Depressive symptoms, frequently reported
in conjunction with cardiovascular disease and
diabetes, provide an example of the intricacies
involved in patients’ perception of the separate-
ness and causal relationship among symptoms
and physical conditions. While the depressive
symptoms may be perceived as separate from,
or as symptoms of, the physical illness, the
perceived direction of cause may differ among
patients and between patients and providers. The
relationship between depression and physical ill-
ness also highlights the impact of depressive
symptoms on generating action plans due to
perceptions of inconsistencies between behav-
iors for managing depression (e.g., go out with
friends and have fun) and the physical disease
(e.g., if diabetic, avoid party foods) (Detweiler-
Bedell et al, 2008).

2.1.5 Defining Goals by Action or by Target

Different features of CSM will be relevant for
assessment depending upon the participant’s
goals. Therefore, investigations examining the
relationship of common-sense factors to the use
of health care must distinguish the purpose
of patient visits. Visits scheduled for annual
examinations or flu shots depend on a differ-
ent set of variables than visits generated by the
appearance of unexpected symptoms or novel
changes in function. Prior studies have distin-
guished between spontaneous and scheduled vis-
its (Cameron et al, 1995). Once again, however,
multiple pathways exist to the same goal. Thus,
patients with new unexplained symptoms may
decide to seek care because the symptoms are
painful, painless but feared as signs of a life
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threatening illness, or as a routine approach to
any deviations from somatic norm (Mora et al,
2002).

The CSM suggests that interventionists must
identify cues for monitoring efficacy and tim-
ing as well as clarify the meaning of these cues.
For example, diabetics monitoring blood glu-
cose need to know how and when to monitor
as well as what they are monitoring. Diabetic
patients must recognize that blood glucose read-
ings monitor the effects of various behaviors on
their blood sugar levels NOT their diabetes in
general, which is measured by their doctor with
HbA1c levels. Misinterpreting individual blood
glucose readings as measuring diabetes control
unnecessarily raises threat, emotional fears and
disrupts management.

2.1.6 Gender and Age

The prototype of the self and an individual’s ill-
ness history are shaped by the person’s gender
and age. Some of these effects are pronounced,
while others are subtle. Women’s pubertal his-
tory generates a wide array of somatic experi-
ences, interests, and skills in managing health
events (Verbrugge, 1985). Since studies show
that women are more likely to share somatic
experiences, the CSM check process can be seen
as a focus for communication and sharing inter-
pretations of changes in symptoms and function
for women (Gijsbers Van Wijk and Kolk, 1997).
Age introduces two factors for use with the
CSM. First, the aging prototype, a factor encour-
aging the interpretation of gradual and chronic
somatic and functional changes as being due to
age. Second, strategies for managing resources,
such as the previously discussed conservation
strategy (Duke et al, 2002; Leventhal et al, 1993,
1995) and use it or lose it (Leventhal and Crouch,
1997).

3 Methods for Implementation
of the CSM

The difference between concepts when assessed
and when implemented in an experimental

framework was commented upon decades ago
with respect to test anxiety (Mandler and
Kremen, 1958). As this is the case for the con-
cepts in the CSM, our presentation is divided
into two sections, the first describing the instru-
ments available for cross-sectional and longitu-
dinal descriptive studies.

3.1 Description and Prediction
in Cross-Sectional and
Longitudinal Studies

Six sets of factors have proven critical for the
prediction of behavioral and bio-medical mea-
sures in both cross-sectional and longitudinal
studies using the CSM: (1) properties of the
self; (2) checks for comparing experience to pro-
totypes of self and prototypes of illness; (3)
representations of illness; (4) representations of
treatment; (5) the prototypes underlying illness
and treatment representations; and (6) action
plans. The availability of standardized meth-
ods for assessment in these areas differs widely.
The three areas with the strongest empirical
base are representations of illness, representa-
tions of treatment, and the checks involved in
self-appraisal.

3.1.1 Illness Representations

The Illness Perception Questionnaire (IPQ) pro-
vides both long and short forms for the assess-
ment of an individual’s representations of ill-
ness, i.e., the active and dynamic perceptions
and beliefs about illness (Broadbent et al, 2006;
Moss-Morris et al, 2002; Weinman et al, 1996).
The instruments assess the five domains of CSM
illness representations: identity, time-line, con-
sequences, causes, and controllability (Weinman
et al, 1996). Recent versions have included
a factor to assess the respondent’s belief that
his or her representation makes sense, that it
is “coherent” (Moss-Morris et al, 2002). The
instrument has been used in a wide range
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of studies predicting treatment adherence and
health outcomes for multiple chronic conditions
such as asthma (Horne and Weinman, 2002), dia-
betes (Searle et al, 2007), cardiovascular disease
(Horne et al, 2000), rheumatic conditions (Moss-
Morris and Chalder, 2003), and emotional disor-
ders (Fortune et al, 2004). As one would expect,
the five domains also define the properties of
the prototypes underlying the representation of
illness that an individual is actively manag-
ing. Although there may be exceptions (Bishop
et al, 1987), the few studies that have assessed
prototypes used scaling methods (e.g., multidi-
mensional scaling) to identify groups or subsets
of illnesses and have not focused on identify-
ing the specific features of disease prototypes
and whether they match the domains of illness
representations.

The following four advantages and disadvan-
tages of the IPQ are worth noting. First, the
IPQ is flexible. Investigators are encouraged to
add items to specific scales to match the dis-
ease and population being studied. This makes
excellent sense given the variability of experi-
ences and management routines across diseases
and individuals. Second, as is the case with
many “survey”-oriented instruments, the IPQ
relies upon the respondents’ verbal responses.
This may give insufficient attention to the hard,
perceptual-behavioral level of representations
the experiential level that provides the concrete
affordances that cue and guide behavior and
are at best only partially captured by verbal
descriptions. Third, the IPQ represents only one
component of the CSM and it has not been
used to examine specific procedures and action
plans. Investigators have had little or no success
in describing pathways for self-management
by combining the IPQ with measures of cop-
ing styles to test the hypotheses that coping
mediates the relationship of the IPQ to behav-
ior. This is not surprising as representations of
specific actions or procedures, not styles, are
connected to representations of illness. Finally,
it is important to note there are differences
between the assessment of illness representa-
tions using the IPQ and how illness represen-
tations need to be treated when implementing
interventions.

3.1.2 Prototype Checks

Prototype checks are also involved in the forma-
tion of prototypes, though we know of no studies
in this area. Given their function in matching
experience to prototypes, it is not surprising that
the PCs fit within the domains of representa-
tions: symptom pattern and location (identity);
duration and rates of onset and change (time-
lines); injury, ingested food, stress, etc. (cause);
stress, fatigue, pain, dysfunctions, etc. (conse-
quences); and response to intervention (control).
Studies examining medical care-seeking report
extremely robust effects for duration, novelty
(“How long has it been going on?”) (Mora et al,
2002), labeling and consequences (Cameron
et al, 1993), and response to self-management
(i.e., control: Easterling and Leventhal,
1989).

That the sensory properties, severity and loca-
tion of symptoms define a self-checking process
was recognized long before prototype checks
were assigned a formal role in the CSM; national
organizations have and continue to list them
as warning signs of cancer and heart attack. A
recent study examining the delay from symptom
onset to care-seeking for patients subsequently
diagnosed with myocardial infarction makes an
unusually strong case for the independent con-
tribution of each check to care-seeking. The beta
weights in the regression model relating delay
in care-seeking to reports of specific prototype
checks (location, novelty, sensory properties) are
essentially identical to the bivariate correlations
(Bunde and Martin, 2006). Studies are needed
to examine whether prototype checks are truly
independent of one another or operate in clusters
within a domain of illness representations such
as identity or time-line.

3.1.3 Prototype Checks Connect
Representations to Context

Finally, prototype checks play a critical role in
social communication. It has long been known
that people describe the properties of symp-
tom and functional experience when sharing
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information about health (Brody and Kleban,
1981), and do so in clinical visits when describ-
ing presenting complaints and responding to a
review of systems. Thus, prototype checks define
a key component of the mechanism involved in
linking and allowing the social context to share
and shape individual cognition (Greeno, 1998;
Newell and Simon, 1972). In the final section we
will address the critical role of prototype checks
in the implementation of interventions.

3.1.4 Treatment Representations

Our preference is to conceptualize treatment rep-
resentations using the same framework as illness
representations and adapting instruments such
as the IPQ for assessment. A treatment would
have an identity (e.g., label, how to use/take it),
time-lines (e.g., when and for how long to take),
causal factors (e.g., works by removing, killing,
neutralizing pathogenic material), control (e.g.,
cure and control of symptoms and objective indi-
cators of disease), and consequences or costs
(e.g., symptoms or side effects, physical dam-
age, addiction, financial costs, etc.) and benefits
(e.g., life extension, improved quality of life).
Some of the factors assess the initiation of the
treatment, others its expected and/or experienced
outcomes. Although the experiential base of rep-
resentations is more readily specified for the
treatment of ongoing, symptomatic conditions
than for asymptomatic conditions or prevention,
people may “find” or create symptoms to provide
a match between a condition and an experience
and use the symptoms as evidence of treatment
efficacy (Meyer et al, 1985).

To develop an instrument useful for clini-
cal practice, Horne and colleagues (Horne et al,
1999) approached the assessment of perception
and beliefs about medication by factor analyz-
ing the responses to a large pool of items by
patients with different chronic conditions. The
result was two scales addressing the necessity of
medication (medication in general and one’s own
specific medications) and two scales assessing
concerns about medication (medication in gen-
eral and one’s own specific medications) (Horne

et al, 2004). These scales have been used to pre-
dict medication adherence for several chronic
conditions (Horne and Weinman, 1999), and
can be modeled as mediators between repre-
sentations of illness and secondary and tertiary
prevention behaviors. Although the scales gen-
erated by Horne and colleagues do not carry the
labels associated with the five domains of ill-
ness representations, many of the items can be
classified within one of the five. Their approach
also has the advantage of providing treatment
(medication)-specific scales that are easy to use
and meet the criteria for reliability and pre-
dictive validity (i.e., prediction of medication
adherence) (Horne et al, unpublished).

Although the assessment of “necessities and
concerns” regarding specific treatment behav-
iors is useful for predicting behavior and iden-
tifying adherence problems in clinical settings
(Horne, 2003), intervening to enhance adher-
ence requires understanding the representation
underlying a treatment behavior, the cues for
initiating and evaluating action (symptoms ver-
sus objective reading), the time for observing
effects, and the coherence of this representation
with that of the illness. For example, symp-
toms reinforce treatment necessity beliefs if
they are attributed to the illness (Baumann and
Leventhal, 1985; Meyer et al, 1985), but symp-
toms can enhance treatment concerns if they are
attributed to the medication (Cooper et al, 2009).
Similarly, patients who perceive their condition
to be episodic rather than chronic are less likely
to be convinced of the need for regular main-
tenance treatment if they perceive the purpose
of treatment to be palliative (symptom relief)
(Halm et al, 2006; Horne et al, 2009; Horne and
Weinman, 2002). Representations of the risks
(and benefits) of treatment will comprise beliefs
about the timeline for onset of effects (both
positive and negative), their duration and con-
sequences, and the potential for control (e.g.,
over side effects). Moreover, the expectation of
medication side effects may promote a search
for confirmatory symptoms as predicated by the
CSM (Meyer et al, 1985; Nestoriuc et al, 2010).
Necessity beliefs and concerns are also influ-
enced by prototypic beliefs about the properties
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of specific medicines (e.g., effect of symptoms,
time-line for action, consequences and poten-
tial for control of beneficial and adverse effects).
They are also influenced by more general beliefs
about pharmaceuticals as a class of treatment
(i.e., social representations) (Gonzalez et al,
2007; Horne et al, 2009).

4 The CSM: A Conceptual Tool for
Generating Interventions

Four issues must be considered when using
the CSM to design interventions. First,
there are many ways to get from an educa-
tional/behavioral input to behavioral outcomes
that impact objective biological markers.
Second, clinical trials differ from experiments:
experiments target specific pathways. On the
other hand, the typical trial involves a complex
“package” that differentiates the intervention
arm from the control arm. Even when a single
agent is involved (e.g., a drug or blood glucose
monitor), there is typically more than one
pathway in the system from input to output.
Third, the essential ingredient for success will
differ across individuals. Some participants may
need to revise their illness representations (e.g.,
revising their view of the cause of their disease),
others may need to change their behavior for
controlling outcomes (e.g., learning to use an
inhaler), still others may need to change the
targets for assessing outcomes (e.g., using a
glucometer). We would not compare the efficacy
of antibiotics between patients with bacterial or
viral conditions. Nor should we compare the effi-
cacy of behavioral interventions for individuals
for whom they are irrelevant. Fourth, and per-
haps most importantly, interventions often face
the challenging and intriguing task of reframing
recipients’ perceptions. Reframing involves the
following steps: (1) identifying the experiences
(symptoms – presence or absence; functional
and/or affective changes; observed similarities to
others) that match an underlying prototype that
support the individual’s active representation

of a threat (perceived vulnerability, current
condition or absence of a prior condition); (2)
connecting these experiences to a plausible,
alternative prototype. Failure to connect with
an alternative, biologically valid prototype risks
re-activation of the dysfunctional representation.
With these issues clearly in mind, how would
the CSM enhance the design of clinical trials?

4.1 Many Paths to Outcomes:
Focusing Clinical Experiments
and Trials

Feinstein (1984) describes two divergent
approaches to trials, the fastidious and the
pragmatic. The fastidious trial is highly focused,
recruiting a well-defined set of participants of a
specific age and gender who are suffering from
a specific disease for a specific period of time.
These participants are then randomized to either
a specific treatment or an appropriate control,
either an alternative treatment or usual care, with
the goal of altering or remediating a specific
target (e.g., a symptom or measure). By contrast,
the pragmatic trial randomizes participants
varying in age, gender, ethnic background and,
over a lengthy timeframe, compares usual care
to a new treatment to prevent the occurrence
or progression of a specific disease or set of
diseases presumed to respond to that treatment.
Pragmatic trials are preferred by clinicians who
seek answers to questions respecting how to
treat the typical patient in their practice. The
following issues can be raised when looking at
the contrast between fastidious and pragmatic
trails from a CSM point of view.

4.1.1 “Needs” Assessment

The catchment (i.e., where participants are
recruited), whether they are sick and with what,
their educational level, and the physical and
social structure of their home environments
determines what participants bring to clinical
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settings and intervention trials. Within the CSM
framework, these factors will shape measures,
procedures, media, and content used to create an
intervention.

4.1.2 Participant Selection

A clinical trial focused on prevention or dis-
ease management may be carefully designed and
meet many criteria for fastidiousness, but fail
to test its key hypothesis by ignoring factors
specified by the CSM. For example, trials com-
paring the efficacy of blood glucose monitoring
to usual care have produced mixed results (see
McAndrew et al, 2007). As discussed above,
despite high standards of fidelity to treatment
implementation, the three-arm trial conducted
by Farmer and colleagues (2007) showed no
differences in HbA1c values among the inter-
vention and control arms. This trial ignored a
basic premise of the CSM, that there are multiple
pathways to adherence, which limited the possi-
bility of detecting benefits from monitoring. In
fact, care in selecting participants increased the
probability of including individuals who could
manage their behavior at a conceptual level (i.e.,
without monitoring blood glucose). Good prob-
lem solvers can alter their life styles (e.g., food
intake and activity) and use their physician’s
feedback on HbA1c levels as evidence for the
success of their changed life styles, thereby hav-
ing no need for monitoring.

4.1.3 Identifying Moderators and
Mediators

In addition to individual differences in concep-
tual skills and environmental contexts, patients
bring specific problems related to their percep-
tions and beliefs about their condition, possibili-
ties for treatment and control, and the outcomes
they expect to feel and observe with treatment.
As it is assumed that outcomes reflect the impact
of the intervention on patients’ experience-based
belief systems, baseline and repeat assessments

of representations of illness and treatment pro-
vide critical data for identifying moderators of
effects and pathways responsible for treatment
outcomes (Kraemer et al, 2002).

4.1.4 Identifying Gaps and/or Targets
for Change

Neither assessments nor interventions need to
cover every aspect of disease and treatment rep-
resentations for each participant. For example,
in settings where all participants are diagnosed
with and are knowledgeable about a common
disease, studies will focus on treatment repre-
sentations and criteria for evaluating outcomes.
Although illness representations are probably
less important in such settings, it will be impor-
tant to address illness model features that are key
to initiating and maintaining treatment (Baldwin
et al, 2006). For example, whether a chronic
disease is understood and perceived as chronic,
acute, or episodic, whether perceptions and
beliefs about symptoms drive self-management,
or whether the disappearance and/or absence of
symptoms is perceived as a cure negating the
continuation of treatment.

4.2 Implementing Interventions

Because the CSM was generated by the inte-
gration of clinical experience and cognitive-
behavioral theory and data, the conceptual
framework is suitable for generating tai-
lored interventions and developing step-wise
approaches for representations of illness, treat-
ment, and action plans. As limited space pre-
cludes addressing each of these approaches, we
will discuss the general issues involved in the
implementation of interventions in each of these
areas. Implementation of such interventions
involves specification and agreement between
study participant and interventionist regarding
the abstract and concrete features of repre-
sentations and action plans, and, most impor-
tantly, the prototype checks used in checking
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experience against underlying illness schemata.
Interventions need to address and create a valid
match between patients’ perceptions and proce-
dural knowledge, the cognitive affective struc-
tures that underlie behavior, and the words
describing the disease and treatment protocol
(Phillips, 2008). Neither the traditional “medi-
cal” nor the current “patient-centered psychoso-
cial” approach to communication address this
requirement.

4.2.1 Implementing Illness
Representations

To ensure that patients are working with an ill-
ness representation that is biologically valid, it
is critical to ascertain the prototype that appears
to underlie the representation. The checks play
a critical role in this process. An intervention
for “silent” diseases must provide a simple and
convincing illustration that the disease is present
when the patient is asymptomatic. For exam-
ple, to illustrate the inadequacy of symptoms to
predict hypertensive status, patients could take
their blood pressure upon arising from a good
night sleep. In this situation the context (post-
sleep) and check for a prototype of wellness
(feeling rested) would be inconsistent with the
elevated reading they are sure to get if they
are hypertensive. For asthma, a chronic condi-
tion that manifests episodically, a simple, vivid
analogy of inflammation would be valuable for
explaining the episodic nature of a chronic con-
dition (you may not feel a sore on your arm
till I touch you: when dust touches your lungs,
you feel it). Finding a familiar, alternative pro-
totype is critical for reframing both the meaning
of symptoms (disease is chronic) and behavioral
control. Alternatively, prototypes can be found to
re-map symptoms for multiple conditions (e.g.,
chest pain can be reframed from heart diseases
to chondritis).

Reframing is most successful when symp-
toms are connected to an explicit and plausible
alternative prototype using the prototype checks
that created the initial, biologically invalid rep-
resentation (Rubin et al, 2005). However, not

every patient will require concrete evidence,
which may be difficult or impossible to gen-
erate for some disorders. Creating alternative
prototypes where none currently exist is a chal-
lenge that has yet to be addressed empirically.
Incorporating concrete evidence into an inter-
vention ensures that patients and interventionists
are using the same cues (e.g., symptom by loca-
tion, pattern, and/or meter readings) and the
same explicit time frames (e.g., onset and/or
duration). Measurement of prototypes at base-
line can be used in analyses as moderators and
changes in illness prototypes as mediators.

4.2.2 Implementing Treatment
Representations

The steps involved in the implementation of
interventions that target treatment representa-
tions overlap with many of the steps in cog-
nitive behavioral therapy. The response in a
treatment protocol needs to be defined and prac-
ticed. Implementation guided by the CSM makes
use of feedback and feedforward principles: it
requires defining and experiencing the sensa-
tions involved in performance of the response,
anticipated sensations or benefits, and the time
frames for experiencing them. For example, a
patient with asthma needs to know how to hold
the inhaler, to breathe deeply, and to feel sensa-
tions deep in the chest when inhaling. The same
patient also needs to know how often to engage
in this process and when she/he is likely to notice
benefits (e.g., what to feel when climbing steps
or to observe in peak flow readings, and how
many days it will take before observing change).
Musculoskeletal treatments have similar prop-
erties. The steps in the exercise regimen must
be defined and practiced, the sensory properties
associated with appropriate performance must be
kept in mind, the anticipated outcomes and time
frames before benefits must be clear. The imple-
mentation is defined by the prototype checks that
link experience to abstractions, that is, sensa-
tions in locations and time frames in response to
intervention.
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Causal features and consequences will be crit-
ical for specific interventions. For example, asth-
matics may be concerned about causal features
and consequences of corticosteroid use because
the term steroids evokes consequences seen in
athletes’ drug use, and inhaling is perceived
as similar to using other substances, eliciting
fears of addiction. Similarly, conceptualizing
cancer as caused by either gene mutations (e.g.,
BRCA1) or behaviors (e.g., smoking) may result
in very different post-treatment monitoring and
management behaviors. As behaviors can be
altered, a belief in behavioral causes could
encourage patients to quit smoking, engage in
regular exercise, and/or follow a healthy diet.
On the other hand, genes are associated with
immutability, which could lead to inaction.

4.2.3 Implementing Action Plans

Implementation of action plans involves trans-
lating the words in a guideline for screening
or treatment into specific actions that occur at
specific places and times in the patient’s environ-
ment (Leventhal et al, 1965, 1967). The checks,
location, time, and sensory/perceptual events
experienced during performance and experi-
enced outcomes are central to the translation pro-
cess. Adherence to daily medication for blood
pressure control requires translating each com-
ponent of the protocol into the environment
where the patient is expected to act. For exam-
ple, “take the pill” means keeping the pill where
you have a glass of water handy (i.e., loca-
tion). Similarly, “take it in the morning” (i.e.,
time-line) means eliciting the patient’s morn-
ing routine (e.g., does the patient have breakfast
every morning?) and fitting the pill into that rou-
tine (e.g., if a patient always has juice before
leaving home, the medication should be placed
adjacent to it). Actions are performed in the
physical environment; the words used by execu-
tive processes can serve to review and improve
the relationship between the environment and
the action (e.g., make sure the pills are where
you will see them so you do not have to think
about it).

The sensory properties of pill taking are
innocuous and unlikely to need explaining; that
is not the case for the sensory properties of
the outcomes! Knowing what to look for and
when to experience it (i.e., time-line for results)
will enhance experiencing benefits and detection
of risks (i.e., consequences). Detecting optimal
locations and time for performance to gener-
ate action plans for the management of muscu-
loskeletal problems is more complex than taking
a pill. In these cases, the environmental matching
(location; time to perform; duration of perfor-
mance) needs to be matched to the sensory
properties of the action at both sides (input and
output) of the control process. The location, tim-
ing, and duration of the action can facilitate or
pose barriers to detecting the sensory patterns
essential for effective performance. For exam-
ple, if a patient is instructed to walk everyday,
it is important to consider whether the patient
has the space and time to safely carry out the
intervention. If the patient works and lives in an
unsafe neighborhood, he or she cannot imple-
ment a walking-based treatment in the same way
as a non-working patient living in an affluent
neighborhood (King et al, 2008).

4.3 Practitioner Participant
Relationships: Executive Function
and Expert Performance

Although we have focused on the details of
assessing and intervening in the realm of experi-
ence and behavior (affordances) for illness man-
agement by patients and practitioners, the CSM
does not ignore the role of executive function-
ing in this process. The most important area
in which the CSM addresses executive func-
tion concerns its suggestions about how the
roles and relationships among practitioners and
patients will affect the possibility of achieving
expertise in management. These suggestions are
based on the assumption that practitioners and
patients are striving to develop shared models of
an illness threat and an agreed upon approach
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to threat reduction. We have stressed the role
of prototype checks in the process of infor-
mation sharing. Prototype checks are important
from the clinic visit through the health pro-
motion message to conversations with family
members and friends. Questions about proto-
types help clinicians and family members gen-
erate hypotheses about the nature of the problem
and treatment. When the interlocutor is a physi-
cian, the information exchanged sets the stage
for a bio-medical appraisal of the presenting
problem, the conduct of the physical examina-
tion, and ordering objective tests if necessary.
When the interlocutor is a layperson, the infor-
mation is appraised in a common-sense frame-
work, absent actual experience accompanying
the reports of the problems’ features. The pro-
totype checks involved in this process extend
beyond those involved in appraising deviations
from the “normal self”; they include an array
of checks specific to the social comparison pro-
cess. Specifically, how does the self compare
to a parent, sibling, or other relative similar
in physical properties (e.g., weight, breast size)
and emotional temperament (e.g., sanguine, anx-
ious). The appraisal process includes checks on
similarity between relatives and self regarding
physical and emotional properties perceived as
disease-relevant (Leventhal et al, 2007).

4.3.1 Executive Function

Both the CSM and current trends in clinical
practice and medical education (de Ridder et al,
2007; Michie et al, 2003) recognize that open-
ness and listening (Baron, 1985) in a trusting and
respectful relationship is essential for commu-
nication and developing shared models. Mutual
respect and trust provide a context within which
the clinician and patient share essential details
for linking experience to credible illness and
treatment prototypes, and forming action plans
relevant to the patient’s environment. Respect
and trust can be gained through working and
communicating within the patient’s common-
sense framework. However, respect and trust

are not sufficient to produce the content essen-
tial for behavioral change and favorable health
outcomes. To maintain trust and shared per-
spectives, practitioners and patients must recog-
nize that the fit between diagnoses, treatments,
and expected outcomes leads to questions about
the nature of the diagnoses as well as ques-
tions regarding the appropriateness of treatment
and its outcomes. Questioning involves exec-
utive function, that is, the deliberative and/or
automatic consideration and testing of alterna-
tives. For patients, this means the evaluation of
the fit of experience to alternative prototypes,
considering and trying alternative self-selected
“treatments” to evaluate alternatives. Failure to
recognize and share these processes can disrupt
the trust essential to the treatment relationship.

The CSM points to at least four areas in
which failure to recognize the operation of exec-
utive function can create difficulties for man-
agement disrupting adherence and trust. First,
it takes time to develop expertise. The time
frame set for avoidance and control of health
threats by a patient’s executive function is often
extremely unrealistic. The history of manage-
ment of acute diseases teaches that satisfac-
tory outcomes, including cure and alleviation
of symptoms and risk, should be achieved in
days or hours. Patients need to understand that
it may take weeks, months, or even years to
become expert and move from conscious and
deliberate disease management to operation on
an automatic, perceptual basis. Unless the threat
to life is immediate, clinicians and intervention-
ists need to provide long-term, realistic time
frames with sequential goals.

Second, it is critical to address the percep-
tual space in which action occurs! Verbally ori-
ented patients and practitioners expect words to
automatically transfer to performance. However,
words do not fully, and often not even partially,
define performance. This disconnect can lead
to a breakdown in trust and shared goals. The
perceptual space includes internal somatic rep-
resentations. For some diseases (e.g., arthritis),
recognition and readiness to respond to the inter-
nal perceptual framework may be more impor-
tant than developing a view of the environment
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for performance. Third, executive function, skill-
ful though it may be, often focuses on limited
features of the problem-solving process. Many
current theoretical models focus on skills (i.e.,
the physical action) with insufficient attention to
the context in which action takes place. Expert
performance in soccer requires not only know-
ing how to dribble or shoot the ball but also how
to perceive the position of opponents (disease)
and team members (treatments) and judge when
to shoot (self treat) and when to pass (ask ques-
tions and get advice). Behavioral skills are not
sufficient. The executive self, conscious that it
doesn’t know what to do, may be unaware that
expertise in self-management requires percep-
tual and cognitive skills involved in identifying
cues and time frames for action and cues and
time frames for evaluating feedback. This must
be shared.

Finally, a patient and family will need input
from multiple sources (e.g., primary and spe-
cialty care, dietician, and exercise specialists)
and the inclusion of the family and/or social
network to become expert in managing chronic
illnesses like asthma, congestive heart failure,
and diabetes. To create shared management, the
CSM raises the challenge of creating an effi-
cient and effective “language” that is intelligible
to all parties, free of jargon and that addresses
the internal and external environments for per-
formance. In short, the language must integrate
words and sentences (the abstract level) with
perceptions and/or images (the concrete level)
of how, where, and when to act, as well as
what to expect following action and when and
how to see and recognize benefit and/or risk.
Health literacy, whether for primary, secondary
or tertiary prevention, is a multi-person affair;
it requires literacy by providers for patients and
families and literacy by patients and families for
providers.
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Chapter 12

Conceptualization, Measurement, and Analysis
of Negative Affective Risk Factors

Timothy W. Smith

Since long before the inception of behavioral
medicine as a scientific field, negative emotions
have been described as contributing to the devel-
opment and course of serious physical illness. A
substantial and growing body of research now
supports this hypothesis (Smith and MacKenzie,
2006; Steptoe, 2007a; Suls and Bunde, 2005).
Among the specific negative affects studied,
anger and related constructs (e.g., hostility) have
the longest history of research, especially in car-
diovascular disease (Chida and Steptoe, 2009;
see Chapter 13). More recently, depression has
emerged as a major research focus as a risk fac-
tor for the development and adverse course of
physical illness (Nicholson et al, 2006; Steptoe,
2007b). Anxiety and related constructs (e.g.,
worry) are increasingly documented as having
similar effects (Roy-Byrne et al, 2008; Suls and
Bunde, 2005). Whether studied as symptoms
of emotional distress, diagnosed mood or anx-
iety disorders, or related personality traits, it is
increasingly clear that these affective character-
istics pose significant health risks.

Yet, inconsistencies in this literature under-
score the need for additional research (c.f.,
Nicholson et al, 2006), especially since some
intervention trials based on these associa-
tions have not demonstrated expected health
benefits (e.g., ENRICHD Investigators, 2003).
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Nonetheless, management of negative emotions
and stress can potentially improve health out-
comes (e.g., Linden et al, 2007). As a guide
to future research, this chapter reviews impli-
cations of the fact that these negative affective
characteristics are often closely related, despite
distinct labels and clear conceptual differences.
Until recently studies have typically examined
only one such characteristic at a time. As a
result, observed associations could reflect the
individual risk factor studied, a closely related
but unmeasured affective trait, or a broader indi-
vidual difference in propensity to negative affect
(Suls and Bunde, 2005).

Studies of the overlapping versus indepen-
dent nature of associations between multiple
negative affective characteristics and health out-
comes are important not only in providing more
precise answers to age-old questions about neg-
ative affect and physical health, but also for
the design of interventions. In order to select
or develop maximally useful treatments, it is
important to determine if one of the individ-
ual negative affects is the predominant influence
on health, if multiple specific affects are impor-
tant, or if the observed associations reflect the
role of a broader disposition to experience nega-
tive affect generally. The present chapter reviews
the conceptual, measurement, and data analytic
challenges in producing this more refined under-
standing.

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_12, 155
© Springer Science+Business Media, LLC 2010
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1 Overview of Recent Research

As in much of the literature on the health conse-
quences of negative affect, the endpoints exam-
ined in studies of anger have predominantly
included not only cardiovascular diseases such
as coronary heart disease (CHD) and stroke but
also other specific illnesses and all-cause mortal-
ity. A recent quantitative review found a signifi-
cant association between initial levels of anger,
hostility, and related traits and the subsequent
development of CHD in initially healthy popu-
lations, as well as with negative outcomes (e.g.,
cardiac death, recurrent events) among patients
with pre-existing CHD (Chida and Steptoe,
2009). Similar conclusions have been reached in
quantitative (Nicholson et al, 2006) and qualita-
tive reviews (Lett et al, 2007; Steptoe, 2007b)
of the association of depression and CHD. The
smaller and less conclusive literature on anxiety
suggests similar effects (Roy-Byrne et al, 2008;
Suls and Bunde, 2005).

The few studies addressing the overlapping
versus independent nature of these associations
have produced mixed results. Frasure-Smith
and Lesperance (2003) found that symptoms
of depression predicted recurrent cardiac events
among post-myocardial infarction patients, but
anxiety and anger did not. A measure of general
negative affectivity identified via factor analy-
sis of the depression, anxiety, and anger scales
also predicted cardiac events. When consid-
ered simultaneously, depressive symptoms and
the negative affectivity factor were both sig-
nificant predictors. In patients with coronary
artery disease, Frasure-Smith and Lesperance
(2008) found that diagnosed major depressive
disorder (MDD) and generalized anxiety disor-
der (GAD) were both independent predictors of
subsequent cardiac events. Further, co-morbid
MDD and GAD did not increase risk beyond
either condition occurring in isolation. Although
self-reported symptoms of anxiety and depres-
sion also predicted coronary events, most of
the risk associated with elevated symptoms was
accounted for by diagnosed MDD or GAD.
Other studies of CHD patients have found that

both anxiety and depressive symptoms predict
outcomes such as re-hospitalization (Tully et al,
2008a) or that only anxiety had significant
effects (Tully et al, 2008b).

Studies of pre-clinical coronary disease (i.e.,
atherosclerosis) and the initial onset of CHD are
similarly mixed. For example, Stewart and col-
leagues (2007) found that depressive symptoms
predicted progression of carotid atherosclerosis,
whereas anxiety and anger did not. In contrast,
Smith et al (2008) found that individual differ-
ences in anxiety and anger were independently
associated with asymptomatic coronary artery
disease in outwardly healthy adults, but depres-
sion was not. In a study of initially healthy men,
Kubzansky and colleagues (2006) derived scales
from the Minnesota Multiphasic Personality
Inventory – 2 to assess specific symptoms of
anxiety, depression, and anger, attempting to
minimize their overlap. Using these novel scales,
they found that self-reported anxiety, depression,
and anger each predicted CHD when considered
individually, as did a measure of general emo-
tional distress that contained items reflecting all
three of these negative affects and general emo-
tional distress. When the four scales were con-
sidered simultaneously, only anxiety and gen-
eral distress predicted CHD. In another report
from this study sample, a self-report measure
of general anxiety predicted incident myocardial
infarction when controlling several other nega-
tive affective risk factors (e.g., depression, anger,
hostility), whereas these other traits did not have
significant effects when anxiety was controlled
(Shen et al, 2008). In a sample of male veterans,
Boyle and colleagues (2006) found that anxi-
ety, anger, and depression individually predicted
CHD onset, but none of these characteristics
predicted CHD when considered simultaneously.
Further, a composite measure of general negative
affect was the strongest predictor.

Grossardt et al (2009) found that higher
scores on MMPI-based scales assessing anxiety,
depression, and pessimism were each associ-
ated with increased risk of all-cause mortality
when considered separately, as was a gen-
eral distress scale that combined these indi-
vidual predictors. When anxiety, depression,



12 Conceptualization, Measurement, and Analysis of Negative Affective Risk Factors 157

and pessimism were considered simultaneously,
depression and pessimism independently pre-
dicted increased risk of death, whereas anxiety
was inversely associated with mortality. Finally,
Phillips et al (2009) found that both diagnosed
MDD and GAD predicted all-cause mortality
and co-morbid MDD/GAD was associated with
particularly increased risk.

Clearly, additional research is needed on the
initial development of disease and mortality
among initially healthy samples. As in the case
of the course of established disease, the rel-
ative importance and overlapping versus spe-
cific nature of the associations between negative
affective characteristics and the initial develop-
ment of disease are presently not clear. There
is intriguing, albeit preliminary evidence that
general emotional distress may be an important
predictor of later disease.

2 Conceptual Foundations

Effective measurement and analysis of negative
affective risk factors must be based on a clear
and empirically supported conceptual model of
this domain (McFall, 2005). Without a sound
conceptual structure describing these risk fac-
tors, the process of measurement is likely to
be flawed and quantitative analysis often ill
informed. Terms reflecting these negative affec-
tive traits and related constructs are often used
without careful reference to such conceptual
matters. Yet, useful conceptual distinctions are
available from theory and research on emotion,
personality, and psychopathology.

2.1 Essential Distinctions

2.1.1 Distinctions Among Negative Affects

Virtually all descriptions of basic emotions dis-
tinguish among anxiety and related emotions
(e.g., fear), depression and related emotions
(e.g., sadness), and anger (e.g., Beck, 1976;

Izard, 1991; Lazarus, 1991). In contrast to a
state of calm relaxation, anxiety reflects nervous-
ness, tension, apprehension, and at the extreme
is characterized by dread. In contrast, depression
involves sadness, sorrow, unhappiness, and at
the extreme includes despair. Anger varies from
mild irritation and annoyance to rage. These
emotional constructs are also distinguished in
terms of the cognitive content that accompa-
nies them. Threat and perceived vulnerability to
harm are associated with anxiety; loss, depri-
vation, separation, hopelessness, and failure are
associated with depression; and frustrated goals,
interpersonal transgression, and victimization
are associated with anger (Beck, 1976; Lazarus,
1991).

2.1.2 Distinctions Among Types of
Affective Phenomena

These affective characteristics can also be dis-
tinguished in terms of the forms they take,
ranging from brief experiences well within nor-
mal emotional experience to more enduring
and dysfunctional conditions. Episodes of spe-
cific emotion (e.g., anxiety, anger) can be rel-
atively brief, and are often studied as precipi-
tants of negative health outcomes such as acute
coronary events (Bhattacharyya and Steptoe,
2007). Such episodic emotions can be distin-
guished from moods, in that emotions are briefer,
more intense, and more strongly related to both
behavioral response tendencies and physiologi-
cal changes (Watson, 2000).

There are stable individual differences in the
experience of negative affect and most com-
prehensive conceptual models or taxonomies
of personality traits include related dimensions
labeled neuroticism (Costa and McCrae, 1992;
Eysenck, 1952) or negative affectivity (Watson
and Clark, 1984). These traits contrast individ-
uals who are generally calm and emotionally
stable with those who are prone to frequent,
pronounced, and prolonged episodes of negative
affect – often in response to lower levels of sit-
uational precipitants. Neuroticism also includes
non-affective aspects such as self-consciousness
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and feelings of vulnerability, inferiority, or inse-
curity, whereas trait negative affectivity does
not. Related conceptual models focus on more
specific emotional dispositions, such as trait anx-
iety or trait anger. These more specific affective
individual differences are seen as lower order
components or “facets” of the broader trait of
neuroticism (Costa and McCrae, 1992) or neg-
ative affectivity (Watson and Clark, 1984).

In psychopathology research, a distinction is
made between emotional distress and diagnos-
able emotional disorders. Individuals can report
elevated levels of emotional distress, without
meeting the criteria for an emotional disorder.
Elevated symptoms are also presumed to be less
enduring than those seen in related personal-
ity traits and diagnosable disorders are typically
seen as related to but distinct from personality
traits in their severity, related symptoms, and
associated levels of dysfunction or impairment.

2.2 Empirical Challenges to
Conceptual Distinctions

Although anxiety, depression, and anger can be
clearly distinguished at a conceptual level, as can
their various forms (i.e., symptoms, personality
traits, and diagnosable disorders), these distinc-
tions are difficult to support empirically (Suls
and Bunde, 2005). Hence, research faces a diffi-
cult task in parsing what has been labeled a “big
mush” of negative affective risk factors (Ketterer
et al, 2002).

2.2.1 Specific Symptoms Scales Are Often
Indistinguishable

This issue is illustrated by the high correlation
between self-report inventories intended to mea-
sure symptoms of depression and those intended
to assess symptoms of anxiety. In the parlance
of construct validation (Campbell and Fiske,
1959), correlations between measures of anxi-
ety and depression (i.e., hetero-trait correlations)

often equal the correlations between multiple
measures of either of these constructs consid-
ered alone (i.e., mono-trait correlations). This
indicates a troublesome lack of discriminant
validity, a key component of construct validity.
Multiple studies across a variety of populations
and measures suggest that despite their distinct
labels, measures of anxiety and depressive symp-
toms are more accurately interpreted as assess-
ing a single dimension of emotional distress
or negative affectivity (Feldman, 1993; Watson,
2009a). This problem has been acknowledged in
psychopathology research for many years, but
researchers in behavioral medicine often still
interpret measures of depressive symptoms or
anxiety as if they assessed the specific character-
istic indicated by the scale label. Block (1995)
refers to this interpretive error as the “jangle fal-
lacy” in which distinct scale labels are accepted
as evidence that distinct constructs are mea-
sured, when in fact it is an unrecognized instance
of imprecisely labeled scales assessing highly
overlapping if not equivalent constructs.

Some anxiety, depression, and anger scales
demonstrate the expected structure of three
distinct but closely correlated components,
including expected patterns of convergent and
discriminant validity (i.e., mono-trait correla-
tions significantly larger than hetero-trait corre-
lations) (e.g., Costa and McCrae, 1992; Watson
et al, 2008). However, these measures of nega-
tive affective traits are still closely related, sug-
gesting that associations of health outcomes with
one might reflect the others.

In analyses of convergent and discriminant
validity, anger is often more easily distinguished
from anxiety and depression than the latter are
from each other. Although a strong case can be
made for anger as a component of neuroticism
and negative affectivity (Costa and McCrae,
1992; Watson, 2009b), there is also mount-
ing evidence that it has distinct motivational
underpinnings relative to anxiety and depression
(Carver and Harmon-Jones, 2009). Although
anger may be easier to distinguish conceptually
and psychometrically, this affective characteris-
tic is consistently related to both anxiety and
depression. Hence, its associations with health
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could easily overlap with the other two aspects
of negative affect (Suls and Bunde, 2005).

The overlap among anxiety, depression, and
anger is also seen in their cognitive correlates.
Each of these negative affects is associated with
the hypothesized cognitive aspects of anxiety
(i.e., threat, vulnerability to harm), depression
(e.g., loss, failure), and anger (e.g., transgres-
sion by others, victimization). However, in some
cases associations with the hypothesized spe-
cific cognitive content are detectably larger than
the non-specific associations (Beck and Perkins,
2001; Smith and Mumma, 2008).

2.2.2 Symptoms of Emotional Distress
Overlap with Personality Traits

Inventories assessing symptoms of emotional
distress typically ask respondents to rate symp-
toms during the past 1 or 2 weeks. This pre-
sumably increases the likelihood of capturing
symptoms of distress and disorder and decreases
the likelihood that scores will reflect more
stable characteristics (i.e., personality traits).
Researchers sometimes place undue confidence
in this distinction, as scores on such symp-
tom measures include substantial levels of sta-
ble variance as well as the intended, fluctu-
ating states (Kenny and Zautra, 1995). This
has been well documented in studies of anxi-
ety, depression, and their co-occurrence (Cole
et al, 1998; Dumenci and Windle, 1996). Hence,
interpretation of symptom measures as assessing
something clearly distinct from personality traits
represents another example of the jangle fallacy.

Interestingly, although measures of trait neu-
roticism or negative affectivity demonstrate high
levels of temporal stability (i.e., test–retest relia-
bility) from during to after an episode of depres-
sion, mean scores are significantly elevated dur-
ing the episode (Costa et al, 2005; De Fruyt et al,
2006). Hence, measures intended to capture only
stable individual differences in negative affect
(i.e., personality traits) also reflect at least to
some extent fluctuating symptoms of emotional
distress. Here again, uncritical acceptance that
these trait measures assess the intended category

of affective phenomenon – and only that phe-
nomenon – are not entirely warranted.

2.2.3 Emotional Disorders and Personality
Traits Overlap

Associations between personality traits related
to negative affect and diagnosable psychopathol-
ogy (i.e., mood and anxiety disorders) are
not surprising. Elevated neuroticism is a com-
mon feature in depression and anxiety disorders
(Weinstock and Whisman, 2006). This associa-
tion can reflect a causal influence of neuroticism
on subsequent risk for these disorders, the effect
of the disorders on fluctuations in neuroticism
scores as described above, or the fact that per-
sonality traits and forms of psychopathology
involving negative affect may fall on a common
spectrum (Widiger and Smith, 2008). Although
most research of this type involves anxiety and
depression, preliminary evidence suggests that
clinically diagnosable anger disorders (i.e., inter-
mittent explosive disorder) are associated with
personality traits involving anger and aggressive
behavior (McClosky et al, 2008).

This overlap between personality and diag-
nosable psychopathology suggests that associa-
tions of one type of affective characteristic with
health outcomes might easily overlap with – or
perhaps even largely reflect – the other. For
example, given that MDD and GAD are com-
mon in medical populations (Benton et al, 2007;
Goodwin et al, 2009), some of the variance in
trait neuroticism scores in studies of the course
of disease could reflect psychopathology rather
than normal personality, per se. Similarly, asso-
ciations of diagnosed emotional disorders with
health outcomes could also reflect related per-
sonality traits (i.e., neuroticism, negative affec-
tivity).

2.2.4 Diagnosed Emotional Disorders Are
Not Discrete Categories

An underlying assumption of diagnostic sys-
tems such as the DSM-IV (American Psychiatric
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Association, 1994) is that these disorders are
discrete entities that are qualitatively distinct
from sub-threshold levels of related symptoms.
In this view, for example, elevated levels of
depressive symptoms below the threshold for
MDD or even dysthymic disorder are qualita-
tively distinct from the diagnosable conditions.
That is, taxonomies of discrete categorical diag-
noses suggest that these disorders exist as natural
types, rather than simply more severe levels of
otherwise continuous distributions of symptoms.

Recent quantitative taxometric analyses of
anxiety and mood disorders have produced con-
flicting results regarding this issue. Some studies
suggest that MDD exists as a discrete category or
taxon (Ruscio et al, 2009), whereas others sug-
gest that depressive symptoms are a continuous
dimension with no “natural breaks” indicative
of discrete categories (Prisciandaro and Roberts,
2005). Similarly, there is evidence for both the
discrete category of anxiety disorders (Kotov
et al, 2005) and the continuous dimensions of
anxiety severity (Broman-Fulks et al, 2006).
Presently, the view of anxiety and mood dis-
orders as discrete categories as opposed to the
extreme of continuous distributions of symptoms
is open to question (Haslam, 2007). It is possible
that such categories reflect professional conven-
tions more than natural types. Hence, studies
of diagnosed categorical disorders as risk fac-
tors might mask continuous effects of symptoms
severity, perhaps artificially dichotomizing that
risk dimension.

Studies of diagnosable disorders as risk fac-
tors are also complicated by the high degree
of co-morbidity. Depressive disorders are quite
commonly co-morbid with GAD (Kessler et al,
2008; Moffitt et al, 2007). Depressive disor-
ders are also often co-morbid with other anxiety
disorders (e.g., post-traumatic stress disorder),
though less so than with GAD (Watson, 2009a).
Anger and closely related emotional symptoms
such as irritability are common in depressive
disorders, and their co-occurrence with depres-
sion is further associated with increased like-
lihood of co-morbid anxiety disorders (Fava
et al, 2009). The DSM-IV diagnosis most specif-
ically related to anger and aggressive behavior

(i.e., intermittent explosive disorder) is also quite
commonly co-morbid with MDD and anxiety
disorders (Kessler et al, 2006). Hence, associa-
tions of one of these diagnosed disorders with
health outcomes might overlap with one or both
of the others.

The close association between anxiety and
depression in general, and between MDD and
GAD in particular, has prompted efforts to revise
the related conceptual models and diagnostic
frameworks. In one influential alternative, Clark
and Watson (1991) suggested that anxiety and
depression share a common core of general
negative affect. Depression combines this core
with low levels of positive emotionality (i.e.,
anhedonia). In contrast, anxiety combines neg-
ative emotionality with high levels of physio-
logical hyperarousal. This overlap has prompted
calls for reorganization in the classification of
the mood and anxiety disorders. Specifically,
Watson (2005) has argued that the mood and
anxiety disorders should be collapsed into a
broad category of emotional disorders, with
three subclasses: bipolar disorders, distress dis-
orders (i.e., MDD, dysthymic disorder, GAD,
post-traumatic stress disorder), and fear disor-
ders (i.e., panic disorder, agoraphobia, social
phobia, specific phobia). The extensive evidence
regarding the overlap of anxiety and depressive
disorders suggests that studying these risk fac-
tors individually implies an unjustified level of
specificity and efforts to test their independent
associations with health likely involve a forced
separation of naturally co-occurring phenomena
rather than an easily justified effort to carve
nature at its joints.

2.3 Implications

This brief review demonstrates two types of
confounding that complicate research on neg-
ative affective risk factors. First, when anxi-
ety, depression, or anger is studied separately,
observed results may overlap with the other,
unstudied risk factors. Second, when symptoms
of emotional distress, affective personality traits,
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or diagnosable disorders are studied separately,
observed results may overlap with the other
types of affective constructs. As noted above,
this complicates translation of research on these
risk factors into interventions, as specific emo-
tional targets and optimal populations are not
yet well defined. Hence, future research must go
beyond the single-risk factor approach.

3 Measurement

In this future research, measurement of the affec-
tive risk factors will be a critical consideration.
As noted above, measurement must be founded
on a well specified and empirically supported
model of these constructs (McFall, 2005; Smith,
2007).

3.1 Models of the Domain

The simplest model that accommodates the evi-
dence described above is presented in Fig. 12.1a.
Anxiety, depression, and anger should be con-
sidered, as well as the various forms they take.
Comprehensive assessment of all of the result-
ing constructs might not be feasible in any given
study, but the matrix depicted in Fig. 12.1a
at a minimum serves to illustrate the range
of alternative interpretations for any given set
of measures. Figure 12.1b presents an alterna-
tive based on the more recent models of the
overlapping and specific features of anxiety,

depression, and anger. The common core of
negative affective symptoms, traits, or even re-
conceptualized disorders could be measured,
along with more specific distinguishing char-
acteristics (e.g., anhedonia, physiologic hyper-
arousal).

3.2 Evaluating Measures

As discussed above, associations among anxiety,
depression, and anger are to be expected, as are
associations among symptoms, traits, and disor-
ders. Therefore, even large associations between
such measures do not by themselves challenge
their construct validity; specifically, it is not nec-
essarily evidence of poor discriminant validity.
Rather, such associations are problematic only if
they are as large as those between multiple mea-
sures of a single construct. That is, correlations
among measures of anxiety, depression, and
anger are expected, but they should be smaller
than correlations among multiple measures of
any individual affective construct if those mea-
sures are intended to support inferences about
specific affective constructs.

Theory-based predictions about the relative
magnitude of associations among measured vari-
ables provide the basis of strong, a priori tests
of measurement models using structural equa-
tion modeling and related techniques. Valid
inferences about the relative importance or
independence of effects involving any specific
affective construct require evidence that those
constructs are, in fact, measured with at least

Personality Traits

Emotional Symptoms

Emotional Disorders

Anxiety Depression Anger
A

Personality Traits

Emotional Symptoms

Emotional Disorders

Specific Symptoms

Anxiety Depression Anger
General
Factor

B

Fig. 12.1 (a) Conceptual framework for overlapping negative affective risk factors. (b) Alternative framework
including general and specific aspects of negative affect
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some degree of specificity. Other theory-based
tests of measurement models should also include
specific a priori hypotheses, such as the greater
temporal stability of personality measures as
compared to symptom measures, or the dis-
continuous nature of diagnostic categories. The
strength of the evidence regarding associations
between affective risk factors and health out-
comes hinges on this often overlooked step of
careful testing of well-articulated measurement
models, and the ability to measure overlapping
constructs with adequate specificity is essen-
tial in the eventual development of optimally
focused interventions.

Symptoms of emotional distress include not
only affective phenomenon but also physi-
cal symptoms, such as the fatigue associated
with depression and the racing heart associ-
ated with anxiety. Some evidence suggests that
such somatic symptoms of emotional distress
are better predictors of health outcomes than
are cognitive or affective symptoms (e.g., Linke
et al, 2009; Stewart et al, 2007). It is possible
that this pattern indicates that somatic symp-
toms of emotional distress actually reflect the
presence or severity of underlying medical ill-
ness or co-occurring inflammation (Dantzer et al,
2007), rather than emotional distress per se.
Analyses of the relative importance of somatic
and non-somatic symptoms of distress will be
more informative if the meaning of somatic
symptom measures is carefully established in
measurement research.

3.3 Considering Temporal Factors
in the Measurement Strategy

Most studies in this area assess negative affec-
tive risk factors only at one point in time, yet
temporal aspects of these risk factors may be
important. For example, using multiple waves
of personality assessment, Mrocek and Spiro
(2007) found that high initial levels of neu-
roticism accompanied by further increases was
a stronger predictor of mortality than other

patterns. Multiple measurement occasions can
also help disentangle transitory symptoms and
personality traits. Further, prior histories of emo-
tional disorder can provide incremental predic-
tive utility over current assessments of symptoms
and disorders in studies of health risks (Agatisa
et al, 2005; Rutledge et al, 2006). Many if not
most episodes of MDD are recurrent episodes
(Coyne et al, 1999), but reports of prior episodes
are often unreliable (Coyne et al, 2001).

3.4 Methods of Measurement

The vast majority of studies of negative emo-
tions as risk factors for poor health outcomes
rely on self-reports of anxiety, depression, or
anger. This approach assumes that participants
are willing and able to provide generally accu-
rate descriptions of their emotional functioning.
Even interview-based assessments (e.g., struc-
tured diagnostic interviews) rely heavily on what
participants are willing and able to report. A
small but growing literature suggests that self-
reports of these risk factors have less predictive
utility than do other methods, such as ratings
provided by significant others (c.f., Smith et al,
2008). Hence, reliance on self-reports could
produce an underestimate of the importance
of negative affective risk factors. Here again,
design and implementation of optimal interven-
tions would be facilitated by attention to basic
issues in measurement.

4 Analysis

Clear conceptual models of negative affective
characteristics are also essential as guides to
statistical analyses, as future research must dis-
entangle associations involving inherently inter-
related or confounded influences on health.
There are many procedural and interpretive chal-
lenges in using statistical control to address such
confounds (Christenfeld et al, 2004), some of
which stem from limitations in measurement.
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For example, limited reliability or validity of
measures of confounding factors can result in
their “under-correction” and residual confound-
ing. However, even when measurement limita-
tions are minimized, major challenges remain.

4.1 Approaches to Confounding
and Statistical Control

As noted above, analysis of a single affective risk
factor creates obvious alternative interpretations;
observed associations could involve not only the
measured risk factor but also an unmeasured but
correlated affective characteristic or a general
affective characteristic. Further, these alternative
risk factors could involve symptoms, traits, or
disorders. These interpretive ambiguities inher-
ent in the “one-at-a-time” approach are a clear
impediment to progress. Inclusion of multiple
affective risk factors raises the issue of optimal
approaches to statistical analysis. Automated
step-wise procedures in which predictors (e.g.,
symptoms of anxiety, depression, or anger) are
entered into the analysis in order of magnitude
of their association with the outcome (e.g., inci-
dent CHD) have severe limitations (see Chapter
54). When predictors are closely correlated, triv-
ial differences in effect sizes across samples can
result in highly unstable results. Selection as the
first predictor included can vary across studies as
the result of meaningless sample-specific differ-
ences in the magnitude of associations with the
outcome. Once the first predictor is included for
this essentially arbitrary reason, high levels of
overlap among predictors are likely to produce
misleading results regarding the importance of
the remaining predictors.

Simultaneous analyses in which multiple
affective risk factors are included concurrently
has some advantages. The instability of results
inherent in automated step-wise procedures is
avoided and the significance of the indepen-
dent associations for each predictor control-
ling the others is tested. However, the results
may be misleading in another respect, one
that has been described as the “perils of par-
tialling” (Lynam et al, 2006). Specifically, the

variance in a measured variable that is inde-
pendent of a closely related variable might not
reflect the construct of original interest in the
way it did before partialling. For example, vari-
ance in a measure of anxiety might not reflect
the construct of anxiety to the same extent
once it is shorn of overlapping variance with
depressive symptoms. This is especially true
in instances where large correlations between
the predictors reflect substantive overlap (Lynam
et al, 2006). Given the well-established sub-
stantive reasons for overlap among anxiety,
depression, and anger described above, as
well as among related symptoms, traits, and
disorders, the perils of partialling are a seri-
ous challenge to valid interpretations of related
statistical analyses.

The results of Grossardt and colleagues
(2009) described previously provide an example.
When considered individually, anxiety predicted
increased risk of death. However, when forced
to be independent of depression and pessimism
via simultaneous analysis, the anxiety scale was
inversely related to mortality risk. The uncor-
rected anxiety measure suggested a risk factor,
whereas anxiety shorn of its overlap with depres-
sion and pessimism was somehow protective.
The two versions of the anxiety measure appar-
ently assess distinct constructs. As construct
validation studies are rarely repeated across the
original and “corrected” or “independent” ver-
sions of such scales, it is often virtually impos-
sible to know with confidence what the modified
versions actually assess.

To address the confounding among negative
affects, Kubzansky and colleagues (2006) devel-
oped research scales where the overlap across
anxiety, depression, and anger was minimized.
However, if these affective characteristics are
naturally correlated, then scales that successfully
minimize their overlap are virtually by definition
not fully representative of the constructs of inter-
est. At a minimum, construct validation research
would be required to establish the extent to
which the atypical scales are valid measures.
Kubzansky et al (2006), Boyle et al (2006),
and Frasure-Smith and Lesperance (2003) did
examine whether a general negative affectivity
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factor predicted health outcomes. This useful
analysis addresses an important question, but it
is incomplete in that it does not test the impor-
tance of individual affective risk factors and their
independent effects.

4.2 Recommendations

Each individual analytic strategy described
above has important limitations and it is essential
that these be stated explicitly when interpreting
statistical results. However, when used in com-
bination and with careful attention to the spe-
cific conceptual question tested in each option,
these approaches can be much more informative.
For example, a composite or general negative
affectivity risk factor could be tested initially.
Regardless of the significance of this general
factor, separate affective risk factors within
that general factor could be tested individually.
Finally, the individual negative affective risk fac-
tors could be tested in a simultaneous analysis,
with appropriate interpretive caution regarding
the constructs assessed by the partialled predic-
tors. If the partialled, independent effects of indi-
vidual predictors are quite different from those
for the same predictors considered separately,
then the partialled predictors should interpreted
with still greater caution. This sequence of anal-
yses tests (a) the significance of the broader
affective characteristic, (b) the individual (and
potentially overlapping) affective characteristics
within that broader domain, and (c) the unique
or independent role of these individual risk fac-
tors. The pattern of results across these analyses
can provide valuable information about the role
of general negative emotionality versus specific
components. It is important to note that these
conceptual considerations can guide a variety of
specific types of analyses. The optimal quanti-
tative technique will depend on several factors,
such as the scaling of the outcome variable and
the consideration of time (e.g., survival analy-
sis). Some approaches, such as structural equa-
tion modeling, permit tests the general negative
affectivity factor and independent effects of its
components in a single analysis.

This multi-part analytic approach to disen-
tangling the role of anxiety, depression, anger,
and general negative affectivity could be used
to distinguish the effects of symptoms, person-
ality traits, and diagnosable emotional disorders.
Distinguishing among these types of affective
characteristics similarly requires a multi-part
approach. As noted above, the assumption that
diagnosed mood or anxiety disorders reflect dis-
crete categories rather than simply the extremes
of continuous distributions of symptomatol-
ogy has been challenged in recent taxometric
research (Haslam, 2007). Comparing diagnostic
groups could result in an unnecessary loss of sta-
tistical power similar to that occurring when con-
tinuous predictors are arbitrarily dichotomized.
The prediction that diagnosed disorders have a
qualitatively distinct association with health out-
comes could be tested as higher order effects
(i.e., curvilinear, quadratic) beyond linear asso-
ciations with health outcomes of a continuous
measure of the symptoms contributing to the
diagnosis.

Ideally, the measurement strategy for these
risk factors in a given study should be designed
in advance to support testing the specific ques-
tion(s) of interest. Those questions, in turn,
should be tied to a specific a priori analysis
plan. For reasons discussed above, such mea-
surement strategies should also consider the tem-
poral course of these risk factors. Analysis of
such temporal patterns in the affective risk fac-
tors can be accomplished in a variety of ways
(e.g., growth curve modeling, latent trajectory
models), depending on the specific question and
sampling frame for the risk factors.

The recommendation to utilize multiple anal-
yses to address specific conceptual questions
regarding correlated affective risk factors might
seem to conflict with generally sound advice
to keep the number of analyses to a mini-
mum. Further, emphasizing the importance of
clear ties between statistical analysis and con-
ceptual models regarding the nature of overlap-
ping predictors might clash with an occasionally
expressed skepticism in the biomedical research
community regarding the seemingly speculative
nature of psychological theory. Nonetheless, a
conceptually based, a priori analysis plan with
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these multiple components can maximize the
information gleaned from any given study.

5 Conclusions and Implications

Various measures and categorizations of neg-
ative affective characteristics have predictive
utility in epidemiological and clinical stud-
ies of serious physical illness. Because anxi-
ety, depression, and anger have typically been
examined separately, as have related symp-
toms, personality traits, and diagnosed emotional
disorders, several questions remain before this
literature can optimally guide intervention
research. The overlapping versus specific nature
of these effects must be clarified to guide the
focus of interventions. Similarly, clarification of
the role of symptoms, traits, and disorders, as
well as related temporal patterns, will be criti-
cal in the selection of individuals for treatment.
Empirically supported theoretical models of this
affective domain are invaluable as a guide to the
measurement and analysis issues in this needed
research.

The conceptual models emphasized here
are based on structural accounts of the
negative affects, related personality traits,
and psychopathology. There are other theoret-
ical frameworks that could prove useful, such
as developmental approaches that focus on
the emergence of these affective risk factors
from common and specific pathways. The
negative affective risk factors are correlated
with other psychological risk factors for disease
(Kubzanski et al, 2005), suggesting that the
approach described here could be applied to
other individual differences. Further, the neg-
ative affective risk factors are also associated
with risk factors that are traditionally construed
as aspects of the social environment, such as
interpersonal conflict and low levels of social
support. Other conceptual frameworks can
guide an integrative approach to overlap among
intrapersonal and social–environmental risk
factors (Smith et al, 2010).

Over time, such research can provide incre-
mentally specific answers to essential questions;

among the multiple kinds and forms of negative
affective risk factors, is there a principle “bad
actor” that takes the form of a specific or gen-
eral emotional characteristic? Further, is there a
level of severity or temporal pattern that would
help to identify those individuals most likely
to profit from related interventions? This more
refined understanding of affective risks for phys-
ical illness could help maximize the benefits –
and minimize the costs – of the next generation
of psychosocial interventions.
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Chapter 13

Hostility and Health

John C. Barefoot and Redford B. Williams

The idea that interpersonal animosity can have
adverse health consequences is centuries old and
has been part of multiple cultures. Inquiry into
the phenomenon using scientific methodology
also has a long history, with one of the most
prominent examples being the popularity of the
concept of Type A Behavior in the 1970s and
1980s. Hostility was one component of the Type
A complex and eventually emerged as the focus
of a great deal of behavioral medicine research
(Williams and Barefoot, 1988). That work has
resulted in a clearer delineation of the concept,
documentation of its health effects, and descrip-
tion of several mechanisms that can account for
those effects. This progress has set the stage for
interventions to alleviate those effects.

1 Components and Definitions

As with many other terms whose origin is from
common parlance, the word “hostility” is used
to refer to a number of different, but highly
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related phenomena. For example distrust, anger,
and aggression are part of the overall hostility
complex even though they are clearly distinct
phenomena. Further complications in the defini-
tion arise because some authors use the term to
refer only to hostile beliefs about others.

One useful conceptual principle is to rely
on the well-known distinction between cogni-
tive, affective, and behavioral components of
experience (Barefoot and Lipkus, 1994). Hostile
beliefs, including cynicism and suspicion, are
cognitive phenomena that characterize a hostile
way of thinking about others. The affective com-
ponent contains emotions such as anger and con-
tempt, while the behavioral component includes
various forms of aggression and interpersonal
challenge, although these can be expressed in
subtle ways. These various manifestations of
hostility are clearly interrelated, with suspicion
and hostile beliefs often resulting in a proneness
to see others as threatening, leading to anger-
related emotions that may then be expressed as
antagonistic behavior.

While the cognitive, affective, and behav-
ioral components of hostility are interrelated,
they can influence health through different path-
ways and each can be subdivided into more
complex phenomena. An example is the pro-
cess of anger regulation (John and Gross, 2004).
Once anger has been aroused there are many
pathways for its expression or, if it is not
expressed, there are multiple ways of dealing
with it more covertly. For example, one can
express anger through aggression or discussion,
and nonexpression strategies may take forms
such as rumination, distraction, or reflection.
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A great deal of research has been devoted to
identifying the differential health consequences
of anger coping styles, illustrating that the con-
nections between hostility and health are far less
clear-cut than straightforward main effects.

This recognition of distinct components of
hostility and their potentially different psycho-
logical and physiological effects results in the
need to be aware of the particular aspects of
hostility that a measure is assessing when inter-
preting the literature. Factor analyses of mul-
tiple hostility measures reveal that they differ-
entially tap the cognitive, affective, and behav-
ioral factors (Barefoot et al, 1993; Martin et al,
2000). For example, the widely used Cook
Medley scale (1954) primarily reflects cog-
nitive predispositions, while the Trait Anger
scale (Spielberger, 1983) and Expression sub-
scales of the Buss-Durkee Inventory (Buss and
Durkee, 1957) obviously reflect quite different
psychological phenomena.

Another definitional issue that is important
for behavioral medicine stems from the fact
that measures of hostility are usually corre-
lated with other health-related negative psy-
chosocial factors such as depression, anxiety,
and low social support (see Chapter 12). In
addition, these psychosocial risk factors tend
to co-occur in socially disadvantaged groups
(Gallo and Matthews, 2003). This co-variation
has prompted some researchers to focus on the
variance that is shared among these constructs
and search for genetic and physiological expla-
nations that might account for this phenomenon
(Raynor et al, 2002; Williams et al, 2003a). It
has been suggested that a single underlying psy-
chological tendency might account for the most
important health effects (Suls and Bunde, 2005).
We feel that this is a useful strategy with a
great deal of potential, but we also recognize
that much of the variance among these mea-
sures is not shared and that psychosocial factors
like hostility may also have health effects that
are different from those associated with other
psychosocial factors (e.g., Yan et al, 2003).

For example, hostility is also inversely asso-
ciated with positive psychosocial factors such
as an optimistic outlook on life and positive

expectations for recovery, which have been
found to be associated with adverse cardiac
heart disease (CHD) outcomes, ranging from
rehospitalization after coronary bypass surgery
(Scheier et al, 1999) to both cardiac and all-
cause mortality in CHD patients (Barefoot et al,
APS, 2008). A recent study involving 97,253
women participants in the Women’s Health
Initiative (Tindle et al, 2009) provides a par-
ticularly strong demonstration that positive and
negative psychosocial factors like cynical hos-
tility and optimism co-occur in the same per-
sons, yet still have independent effects on health
and disease. In this large, diverse sample of
American women, the correlation between opti-
mism and hostility was −0.27 (P<0.001). In
multivariable analyses adjusting for a broad
range of potential confounders, however, both
hostility – adjusted HR 1.16 (95% CI, 1.07–
1.27) – and optimism – adjusted HR 0.86 (0.79–
0.93) – were independently associated with all-
cause mortality. Furthermore, individual com-
ponents of the complex may interact in ways
that have an important impact on health out-
comes (Gallo and Matthews, 2003). Therefore,
the present chapter will address both approaches
to the studies of the health consequences of
hostility.

2 Origins of Hostile Predispositions

There are two general approaches to the ques-
tion of the sources of hostility: one derived
from developmental psychology and the other
from the perspective of genetics and physiology.
These research strategies are not competing, but
should be viewed as complementary.

2.1 Developmental Influences

Hostile attribution tendencies are the basis of
cynical and mistrusting attitudes that can fos-
ter anger and subsequent antagonistic behav-
ior. One prominent theory that deals with the
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development of such thought patterns has been
proposed by Dodge (2006), who argues that
suspicion and wariness to threat are natural reac-
tions and it is the task of socialization to train
children to become open to more trusting and
positive approaches to interactions. This is done
through modeling, positive family experiences,
and belonging to a culture that values coopera-
tive interactions. The developmental psychology
literature is consistent with this approach, docu-
menting that those who report that their family
backgrounds were abusive or characterized by
conflict are themselves more likely to be hostile
and have interpersonal conflicts. A convincing
demonstration of this was provided by Matthews
et al (1996), who conducted a longitudinal study
of fathers and sons, coding their interaction on a
conflict arousing laboratory task at baseline. The
more hostile the father’s interactions with the
son during the task, the higher the son’s hostility
score was when measured 3 years later.

Of course, opposite effects would be expected
in families with supportive atmospheres that
encourage a more benign attributional style. The
results of Luecken (2000) and Simons and col-
leagues (2006) illustrate this by showing that
those from positive family backgrounds are less
likely to become hostile in the face of stressful
environments.

2.2 Effects of Adult Adversity

Suspicious attitudes can also be viewed as a
rational response to environments that are truly
threatening and combative behavior can be adap-
tive under those conditions. Therefore, it is not
surprising that cynicism and mistrust are more
prevalent in those faced with harsh life circum-
stances. This may help explain the high levels
of hostility typically reported by members of
lower socioeconomic status and minority groups
(e.g., Barefoot et al, 1991). It is also consis-
tent with the hostile attitudes present in those
who have suffered trauma. Anger proneness is
one of the hallmark symptoms of Post Traumatic
Stress Disorder (PTSD; Orth and Wieland, 2006;

Jakupcak et al, 2007). Although hostile tenden-
cies are elevated in all types of trauma victims,
they are especially prevalent in men whose expo-
sure was related to military experiences. The
prevalence of PTSD in women is high as well
and is most often associated with sexual trauma.
The presence of anger proneness can partially
explain the high levels of cardiovascular reactiv-
ity that have been observed in studies of PTSD
patients (Beckham et al, 1996).

2.3 Genetic and Physiological
Influences

Based on the extensive evidence relating cen-
tral nervous system (CNS) serotonin function
to the expression of psychosocial factors like
hostility and the potentially pathogenic biobe-
havioral characteristics that are found in persons
with high hostility, Williams (1994) proposed
that reduced CNS serotonin function is one
brain mechanism that could account for the
clustering of hostility and biobehavioral factors
that increase disease risk. Using the prolactin
response to fenfluramine/citalopram challenge
as an index of CNS serotonin function, Manuck’s
research group has provided extensive evi-
dence supporting this hypothesis, showing that
lower CNS serotonin function is associated with
increased aggressiveness (Manuck et al, 1998,
2002), increased expression of the metabolic
syndrome (Muldoon et al, 2006), and even
increased carotid arteriosclerosis (Muldoon et al,
2007). They have also used cerebrospinal fluid
(CSF) levels of the major serotonin metabo-
lite 5HIAA to index CNS serotonin function
in cynomolgus macaques and found that males
with lower CSF 5HIAA levels exhibit increased
dominance behaviors (Kaplan et al, 2002).

It is not surprising, given these findings
linking CNS serotonin function with hostil-
ity and associated biobehavioral characteristics
that could mediate the effects of hostility on
pathogenesis, that considerable research atten-
tion has been devoted to evaluating the effects of
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genes that influence serotonin function on these
psychosocial and biobehavioral characteristics.
In a seminal early study, Lesch and colleagues
(1996) found that persons carrying the less active
short (S) allele of a functional polymorphism of
the serotonin transporter promoter (5HTTLPR)
have higher levels of neuroticism (including the
angry hostility facet) and lower levels of agree-
ableness – a profile that is characteristic of high
hostility – than those homozygous for the more
active long (L) allele. Manuck and colleagues
(2000) found that the less active alleles of a
functional polymorphism in another gene that
influences CNS serotonin function, monoamine
oxidase A (MAOA-uVNTR), are associated with
increased aggressiveness in men.

While these studies finding main effects of
serotonin gene variants on hostility and related
psychosocial characteristics are informative, it
has become clear that any attempts to iden-
tify gene variants that influence the expression
of psychological and biobehavioral phenotypes
involved in disease etiology and/or course must
include consideration of environmental expo-
sures that can modify the influence of the genes
on these characteristics (Moffitt et al, 2005). In
a study employing this strategy that provides
one example of a gene × environment inter-
action influencing the development of hostility,
Caspi et al (2002) showed that in men who had
been abused during childhood those with the
less active alleles of the MAOA-uVNTR poly-
morphism were more likely than those with the
more active alleles to engage in violent behaviors
during adulthood.

Further evidence linking CNS serotonin func-
tion with hostility and other negative and positive
psychological characteristics comes from a study
by Siegler and colleagues (2008) in which high
brain serotonin levels – indexed by high CSF
5HIAA in men with less active MAOA-uVNTR
alleles – were found to be associated with lower
levels of hostility and depression and higher lev-
els of conscientiousness, altruism, and perceived
social support. In addition to providing evidence
that low CNS serotonin function is associated
with high hostility, this study also provides evi-
dence that CNS serotonin function could account

for the clustering of hostility with other negative
and positive psychosocial characteristics.

While the examples cited thus far may appear
fairly straightforward, it is important to under-
stand that this work has only recently begun,
that the mechanisms being studied are far from
simple, and that much additional research will
be required before the final story has been
told. This complexity can be illustrated with a
few additional examples. Williams et al (2003)
found that CSF 5HIAA levels are associated
with 5HTTLPR genotypes, but in ways that vary
as a function of both race and sex. In men
and whites, the SS genotype is associated with
lower CSF 5HIAA levels, but in women and
blacks those with the SS genotype have higher
5HIAA levels than carriers of the L allele of
both races and sexes. This finding suggests that
both race and sex need to be tested in any
attempts to relate 5HTTLPR genotypes to phe-
notypes whose expression may be influenced
by CNS serotonin function. The importance of
this approach is illustrated by recent findings in
a study by Brummett and colleagues (2008a)
in which the 5HTTLPR S allele was associ-
ated with increased depressive symptom levels
in women exposed to chronic stress during both
childhood and adulthood, while in men it was
the L allele that was associated with increased
depressive symptoms. Brummett et al (2008b)
documented this sex moderation of 5HTTLPR
genotype effects on negative affects in an exper-
imental study in which the increase in negative
affects induced by intravenous infusion of the
amino acid precursor of serotonin, tryptophan,
was larger in men with the 5HTTLPR LL geno-
type, but larger in women with the SS genotype.
In contrast to these moderations of 5HTTLPR
effects on CSF 5HIAA and negative affects
by race and sex, the 5HTTLPR L allele has
been found associated with larger cardiovascular
responses to acute mental stress in the lab in both
men and women, blacks and whites (Williams
et al, 2008). Support for the pathogenic effects
of the 5HTTLPR L allele comes from three
independent case–control studies, one in Japan
(Arinami et al, 1999) and two from Europe
(Coto et al, 2003; Fumeron et al, 2002) in which
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the 5HTTLPR LL genotype was found associ-
ated with increased risk of myocardial infarction
(MI).

The foregoing indicates that the strategy of
evaluating CNS serotonin function – and genes
that influence it whether as main effects or
via gene × environment interactions – has
enabled us to make good progress towards
understanding the origins of hostility and asso-
ciated potentially pathogenic biobehavioral fac-
tors. But it is also clear that there is much more
work to be done, both with respect to sero-
tonin and related genes. This work will also
need to focus on a broad range of other bio-
logically plausible candidate genes, including
those that influence the sympathetic nervous sys-
tem (SNS) and hypothalamic–pituitary–adrenal
(HPA) axis as well as the metabolic, cardiovas-
cular, hemostatic, and inflammatory functions
whose expression is influenced by the SNS and
HPA axis.

2.4 Social Environment

It is important to also be aware of the magni-
tude of social influences on a person’s psycho-
logical outlook and disease risk. One approach
to this task has been through the concept of
social capital (Kawachi and Berkman, 2000),
which is based on the notion that group-level
atmospheres and characteristics have important
influences on individual well-being. Thus, cohe-
sive groups with constructive attitudes can result
in more productive and healthier atmospheres.
One important component of social capital is
the level of interpersonal trust, which can fos-
ter or hinder cooperative behavior and foster
the achievement of goals. The impact of group
level trust can be seen in the work of Kopp and
colleagues (2006), who compared subregions of
Hungary on a variety of psychosocial character-
istics based on a large-scale survey. Death rate
differences across regions were predicted by a
variety of psychosocial characteristics including
hostility and attributes such as supportive social

conditions that are both a cause and a product of
individual level trust.

Social networks constitute another important
influence on a person’s attitudes and behavior.
Friends help set examples and provide condi-
tions conducive to health-related behaviors and
attitudes. Studies of the patterns of the distribu-
tion of health habits, obesity, and psychological
characteristics such as happiness in the popula-
tion have documented their similarity to patterns
of social connections (Christakis and Fowler,
2008; Fowler and Christakis, 2008).

3 Hostility and Health Outcomes

3.1 Coronary Disease Development

The most frequently studied disease outcome
in the hostility literature is coronary heart dis-
ease. Multiple reviews (e.g., Chida and Steptoe,
2009; Everson-Rose and Lewis, 2005; Smith
et al, 2004) have concluded that ample evidence
exists to establish a link between hostility and
coronary heart disease incidence even though not
all studies are positive and there are questions
about issues such as the equality of the effect
for both sexes. These studies have used a variety
of hostility measures as predictors. For example,
instruments that have predicted cardiac events
include those designed to assess cynicism and
mistrust (e.g., Barefoot et al, 1995; Niaura et al,
2002) as well as anger proneness (e.g., Williams
et al, 2001) and ratings of hostile behavior dur-
ing an interview (Matthews et al, 2004). The
variety and quality of the various studies boost
confidence in the overall conclusion that antago-
nistic personal characteristics lead to an elevated
incidence of coronary events.

Another valuable research strategy is the
examination of atherosclerosis levels in asymp-
tomatic samples with noninvasive procedures
that quantify the amount of plaque present in
important arteries. This strategy provides more
detail about the course of the disease by sepa-
rating plaque generation from other components
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of the disease process such as event triggering
and by examining the early stages of CHD
development. These studies also avoid poten-
tial confounding psychological factors such as
individual differences in health care seeking and
sensitivity to symptoms (Barefoot et al, 1992;
Mechanic, 1972). Studies of coronary artery cal-
cification have found associations between hos-
tility and atherosclerosis in both cross-sectional
comparisons (e.g. Everson-Rose et al, 2006)
and prospective studies of plaque growth (e.g.,
Julkunen et al, 1994). These investigations have
included both women and men and subjects of a
variety of age groups (e.g., Iribarren et al, 2000;
Knox et al, 2004). Not all studies have had posi-
tive findings (e.g., Stewart et al, 2007), but the
bulk of the evidence favors an association of
hostility with subclinical disease progression.

Another aspect of the coronary heart dis-
ease process is the actual triggering of coro-
nary events, a process that has been frequently
hypothesized to be linked to the influence of both
physical and psychological stressors (Strike and
Steptoe, 2005). Anger is an obvious candidate
for one such category of triggers, and studies
that inquire about a patient’s activities prior to
the coronary episode find a high prevalence of
anger episodes (Mittleman et al, 1995; Möller
et al, 1999). The presence of anger prior to an
event is more common in younger patients and
those of lower socioeconomic status, a different
pattern than the one characterizing those with
apparent physical exertion triggers (Strike et al,
2006). Of course, such studies face the prob-
lems of possible recall bias. However, there are
physiological mechanisms that make the anger
triggering effect plausible and potential methods
for identifying those at risk (Burg et al, 2009).

3.2 Prognosis in Those with
Established Coronary Disease

The case for elevated risk of recurrent events
in hostile patients is not as clear-cut as it is
for disease incidence, partially because fewer
studies have addressed the issue. Chaput and

colleagues (2002) found that scores on the Cook
Medley scale were an independent risk factor
for recurrent events in postmenopausal women.
Denollet and Brutsaert (1998) found that anger
was one of several negative emotions confer-
ring excess risk in MI patients. There have been
some negative studies, however (e.g., Frasure-
Smith and Lesperance, 2003), other researchers
have observed the effect only under certain con-
ditions. For example, two studies (Angerer et al,
2000; Boyle et al, 2004) found some hostil-
ity measures to be predictive while others were
not, and Boyle and colleagues (2005) observed a
stronger effect in younger patients. Although the
picture painted by the literature is not completely
clear, it is highly probable that hostility does con-
vey increased risk of future coronary events in
those with established disease. The exact condi-
tions and aspects of hostility that maximize that
risk are yet to be established.

The incidences of other cardiovascular dis-
ease have also been linked to various aspects of
hostility. For example, Williams and colleagues
(2002) found that trait anger predicted stroke
incidence among participants in a large national
study who were aged 60 or older, and Yan and
colleagues (2003) observed a link between Cook
Medley scores and the development of hyperten-
sion in the Coronary Artery Risk Development
in Young Adults (CARDIA) study.

3.3 Total Mortality and Other
Diseases

The impact of hostility on specific diseases that
are not cardiovascular in nature has not been
very extensively documented although there are
investigations linking it to cancer incidence
(Tindle et al, 2009) and to various indicators
of general health (e.g., Adams, 1994; Kivimaki
et al, 1998). Many studies have demonstrated the
ability of hostility measures to predict mortality
from all causes. Most studies of coronary dis-
ease incidence find that the prediction of total
mortality is as strong, or stronger, than the effects
obtained for the cardiac mortality outcome.
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3.4 Demographic Factors, Hostility,
and Health Risks

Findings that age may moderate the risks of hos-
tility (e.g., Boyle et al, 2005; Williams et al,
2002) serve as a reminder that we should con-
sider the role that age might play in the asso-
ciation between hostility and health. There are
substantial age trends in the levels of hostility in
the population (Barefoot et al, 1991), with higher
scores in young adults and somewhat higher
scores in older adults compared to middle-aged
adults. However, not all of the hostility compo-
nents show the same trends. Comparisons among
middle-aged and older adults found higher levels
of the cognitive aspects of hostility such as cyni-
cism in the older group, but lower levels of overt
anger expression and no differences in the affec-
tive component (Barefoot et al, 1993). These
factors become especially relevant in light of the
general trends for hostility to be a less potent
risk factor for cardiovascular disease among
older adults, a phenomenon observed for several
other risk indicators as well (Williams, 2000).
However, the potential role of hostility in healthy
aging is a topic that deserves more attention.
Experiences of anger and conflict in a laboratory
setting have been found to lead to increases in
proinflammatory cytokine production and slower
wound healing (Kiecolt-Glaser et al, 2005).
Chronic reactions of this type can lead to a vari-
ety of illnesses associated with aging such as
osteoporosis, arthritis, and diabetes, in addition
to cardiovascular disease. Similar effects were
observed in a longitudinal study of older adults
in which Cook and Medley hostility scores were
associated with elevated levels of C-reactive pro-
tein, suggesting that disease processes might be
accelerated for those individuals (Graham et al,
2006). Another suggestion of the role of hostility
in the aging process comes from the observation
that high hostility in older men was associated
with poorer lung function at baseline and a more
rapid decline in pulmonary function over an 8-
year study period (Kubzansky et al, 2006). These
findings suggest that aging processes may be a
fruitful topic for more extensive study.

Strong trends have also been observed for
socio-economic status, with the poorer and less
educated members of the population express-
ing much higher levels of cynicism and distrust
(Barefoot et al, 1993). Despite this, those with
less education score lower on measures of anger
expression (Haukkala, 2002).

Cultural differences in hostility should also be
taken into account. These are not only associ-
ated with the level of hostility in a population as
documented in the study of social networks and
social capital (see above), but the manifestations
of hostility components as well. For example,
norms regarding emotional expressivity differ
between Asian and American cultures (Butler
et al, 2007). Cross-cultural studies in Singapore
have also documented significant blood pressure
differences in response to stress and in daily life
between hostile subjects of Chinese and Indian
ethnicity despite the similarity of their environ-
ments (Bishop and Robinson, 2000; Enkleman
et al, 2005).

Gender is another factor that has strong influ-
ence on hostility scores, with women scoring
lower on many measures (e.g. Barefoot et al,
1993). As with socio-economic status, this dif-
ference is not seen for all hostility components.
Women are most likely to have lower scores on
cognitive and behavioral measures, but not nec-
essarily on measures of anger, indicating they
may employ different modes of dealing with and
expressing their negative reactions. Men appear
to be more likely to engage in aggressive behav-
ior, but women are more likely to communicate
their angry feelings (Stoney and Engebretson,
1994).

4 Mechanisms

4.1 Social Stressors

One of the major ideas in research on hos-
tility is that those with antagonistic cognitive,
emotional, and behavioral predispositions tend
to lead more stressful lives. The underlying
behavioral mechanisms can be outlined using
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Smith’s transactional model (Smith et al, 2004).
The transactional account of the process begins
with a cognitive predisposition to be cynical and
suspicious, leading to a tendency to perceive
threat or hostile intent on the part of others; a bias
that has been demonstrated in the laboratory by
having high and low hostile subjects report their
reactions to standardized social stimuli (Allred
and Smith, 1991; Larkin et al, 2002). These
attributions can lead to anger with its many phys-
iological and behavioral consequences. They can
also lead to another outcome likely to have an
impact on stress: the failure to recognize or make
use of potential sources of social support, consis-
tent with the finding that those with high hostility
scores tend to report lower levels of social sup-
port and more negative relationships (Benotsch
et al, 1997; McCann et al, 1997). This lack
of support can reduce a resource for dealing
with stressors, an important component in the
reserve capacity model that outlines the sources
of resilience that promote coping with adversity
(Gallo and Matthews, 2003).

Yet another part of the transactional model
is based on the high likelihood that people will
act in accordance with their expectations and
emotions, leading to antagonistic behavior in
hostile individuals. Of course, such actions are
likely to elicit negative or antagonistic behavior
from others, producing an environment that is
more stressful from both objective and subjective
perspectives.

The most convincing illustrations of the con-
sequences of these transactional processes can
be seen in studies that monitor the experiences
of high and low hostile individuals during their
daily lives. For example, Brissette and Cohen
(2002) interviewed subjects on seven consec-
utive days about their experiences and inter-
actions. Those with high hostility scores who
had conflicts reported more negative affects and
poorer sleep on those days. This is consistent
with recent studies showing disturbed sleeping
patterns among hostile individuals and those
with high negative affect (Grano et al, 2008;
Stoia-Caraballo et al, 2008). This is a partic-
ularly noteworthy set of findings in light of
the importance of sleep for physical health.

Ambulatory blood pressure monitoring has been
used by another set of investigators to assess dif-
ferences in the daily experiences of high and
low hostile individuals. This method samples
the subject’s blood pressure at frequent inter-
vals during the day and gets a record of his/her
activities and feelings at the time. Although
there are some differences in the findings across
studies, the general pattern is for high hostile
persons to report more negative affect, espe-
cially during social interactions or potentially
stressful encounters, and these subjective expe-
riences were generally accompanied by elevated
blood pressure readings (Benotsch et al, 1997;
Brondolo et al, 2003; Guyll and Contrada, 1998;
Jamner et al, 1991).

5 Physiological Links Between
Social Stress and Disease
Processes

A large body of evidence points to both biologi-
cal and behavioral accompaniments of hostility
that could account for increased disease risk.
Beginning with biological studies, Suarez and
colleagues (1998) found that while physiological
functions did not differ in high and low hos-
tile men while solving anagrams, when harass-
ment was added to the experiment, high hostiles
showed larger blood pressure, heart rate, and
forearm blood flow responses during the task as
well as slower recovery in blood levels of nore-
pinephrine and cortisol. Sloan et al (1994) found
decreased vagal tone as indexed by heart rate
variability in younger men with high hostility
levels. Using T-wave amplitude responses to iso-
proterenol, with and without atropine pretreat-
ment, to index vagal antagonism of SNS effects
on myocardial function, Fukudo et al (1992)
found weaker vagal antagonism among high hos-
tile Type A men. Markowitz (1998) and Shimbo
and colleagues (2009) have observed increased
platelet activation in both CHD patients and
healthy persons.

Following an earlier study that found hos-
tility associated with increased fasting glucose,
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insulin, and insulin resistance (HOMA) in a
mixed sample (Surwit et al, 2002), it has recently
been found that this association of hostility with
fasting glucose and insulin resistance is present
only in African American women (Georgiades
et al, 2009). It now appears, moreover, that
increased CNS serotonin function, as indexed by
CSF levels of the tryptophan pathway metabo-
lites 5OH-tryptophan (5HTP) and 5HIAA, is
responsible for this association between hostil-
ity and fasting glucose and insulin resistance in
African American women (Boyle et al, 2009).

6 Health Behaviors

There is also considerable evidence that hos-
tility is associated with a broad range of risky
health behaviors (Bunde and Suls, 2006). In a
prospective study of over 4000 college graduates
who had taken the MMPI as freshmen, Siegler
and colleagues (1992) found that when followed
up 25 years later, those with higher hostility at
age 18 had higher lipid ratios, body mass index,
smoking rates (and lower quit rates), and alcohol
consumption as well as lower exercise rates. In
a cross-sectional evaluation of hostility–risk fac-
tor associations in the CARDIA study, Scherwitz
et al (1992) found high hostility associated with
increased waist/hip ratio, caloric intake (600
more calories/day in high hostiles), smoking
rates, marijuana use, and alcohol consumption.

Associations of smoking and alcohol use with
hostility scores have been reported in a number
of studies. These associations are present in ado-
lescence (e.g., Pulkki et al, 2003) and in highly
educated samples (e.g., Siegler et al, 1992) as
well as the general population (Whiteman et al,
1997). These differences extend to usage pat-
terns as well as the incidence and prevalence
of these behaviors. For example, Boyle and col-
leagues (2008) found that hostility was not sig-
nificantly associated with the frequency of alco-
hol drinking, but it was associated with heavy
episodic drinking, a pattern that accounted for a
good deal of the hostility’s prediction of higher
mortality. The effect of hostility applies not only

to the prevalence of these behaviors, but the
ability to change these habits as well (Kahler
et al, 2004). There may be a set of physiologi-
cal underpinnings for these phenomena because
it has been shown that physiological reactions
to nicotine, alcohol, and their withdrawal differ
according to hostility level (al’ Absi et al, 2007;
Fallon et al, 2004; Jamner et al, 1999; Zeichner
et al, 1995).

7 Interventions

Ultimately, the reason we do research to iden-
tify psychosocial factors that predict increased
disease risk, as well as the biobehavioral mech-
anisms responsible for the effects of the psy-
chosocial factors on etiology and course of dis-
ease, is to guide translational research that will
enable us to develop interventions that can pre-
vent disease from developing in healthy persons
and improve prognosis in those who already
have disease. Most of the work on such interven-
tions thus far has been conducted in clinical pop-
ulations, in which any benefits on disease out-
comes will be easier to demonstrate than would
primary prevention effects in healthy samples.

To our knowledge the first such attempt to
reduce hostility in a clinical sample was car-
ried out by Gidron and colleagues (1999), using
an adaptation of a behavioral intervention devel-
oped by Williams and Williams (1993). In a
small sample of post-MI men with high hostil-
ity levels, those randomized to receive a hos-
tility reduction workshop showed significantly
larger decreases than those randomized to usual
care in both self-report and observer ratings of
hostility both at the end of training and at 2-
months follow-up. Those in the active treatment
arm also showed significantly larger decreases
in depression and diastolic blood pressure at the
end of training that became larger at 2-months
follow-up. A follow-up study found that, despite
the small sample size, those randomized to the
hostility reduction group incurred significantly
lower medical care costs over the ensuing 6
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months than the usual care group. (Davidson
et al, 2007).

Bishop et al (2005) conducted a random-
ized clinical trial in 58 male patients who had
undergone coronary bypass surgery in which
patients were randomized to either a six-session
cognitive-behavioral stress-coping skills inter-
vention using the Williams LifeSkills Workshop
(Williams and Williams, 1998) or a 1-h lecture
on stress and the heart with “tips” on how to
manage stress better. It is important to note that
there were no selection criteria for this study –
all patients were eligible and asked to participate
in a study to determine whether stress coping
skills training (in short or long formats) helps
patients do better after coronary bypass surgery.
Compared to those receiving only the 1-h lec-
ture on stress, the patients randomized to the
LifeSkills workshop showed significantly larger
improvements in trait anger, depression, satisfac-
tion with social support, satisfaction with life,
resting systolic blood pressure and heart rate,
as well as systolic blood pressure and heart rate
responses to an anger recall task. These improve-
ments were present at the end of training and
were even more pronounced at 3-months follow-
up. In contrast to the improvements observed
in the active treatment arm patients in this
trial, those randomized to the placebo condition
showed moderate deterioration in all measures
at the end of the training period as well as at
3-months follow-up. Their scores on the CES-D
depression scale rose from the subclinical range
prior to randomization to levels that were in the
clinical range (>16) at the end of the training
period and at 3-months follow-up.

There are several aspects of this trial that
are worth noting. First, not only did negative
psychosocial factors like depression and trait
anger improve with the training, but positive
factors like satisfaction with social support and
satisfaction with life also improved, suggest-
ing that this form of stress-coping skills train-
ing has broad effects, that both reduce negative
psychosocial factors and increase positive fac-
tors. In addition to the psychosocial improve-
ments, there were also marked improvements
in cardiovascular function, with patients in the

active treatment arm showing a decrease in
the systolic blood pressure response to anger
recall from +26 mmHg prior to randomization to
+16 mmHg at the end of training to +11 mmHg
at 3-months follow-up.

It is worth emphasizing that there were no
selection criteria for this trial. Patients were
eligible to participate regardless of depression
or trait anger or social support levels; and
while the active treatment arm showed marked
improvements at the end of training and 3-
months follow-up, those patients randomized to
the attention-placebo control condition showed
further deterioration in all measures, with the
mean depression score for the group being in the
clinical range at follow-up. This suggests that
rather than selecting – and potentially stigma-
tizing – patients for this sort of intervention on
the basis of elevated hostility/anger, depression
and/or social isolation levels, it may be better to
train (rather than “treat”) all patients in stress-
coping skills, much the same as all CHD patients
are seen as needing training in good nutrition and
exercise habits.

The relevance of this point for clinical
practice is highlighted by the results of the
ENRICHD study – a large randomized clini-
cal trial of cognitive behavior therapy for post-
MI patients who met criteria for depression
and/or social isolation. Despite high hopes that
this ambitious trial of a behavioral interven-
tion known to be effective in treating depression
would be effective in also reducing the incidence
of mortality and non-fatal MI over a 3-year
follow-up period, there was no difference in the
survival curves of the active treatment and usual
care arms (Berkman et al, 2003). Post-hoc anal-
yses in the (non-random) subset of 30% of the
patients in the active treatment arm who were
able to participate in a group-based coping skills
workshop revealed that they did experience a
reduction in mortality and non-fatal MI that was
significant at the trend level even after control for
all potential confounders, including the survival
time required to make it into a group (Saab et al,
2009).

The evidence regarding stress-coping
skills training to reduce hostility (and other
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psychosocial risk factors) and effects of such
interventions on prognosis in CHD patients is
clearly too limited at present to recommend such
training for use in clinical settings. The evidence
that is available does provide some encour-
agement, however, that properly conducted
randomized trials of such training – perhaps
in all CHD patients, rather than those selected
because of depression or high hostility levels –
have real potential to document improvements
not only in a broad range of psychosocial factors
and potential biological mechanisms (i.e., blood
pressure at rest and in response to mental
challenge) but also in morbidity and mortality in
this high-risk patient population.
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Chapter 14

Positive Well-Being and Health

Andrew Steptoe

1 Introduction

Positive well-being can be defined as optimal
psychological experience and functioning. It has
an important relationship with health. Illness
often leads to reduced well-being and to unhap-
piness, while there is mounting evidence that
positive well-being has health-protective effects
and may even foster longevity. This chapter
outlines the nature and determinants of psycho-
logical well-being, its relationship with health
and the central nervous system, other physio-
logical and behavioral pathways through which
well-being may influence health status.

1.1 The Nature of Positive Well-Being

There are two broad perspectives on positive
well-being that have been delineated in the
research literature over the past 20 years. The
first focuses on subjective well-being or the
experience of high positive affect, low negative
affect, and satisfaction with life (Diener, 1984).
This affective experience has also been described
as happiness, hedonic well-being, pleasure, and
enjoyment of life. The second construct has
come to be called eudaimonic well-being, and
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emphasizes the actualization of human poten-
tial and the sense of meaning and fulfillment
in life, determined by perceptions of auton-
omy, and the ability to determine one’s own
path in life (Ryan and Deci, 2001). This latter
concept derives from the humanistic psycho-
logical tradition and has been characterized by
Ryff as comprising of six dimensions, namely
feeling of self-acceptance, personal growth, rela-
tionships with others, autonomy, environmental
mastery, and purpose in life (Ryff and Keyes,
1995). A third concept derives from the inter-
national development and economic literature,
and defines well-being through the possession of
capabilities or freedoms such as bodily integrity,
affiliation, and control over the environment
(Nussbaum and Sen, 1993); this has had less
impact in the behavioral medicine and psy-
chological literature, though it has been highly
influential in government and policy circles.

There has been considerable debate about the
importance of these differences in the concept
of positive well-being, and the extent to which
they reflect coherent measurable entities or relate
differentially to other life outcomes such as
health and success in relationships (Kashdan
et al, 2008). From the perspective of research
in health, perhaps the most important issue is
whether the current interest in positive well-
being reflects a meaningful agenda for investiga-
tion, or is a passing fashion. It is well established
in psychiatry and behavioral medicine that neg-
ative psychological states such as depression,
anxiety, and hostility are associated with adverse
effects on physical health (see Chapters 12 and
13). If positive psychological states and traits are
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nothing more than the absence of emotional dis-
tress, research in this field is likely to have little
substantive to contribute. This chapter will argue
that the impact of positive well-being on health,
biology, and behavior is in part independent of
negative affect, suggesting that it does make an
important independent contribution.

1.2 The Determinants of Positive
Well-Being

Positive well-being has multiple determinants
at the individual, social, and ecological lev-
els, and these have been extensively studied
by a variety of social scientists ranging from
personality psychologists to economists (Diener
et al, 1999; Dolan et al, 2008). There is good
evidence that positive affect is moderately her-
itable (Lykken and Tellegen, 1996), and this
association may be mediated through tempera-
mental dispositions such as high extraversion,
low neuroticism, and optimism. Positive well-
being is strongly related to satisfying social
relationships and social engagement, though the
causal sequence can be difficult to disentangle
(Lyubomirsky et al, 2005). The issues of causa-
tion and reverse causation also bedevil analyses
of the relationship between positive well-being
and income or wealth. There is evidence, on one
hand, that changes in income stimulate changes
in well-being and, on the other hand, that high
positive well-being predicts future increases in
income and wealth. It would appear in devel-
oped countries that relative income is more
influential on well-being than absolute income
(Clark et al, 2008). Across the population, pos-
itive well-being tends to be greater in younger
and older people, with the lowest levels in the
middle years of adult life (Dolan et al, 2008).
The experience of stressful life events leads
to a deterioration in well-being, while posi-
tive events have the reverse effect, but there
is controversy over the extent which longer-
term adaptation takes place (Diener et al, 2006).
Happiness appears to be transmitted through
social networks (Fowler and Christakis, 2008),

while interpersonal interactions such as gen-
erosity and giving also promote positive affect
(Dunn et al, 2008). Many of the diverse find-
ings in the literature are a result of differences
in measurement, including whether the measure
is immediate (e.g. “how do you feel right now?”)
or reflective (e.g. “if you were to consider your
life in general these days, how happy or unhappy
would you say you are?”). Studies in which psy-
chological states are measured repeatedly over
time using ecological momentary assessment
(EMA) or the day reconstruction method may
generate different results from those that involve
questionnaires that require integration of subjec-
tive states over days or weeks (Kahneman and
Krueger, 2006).

2 Positive Well-Being and
Health-Protective Characteristics

One of the difficulties in evaluating the contri-
bution of positive well-being to health is that
it does not occur in isolation, but tends to be
associated with a range of other psychosocial
characteristics that may themselves have health
benefits. This is illustrated in Table 14.1 with
data from around 700 men and women aged
60.7 years on average, who were members of the
Whitehall II epidemiological cohort (see Steptoe
et al, 2008b for further details). Positive affect
was assessed using EMA ratings of happiness
obtained four times over a single day, while
eudaimonic well-being was associated with the
autonomy, self-realization, and control scales
from the CASP-19 questionnaire (Hyde et al,
2003). The table summarizes the associations
between these two dimensions of positive well-
being and a series of psychosocial factors rel-
evant to health. All analyses were adjusted for
age, gender, socioeconomic status, employment
status, and self-rated health. It can be seen that
both positive affect and eudaimonic well-being
were associated with protective psychosocial
factors (number of friends, low social isolation,
emotional and practical support), and with psy-
chological factors that may reflect more effective
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Table 14.1 Psychosocial correlates of positive well-being

Positive affect Eudaimonic well-being

Standardized β (S.E.) P Standardized β (S.E.) P

Social factors
Number of close friends 0.095(0.037) 0.01 0.165(0.035) 0.001
Social isolation −0.144(0.037) 0.001 −0.188(0.035) 0.001
Emotional support 0.172(0.030) 0.001 0.219(0.034) 0.001
Practical support 0.121(0.037) 0.001 0.140(0.035) 0.001

Psychological factors
Optimism 0.217(0.043) 0.001 0.436(0.038) 0.001
Coping by problem engagement 0.084(0.042) 0.048 0.179(0.040) 0.001
Coping by eliciting social support 0.108(0.042) 0.01 0.209(0.039) 0.001
Avoidant coping 0.001(0.042) 0.99 −0.156(0.040) 0.001

Regression coefficients adjusted for age, gender, socioeconomic status, employment status, and self-rated
health. N = 690–702 for different analyses. Based on Steptoe et al (2008b)

adaptation including optimism and actively ori-
entated coping. Other research indicates that
psychological well-being is associated with trust
and social capital (Helliwell and Putnam, 2004),
and with good marital relationships and high
self-esteem (Lyubomirsky et al, 2005).

In many ways, these associations are not sur-
prising. Positive affect serves to engage and
attract other people, so may bolster social
resources. Ong et al (2009) have argued that
the effects of resilience are also mediated
through positive affect, and that positive emo-
tions lead to a broadening of activities, helping
to build enduring physical, intellectual, and
social resources, and to enhance cognitive
flexibility. Similarly, in the broaden-and-build
theory, Fredrickson (2004) has argued that pos-
itive emotions broaden repertoires of thought
and action that in turn increase wider func-
tional resources, improving the chances of effec-
tive coping. However, it is also the case that
many of these psychosocial factors such as cop-
ing and social support have been independently
related to health outcomes in other research (see
Chapters 15, 17 and 18), so defining a distinct
role for positive well-being requires care.

3 Positive Well-Being and Physical
Health

The research literature relating positive
well-being with physical health is growing

(Pressman and Cohen, 2005; Veenhoven, 2008).
Theoretically, the strongest research design for
establishing causality is the experimental study,
in which participants are assigned at random
to different levels of positive well-being and
tracked for health outcomes. Although several
controlled positive psychological intervention
studies have now been conducted, the emphasis
to date has been on subjective well-being and
the alleviation of depression rather than on
physical health and biological outcomes (Sin
and Lyubomirsky, 2009).

One of the stronger population-based research
designs for studying predictors of the develop-
ment of physical illness is the prospective epi-
demiological cohort study. This involves recruit-
ing a sample of initially healthy individuals,
assessing positive well-being (along with tra-
ditional risk factors for disease), then tracking
the cohort over several years. The relation-
ship between positive psychological factors and
future illness can then be investigated. It is
essential in such a study to have as complete a
follow-up of participants as possible, since loss
to follow-up may distort the results. It is also
important to assess potential confounders. This
has been a limitation in some studies of positive
well-being. For example, Danner and coworkers
(2001) published a well-known study of elderly
Catholic nuns, showing that those whose writ-
ings in early life contained high levels of positive
emotional content had a reduced risk of mortality
when the participants were aged over 75 years.
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Interesting though this association is, it supplies
weak evidence for a protective role for positive
emotions; no health assessments were performed
at baseline, so it is possible that the nuns whose
writings had less positive content had clinical or
subclinical health problems before the writing
task was carried out; only women who survived
to age 75 were included, so it is conceivable
that a different association between well-being
and survival was present earlier in life; and
apart from age and education, no other factors
that might potentially influence either positive
emotion or future mortality were controlled.

Fortunately, other studies provide stronger
evidence. A good example is Kubzansky and
Thurston’s (2007) study of emotional vitality
and coronary heart disease (CHD). A cohort of
6025 men and women aged 25–75 years who
were initially free of CHD were followed for
an average of 15 years, during which time 1141
developed CHD. Emotional vitality, a combina-
tion of vitality (sense of energy and pep), posi-
tive well-being (happiness and life satisfaction),
and emotional self-control (feeling emotionally
stable and secure), was assessed at baseline.
Participants with greater emotional vitality were
at markedly reduced risk for CHD, and this effect
remained significant after accounting statisti-
cally for age, gender, ethnicity, marital status,
educational attainment, blood pressure, choles-
terol, body mass index (BMI), smoking, alcohol
use, physical activity level, diabetes, hyperten-
sion, and psychological illness. All three compo-
nents of emotional vitality appeared to contribute
to the health outcomes in this study. In the model
adjusting for risk factors, the relative risk of
CHD in the highest compared with lowest tertile
of emotional vitality was 0.74 (95% confidence
intervals 0.64–0.85), indicating a 26% reduction
in relative risk.

These effects are not only observed in
Western populations. An analysis was conducted
of 88,175 Japanese men and women aged 40–
69 years at baseline who were followed up for
an average of 12 years (Shirai et al, 2009).
A simple rating of enjoyment of life that cor-
relates well with more elaborate measures of
happiness was administered. Over the follow-up

period, 3523 had newly diagnosed cardiovascu-
lar disease, and there were 1860 fatalities. Low
enjoyment of life was associated with increased
risk of cardiovascular disease incidence (haz-
ard ratio 1.23, C.I. 1.05–1.44) and mortality
(1.61, C.I. 1.32–1.96) in men, after adjustment
for age, occupation, BMI, smoking, physical
activity, alcohol consumption, diabetes, hyper-
tension, and participation in health screening.
Interestingly, effects were maintained when the
deaths within the first 6 years were excluded,
arguing against the possibility that some partici-
pants were already sick with the early stages of
cardiovascular disease (and therefore unhappy)
at the start of the study. It is not clear why there
were no significant associations among women,
but their low disease rates may have been
responsible.

We published a meta-analysis of prospective
studies relating psychological well-being with
mortality in 2008 (Chida and Steptoe, 2008).
Twenty-six articles involving initially healthy
populations and 28 articles studying people with
an established illness such as head and neck can-
cer or HIV/AIDS were identified. The follow-up
periods ranged between 2 and 44 years in the
healthy population studies and 1–20 years in
studies of illness groups. We found that posi-
tive affect and positive traits such as optimism
and hopefulness were associated with reduced
mortality, with stronger effects in healthy pop-
ulations (adjusted hazard ratio 0.82, 95% C.I.
0.76–0.89, p < 0.001) than in those with exist-
ing illnesses (hazard ratio 0.98, C.I. 0.95–1.00,
p = 0.03). These associations persisted when
negative affect was controlled, and were also
strong in studies that were judged to be of high
quality on the basis of criteria such as the mea-
surement of covariates and the rigor of outcome
ascertainment. However, there were indications
of publication bias, implying that studies find-
ing a positive association were more likely to be
published than those which did not. It is also
possible that, despite controlling for standard
risk factors such as age, socioeconomic position,
gender, and marital status, other unmeasured fac-
tors were responsible for the apparent protective
effects.
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Positive affect is related to other severe
health outcomes as well. For example, Ostir
and colleagues (2001) have reported that pos-
itive affect was associated with a reduced risk
of stroke in a population of older men and
women after controlling for relevant covariates,
and in another analysis with lower blood pres-
sure and less hypertension (Ostir et al, 2006).
A study of older patients with coronary artery
disease demonstrated that functional decline was
reduced in those reporting high levels of posi-
tive emotion (Brummett et al, 2009b). Cohen and
colleagues (2003, 2006) have used experimen-
tal exposure to infectious respiratory pathogens
such as influenza virus, in order to analyze the
role of emotional states under relatively con-
trolled conditions. In these studies, volunteers
were administered standard doses of virus and
were then quarantined for a number of days to
assess the development of objective illness. It
was found that participants with a more posi-
tive emotional style (those with high levels of
positive affect over several days) had reduced
risk of developing upper respiratory illness.
Interestingly, these effects were independent of
optimism, extraversion, self-esteem, purpose in
life, and other covariates, suggesting rather spe-
cific associations between positive affect and
health outcome.

Not all studies of positive affect or happiness
have shown health protective effects (Eaker et al,
2007; Lampert et al, 2002). Nevertheless, from
this brief review it can be seen that much of
the evidence to date does suggest that there are
important associations between positive well-
being and health outcomes, and that these are
not merely the mirror image of the effects of
depression and distress.

4 Pathways Linking Positive
Well-Being with Health

If the effects of positive well-being on health
are robust, a crucial issue is to increase the
understanding of what mechanisms are involved.
There are at least four possibilities. The first

is that there is a common genetic substrate. As
noted in Section 1.2, positive affect is moder-
ately heritable and genetic factors also contribute
to risk of common diseases such as type 2
diabetes and CHD. Theoretically, there might
be genetic factors common to positive affect
and health risk. These genetic factors could be
functional, reflecting perhaps the role of central
neurotransmitters both in mood regulation and
physiological dysfunction, or might be due to
co-aggregation of alleles. There is no direct evi-
dence for such pathways at present. However, it
has been argued that there are common genetic
contributions to negative affective states such
as depression, and to biological factors rele-
vant to common diseases such as inflammatory
responses and heart rate variability, so it is con-
ceivable that similar processes could relate pos-
itive affective states with health (Su et al, 2009;
Vaccarino et al, 2008).

The second possibility is that positive well-
being is a marker of the broader set of psy-
chosocial factors discussed in Section 2, which
are themselves related to health, and has no
direct functional role. This possibility has not
been investigated very thoroughly to date, since
although studies of positive well-being and
health have controlled for factors such as socioe-
conomic status, age, and negative affect, they
have seldom included the wide range of potential
social and psychological mediators. However,
in one investigation we studied the associations
between sleep problems and both positive affect
and eudaimonic well-being in a population of
middle-aged men and women (Steptoe et al,
2008c). Poor sleep was related both to low posi-
tive affect and impaired eudaimonic well-being,
and both effects remained significant after con-
trolling for socioeconomic position, stress fac-
tors (financial strain and neighborhood crime),
psychological distress, and social factors (social
isolation, emotional support, and negative social
interactions). Findings like this suggest that the
relationship between positive well-being and
health is distinct from more general psychosocial
resources, at least in some cases.

The third possibility is that lifestyle factors
are responsible, with happy individuals having
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more favorable health habits and making health-
ier behavioral choices than less happy people.
Numerous lifestyle factors, including smoking,
alcohol consumption, regular physical exercise,
dietary choice, and sexual risk behavior are
potentially associated with positive affect. The
fourth possibility is that differential psychobi-
ological activation is involved, implicating dif-
ferences in neuroendocrine, autonomic, immune,
and inflammatory responses. Both these path-
ways are discussed in further detail below.

5 Psychological Well-Being
and Health Behaviors

Studies of the relationship between positive
well-being and healthy behavior choices have
generated rather variable results. Although pos-
itive affect and more enduring traits such as life
satisfaction have been associated with greater
physical activity, not smoking and moderate
alcohol consumption in some studies (Dear et al,
2002; Patterson et al, 2004; Schnohr et al,
2005), other investigations have generated null
or even reverse results (Diener and Seligman,
2002; Graham et al, 2004; Murphy et al, 2005).
Rather less is known about the associations
between well-being and other health behaviors
such as dietary choice. We carried out an anal-
ysis of the relationship between life satisfaction
and seven health behaviors using data on more
than 17,000 young adults in 21 countries (Grant
et al, 2009). Greater life satisfaction was con-
sistently associated with a reduced likelihood
of smoking and with an increased rate of reg-
ular exercise in all the regions of the world
that were tested, independently of age, gender,
and clustering within countries. Less consistent
associations were recorded for daily fruit con-
sumption and for the use of sunscreen to protect
against skin cancer, since relationships were pos-
itive in some regions of the world but not in
others.

Many of the relationships between positive
well-being and health behavior are bidirectional.

For example, exercise training studies have
shown that increasing physical activity has ben-
eficial effects on mood, while depressed people
are typically sedentary but become more physi-
cally active when their depression lifts (Steptoe,
2006). The current evidence is therefore con-
sistent with the hypothesis that lifestyle factors
partly mediate the associations between posi-
tive psychological states and health outcomes.
However, it is notable that several studies of
positive affect, mortality, and morbidity dis-
cussed in Section 3 controlled statistically for
health behaviors such as smoking and physical
activity, and that associations nevertheless per-
sisted (Chida and Steptoe, 2008). More direct
psychobiological pathways may therefore be
involved.

6 Biological Processes Linking
Positive Well-Being and Health

Activation of cardiovascular and neuroendocrine
processes is regulated by corticolimbic brain
circuitry involving divisions of the cingulate
gyrus, the insula and the amygdala (see Chapter
51). Gianaros et al (2008) have demonstrated
that blood pressure stress reactivity is associ-
ated with stronger positive functional connec-
tivity between the amygdala and the perigen-
ual anterior cingulate cortex, while connections
between the ventromedial prefrontral cortex and
the midbrain structures are implicated in cardiac
responses to social stress (Wager et al, 2009).
It is now evident that these same brain regions
are involved in emotion regulation. Furthermore,
the circuitry involved in physical pain and plea-
sure appears to be activated by positive and
negative socially induced emotion (Takahashi
et al, 2009). The possibility therefore arises that
positive well-being may be embodied in the acti-
vation of neural circuitry in a reciprocal fashion
to negative emotional states such as depression
and distress.

There are three broad approaches to studying
the peripheral biological correlates of positive
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well-being. The first is to obtain a single read-
ing or a few measures of biological state, for
example, a measure of plasma interleukin (IL-
6) or blood pressure, and relate this to positive
well-being. This technique is used in epidemi-
ological studies (often in large samples) and
in smaller studies of convenience, with mea-
sures of heart rate, blood pressure, cortisol out-
put, and immune parameters such as natural
killer cells cytotoxicity or IL-6 concentration.
The results of such studies have been varied,
due in part to the range of measures of pos-
itive well-being applied, but also because of
small samples sizes and failure to control for
covariates (Pressman and Cohen, 2005). Many
of the biological variables assessed are affected
by age, gender, smoking, adiposity, socioeco-
nomic status, and other factors, so failure to
control for these variables may generate spurious
findings.

The cross-sectional single measure approach
has demonstrated some important associations
between the activation of health-related bio-
logical pathways and positive well-being. For
instance, we carried out a study of 2873 healthy
men and women in which in an inverse rela-
tionship between the positive affect and the
inflammatory markers, C-reactive protein and
IL-6, was observed. These affects were inde-
pendent of age, ethnicity, socioeconomic posi-
tion, body mass, smoking, and depressed mood
(Steptoe et al, 2008a). However, they were found
in women only and not in men. Interestingly,
low IL-6 was also related to high ratings on
measures of eudaimonic well-being in a sample
of older women in Wisconsin (Friedman et al,
2007). Positive affect has also been linked with
functional immune measures such as height-
ened antibody responses following vaccination
for hepatitis B, independently of age, gender,
health behavior, and negative affect (Marsland
et al, 2006).

The evidence for associations between
positive well-being and biology can be
strengthened by the use of two other more
dynamic approaches to measuring of biological
responses: namely experimental studies and
naturalistic ambulatory monitoring.

6.1 Experimental Studies of Biology
and Well-Being

Experimental studies of biology and well-being
are typically involved of the assessment of car-
diovascular, neuroendocrine, or immunological
responses under controlled laboratory condi-
tions. Two types of experimental studies have
been reported. The first has evaluated the biolog-
ical effects of short-term manipulation of mood
state. Pressman and Cohen’s (2005) systematic
review identified 16 studies with strong method-
ology that assessed the cardiovascular effects of
mood manipulations using procedures such as
listening to cheerful music or watching amusing
videos. In the majority of studies, positive mood
inductions stimulated increased blood pressure
(BP) and heart rate compared with neutral con-
ditions, probably because of general activation
effects. Nonetheless, Vlachopoulos et al (2009)
recently showed that a positive mood induc-
tion (amusing movie) led to decreases in arte-
rial stiffness, while the reverse was found for
stress induction. Arterial stiffness is an indica-
tor of vascular health that is positively related to
coronary artery disease. The impact of positive
affect experimental manipulations on cortisol
and immunological parameters has been mixed.

However, all these studies involved very
short-term changes in mood. More relevant for
the investigation of potential health effect is the
comparison of people high and low in trait mea-
sures of positive affect. For example, Tugade and
Fredrickson (2004) tested cardiovascular recov-
ery following challenging tasks, and found that
individuals high in resilience showed more rapid
post-stress recovery. This association was accen-
tuated in people high in positive affect. We
have carried out two studies assessing these phe-
nomena. The first involved 216 middle aged
men and women from the Whitehall II epi-
demiological cohort who were monitored during
and after the administration of two standardized
tasks: color/word interference and mirror trac-
ing (Steptoe et al, 2005). Positive affect was
assessed by aggregating EMA assessments of
happiness obtained every 20 min over a working
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day. Blood pressure and heart rate reactivity
and recovery were not related to positive affect.
However, stress-induced fibrinogen responses
were inversely associated with positive affect
after adjusting for age, gender, socioeconomic
status, BMI, smoking, baseline fibrinogen, and
negative affect. Fibrinogen is a mark of inflam-
mation, and is also a precursor of fibrin, one
of the main constituents of vascular thrombi,
and is an important independent risk factor for
coronary heart disease (Danesh et al, 1998, see
chapter 45).

It is possible that an explanation for our fail-
ure to observe effects on cardiovascular stress
recovery was that recovery measures were taken
45 min post-stress, and effects might have
emerged earlier in the adaptation process. In
the second study carried out with 72 healthy
working men, we monitored BP and heart rate
during tasks and then for a period 5–10 min after
task completion (Steptoe et al, 2007). Positive
affect was assessed both with aggregated EMA
scores obtained over two working days and
with standard questionnaire measures, the pos-
itive and negative affect schedule (PANAS).
Positive affect assessed with EMA was asso-
ciated with significantly improved diastolic BP
recovery after task, controlling for age, BMI,
work stress, and negative affect. Notably, we
found no relationship between stress recovery
and positive affect assessed with the PANAS,
suggesting that effects are more prominent when
affect is recorded using an immediate rather
than reflective measure. However, another recent
study using a reflective questionnaire assessment
has shown that positive affect is inversely related
to systolic and diastolic BP reaction to a sadness
recall task, independently of gender, age, socioe-
conomic status, race, BMI level, smoking, and
negative affect (Brummett et al, 2009a).

6.2 Naturalistic Physiological
Monitoring Studies

The third strategy for investigating the biolog-
ical correlates of positive well-being involves
monitoring physiological function in everyday

life. Naturalistic monitoring has the advantage
of assessing effects in ecologically valid real-life
situations as people go about their normal activi-
ties, rather than in the rarified atmosphere of the
laboratory. Naturalistic studies are limited to a
few biological variables by technology, but key
measures such as cortisol can be assessed from
saliva, while ambulatory BP, heart rate, and heart
rate variability (HRV) can be assessed relatively
unobtrusively.

We recorded salivary cortisol eight times over
a working day and eight times over a leisure
day in the study of 216 Whitehall participants
mentioned earlier. We found that salivary corti-
sol averaged over the day was inversely related to
positive affect after controlling for other relevant
factors such as age, grade of employment, BMI,
and smoking. The effect also remained signif-
icant after adjusting for psychological distress,
indicating that the potentially beneficial effect
of positive affect is distinct from the absence
of distress. Associations were observed both on
working and on nonworking days, and persisted
in a second assessment of the same participants
carried out 3 years later (Steptoe and Wardle,
2005). We also found that at the 3-year follow-
up, ambulatory systolic BP was inversely related
to positive affect after controlling for relevant
covariates including psychological distress.

The relationship between positive affect and
reduced cortisol in everyday life has been
observed by other groups as well, albeit with
some variation between men and women and in
the time of day most sensitive to affective state
(Ice, 2005; Lai et al, 2005; Polk et al, 2005).
For example, Brummett et al (2009) found that
positive affect was inversely related to the cor-
tisol awakening response after controlling for
several relevant covariates. Pressman et al (2009)
assessed participation in enjoyable leisure activ-
ities in 1399 participants from four studies.
Participation (which was strongly linked with
positive affect) was inversely related to cortisol
monitored over the day, independently of covari-
ates including age, gender, income, education,
race, BMI, and health status.

A relatively under-researched variable in this
context has been HRV. As detailed in Chapter 47,
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HRV is an indicator of autonomic cardiac
regulation, and greater high frequency (HF-
HRV) power in the HRV spectrum is sug-
gestive of greater parasympathetic activation.
Reduced HF-HRV is commonly found in depres-
sion (Rottenberg, 2007), but the impact of pos-
itive affect has not yet been extensively stud-
ied. Our group recently carried out a study of
patients with suspected coronary artery disease,
measuring HRV for 24 h while people went
about their everyday lives (Bhattacharyya et al,
2008). Positive affect was assessed retrospec-
tively using the day reconstruction method, the
technique of reconstructing the events of the day
and their associated affect devised by Kahneman
and colleagues (2004). Greater positive affect
over the monitoring period was associated with
higher HF-HRV, and this difference remained
significant after controlling for age, gender, car-
diovascular disease status, and the use of medi-
cation. This result suggests that positive affect is
linked with healthier cardiac autonomic control
processes.

7 Interventions and Implications
for Health

There are as yet no large-scale studies that
have convincingly demonstrated that improving
positive affect results in favorable changes in
objectively assessed physical health outcomes or
biological responses. Several intervention meth-
ods have been proposed for enhancing happi-
ness and resilience, using treatments such as
Fordyce’s happiness program, and gratitude and
mindfulness interventions. These interventions
may not only augment happiness but also build
resilience resources that enhance effective cop-
ing with trauma (Cohn et al, 2009). It is impor-
tant to investigate the impact of interventions
on potential biological and behavioral media-
tors, and ultimately disease etiology and prog-
nosis, in order to establish the true importance
of positive affect in health. It is even possible
that some of the benefits of cognitive-behavioral

interventions result not from their effects on
negative affective states directly but also from
changes in positive well-being. But such notions
will remain speculations rather than scientifi-
cally founded observations until the necessary
research is completed.

8 Conclusions

Growing interest in potentially health protective
factors in the psychological and social environ-
ment has stimulated research linking positive
affect with health. There is now some evidence
that positive affect is an independent predictor
of health outcomes, although findings are mixed.
It may also be associated with positive health
behaviors, and with health-protective biologi-
cal responses. Many studies of behavioral and
biological mediators have been cross-sectional,
so causal sequences have not been documented.
Interventions to enhance positive affect have not
yet been shown directly to reduce risk of health
deterioration or biological and behavioral cor-
relates. Nonetheless, this is an exciting field
of behavioral medicine research that promises
to increase the understanding of connections
between the mind and body, to relieve suffering,
and to postpone ill health.

References

Bhattacharyya, M. R., Whitehead, D. L., Rakhit, R.,
and Steptoe, A. (2008). Depressed mood, positive
affect, and heart rate variability in patients with sus-
pected coronary artery disease. Psychosom Med, 70,
1020–1027.

Brummett, B. H., Boyle, S. H., Kuhn, C. M., Siegler,
I. C., and Williams, R. B. (2009a). Positive affect
is associated with cardiovascular reactivity, nore-
pinephrine level, and morning rise in salivary cortisol.
Psychophysiology, 46, 862–869.

Brummett, B. H., Morey, M. C., Boyle, S. H., and
Mark, D. B. (2009b). Prospective study of associa-
tions among positive emotion and functional status in
older patients with coronary artery disease. J Gerontol
B Psychol Sci Soc Sci, 64, 461–469.



194 A. Steptoe

Chida, Y., and Steptoe, A. (2008). Positive psycholog-
ical well-being and mortality: a quantitative review
of prospective observational studies. Psychosom Med,
70, 741–756.

Clark, A. E., Frijters, P., and Shields, M. A. (2008).
Relative income, happiness, and utility: an explana-
tion for the Easterlin paradox and other puzzles. J
Econ Lit, 46, 95–144.

Cohen, S., Alper, C. M., Doyle, W. J., Treanor, J. J., and
Turner, R. B. (2006). Positive emotional style predicts
resistance to illness after experimental exposure to
rhinovirus or influenza a virus. Psychosom Med, 68,
809–815.

Cohen, S., Doyle, W. J., Turner, R. B., Alper, C. M.,
and Skoner, D. P. (2003). Emotional style and sus-
ceptibility to the common cold. Psychosom Med, 65,
652–657.

Cohn, M. A., Fredrickson, B. L., Brown, S. L., Mikels, J.
A., and Conway, A. M. (2009). Happiness unpacked:
positive emotions increase life satisfaction by build-
ing resilience. Emotion, 9, 361–368.

Danesh, J., Collins, R., Appleby, P., and Peto, R. (1998).
Association of fibrinogen, C-reactive protein, albu-
min, or leukocyte count with coronary heart disease:
meta-analyses of prospective studies. JAMA, 279,
1477–1482.

Danner, D. D., Snowdon, D. A., and Friesen, W. V.
(2001). Positive emotions in early life and longevity:
findings from the nun study. J Pers Soc Psychol, 80,
804–813.

Dear, K., Henderson, S., and Korten, A. (2002). Well-
being in Australia--findings from the National Survey
of Mental Health and Well-being. Soc Psychiatry
Psychiatr Epidemiol, 37, 503–509.

Diener, E. (1984). Subjective well-being. Psychol Bull,
95, 542–575.

Diener, E., Lucas, R. E., and Scollon, C. N. (2006).
Beyond the hedonic treadmill: revising the adaptation
theory of well-being. Am Psychol, 61, 305–314.

Diener, E., and Seligman, M. E. (2002). Very happy
people. Psychol Sci, 13, 81–84.

Diener, E., Suh, E. M., Lucas, R. E., and Smith, H.
L. (1999). Subjective well-being: three decades of
progress. Psychol Bull, 125, 276–302.

Dolan, P., Peasgood, T., and White, M. (2008). Do we
really know what makes us happy? A review of the
economic literature on the factors associated with
subjective well-being. J Econ Psychol, 29, 94–122.

Dunn, E. W., Aknin, L. B., and Norton, M. I. (2008).
Spending money on others promotes happiness.
Science, 319, 1687–1688.

Eaker, E. D., Sullivan, L. M., Kelly-Hayes, M.,
D’Agostino, R. B., Sr., and Benjamin, E. J.
(2007). Marital status, marital strain, and risk
of coronary heart disease or total mortality: the
Framingham Offspring Study. Psychosom Med, 69,
509–513.

Fowler, J. H., and Christakis, N. A. (2008). Dynamic
spread of happiness in a large social network:

longitudinal analysis over 20 years in the Framingham
Heart Study. Br Med J, 337, a2338.

Fredrickson, B. L. (2004). The broaden-and-build theory
of positive emotions. Philos Trans R Soc Lond B Biol
Sci, 359, 1367–1378.

Friedman, E. M., Hayney, M., Love, G. D., Singer, B.
H., and Ryff, C. D. (2007). Plasma interleukin-6 and
soluble IL-6 receptors are associated with psycholog-
ical well-being in aging women. Health Psychol, 26,
305–313.

Gianaros, P. J., Sheu, L. K., Matthews, K. A., Jennings, J.
R., Manuck, S. B. et al (2008). Individual differences
in stressor-evoked blood pressure reactivity vary with
activation, volume, and functional connectivity of the
amygdala. J Neurosci, 28, 990–999.

Graham, C., Eggers, A., and Sukhtankar, S. (2004). Does
happiness pay? An exploration based on panel data
from Russia. J Econ Behav Org, 55, 319–342.

Grant, N., Wardle, J., and Steptoe, A. (2009). The rela-
tionship between life satisfaction and health behavior:
a cross-cultural analysis of young adults. Int J Behav
Med, 16, 259–268.

Helliwell, J. F., and Putnam, R. D. (2004). The social con-
text of well-being. Philos Trans R Soc Lond B Biol
Sci, 359, 1435–1446.

Hyde, M., Wiggins, R. D., Higgs, P., and Blane, D. B.
(2003). A measure of quality of life in early old age:
the theory, development and properties of a needs sat-
isfaction model (CASP-19). Aging Ment Health, 7,
186–194.

Ice, G. H. (2005). Factors influencing cortisol level and
slope among community dwelling older adults in
Minnesota. J Cross Cult Gerontol, 20, 91–108.

Kahneman, D., and Krueger, A. B. (2006). Developments
in the measurement of subjective well-being. J Econ
Perspect, 20, 3–24.

Kahneman, D., Krueger, A. B., Schkade, D. A.,
Schwarz, N., and Stone, A. A. (2004). A sur-
vey method for characterizing daily life experi-
ence: the day reconstruction method. Science, 306,
1776–1780.

Kashdan, T. B., Biswas-Diener, R., and King, L. A.
(2008). Reconsidering happiness: the costs of distin-
guishing between hedonics and eudaimonia. J Posit
Psychol, 3, 219–233.

Kubzansky, L. D., and Thurston, R. C. (2007). Emotional
vitality and incident coronary heart disease: bene-
fits of healthy psychological functioning. Arch Gen
Psychiatry, 64, 1393–1401.

Lai, J. C., Evans, P. D., Ng, S. H., Chong, A. M.,
Siu, O. T., et al (2005). Optimism, positive affectiv-
ity, and salivary cortisol. Br J Health Psychol, 10,
467–484.

Lampert, R., Joska, T., Burg, M. M., Batsford, W.
P., McPherson, C. A. et al (2002). Emotional
and physical precipitants of ventricular arrhythmia.
Circulation, 106, 1800–1805.

Lykken, D., and Tellegen, A. (1996). Happiness is a
stochastic phenomenon. Psychol Science, 7, 186–189.



14 Positive Well-Being and Health 195

Lyubomirsky, S., King, L., and Diener, E. (2005). The
benefits of frequent positive affect: does happiness
lead to success? Psychol Bull, 131, 803–855.

Marsland, A. L., Cohen, S., Rabin, B. S., and Manuck, S.
B. (2006). Trait positive affect and antibody response
to hepatitis B vaccination. Brain Behav Immun, 20,
261–269.

Murphy, J. G., McDevitt-Murphy, M. E., and Barnett,
N. P. (2005). Drink and be merry? Gender, life sat-
isfaction, and alcohol consumption among college
students. Psychol Addict Behav, 19, 184–191.

Nussbaum, M. C., and Sen, A. (1993). The Quality of
Life. Oxford: Clarendon Press.

Ong, A. D., Bergeman, C. S., and Boker, S. M. (2009).
Resilience comes of age: defining features in later
adulthood. J Pers, 77, 1777–1804.

Ostir, G. V., Berges, I. M., Markides, K. S., and
Ottenbacher, K. J. (2006). Hypertension in older
adults and the role of positive emotions. Psychosom
Med, 68, 727–733.

Ostir, G. V., Markides, K. S., Peek, M. K., and Goodwin,
J. S. (2001). The association between emotional well-
being and the incidence of stroke in older adults.
Psychosom Med, 63, 210–215.

Patterson, F., Lerman, C., Kaufmann, V. G., Neuner,
G. A., and Audrain-McGovern, J. (2004). Cigarette
smoking practices among American college students:
review and future directions. J Am Coll Health, 52,
203–210.

Polk, D. E., Cohen, S., Doyle, W. J., Skoner, D. P.,
and Kirschbaum, C. (2005). State and trait affect
as predictors of salivary cortisol in healthy adults.
Psychoneuroendocrinology, 30, 261–272.

Pressman, S. D., and Cohen, S. (2005). Does positive
affect influence health? Psychol Bull, 131, 925–971.

Pressman, S. D., Matthews, K. A., Cohen, S., Martire,
L. M., Scheier, M. et al (2009). Association of enjoy-
able leisure activities with psychological and physical
well-being. Psychosom Med, 71, 725–732.

Rottenberg, J. (2007). Cardiac vagal control in depres-
sion: a critical analysis. Biol Psychol, 74, 200–211.

Ryan, R. M., and Deci, E. L. (2001). On happiness and
human potentials: a review of research on hedonic
and eudaimonic well-being. Annu Rev Psychol, 52,
141–166.

Ryff, C. D., and Keyes, C. L. (1995). The structure of psy-
chological well-being revisited. J Pers Soc Psychol,
69, 719–727.

Schnohr, P., Kristensen, T. S., Prescott, E., and Scharling,
H. (2005). Stress and life dissatisfaction are inversely
associated with jogging and other types of physical
activity in leisure time--The Copenhagen City Heart
Study. Scand J Med Sci Sports, 15, 107–112.

Shirai, K., Iso, H., Ohira, T., Ikeda, A., Noda, H. et al
(2009). Perceived level of life enjoyment and risks
of cardiovascular disease incidence and mortality: the
Japan public health center-based study. Circulation,
120, 956–963.

Sin, N. L., and Lyubomirsky, S. (2009). Enhancing
well-being and alleviating depressive symptoms with

positive psychology interventions: a practice-friendly
meta-analysis. J Clin Psychol Sess, 65, 467–487.

Steptoe, A. (2006). Depression and physical activity. In
A. Steptoe (Ed.), Depression and Physical Illness (pp.
348–368). Cambridge: Cambridge University Press.

Steptoe, A., Gibson, E. L., Hamer, M., and Wardle,
J. (2007). Neuroendocrine and cardiovascular cor-
relates of positive affect measured by ecologi-
cal momentary assessment and by questionnaire.
Psychoneuroendocrinology, 32, 56–64.

Steptoe, A., O’Donnell, K., Badrick, E., Kumari, M.,
and Marmot, M. G. (2008a). Neuroendocrine and
inflammatory factors associated with positive affect
in healthy men and women: Whitehall II study. Am J
Epidemiol, 167, 96–102.

Steptoe, A., O’Donnell, K., Marmot, M., and Wardle, J.
(2008b). Positive affect and psychosocial processes
related to health. Br J Psychol, 99, 211–217.

Steptoe, A., O’Donnell, K., Marmot, M., and Wardle,
J. (2008c). Positive affect, psychological well-being,
and good sleep. J Psychosom Res, 64, 409–415.

Steptoe, A., and Wardle, J. (2005). Positive affect and
biological function in everyday life. Neurobiol Aging,
26 Suppl 1, 108–112.

Steptoe, A., Wardle, J., and Marmot, M. (2005). Positive
affect and health-related neuroendocrine, cardiovas-
cular, and inflammatory processes. Proc Natl Acad Sci
U S A, 102, 6508–6512.

Su, S., Miller, A. H., Snieder, H., Bremner, J. D., Ritchie,
J. et al (2009). Common genetic contributions to
depressive symptoms and inflammatory markers in
middle-aged men: the twins heart study. Psychosom
Med, 71, 152–158.

Takahashi, H., Kato, M., Matsuura, M., Mobbs, D.,
Suhara, T. et al (2009). When your gain is my pain
and your pain is my gain: neural correlates of envy
and schadenfreude. Science, 323, 937–939.

Tugade, M. M., and Fredrickson, B. L. (2004). Resilient
individuals use positive emotions to bounce back
from negative emotional experiences. J Pers Soc
Psychol, 86, 320–333.

Vaccarino, V., Lampert, R., Bremner, J. D., Lee, F.,
Su, S., et al (2008). Depressive symptoms and heart
rate variability: evidence for a shared genetic sub-
strate in a study of twins. Psychosom Med, 70,
628–636.

Veenhoven, R. (2008). Healthy happiness: effects of
happiness on physical health and the consequences
for preventive health care. J Happiness Studies, 9,
449–469.

Vlachopoulos, C., Xaplanteris, P., Alexopoulos, N.,
Aznaouridis, K., Vasiliadou, C. et al (2009).
Divergent effects of laughter and mental stress
on arterial stiffness and central hemodynamics.
Psychosom Med, 71, 446–453.

Wager, T. D., van Ast, V. A., Hughes, B. L., Davidson,
M. L., Lindquist, M. A. et al (2009). Brain mediators
of cardiovascular responses to social threat, part II:
prefrontal-subcortical pathways and relationship with
anxiety. Neuroimage, 47, 836–851.



Chapter 15

Coping and Health

Charles S. Carver and Sara Vargas

1 Stress

Over the years, a number of models of stress
have been proposed. Though they vary in empha-
sis, nearly all recent statements relate back in one
way or another to the work of Richard Lazarus
and Susan Folkman (e.g., Lazarus, 1966, 1999;
Lazarus and Folkman, 1984). The Lazarus and
Folkman model conceptualizes stress as a trans-
action between person and context. Stress exists
when a person confronts a circumstance that
taxes or exceeds his or her ability to manage it.
The circumstance itself is termed a stressor.

1.1 Appraisals and Psychological
Stress

Lazarus (1966) was the first to emphasize that
people’s appraisal of the circumstance often
matters more in the transaction than does the
objective circumstance itself. Appraisals are
cognitive processes that incorporate not only
information from the stressor but also informa-
tion from inside the person. Being approached
by a small dog is not alarming for most people,
but for people with phobias pertaining to dogs
the circumstance is appraised quite differently.
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A student who is actively and thoughtfully
engaged in a course will appraise the announce-
ment of a surprise quiz very differently than will
a student who uses that class hour mostly to text
friends.

Also important is the person’s appraisal of
whether he or she will be able to handle the cir-
cumstance being confronted. A person who can
readily bring to mind effective ways to avoid
or minimize potential bad outcomes will expe-
rience less stress than a person who can think
of nothing to do. The appraisal that an aversive
outcome is looming or is at hand is termed pri-
mary appraisal; the appraisal of whether there
are ways to respond to it is termed secondary
appraisal. Obviously these appraisals influence
one another. The more confident the person is
about having useful strategies, the less problem-
atic the circumstance is likely to seem.

Several further labels have been applied to
different appraisals of stressors. Threat appraisal
means that one views the stressor as an impend-
ing event that may have bad or harmful con-
sequences. Harm appraisal implies that some-
thing bad has already happened. Loss appraisal
is a specific kind of harm appraisal in which
a desired end becomes inaccessible. That is,
although harm can mean either occurrence of
pain and punishment or removal of something
desirable, loss tends to be restricted to the latter.

Another appraisal is also commonly men-
tioned in this context. Challenge appraisal
means viewing the circumstance as difficult and
demanding, but also as something the person can
benefit from. Challenge constitutes an “optimal”
obstacle – one that appears surmountable (with
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effort), the removal of which will promote a
better state of affairs. Challenge also implies
expectation of good outcomes. The characteris-
tics (and consequences) of challenge are differ-
ent enough from those of threat and loss as to
cast doubt on the position that challenge should
be viewed as a form of stress (Blascovich, 2008;
Tomaka et al, 1993).

Another popular analysis of stress uses an
economic metaphor (Hobfoll, 1989, 1998), start-
ing with the idea that people have resources
that they try to protect, defend, and conserve.
Resources are anything the person values. They
can be physical (e.g., house, car), conditions
of life (e.g., having friends and relatives, stable
employment), personal qualities (e.g., a positive
world view, work skills), or other assets (e.g.,
money or knowledge). From this view, stress
occurs when resources are threatened or lost.
Though this view emphasizes the utility of the
resources as critical to stress, confrontation with
threat and loss remains the crux of the issue.

1.1.1 Physiological Responses

Confronting threat and loss produces emotional
distress. Distress emotions incorporate a vari-
ety of involuntary physiological changes within
the body: cardiovascular, neuroendocrine, and
immune. Many kinds of emotional arousal (e.g.,
fear or anger) prepare the body for sudden or sus-
tained action. Thus, the physiological changes
that occur are those that make energy avail-
able to muscles and direct resources away from
other functions such as digestion or self-repair
(Miller et al, 2002). Fear prepares the body for
escape, anger for attack. Some kinds of emotions
associated with stress, however – particularly
those related to loss – have a different charac-
ter. Dejection or sadness is not about preparing
for action, but about giving up the effort to attain
desired ends (Nesse, 2000).

These responses are functional for the pur-
poses to which they evolved. In the short term, it
is more important to devote resources to escape
an imminent threat than (for example) to quell
an infection. However, even adaptive processes

can result in problems if they are engaged too
frequently or for too long. Several sorts of prob-
lems may occur. As one example, extensive and
repeated cardiovascular stress responses place
an abnormally high burden on arteries. Over
time, this creates small tears in the artery and
the depositing of protective plaques. This is
normal. Too much depositing of plaques, how-
ever, eventually results in atherosclerosis, a clog-
ging of the artery (e.g., Krantz and McCeney,
2002; Rozanski et al, 1999; Smith and Ruiz,
2002). This example represents an accelera-
tion of a normal function, so that it reaches a
maladaptive endpoint sooner than it otherwise
would.

As another example, the processes by which
blood pressure is regulated cause increases
from baseline levels in response to situational
demands. If those increases occur too frequently
or are too sustained, the regulatory process
begins to adjust the baseline upward. Now when
the stressor ends, blood pressure returns not
to its preexisting resting level, but to a higher
level. Over iterations of adjustment, the resting
level becomes elevated, becoming hypertension
(cf. Fredrikson and Matthews, 1990). A grad-
ual shift in resting level to a value that is too
extreme for the well-being of the overall sys-
tem has been termed allostasis (McEwen, 2000,
see Chapter 42). Consistent with this line of
reasoning, chronic stress has been linked to
hypertension (Sparrenberger et al, 2009).

Another focal point in stress-related phys-
iological responding is the hypothalamic–
pituitary–adrenocortical (HPA) axis. This set
of structures plays a major role in the body’s
stress response (McEwen, 2006, 2008). HPA
activation is reflected in increases in levels of
several hormones, including the catecholamines
(epinephrine and norepinephrine) and cortisol.
Cortisol is considered a particularly important
stress hormone because of its links to other pro-
cesses in the overall stress response. For exam-
ple, elevation of cortisol can suppress diverse
aspects of immune functioning (e.g., Choi et al,
2008; Kronfol et al, 1997). That is, as noted ear-
lier, when strong demands are made on behav-
ior (fight-or-flight), immune surveillance takes
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a lower priority and is suppressed (Miller et al,
2002).

Indeed, the immune system itself is another
target of analyses of stress-related physiologi-
cal responding (Segerstrom and Miller, 2004).
The immune system obviously has important
implications for health. The immune system is
the body’s main line of defense against disease
agents, ranging from bacteria to cancer cells. If
immune functioning is impaired over a sustained
period, rather than just temporarily, the person
thereby becomes more vulnerable both to oppor-
tunistic infectious agents and to agents of disease
that had already been at work in the body. The
result may be either disease promotion or disease
progression (Glaser and Kiecolt-Glaser, 1994).
The immune system is far more complicated
than was assumed two decades ago, and there
are several ways in which stress can influence
immune function (Kiecolt-Glaser et al, 2002;
Robles et al, 2005).

One last point should be made here about
the nature of psychophysiological response pat-
terns. Stress can be acute (relatively short-term)
or chronic (existing over sometimes extended
periods of time). Short-term stress responses are
generally adaptive, unless previous damage has
primed the body for a system failure. However,
chronic activation of the body’s stress response
itself can have damaging effects on the body.
When you bring to mind an example of stress,
it may be easiest to think of an acute and time-
limited situation. Many of the stressors that
people confront in today’s world, however, are
relatively chronic and long-lasting.

2 Coping

Coping is generally defined in terms such as this:
efforts to deal in some manner with a threaten-
ing or harmful situation, either to remove the
threat or to diminish the ways in which it can
have an adverse impact on the person. This def-
inition is very broad. Not surprisingly, many
distinctions have been made within the coping
concept (see also Compas et al, 2001; Folkman
and Moskowitz, 2004; Skinner et al, 2003).

2.1 Emotion-Focused and
Problem-Focused Coping

A distinction made early on by Lazarus and
Folkman (1984) and their colleagues was
between problem-focused coping and emotion-
focused coping. Problem-focused coping is
aimed at the stressor itself. It may involve taking
steps to remove or evade the stressor’s arrival, or
to reduce its physical impact. Emotion-focused
coping stems from the fact that stress expe-
riences typically incorporate distress emotions.
Emotion-focused coping is aimed at reducing
distress in one fashion or other. Because there
are many ways to try to reduce distress, emotion-
focused coping includes a very wide range of
responses.

This distinction between problem- and
emotion-focused coping raises a number of
points. First, although the distinction is useful, it
is imperfect. There are some coping responses
that do not fit neatly into either category.
For example, self-blame does not appear to
be an attempt to remove the stressor; it may
be an effort to dampen distress by assigning
responsibility, but it often has the opposite
effect. In contrast, some responses can fit into
either category, depending on the intended
effect. For example, one can seek social support
for problem-focused efforts or for emotion
regulation.

Second, it is generally believed that the con-
trollability of the stressor that one is encounter-
ing influences the relative usefulness of problem-
versus emotion-focused coping (certainly it
seems to affect the likelihood of deploying these
types of coping). Problem-focused coping strate-
gies are well-suited to stressors that seem to have
controllable aspects; emotion-focused strategies
are better-suited to stressors that the person sees
as uncontrollable (Park et al, 2004).

Third, although the two classes of responses
can be distinguished by their goals, they often
facilitate one another. For example, when people
engage in effective problem-solving strate-
gies, they indirectly reduce their emotional
distress. When people engage in effective
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emotion-focused coping strategies, they may
therefore be able to face a problem more calmly
and generate more effective problem-focused
strategies.

2.2 Approach and Avoidance Coping

Another very important distinction among
coping responses is between approach and
avoidance, or engagement and disengagement
responses (Roth and Cohen, 1986; Skinner et al,
2003). Approach coping strategies are efforts
to deal with the stressor or related emotions
(as described in the preceding paragraphs).
Avoidance strategies are attempts to escape from
having to deal with the stressor.

Disengagement coping is often emotion-
focused, because it involves an attempt to escape
from feelings of distress. Sometimes disengage-
ment coping is almost literally an effort to act as
though the stressor does not exist, so that it does
not have to be reacted to. Wishful thinking and
fantasy distance the person from the stressor, at
least temporarily, and denial creates a boundary
between reality and the person’s experience.

Avoidance coping can be useful in the short
term, but it is generally ineffective when con-
fronting a stressor that poses a real threat, that is,
something that will have to be dealt with even-
tually. If you go out partying to avoid a stressor,
it is likely to still be there the next day. Indeed,
for many stressors, the longer you avoid dealing
with it, the more difficult and urgent the problem
becomes. Finally, some kinds of disengagement
coping create problems of their own. Excessive
use of alcohol or drugs can create social and
health problems, and shopping or gambling as
an escape can create financial problems.

2.3 Positive, Meaning-Focused, and
Spiritual Coping

Researchers who study coping have increasingly
become aware that positive as well as nega-
tive experiences occur during periods of stress.

For example, people report both negative emo-
tions and positive emotions during stressful peri-
ods (e.g., Andrykowski et al, 1993; Norekvål
et al, 2008). There is some basis for holding
that positive emotions per se can have benefi-
cial effects on health (Folkman and Moskowitz,
2000, 2004; Frederickson et al, 2000), though
evidence is mixed (Pressman and Cohen, 2005,
see Chapter 14).

Another positive experience that sometimes
occurs with stress is finding meaning or expe-
riencing positive life changes in response to
the stressor (e.g., Jim and Jacobsen, 2008; Park
et al, 2009; Tomich and Helgeson, 2004). Such
experiences are variously called stress-related
growth (Park et al, 1996), post-traumatic growth
(Tedeschi and Calhoun, 2004), or benefit find-
ing (Tomich and Helgeson, 2004). Such positive
experiences have been associated with other pos-
itive psychosocial outcomes (Carver and Antoni,
2004; Helgeson et al, 2006). Though these
responses are often treated as equivalent, these
category labels appear to capture several phe-
nomena that are distinguishable from each other
(Sears et al, 2003; Weaver et al, 2008).

Another sort of coping that has elicited
widespread interest in recent years is coping
through spirituality or religiosity. Spirituality
and religiosity are distinct concepts (Zinnbauer
and Pargament, 2005), but they are often con-
sidered together, and we will do so here. Use
of spiritual or religious coping can mean many
different things. It may mean attending religious
services and activities; it may mean frequent
prayer; it may mean taking strength in one’s
faith; it may mean turning oneself over to a
higher power.

The obvious focus for this class of coping
response is on distress emotions. Religious or
spiritual coping is generally aimed at least in part
at producing a psychological sense of peace. In
some circumstances, however, it can be thought
of as indirect problem-focused coping, to the
extent the coping means praying to change a
stressful situation. Spiritual/religious coping is
common among people with chronic illnesses,
such as HIV/AIDS (Cotton et al, 2006), cancer
(Vachon, 2008), and chronic pain (Büssing et al,



15 Coping and Health 201

2009). This type of coping may be appealing
to people with these diseases because the dis-
eases have an uncontrollable nature that may be
amenable to spiritual/religious coping strategies
(Baldacchino and Draper, 2001).

2.4 Conclusions and Methodological
Issues

Even this brief review of distinctions among
types of coping, which is far from exhaustive
(Compas et al, 2001; Skinner et al, 2003), makes
clear that there are many ways to group coping
responses. No single distinction fully represents
the structure of coping. Factor analyses clearly
indicate that coping is organized in a multidi-
mensional way (Skinner et al, 2003). Nor, unfor-
tunately, do the various distinctions represent a
neat matrix into which coping responses can be
sorted. In the grand scheme, the distinction that
may matter most is between approach (engage-
ment) versus avoidance (disengagement) coping.
In general, approach coping keeps the person
engaged in the effort to deal with the stressor;
avoidance coping amounts to a tacit admission
of defeat.

As researchers address the question of how
coping influences well-being, a large number
of methodological issues arise (Carver, 2006).
Perhaps the most difficult issue is how, and
how often, to assess coping. Coping is viewed
conceptually as an ever-changing response to
evolving situational demands, but the proce-
dures of most coping studies do not reflect this
view very well. Even many of the studies that
would be regarded as good representatives of
research on this topic assess coping only once
a week, or once a month, across the span of
adapting to some stressor. Usually, the mea-
sure asks the extent to which the person has
engaged in various responses over the past day
(or week). Unfortunately, those studies can tell
us little about how the timing, order, combina-
tion, or duration of coping influences the out-
come under study. These factors may in fact be
quite important.

For example, Tennen et al (2000) have pro-
posed that people typically use emotion-focused
coping mostly after they have tried problem-
focused coping and found it ineffective. This
suggests an approach to research in which the
question is whether the person changes from
one sort of coping to another across successive
assessments as a function of ineffectiveness of
the first response. Tennen et al (2000) argued
convincingly that, if we are to be able to under-
stand these more subtle issues, coping must be
assessed on-line and repeatedly. Unfortunately,
not much work of that sort has yet been done.

3 Stress, Coping, and Health

The field of behavioral medicine is interested in
coping largely insofar as coping has some mea-
surable influence on health. Much of the existing
research on coping has focused on psychoso-
cial outcomes such as emotional well-being and
quality of life, or on physiological responses that
occur quite early in the pathway towards illness.
Thus, what can be said about how coping affects
health per se remains relatively limited. On the
other hand, some of the effects of stress on health
are much clearer.

3.1 What Is Health?

For our purposes, health is the presence or
absence of a diagnosable, verifiable illness or
disorder. Even within this definition, there is a
great deal of diversity. Health-related outcomes
include disease initiation (who develops the dis-
ease and who does not), disease progression
(how quickly an early form of a disease evolves
into a more advanced form), recurrence of dis-
ease, side effects of treatment, and mortality
rates or survival time.

This diversity raises further issues. For exam-
ple, it may be that stress and coping affects
some health outcomes but not others (e.g., dis-
ease initiation but not progression). It may be
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that stress and coping affects some diseases but
not others (e.g., cardiovascular disease but not
cancer). It is necessary, therefore, to investigate
effects of stress and coping on diverse outcomes
separately, and be cautious about making broad
statements about the impact of stress or spe-
cific coping strategies on “health” or “disease”
in general.

Nonetheless, some broad hypotheses can be
posed in principle. As suggested earlier, the
typical view of the relationships among stress,
coping, and health begins with adverse events
leading to negative emotions, with physiolog-
ical components or concomitants. If the dis-
tress is intense, prolonged, or repeated, disrup-
tion of one or more physiological systems may
develop. The disruption then affects disease out-
comes, directly or indirectly. From this view,
effective coping acts largely to minimize ini-
tial stress arousal and to influence how intense
and prolonged the negative emotions are. Coping
that is ineffective or maladaptive can worsen
the response, resulting in sustained distress and
accompanying physiological responses.

3.2 Coping and Health: Behavioral
Pathways

Before we turn to literature bearing on those
hypotheses, one side point. Although much of
the discussion of coping and health emphasized
the physiological reactivity that comes along
with distress and disease pathways that follow
from that reactivity, there are also simpler and
more direct ways in which maladaptive cop-
ing can produce health problems. Specifically,
people sometimes cope via behaviors that them-
selves are inimical to health. We begin our
discussion of coping and health with a brief
discussion of that pathway to illness.

As noted earlier, in the context of the dis-
tinction between problem-focused and emotion-
focused coping, there is great diversity among
responses that bear the label emotion-focused.
As we said there, virtually anything a person

does with the intent of diminishing distress can
legitimately be called emotion-focused coping.
Some of these responses themselves have effects
other than the desired one. Indeed, some can
promote health problems.

For example, smoking, alcohol and drug use,
and casual sex are common ways to self-sooth,
or regulate emotions, when under stress (cf.
Cohen et al, 1991; Holahan et al, 2003; Horowitz
and White, 1991). Such activities may reduce
negative feelings over the short term, thereby
serving as emotion-focused coping. However,
they ultimately can have adverse effects on
health.

Maladaptive coping is partly doing behav-
iors that are inimical to health. It is partly
abandoning behaviors that are beneficial to
health. For example, maintaining an exercise
regimen and a well-balanced diet is impor-
tant to maintaining good health. Yet exercise
and proper eating are often the first things to
be disregarded when stress arises. Abandoning
these health-promoting activities prevents the
person from gaining incremental benefits he
or she would otherwise experience (Smith
and Leon, 1992). Abandoning those beneficial
behaviors thus can be considered maladaptive
coping.

3.3 Psychophysiological Pathways

Despite these direct behavioral pathways to
health, most discussions of adaptive and mal-
adaptive coping refer to the creation or reduction
of physiological changes over extended periods
of time (Ursin and Olff, 1993). In addressing
such effects of stress and coping, one might
focus at several levels of abstraction. The focus
could be on episodic change in some endocrine
or immune parameter, emergence of an inter-
mediate disease state such as atherosclerosis, or
eventual emergence of full-blown clinical events
such as heart attacks. Outcomes at all these lev-
els have been examined. Here we provide just a
few relevant examples at several levels.
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One set of physiological parameters that
has received attention concerns the stress hor-
mone cortisol. In general, problem-focused and
approach coping styles are related to lower over-
all levels of cortisol, more favorable diurnal
cortisol rhythms, and faster recovery to nor-
mal patterns after a stressor (Mikolajczak et al,
2007; Nicolson, 1992; O’Donnell et al, 2008;
Sjogren et al, 2006). A number of qualities that
reflect social integration and support have also
been linked to favorable cortisol profiles. Use
of social support relates to lower daily cortisol
levels (O’Donnell et al, 2008). Social isolation
(living alone and little contact with friends and
family) predicts a greater cortisol response at
awakening and greater cortisol output over the
day (Grant et al, 2009). Higher levels of reli-
giosity have also been associated with favorable
cortisol patterns in women with fibromyalgia,
even after controlling for social support (Dedert
et al, 2004).

Coping responses have also been linked
to variations in immune system functioning.
For example, among HIV patients, those who
showed difficulty in recognizing and express-
ing their emotions had higher levels of an
immune marker related to HIV disease progres-
sion (Temoshok et al, 2008). Also among HIV
patients, those expressing disengagement ten-
dencies had higher viral loads and lower immune
cell counts (Wald et al, 2006). In a non-patient
sample, instrumental coping was linked to better
immune system functioning, along with lower
HPA activation (Olff et al, 1995).

Another intermediate physiological condi-
tion that has received a good deal of atten-
tion is atherosclerosis. A good deal is known
about stress and atherosclerosis, though less
about coping. Even mild chronic stress promotes
atherosclerosis in laboratory animals, a process
that seems to be mediated by HPA activation,
reflected in elevated stress hormones (Kumari
et al, 2003). Inflammatory immune responses,
which are induced by stress, are central to devel-
opment of atherosclerosis (Libby, 2006), acting
as a mediator between stress and atherosclerosis
(Black, 2006; see Grippo and Johnson, 2009, for
review).

Chronic occupational stress consistently pre-
dicts hypertension and atherosclerosis (Everson-
Rose and Lewis, 2005; Sparrenberger et al,
2009), but social disruptions can also create
chronic stress, with similar results. For exam-
ple, both social isolation and crowding promote
atherosclerosis in monkeys (Shively et al, 1989).
Similar relationships have been found between
social disruption (social isolation and lack of
perceived social support) and atherosclerosis in
humans (Everson-Rose and Lewis, 2005; Smith
and Ruiz, 2002).

Another body of work examines disease pro-
gression. Studies have shown that denial cop-
ing and lower satisfaction with social support
relate to the progression from HIV to AIDS
(Leserman et al, 2000). Optimism, active cop-
ing, and spirituality show some evidence of
predicting slower disease progression (Ironson
and Hayward, 2008). A meta-analysis of cop-
ing among men with prostate cancer found
that approach coping (both problem-focused and
emotion-focused) improved physical outcomes
such as self-reported fatigue and physical well-
being, and that avoidance coping was associated
with lower self-reported physical functioning
(Roesch et al, 2005).

Cardiovascular disease is unusual in that there
are both gradually developing outcomes (e.g.,
atherosclerosis) and also more abrupt outcomes
(e.g., heart attacks). Negative emotional states
have been linked to atherosclerosis (Everson-
Rose and Lewis, 2005; Suls and Bunde, 2005)
and also to triggering of acute cardiac events
(Steptoe and Brydon, 2009). The latter effect
is not limited to high arousal emotions such as
anger. Acute depressed mood is also a trigger of
cardiac events (Steptoe et al, 2006). Fitting this,
bereavement is an acute stressor that has been
long associated with elevated rates of cardiac
events (Parkes, 1964). The acute stressor need
not be death, disaster, or war, however. A recent
study showed that watching a stressful soccer
match more than doubled the risk of cardiac
events for men in Germany (Wilbert-Lampen
et al, 2008).

Enough research has examined coping and
health-related outcomes in nonclinical samples
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to warrant a meta-analysis (Penley et al, 2002).
This analysis found that certain kinds of
problem-focused coping (self-control and use of
social support) related positively to diverse kinds
of good health outcomes (ranging from self-
reports of symptoms to objective illness-related
measures), while other types of coping (e.g.,
confrontive coping and wishful thinking) related
to poorer health outcomes. There were also cases
in which the controllability of the stressor and
whether the stressor was acute or chronic mod-
erated the relationship between coping and out-
comes. For example, distancing was related to
poorer health outcomes when the stressor was
chronic and controllable; taking responsibility
was related to poorer outcomes when the stressor
was acute and uncontrollable.

Another meta-analysis was reported even
more recently, on a more focused set of stud-
ies (Moskowitz et al, 2009). All of these studies
examined persons with HIV. Outcomes were
categorized as emotional, health-related behav-
ior, and physical. Coping that involved direct
action and positive reappraisal had consistently
positive relations to better results across all cat-
egories of outcome. Disengagement coping was
consistently associated with poorer outcomes.

3.4 Cautions and Qualifications

Before leaving this discussion of coping and
health, we should say a bit more about what the
literature does and does not show. As noted ear-
lier, in some cases much more is known about
effects of stress than about effects of coping. A
good deal of research on coping, even research
that bears on health, has other limitations. For
one, some of these studies rely on self-reported
health outcomes. These are much less reliable as
indicators of health than are objective outcomes,
and must be interpreted much more cautiously.

Further, a good deal of this research assesses
coping tendencies in general rather than coping
with a specific problem, or assesses at a single
time how people coped with a specific problem
over an extended period. This research may be

telling us about coping and health. However, it
may be telling us about something slightly differ-
ent: personality and health. That is, an important
determinant of how a given person copes with a
given stressor at a given moment is that person’s
personality (Carver and Connor-Smith, 2010).

As an example of how the line between these
concepts can be blurred, consider the literature
on optimism. Optimism is a personality trait, but
its essence has much in common with certain
ways of coping (positive reframing, looking on
the best side of things, moving forward with a
positive outcome in mind). To the extent that
optimism predicts favorable health-related out-
comes (Chida and Steptoe, 2008; Ironson and
Hayward, 2008; Segerstrom, 2005), an unan-
swered question remains. Are better outcomes a
product of differences in coping, or are they a
product of something else embedded in person-
ality? This question actually pertains to a good
deal of the literature on coping and health.

4 Coping Interventions for Disease
Populations

We close the chapter by looking briefly at the
possibility of changing in ways that may fos-
ter better health. The emergence of a literature,
limited though it may be, which suggests that
health benefits may follow from certain coping
strategies, has helped to encourage creation of a
number of interventions for people who already
are suffering from various kinds of disease. Here
are two examples (for a more thorough review
see de Ridder and Schreurs, 2001).

Antoni and his colleagues developed a
10-week cognitive behavioral stress manage-
ment intervention involving relaxation, cogni-
tive restructuring, and coping skills training for
women being treated for non-metastatic breast
cancer. This intervention led to improved psy-
chosocial outcomes (Antoni et al, 2006a, b). It
also led to greater reductions in cortisol lev-
els through a 12-month follow-up, compared
with a control group (Phillips et al, 2008), and
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to greater cytokine production through 6-month
follow-up (Antoni et al, 2009).

Another research team tested a year-long
intervention (4 months of weekly sessions and
8 monthly sessions), which trained breast can-
cer patients strategies to reduce stress, improve
mood, and maintain treatment adherence. This
intervention improved symptoms and functional
status, compared to a control group (Andersen
et al, 2007). A recent report indicated that it even
increased survival rates (Andersen et al, 2008).
This is a particularly encouraging result, given
the considerable controversy about whether such
interventions can influence survival.

A number of other coping-based interven-
tions have been developed for other health pop-
ulations. Examples include dyadic interventions
for enhancing communication skills for persons
with HIV and their partners (Fife et al, 2008)
and pain-specific coping skills for persons suf-
fering from sickle cell anemia (Gil et al, 2000).
It seems likely that further exploration of such
coping-based interventions will be an important
agenda for the future in behavioral medicine.

Acknowledgments Preparation of this chapter was facil-
itated by grants from the National Cancer Institute
(CA64710) and the National Science Foundation
(BCS0544617).

References

Andersen, B. L., Farrar, W. B., Golden-Kreutz, D.,
Emery, C. F., Glaser, R. et al (2007). Distress reduc-
tion from a psychological intervention contributes
to improved health for cancer patients. Brain Behav
Immun, 21, 953–961.

Andersen, B. L., Yang, H. C., Farrar, W. B., Golden-
Kreutz, D. M., Emery, C. F. et al (2008). Psychologic
intervention improves survival for breast cancer
patients: a randomized clinical trial. Cancer, 113,
3450–3458.

Andrykowski, M. A., Brady, M. J., and Hunt, J. W.
(1993). Positive psychosocial adjustment in poten-
tial bone marrow transplant recipients: cancer as a
psychosocial transition. Psychooncology, 2, 261–276.

Antoni, M. H., Lechner, S., Diaz, A., Vargas, S., Holley,
H. et al (2009). Cognitive behavioral stress man-
agement effects on psychosocial and physiological

adaptation in women undergoing treatment for breast
cancer. Brain Behav Immun, 23, 580–591.

Antoni, M. H., Lechner, S. C., Kazi, A., Wimberly,
S. R., Sifre, T. et al (2006a). How stress man-
agement improves quality of life after treatment
for breast cancer. J Consult Clin Psychol, 74,
1143–1152.

Antoni, M. H., Wimberly, S. R., Lechner, S. C., Kazi, A.,
Sifre, T. et al (2006b). Reduction of cancer-specific
thought intrusions and anxiety symptoms with a stress
management intervention among women undergoing
treatment for breast cancer. Am J Psychiatry, 163,
1791–1797.

Baldacchino, D., and Draper, P. (2001). Spiritual coping
strategies: a review of the nursing research literature.
J Adv Nurs, 34, 833–841.

Black, P. H. (2006). The inflammatory consequences of
psychologic stress: relationship to insulin resistance,
obesity, atherosclerosis and diabetes mellitus, type II.
Med Hypotheses, 67, 879–891.

Büssing, A., Michalsen, A., Balzat, H. J., Grünther, R.
A., Ostermann, T. et al (2009). Are spirituality and
religiosity resources for patients with chronic pain
conditions? Pain Med, 10, 327–339.

Blascovich, J. (2008). Challenge and threat. In A. J.
Elliot (Ed.), Handbook of Approach and Avoidance
Motivation (pp. 431–445). New York: Psychology
Press.

Carver, C. S. (2006). Stress, coping, and health. In H.
S. Friedman & R. C. Silver (Eds.), Foundations of
Health Psychology (pp. 117–144). New York: Oxford
Press.

Carver, C. S., and Antoni, M. H. (2004). Finding benefit
in breast cancer during the year after diagnosis pre-
dicts better adjustment 5 to 8 years after diagnosis.
Health Psychol, 23, 595–598.

Carver, C. S., and Connor-Smith, J. (2010). Personality
and coping. Annu Rev Psychol, 61, 679–704.

Chida, Y., and Steptoe, A. (2008). Positive psycholog-
ical well-being and mortality: a quantitative review
of prospective observational studies. Psychosom Med,
70, 741–756.

Choi, J., Fauce, S. R., and Effros, R. B. (2008). Reduced
telomerase activity in human T lymphocytes exposed
to cortisol. Brain Behav Immun, 22, 600–605.

Cohen, S., Schwartz, J. E., Bromet, E. J., and Parkinson,
D. K. (1991). Mental health, stress, and poor health
behaviors in two community samples. Prev Med, 20,
306–315.

Compas, B. E., Connor-Smith, J. K., Saltzman, H.,
Thomsen, A. H., and Wadsworth, M. E. (2001).
Coping with stress during childhood and adoles-
cence: problems, progress, and potential in theory in
research. Psychol Bull, 127, 87–127.

Cotton, S., Puchalski, C. M., Sherman, S. N., Mrus, J.
M., Peterman, A. H. et al (2006). Spirituality and reli-
gion in patients with HIV/AIDS. J Gen Intern Med,
21, S5–S13.

Dedert, E. A., Studts, J. L., Weissbecker, I., Salmon, P.
G., Banis, P. L., and Sephton, S. E. (2004). Religiosity



206 C.S. Carver and S. Vargas

may help preserve the cortisol rhythm in women with
stress-related illness. Int J Psychiatry Med, 34, 61–77.

de Ridder, D., and Schreurs, K. (2001). Developing
interventions for chronically ill patients: is coping a
helpful concept? Clin Psychol Rev, 21, 205–240.

Everson-Rose, S. A., and Lewis, T. T. (2005).
Psychosocial factors and cardiovascular disease.
Annu Rev Public Health, 26, 469–500.

Fife, B. L., Scott, L. L., Fineberg, N. S., and Zwickl,
B. E. (2008). Promoting adaptive coping by per-
sons with HIV disease: evaluation of a patient/partner
intervention model. J Assoc Nurses AIDS Care, 19,
75–84.

Folkman, S., and Moskowitz, J. T. (2000). Positive
affect and the other side of coping. Am Psychol, 55,
647–654.

Folkman, S., and Moskowitz, J. T. (2004). Coping: pit-
falls and promise. Annu Rev Psychol, 55, 745–774.

Frederickson, B. L., Mancuso, R. A., Branigan, C., and
Tugade, M. M. (2000). The undoing effect of positive
emotions. Motiv Emot, 24, 237–258.

Fredrikson, M., and Matthews, K. A. (1990).
Cardiovascular responses to behavioral stress
and hypertension: a meta-analytic review. Ann Behav
Med, 12, 30–39.

Gil, K. M., Carson, J. W., Sedway, J. A., Porter, L. S.,
Schaeffer, J. J. et al (2000). Follow-up of coping
skills training in adults with sickle cell disease: anal-
ysis of daily pain and coping practice diaries. Health
Psychol, 19, 85–90.

Glaser, R., and Kiecolt-Glaser, J. K. (Eds.). (1994).
Handbook of Human Stress and Immunity. San Diego,
CA: Academic Press.

Grant, N., Hamer, M., and Steptoe, A. (2009).
Social isolation and stress-related cardiovascular,
lipid, and cortisol responses. Ann Behav Med, 37,
29–37.

Grippo, A. J., and Johnson, A. K. (2009). Stress, depres-
sion, and cardiovascular dysregulation: a review of
neurobiological mechanisms and the integration of
research from preclinical disease models. Stress, 12,
1–21.

Helgeson, V. S., Reynolds, K. A., and Tomich, P. L.
(2006). A meta-analytic review of benefit finding and
growth. J Consult Clin Psychol, 74, 797–816.

Hobfoll, S. E. (1989). Conservation of resources: a new
attempt at conceptualizing stress. Am Psychol, 44,
513–524.

Hobfoll, S. E. (1998). Stress, Culture, and Community.
New York: Plenum.

Holahan, C. J., Moos, R. H., Holahan, C. K., Cronkite, R.
C., and Randall, P. K. (2003). Drinking to cope and
alcohol use and abuse in unipolar depression: a 10-
year model. J Abnorm Psychol, 112, 159–165.

Horowitz, A. V., and White, H. R. (1991). Becoming mar-
ried, depression, and alcohol problems among young
adults. J Health Soc Behav, 32, 221–237.

Ironson, G., and Hayward, H. (2008). Do positive
psychosocial factors predict disease progression in

HIV-1? A review of the evidence. Psychosom Med,
70, 546–554.

Jim, H. S., and Jacobsen, P. B. (2008). Posttraumatic
stress and posttraumatic growth in cancer survivor-
ship: a review. Cancer J, 14, 414–419.

Kiecolt-Glaser, J. K., McGuire, L., Robles, T. F., and
Glaser, R. (2002). Emotions, morbidity, and mortal-
ity: new perspectives from psychoneuroimmunology.
Annu Rev Psychol, 53, 83–107.

Krantz, D. S., and McCeney, M. K. (2002). Effects of
psychological and social factors on organic disease:
a critical assessment of research on coronary heart
disease. Annu Rev Psychol, 53, 341–369.

Kronfol, Z., Madhavan, N., Zhang, Q., Hill, E. E., and
Brown, M. B. (1997). Circadian immune measures
in healthy volunteers: relationship to hypothalamic-
pituitary-adrenal axis hormones and sympathetic neu-
rotransmitters. Psychosom Med, 59, 42–50.

Kumari, M., Grahame-Clarke, C., Shanks, N., Marmot,
M., Lightman, S. et al (2003). Chronic stress acceler-
ates atherosclerosis in the apolipoprotein E deficient
mouse. Stress, 6, 297–299.

Lazarus, R. S. (1966). Psychological Stress and the
Coping Process. New York: McGraw-Hill.

Lazarus, R. S. (1999). Stress and Emotion: A New
Synthesis. New York: Springer.

Lazarus, R. S., and Folkman, S. (1984). Stress, Appraisal,
and Coping. New York: Springer.

Leserman, J., Petitto, J. M., Golden, R. N., Gaynes,
B. N., Gu, H. et al (2000). Impact of stressful life
events, depression, social support, coping, and cor-
tisol on progression to AIDS. Am J Psychiatry, 157,
1221–1228.

Libby, P. (2006). Inflammation and cardiovascular dis-
ease mechanisms. Am J Clin Nutr, 83, 456S–460S.

McEwen, B. S. (2000). Allostasis and allostatic
load: Implications for neuropsychopharmacology.
Neuropsychopharmacology, 22, 108–124.

McEwen, B. S. (2006). Protective and damaging effects
of stress mediators: central role of the brain.
Dialogues Clin Neurosci, 8, 367–381.

McEwen, B. S. (2008). Central effects of stress hormones
in health and disease: understanding the protective
and damaging effects of stress and stress mediators.
Eur J Pharmacol, 538, 174–185.

Mikolajczak, M., Roy, E., Luminet, O., Fillée, C., and
de Timary, P. (2007). The moderating impact of emo-
tional intelligence on free cortisol responses to stress.
Psychoneuroendocrinology, 32, 1000–1012.

Miller, G. E., Cohen, S., and Ritchey, A. K. (2002).
Chronic psychological stress and the regulation
of pro-inflammatory cytokines: a glucocorticoid-
resistance model. Health Psychol, 21, 531–541.

Moskowitz, J. T., Hult, J. R., Bussolari, C., and Acree,
M. (2009). What works in coping with HIV? A meta-
analysis with implications for coping with serious
illness. Psychol Bull, 135, 121–141.

Nesse, R. M. (2000). Is depression an adaptation? Arch
Gen Psychiatry, 57, 14–20.



15 Coping and Health 207

Nicolson, N. A. (1992). Stress, coping and cortisol
dynamics in daily life. In M. W. De Vries (Ed.),
The Experience of Psychopathology. Cambridge:
Cambridge University Press.

Norekvål, T. M., Moons, P., Hanestad, B. R., Nordrehaug,
J. E., Wentzel-Larsen, T. et al (2008). The other side
of the coin: perceived positive effects of illness in
women following acute myocardial infarction. Eur J
Cardiovasc Nurs, 7, 80–87.

O’Donnell, K., Badrick, E., Kumari, M., and Steptoe,
A. (2008). Psychological coping styles and
cortisol over the day in healthy older adults.
Psychoneuroendocrinology, 33, 601–611.

Olff, M., Brosschot, J. F., Godeart, G., Benschop, R.
J., Ballieux, R. E. et al (1995). Modulatory effects
of defense and coping on stress-induced changes in
endocrine and immune parameters. Int J Behav Med,
2, 85–103.

Park, C. L., Armeli, S., and Tennen, H. (2004). Appraisal-
coping goodness of fit: a daily internet study. Pers Soc
Psychol Bull, 30, 558–569.

Park, C. L., Cohen, L. H., and Murch, R. L. (1996).
Assessment and prediction of stress-related growth.
J Pers, 64, 71–105.

Park, C. L., Lechner, S. C., Antoni, M. H., and
Stanton, A. L. (Eds.). (2009). Medical Illness and
Positive Life Change: Can Crisis Lead to Personal
Transformation? Washington, DC: American
Psychological Association.

Parkes, C. M. (1964). Effects of bereavement on physical
and mental health: a study of the medical records of
widows. BMJ, 2, 274–279.

Penley, J. A., Tomaka, J., and Wiebe, J. S. (2002). The
association of coping to physical and psychologi-
cal health outcomes: a meta-analytic review. J Behav
Med, 25, 551–603.

Phillips, K. M., Antoni, M. H., Lechner, S. C., Blomberg,
B. B., Llabre, M. M., Avisar, E. et al (2008). Stress
management intervention reduces serum cortisol and
increases relaxation training during treatment for
nonmetastatic breast cancer. Psychosom Med, 70,
1044–1049.

Pressman, S. D., and Cohen, S. (2005). Does positive
affect influence health? Psychol Bull, 131, 925–971.

Robles, T. F., Glaser, R., and Kiecolt-Glaser, J. K.
(2005). Out of balance: a new look at chronic stress,
depression, and immunity. Curr Dir Psychol Sci, 14,
111–115.

Roesch, S. C., Adams, L., Hines, A., Palmorse, A., Vyas,
P. et al (2005). Coping with prostate cancer: a meta-
analytic review. J Behav Med, 28, 281–293.

Roth, S., and Cohen, L. J. (1986). Approach, avoidance,
and coping with stress. Am Psychol, 41, 813–819.

Rozanski, A., Blumenthal, J. A., and Kaplan, J. (1999).
Impact of psychological factors on the pathogene-
sis of cardiovascular disease and implications for
therapy. Circulation, 99, 2192–2217.

Sears, S. R., Stanton, A. L., and Danoff-Burg, S. (2003).
The yellow brick road and the emerald city: benefit

finding, positive reappraisal coping, and posttrau-
matic growth in women with early-stage breast can-
cer. Health Psychol, 22, 487–497.

Segerstrom, S. C. (2005). Optimism and immunity: do
positive thoughts always leave to positive effects?
Brain Behav Immun, 19, 195–200.

Segerstrom, S. C., and Miller, G. E. (2004).
Psychological stress and the human immune
system: a meta-analytic study of 30 years of inquiry.
Psychol Bull, 130, 601–630.

Shively, C. A., Clarkson, T. B., and Kaplan, J. R. (1989).
Social deprivation and coronary artery atherosclerosis
in female cynomolgus monkeys. Atherosclerosis, 77,
69–76.

Sjogren, E., Leanderson, P., and Kristenson, M. (2006).
Diurnal saliva cortisol levels and relations to psy-
chosocial factors in a population sample of middle-
aged Swedish men and women. Int J Behav Med, 13,
193–200.

Skinner, E. A., Edge, K., Altman, J., and Sherwood, H.
(2003). Searching for the structure of coping: a review
and critique of category systems for classifying ways
of coping. Psychol Bull, 129, 216–269.

Smith, T. W., and Leon, A. S. (1992). Coronary
Heart Disease: A Behavioral Perspective. Chapaign-
Urbana, IL: Research Press.

Smith, T. W., and Ruiz, J. M. (2002). Psychosocial
influences on the development and course of coro-
nary heart disease: current status and implications for
research and practice. J Consult Clin Psychol, 70,
548–568.

Sparrenberger, F., Cichelero, F. T., Ascoli, A. M.,
Fonseca, F. P., Wiess, G. et al (2009). Does psychoso-
cial stress cause hypertension? A systematic review of
observational studies. J Hum Hypertens, 23, 12–19.

Steptoe, A., and Brydon, L. (2009). Emotional triggering
of cardiac events. Neurosci Biobehav Rev, 33, 63–70.

Steptoe, A., Strike, P. C., Perkins-Porras, L., McEwan,
J. R., and Whitehead, D. L. (2006). Acute depressed
mood as a trigger of acute coronary syndromes. Biol
Psychiatry, 60, 837–842.

Suls, J, and Bunde, J. (2005). Anger, anxiety, and depres-
sion as risk factors for cardiovascular disease: the
problems and implications of overlapping affective
dispositions. Psychol Bull, 131, 260–300.

Tedeschi, R. G., and Calhoun, L. G. (2004).
Posttraumatic growth: conceptual foundations
and empirical evidence. Psychological Inquiry, 15,
1–18.

Temoshok, L. R., Waldstein, S. R., Wald, R. L., Garzino-
Demo, A., Synowski, S. J. et al (2008). Type C
coping, alexithymia, and heart rate reactivity are
associated independently and differentially with spe-
cific immune mechanisms linked to HIV progression.
Brain Behav Immun, 22, 781–792.

Tennen, H., Affleck, G., Armeli, S., and Carney, M. A.
(2000). A daily process approach to coping. Linking
theory, research, and practice. Am Psychol, 55,
626–636.



208 C.S. Carver and S. Vargas

Tomaka, J., Blascovich, J., Kelsey, R. M., and Leitten, C.
L. (1993). Subjective, physiological, and behavioral
effects of threat and challenge appraisal. J Pers Soc
Psychol, 65, 248–260.

Tomich, P. L., and Helgeson, V. S. (2004). Is finding
something good in the bad always good? Benefit
finding among women with breast cancer. Health
Psychol, 23, 16–23.

Ursin, H., and Olff, M. (1993). Psychobiology of cop-
ing and defence strategies. Neuropsychobiology, 28,
66–71.

Vachon, M. L. (2008). Meaning, spirituality, and wellness
in cancer survivors. Semin Oncol Nurs, 24, 218–225.

Wald, R. L., Dowling, G. C., and Temoshok, L. R. (2006).
Coping styles predict immune system parameters and

clinical outcomes in patients with HIV. Retrovirology,
3, P65.

Weaver, K. E., Llabre, M. M., Lechner, S. C., Penedo,
F., and Antoni, M. H. (2008). Comparing unidimen-
sional and multidimensional models of benefit finding
in breast and prostate cancer. Qual Life Res, 17,
771–781.

Wilbert-Lampen, U., Leistner, D., Greven, S., Pohl, T.,
Sper, S. et al (2008). Cardiovascular events during
World Cup Soccer. N Engl J Med, 358, 475–483.

Zinnbauer, B. J., and Pargament, K. I. (2005).
Religiousness and spirituality. In R. F. Paloutzian
& C. L. Park (Eds.), Handbook of the Psychology
of Religion and Spirituality (pp. 21–42). New York:
Guilford Press.



Part III
Social and Interpersonal Processes



Chapter 16

Experimental Approaches to Social Interaction
for the Behavioral Medicine Toolbox

Jerry Suls and M. Bryant Howren

Why should health psychologists conduct lab-
oratory experiments to understand the role that
social behavior plays in physical health? Lab
experiments, by their very nature, are artificial
and rarely can recruit representative samples.
Would not it be far better to study the influence
of social factors on health in real-life situa-
tions? These questions and complaints represent
a misunderstanding of the purposes of labora-
tory experimentation. Festinger (1953), one of
the foremost social psychologists of the 20th
century, provided a succinct answer:

The laboratory experiment should be an attempt
to create a situation in which the operation of
variables will be clearly seen under special identi-
fied and defined conditions. It matters not whether
such a situation would ever be encountered in real
life. In most laboratory experiments, such a situ-
ation would certainly “never” be encountered in
real life. In a laboratory, however, we can find out
exactly how a certain variable affects behavior or
attitudes under special, or “pure,” conditions (p.
139).

In other words, if researchers want to learn
whether certain variables lead to a particu-
lar outcome, then the constraints of the labo-
ratory provide the arena in which systematic
variation of different variables is possible and
confounding factors can be minimized. The
opportunity afforded by laboratory experiments
to assess how combinations of manipulated

J. Suls (�)
Department of Psychology, Spence Laboratories,
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variables may interact is a distinct advantage.
Only rarely does a real-life situation allow for
this option. Moreover, knowledge regarding the
relationships between or among variables result-
ing from laboratory experiments can provide the
basis for predictions about real-life situations.

One difficulty associated with the laboratory
experiment is that rarely is the strength of inde-
pendent variables likely to be comparable to the
strength these variables exert in real-life situa-
tions; thus, the power to detect effects may be
very small. This can be compensated for, to some
extent, by the increased control the researcher
has in the laboratory setting. In the case of social-
psychological variables, the use of cover-stories
or deception is often important to increase the
power of the manipulations. It is here the term
“experimental realism” applies. This refers to the
extent to which experimental procedures have an
impact on the participants or the extent to which
events in the experimental setting are credible,
involving, and taken seriously (Carlsmith et al,
1976).

To illustrate how experimental approaches to
social interaction have been conducted regard-
ing questions in health psychology/behavioral
medicine, five research paradigms will be briefly
described in this chapter. These five were cho-
sen to reflect the breadth of problems studied in
laboratory research, which have broad-ranging
implications for understanding the etiology, pre-
vention, experience, and/or treatment of physical
disease. Some approaches, which were sem-
inal for the growth of behavioral medicine,
such as Schachter’s research on obesity and
smoking or Glass’s (1977) research on Type

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_16, 211
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A behavior were not chosen simply because
they have received extensive coverage in other
sources (Glass, 1977; Schachter, 1971a, b). As
each approach is described, we also will explain
what assets the psychological laboratory offered
to advance each topic domain.

1 Thioamine Acetylase Paradigm
for Studying Illness Cognition

The study of symptom and illness cognition is an
important topic because the ways in which indi-
viduals think about physical symptoms partly
determines whether they decide they are ill
and, further, perceive the need to seek medical
care. For some time, those interested in ill-
ness cognition relied on questionnaire, interview,
or ethnographic methods (Croog et al, 1971;
Mechanic, 1972; Taylor et al, 1984; Zola, 1966).
Such non-experimental approaches yielded rich
insights, but third-variable explanations were
often plausible. However, at the time, these
methods seemed to be the only viable options;
health researchers had not yet developed meth-
ods to experimentally (and ethically) manipulate
the experience of physical illness.

Jemmott et al (1986), who were trained as
experimental social psychologists, developed the
thioamine acetylase (TAA) saliva reaction test,
a fictitious medical test for an enzymatic defi-
ciency, in order to experimentally test hypothe-
ses about illness cognition. They hypothesized
that people perceive medical deficiencies which
are prevalent as less serious than those that are
rare. In other words, if a condition is perceived
to be common, people do not believe it is serious
and, therefore, there is no need for them to take
corrective action.

In order to increase experimental realism and
maximize external validity, Jemmott and col-
leagues conducted their experiment in a psy-
chology laboratory outfitted with items typically
seen in a medical clinic, such as stethoscopes,
blood pressure gauges, and health posters.
Additionally, the experimenters wore white lab
coats. Participants were recruited by telephone

under the guise that they would be taking part
in a study conducted by the “Health Awareness
Project,” which required completion of some
health-related questionnaires, several standard
medical tests, and some “recently developed”
tests, including the TAA test and a hearing
test. Participants also were administered a short
hypochondriasis scale as a screening device.
Those who were high in hypochondrical ten-
dencies were excluded from participation to
minimize potential risk due to deception.

Upon arrival, participants’ blood pressure and
pulse were taken as part of the cover-story and
they were seated in individual soundproof booths
in preparation for the hearing test. Although
groups were limited to two or three individuals,
participants were led to believe that they were
part of a group of five individuals. Once seated,
the experimenter explained (via an intercom sys-
tem) that the hearing test would be postponed
due to technical difficulties and that the next test
would be the TAA saliva reaction test, which was
described in a booklet that was read aloud by the
experimenter.

Participants were told that an enzyme found in
saliva, thioamine acetylase (TAA), was a marker
of pancreatic function and that some individuals
have the enzyme while others do not. Further,
participants were led to believe that individu-
als lacking the TAA enzyme were at increased
risk for several “mild, but irritating pancreatic
disorders.” All of this information was actually
fictitious; however, it was necessary to create the
experimental conditions.

The booklet included detailed instructions on
how to self-administer the TAA test using a strip
of chemically coated paper. Participants were
asked to rinse with mouthwash (under the pre-
tense of removing potential test contaminants
such as food residue) before expectorating into a
cup and placing the strip of TAA test paper in the
saliva. The strip of test paper, however, was actu-
ally glucose-sensitive and the mouthwash used
prior to the “test” contained a trace amount of
the substance. Consequently, each participant’s
test paper turned from yellow to green.

The supposed meaning of this reaction was
manipulated as a function of the experimental
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condition. Prior to the test, one group of ran-
domly assigned participants was told the color
change indicated that TAA was absent from their
saliva while another group was told the change
denoted that TAA was present. The prevalence
of the deficiency was also manipulated; that
is, some participants were led to believe either
one or four individuals per group lacked the
TAA enzyme. After the test, a battery of health-
related questionnaires was completed including
the main dependent measures – items assessing
how serious the participants believed the enzyme
deficiency to be.

Jemmott et al found that participants assigned
to the low-prevalence condition perceived the
deficiency to be more serious than those in the
high-prevalence condition. Moreover, individu-
als with the supposed TAA deficiency not only
rated it as less serious but were also more likely
to question the validity of the test itself than
those who were led to believe they did not
have the deficiency. In sum, both prevalence and
personal relevance influenced appraisal of the
supposed health threat.

In other experiments using the TAA
paradigm, Ditto and Jemmott (1989) demon-
strated that perceived prevalence influenced
judgments of both positive and negative health
characteristics. In a pair of studies, participants
were led to believe that the lack of TAA was
either a benefit or a detriment to health (i.e., the
deficiency made a person more/less susceptible
to disease). The prevalence of the deficiency
was manipulated in a manner similar to that
described above. Results indicated that, as the
scarcity of the condition increased, the more
positive or negative the subsequent appraisals
of this characteristic tended to be. Rather than
simply leading to more negative appraisals of a
medical condition, scarcity information had an
extremetizing effect on appraisals. Also, partic-
ipants were more likely to take informational
pamphlets and sign-up for detailed medical
evaluations as a function of the scarcity of the
condition.

This paradigm has been used to investigate a
number of other phenomena in illness cognition,
including the relationships between diagnostic

status, symptom perception, and risk behaviors
(see Croyle and Ditto, 1990 for a review). For
example, using a similar procedure, Croyle and
Sande (1988) manipulated subjects’ diagnostic
status. Consistent with prior results, participants
who were led to believe that their test indicated a
TAA deficiency rated the disorder as less serious
and the test as less valid than individuals who
were without the fictitious deficiency.1,2 These
results indicated that the participants were using
minimization, a kind of denial of the potentially
threatening diagnosis.

In the same experiment, participants also
were asked to report whether they had recently
experienced several common symptoms (e.g.,
headache, backache) or engaged in certain “risk
behaviors” (e.g., use of aspirin, getting less than
7 h of sleep per night) that were purportedly
related to the deficiency. Those participants who
were led to believe that they lacked the TAA
enzyme, and thus were supposedly at greater risk
of pancreatic disorder, reported more diagnostic-
consistent symptoms and behaviors than those
without the deficiency. Similar results have been
reported by individuals who were led to believe
that they had elevated blood pressure (Baumann
et al, 1989). Hence, believing that they were at
risk prompted individuals to mislabel ambigu-
ous, common sensations as signs of illness and
to recall otherwise ordinary or innocuous behav-
iors that they believed might have placed them at
risk.

The TAA paradigm permits the use of exper-
imental manipulations to study questions about
illness cognition and to draw causal inferences,

1Of note, Croyle and Sande’s (1988) study took place
in the exam room of a student health clinic—a con-
ventional medical setting. Additionally, participants did
not self-administer the TAA test; instead, a research
assistant posing as a nurse performed the test. The fact
that previous results were replicated in the context of
these alterations served to underscore the validity of this
experimental paradigm.
2Comparable procedures have been used to demonstrate
that individuals likewise discount the seriousness of
actual health disorders, namely hypertension (Croyle,
1990).
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thereby improving upon descriptive, correla-
tional methodologies. Of course, for ethical rea-
sons it was important to disabuse participants
regarding the fictitious information and feed-
back. To reduce potential aversiveness, the TAA
deficiency was not depicted as an extremely seri-
ous condition, but described as a risk factor
rather than a disease. The investigators also used
a careful debriefing process (Ross et al, 1975) in
which participants were first asked whether they
had any questions about the study. They were
then told that TAA was fictitious and the saliva
test had been engineered so the test strip always
changed color. Of note, only 3–5% of subjects
had any suspicions about the procedure (Croyle
and Ditto, 1990). Further, they were told the test
actually had no bearing on their susceptibility
to pancreatic disease and that the interpreta-
tion they had been given depended only on the
experimental condition to which they had been
randomly assigned. Only after all questions were
answered and concerns were addressed were the
participants permitted to leave.

2 Trier Social Stress Test (TSST)
Paradigm

Both epidemiological and animal research docu-
ments the role of acute and chronic life stressors
in physical illness risk (e.g., Holmes and Rahe,
1967; Lazarus and Folkman, 1984; Lovallo,
2005). A major premise of this research is
that stress induces arousal of the sympathetic
and hypothalamic–adrenal–pituitary axes result-
ing in increased neuroendocrine activity, which
in turn elicits bodily changes that may have dele-
terious effects (e.g., Lovallo, 2005). In particu-
lar, the reactivity hypothesis posits that certain
individuals exhibit exaggerated psychophysio-
logical reactivity to stressors, which produces
pathogenic processes that increase the risk of
subsequent physical illness over time (Krantz
and Manuck, 1984).

Although advances in biomedical technology
have made it possible to measure ambulatory

physiological reactivity such as blood pres-
sure, heart rate, and neuroendocrine markers
(Kamarck et al, 2002), uncontrolled factors rou-
tinely encountered in daily life introduce many
possible sources of confounding. The study of
psychophysiological responses to stress in the
laboratory, where confounding variables can be
minimized, has assumed a major role in identi-
fying potential pathogenic processes that place
persons at risk (Matthews et al, 1986).

In particular, psychological stress, or chal-
lenge, tests have been frequently used to assess
hypothalamic–pituitary–adrenal (HPA) reactiv-
ity (e.g., salivary cortisol) in laboratory set-
tings (see Chapter 43). Many hormones may
be reliably measured in saliva and such tech-
niques have been used extensively in psychobio-
logical research (Kirschbaum and Hellhammer,
2000). Previous research aimed at elucidating
the factors responsible for individual differences
in HPA reactivity obtained mixed results (e.g.,
Berger et al, 1987) due, in part, to use of stres-
sors that yielded unreliable stimulation of the
HPA axis. Consequently, the Trier social stress
test (TSST; Kirschbaum et al, 1993) was devel-
oped to allow for reliable stimulation of the HPA
axis and subsequent measure of both physio-
logical and psychological responses to stress in
a controlled laboratory setting. The TSST has
now become the “. . .standard protocol for the
experimental induction of psychological stress
in healthy participants, as well as clinical pop-
ulations,” (Kudielka et al, 2007, p. 57). Since
numerous studies have demonstrated the reliabil-
ity of the TSST to elicit physiological reactivity
in healthy samples (e.g., Kirschbaum et al, 1992,
1995; Kudielka et al, 2004b), the TSST has also
been used extensively in clinical populations in
order to study stress-response profiles for various
disorders and diseases (e.g., Bower et al, 2005;
Gaab et al, 2005; Heim et al, 2000; Young et al,
2004).3

3For an extensive review of research in both nomi-
nally healthy and clinical samples related to the TSST
paradigm, see Kudielka et al (2007).
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Developed at the University of Trier, the
TSST protocol induces moderate stress via a
combination of psychological and social stres-
sors. Specifically, upon arrival, each participant
answers a series of questions regarding phys-
ical health and is led to a room in which a
baseline saliva sample will be obtained. The par-
ticipant is first asked to rest for 10 min in order to
avoid potential activation of the HPA axis. After
10 min, a saliva sample is taken.

Next, the participant is escorted to another
experiment room in which a 20-min period of
psychosocial stress follows. The participant is
told that she/he will be asked to play the role
of a job applicant and deliver a speech (which
will be videotaped) before a selection commit-
tee of three individuals, for which she/he will
have 10 min to prepare in an adjacent room.
In an effort to increase anticipatory stress, the
participant is told that she/he will be evaluated
on both content and style and that the com-
mittee members are trained in public speaking
analysis. Further, the participant is told that any
written notes generated during the preparation
phase will not be allowed during the speech.
After the preparation phase is over, an addi-
tional saliva sample is obtained. The participant
is then led back before the committee and asked
to give the speech for 5 min. Prior to the ini-
tiation of the speaking task, the participant is
also informed that another unrelated task will
follow the speech, but details are withheld until
the completion of the speech. During the speech
itself, certain nonverbal cues are presented or
withheld by the committee in an effort to further
increase stress, such as withholding encourag-
ing smiles or nods and only presenting the time
remaining if the participant stops before 5 min
have elapsed.

Finally, upon completion of the speech, the
participant is informed that she/he must com-
plete a serial subtraction task. The task requires
the participant to continuously subtract 13 from
1022 as quickly as possible.4To increase stress,

4Actual numbers may vary, but primes are recommended
to maximize difficulty.

the participant is told that each error will result
in the task starting over from 1022. After 5 min
of this task, the participant is led to an adja-
cent room in order to obtain post-test assess-
ments (i.e., additional saliva samples, a battery
of questionnaires) and debriefing information.
In essence, the TSST is an experimental social
stress procedure.

Many experiments in behavioral medicine
have utilized the TSST paradigm over the past
decade. For example, the TSST has been used to
evaluate stress reactivity in breast cancer patients
and survivors. Giese-Davis and colleagues
(2006) investigated the role of depression on
stress reactivity in patients with metastatic breast
cancer, finding that in response to challenge,
depressed (vs. non-depressed) women reported
increased levels of negative affect in addition
to reduced high-frequency heart rate variabil-
ity, a risk factor for cardiovascular disease. Both
groups, however, demonstrated blunted HPA
responses to challenge, suggesting that the HPA
axis may be hyporesponsive in patients suffering
from breast cancer.

Bower and colleagues (2005) evaluated cor-
tisol responses to the TSST in fatigued and
non-fatigued early-stage breast cancer survivors.
The researchers found that women with persis-
tent fatigue showed blunted cortisol responses
after adjustment for depression and other covari-
ates. Non-fatigued survivors, however, showed a
significant increase in salivary cortisol compara-
ble to that found in healthy individuals exposed
to the TSST.

Other research has evaluated patients suffer-
ing from chronic fatigue syndrome (CFS), type I
diabetes, atopic dermatitis, and individuals with
elevated cardiovascular disease risk. For exam-
ple, Gaab and colleagues (2005) compared cor-
tisol and proinflammatory cytokine responses in
patients with CFS versus healthy controls. They
found that both groups demonstrated increased
cortisol response to the TSST, but cytokine levels
in those with CFS were significantly attenu-
ated compared with controls. In type I diabetic
patients, a significant delay in the decrease of
glucose levels after food intake was observed
post-challenge (Wiesli et al, 2005). Additionally,
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adults with atopic dermatitis have been found to
exhibit attenuated cortisol and ACTH responses
to psychosocial stress (Buske-Kirschbaum et al,
2002a, b). Similarly, depressed adults at risk
for cardiovascular disease showed a hypocortisol
response to the TSST (Taylor et al, 2006).

Given the robust pattern of HPA hyperreactiv-
ity observed in response to the TSST in healthy
individuals, the findings detailed above suggest
that the response profiles of various patient pop-
ulations may have a markedly different pattern –
potentially indicating a depletion of physiologi-
cal resources. Further study may help elucidate
mechanisms that contribute to the relationship
between stress and disease.

3 Mental Harassment in the Context
of Hostility and Cardiovascular
Risk

Cynical hostility, measured with various self-
report measures (e.g., Cook-Medley Hostility
Scale, Ho Scale; Cook and Medley, 1954), has
been identified as a behavioral risk factor for
the development and progression of cardiovas-
cular disease (e.g., Chida and Steptoe, 2009;
Smith, 1992), but the ways in which this psycho-
logical characteristic contribute to atherogenesis
and subsequent coronary events are not well
understood. The reactivity hypothesis described
in the preceding section has been considered
as one plausible explanation for the risk con-
ferred by cynical hostility (e.g., Williams et al,
1985). The idea is that cynically hostile persons
may respond with exaggerated cardiovascular
physiological responses to provocation. If this is
a common phenomenon, then heightened neu-
roendocrine responses may increase the risk of
atherogenesis (see Chapter 13).

Although evidence from research with ani-
mal models supports this general idea (Manuck
et al, 1989), cynical hostility has no direct ana-
log in animals. Suarez and Williams (1989)
developed a paradigm to test the cardiovascu-
lar effects of behavioral stress on individuals

high and low in hostility. Consequently, Suarez
and colleagues (1989, 1990, 1993, 1998) initi-
ated a series of studies using mental harassment
in an attempt to isolate physiological responses
directly attributable to behavioral stress.

Specifically, the paradigm involved prelimi-
nary screening of potential participants to iden-
tify individuals with high and low hostility
scores (as measured using the Ho Scale). Once
identified, participants were randomly assigned
to harassment and non-harassment conditions
involving an elaborate cover-story and decep-
tions. Upon arrival to the laboratory, all partici-
pants were told that the purpose of the study was
to evaluate physiological responses to a men-
tal stressor and then were asked to read and
sign informed consent documents. In the harass-
ment condition, the procedural script required
that the experimenter receive a phone call dur-
ing the consent process from his/her supposed
supervisor, indicating that the supervisor would
be unable to attend to experiment. The exper-
imenter conveyed this information to the par-
ticipants and let them know that a technician
would substitute for the remainder of the proto-
col. Participants were then led to the experimen-
tal room and introduced to the technician, who
had just been informed that she/he would have
to run the experiment. Using a condescending
tone, the technician then responded that she/he
would “not be responsible for any problems” and
that she/he would “stop the experiment if any
problems occurred.” The non-harassment condi-
tion utilized the same scenario except that there
was no confrontation between the technician and
experimenter. Participants were then led to the
experiment room where they were fitted with a
blood pressure cuff, electrodes, and/or a venous
catheter.

After physiological data were collected over
two 5-min baseline periods, participants were
given instructions for the mental task, which
comprised a series of five-letter anagrams pre-
sented during 31/2 min intervals. Participants
were instructed to solve these anagrams after
viewing them on a large projector screen and that
each of the anagrams had but one correct answer.
During the trials, the technician reported the time
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remaining every 30 seconds. As an incentive,
participants were told that the individual with the
highest score would receive a $25 cash prize.

This standard protocol was used in both con-
ditions. In the harassment condition, however,
participants were subjected to harassing state-
ments during the completion of the anagram
task. Specifically, the technician delivered these
statements when reporting the time remaining.
Statements included, “I told you these are five
letter words!” “Stop mumbling, I can’t under-
stand your answers!,” and “You are getting paid
to be in this experiment!” Any response from the
participant was ignored unless she/he requested
to cease participation. Physiological data were
again collected at the conclusion of the anagram
task.

The studies conducted by Suarez and col-
leagues (1989, 1990, 1993, 1998) yielded sev-
eral, consistent findings. In studies of both men
and women, those who scored high in hos-
tility and also experienced mental harassment
during the anagram task consistently exhibited
increased cardiovascular and/or neuroendocrine
responses. For example, Suarez and colleagues
(1998) demonstrated that increased (and pro-
tracted) blood pressure, heart rate, forearm
blood flow, forearm vascular resistance, nore-
pinephrine, testosterone, and cortisol responses
resulted from harassment of those high in hos-
tility. In addition, throughout the series of stud-
ies conducted by Suarez and colleagues, these
same individuals also reported increased levels
of negative affect including anger, anxiety, and
depression. In contrast, individuals who were
not harassed during the anagram task showed no
increases in physiological or emotional arousal.
Excessive cardiovascular reactivity has also been
demonstrated in studies using similar behav-
ioral stress paradigms such as a conflict discus-
sion task or unsolvable anagrams, which par-
ticipants were led to believe were “fairly easy”
(Hardy and Smith, 1988; Smith and Allred,
1989; Weidner et al, 1989; cf. Suls and Wan,
1993).

It is noteworthy that heightened reactivity
is not exhibited by hostile persons in response
to stressors that do not involve interpersonal

conflict. Both hostile and non-hostile persons
demonstrate similar responses to mental stres-
sors, suggesting that provocation is the key
element distinguishing them.

4 Social Support in the Context of
Behavioral Stress

Epidemiological studies consistently find that
individuals without adequate social support are
at increased risk of all-cause and cardiovas-
cular morbidity and mortality (e.g., Berkman,
1985; Cohen, 1988; Kaplan et al, 1988; Orth-
Gomer and Johnson, 1987; see Chapter 17).
In contrast, individuals who are socially inte-
grated have improved health (House et al, 1988)
and, in particular, a reduced incidence or preva-
lence of cardiovascular disease (e.g., Medalie
and Goldbourt, 1976; Seeman and Syme, 1987).
Even population studies that are prospective in
design, however, can only be suggestive with
respect to the mechanisms by which social sup-
port confers such benefits (Uchino et al, 1996).

Laboratory experiments can be informative
regarding some of the potential mechanisms,
however. It has been hypothesized that social
support reduces physiological responses to stress
and thereby improves cardiovascular health (e.g.,
Cohen et al, 1994; House, 1981). Given this,
several researchers have experimentally investi-
gated the influence of social support on phys-
iological reactivity while exposed to various
laboratory stress tasks.

In this area of research, the general proce-
dures involve the random assignment of partic-
ipants to conditions in which a stressful task
is completed either alone or in the presence of
a partner, usually a close friend. The behav-
ioral stressors used in this category of studies
have varied with some using a combination of
tasks, such as mental arithmetic, vocabulary, or
concept formation tasks (Kamarck et al, 1990),
and others utilizing public speaking to induce
reactivity (Lepore et al, 1993). The support
conditions also have varied, with some studies
manipulating the effects of a close friend’s
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presence during stress, others comparing the
influence of friends versus strangers, and still
others manipulating the behavior of the exper-
imenter to further increase the level of stress.
Before and after the completion of these tasks,
measures of physiological reactivity (e.g., blood
pressure, heart rate, impedance cardiography)
were taken and questionnaires completed.

Kamarck et al (1990) initiated one of the first
studies to experimentally investigate the effects
of social support on cardiovascular reactivity.
Their study randomly assigned participants to
“friend” and “alone” conditions. After a series
of baseline assessments, participants were asked
to complete mental arithmetic and concept for-
mation tasks, either alone or in the presence of a
close, same-sex friend. The friend was given spe-
cific instructions to silently support the partner,
touch the partner’s wrist throughout the testing
period, and take care not to interrupt or distract
the partner. Additionally, the friend was given a
set of questionnaires to complete during the tasks
in order to control the interaction between the
individuals. Kamarck and colleagues found that
individuals in the presence of a supportive friend
exhibited lower heart rate and blood pressure
reactions to the stressors.

Lepore and colleagues (1993) conducted a
similar study using a speech task as the behav-
ioral stressor. However, these researchers used
slightly different support conditions. In addition
to the “alone” condition, participants were ran-
domly assigned to give a speech in the presence
of a same-sex supportive or non-supportive con-
federate. Support behaviors included reassuring
comments (“Remember, it will all be over in
a few minutes.”) and compliments (“You did
fine.”), in addition to non-verbal gestures such
as smiles and an open-body posture. The non-
supportive condition included neutral behaviors
and actual interaction was minimal. Lepore et al
found that participants who delivered a speech
in the presence of a supportive partner had sig-
nificantly less reactivity (as measured via sys-
tolic and diastolic blood pressure) than those
who gave a speech in the presence of a non-
supportive partner. The same was true when
supported participants were compared with those

in the alone condition. A study by Christenfeld
and colleagues (1997) also found that individu-
als delivering a speech in the presence of a friend
or supportive stranger exhibited significantly less
cardiovascular reactivity when compared with
those giving a speech in the presence of a neutral
stranger.

Kamarck et al (1995) went a step further
by manipulating the behavior of the experi-
menter, adding an aspect of social threat during
the completion of the tasks. Specifically, in the
high-threat condition, the experimenter was for-
mally dressed, introduced himself using his title,
and gave instructions in a loud, inpatient man-
ner. Additionally, participants were explicitly
reminded of the experimenter’s presence during
the mental stressors. In the low-threat condition,
the experimenter was informally dressed, intro-
duced himself using his first name, and gave
instructions using a normal tone. Kamarck et al
found that, under conditions of high social threat,
the presence of a close friend resulted in lower
cardiovascular reactivity in response to mental
challenge. Similarly, Kors et al (1997) manip-
ulated social threat by assigning participants to
conditions in which a close friend was more or
less evaluative of the participant’s performance.
Results indicated attenuated reactivity during a
mental arithmetic task, but only for participants
whose friend was non-evaluative.5

By manipulating stress and type of support
while measuring physiological parameters, it
was possible to detect stress-buffering effects.
Only lab experiments allow for this kind of
control of theory-driven factors and extraneous
variables in order to identify the social support
effects suggested by descriptive epidemiological
research studies.

5Although the studies summarized here primarily demon-
strated the protective effects of social support, the evi-
dence is somewhat mixed as others have reported that
the presence of a friend or supportive other can increase
reactivity and hinder performance (e.g., Allen et al, 1991)
or does not differ from those tested alone (Sheffield and
Carroll, 1994). See Uchino et al, 1996 for a more detailed
review.
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5 Experimental Research on
Advanced Directives

Experimental methods have also helped to
increase understanding of the use of advanced
directives, or living wills, for end-of-life care. As
advocated by the American Medical Association
(Orentlicher, 1990) and other prominent health-
related organizations (e.g., American Geriatrics
Society, 1991), advanced directives (AD) –
which are legally recognized in all 50 states
and the District of Columbia (The Patient Self-
Determination Act, 1990) – allow individuals to
make explicit their preferences for treatment and
care given the event of serious illness and, there-
fore, provide some control if situations arise in
which the individual is otherwise incapable of
making such preferences known.

The use of such instruments assumes, how-
ever, that ADs improve the ability of a surro-
gate decision-maker to substitute judgment on
behalf of the patient. Indeed, numerous stud-
ies have reported that, without ADs, the ability
of family members and healthcare providers to
accurately predict treatment-related preferences
is very poor (e.g., Ouslander et al, 1989; Seckler
et al, 1991). But research had not evaluated
whether discussion of ADs between patients and
proxies improves the accuracy of substituted
judgment. Ditto and colleagues (2001) devel-
oped an experimental paradigm to study the
agreement between patients and surrogates for
different illness scenarios.

Specifically, a randomized clinical trial
(The Advance Directives, Values Assessment,
and Communication Enhancement project,
ADVANCE) was undertaken. The distinctive
feature of ADVANCE was that it manipulated
the nature of discussion between the relevant
parties. Previous work on ADs has tended to
be descriptive and correlational, so it was not
possible to draw causal inferences about what
factors influence the accuracy or effects of ADs.
The trial recruited patients who were 65 years
or older from primary care facilities. Potential
participants were randomly selected to receive
a letter from their healthcare provider inviting

them to participate. The study entailed three
1–2 h interviews over 24 months and the par-
ticipation of a surrogate decision-maker; if the
patient was hospitalized, additional interviews
were required.

Participants and their surrogates were ran-
domized to one of five experimental conditions.
In the control condition, patients and surrogates
had no contact beyond the informed consent pro-
cess, nor were any AD documents completed.
There were two “no-discussion” conditions in
which the patients and surrogates were separated
after consent, but the patient completed a series
of AD documents. Finally, two “discussion” con-
ditions required that patients complete the AD
documents in the presence of the surrogate. A
trained interviewer then facilitated questions and
discussion between the two parties via a series
of structured prompts. The primary outcome,
accuracy of substituted judgment, was measured
using the Life-Support Preferences/Predictions
Questionnaire (LSPQ; Coppola et al, 1999),
which presents nine different illness scenarios
intended to capture a range of potential condi-
tions of varying severity such as coma, stroke,
and cancer scenarios.

Surprisingly, none of the intervention condi-
tions improved accuracy between patients and
their surrogates, but the discussion conditions
did increase perceived understanding and com-
fort for those without a previous AD. Ditto
and colleagues have also used similar, quasi-
experimental designs to further investigate judg-
ments related to end-of-life care (e.g., Coppola
et al, 2001).

Thus, even surrogates provided with an
instructional AD completed by a patient were
no more accurate in their predictions of that
patient’s life-sustaining preferences than sur-
rogates making predictions without a patient-
completed directive. This was the case even
when the surrogate discussed the directive with
the patient prior to the prediction task.

Fagerlin and colleagues (2001) conducted
research to further investigate such inaccuracies.
Based on social psychological research on inter-
personal perception, they measured surrogates’
own treatment preferences and compared them
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to their predictions of patients’ preferences. In
one study, a sample of older adult patients was
asked to designate the individual that they would
want to make medical decisions on their behalf –
most often spouses or adult children – and this
person was also recruited to participate. Next,
all patient participants were asked to complete
treatment preferences for themselves. Surrogate
participants were asked to also complete treat-
ment preferences for themselves and then make
predictions regarding the patient’s preferences.

In addition to finding an “overtreatment” bias
(i.e., surrogates overpredicted the patient’s desire
for treatment in several illness scenarios), sur-
rogates’ decisions about life-sustaining medi-
cal treatments were strongly associated with
their personal treatment wishes and this helped
to account for inaccuracy between the parties.
Although these results may seem surprising, they
actually are quite consistent with a standard
social normative bias, the false consensus effect,
whereby people overestimate the extent to which
their own opinions and behavioral choices are
shared by others (Ross et al, 1977; Krueger and
Clement, 1997).

Medical ethicists, policy makers, and the
medical community maintain that when patients
do not have decisional capacity, medical deci-
sions should be based on the standard of sub-
stituted judgment (Baergen, 1995). The research
of Ditto, Fagerlin, and their associates demon-
strate that this policy is uninformed by basic
social psychological research on interpersonal
perception. In other words, this means that the
surrogate decision maker will encounter difficul-
ties in trying to honor the wishes of the inca-
pacitated patient. There is cause for optimism,
however, because there are psychological strate-
gies that increase the accuracy of social judg-
ments (Funder, 1995). It remains for researchers
to test the effects of these manipulations on the
accuracy of ADs.

6 Conclusions

As described in this chapter, experimental
approaches to social interaction in health

psychology and behavioral medicine typically
involve elaborate cover stories, scripts, and
sometimes deception. At its best, it takes
the form of experimental theater in which
researchers adopt the roles of producer, director,
and actor. With such methods, social factors can
be manipulated under controlled circumstances
to identify and elucidate causal relationships
as well as develop and test theories. In many
cases, results based on experimental methods
may help to explain findings from epidemiologi-
cal and intervention research where mechanisms
can only be inferred. Further, these approaches
may identify novel relationships and explore
speculative causal directions, which may not be
feasible to test in patients or the broader medical
setting without preliminary supportive evidence.
The strengths of such methods are a major rea-
son why the subdiscipline of social-health psy-
chology has been growing steadily over the past
several years (e.g., Suls and Wallston, 2003).

Of course, these methods comprise only a few
of the tools available to the behavioral medicine
researcher. The biopsychosocial model requires
the collaboration of biological, psychological,
and other social scientists and practitioners (Suls
and Rothman, 2004), with all parties bringing
their respective methods of inquiry to the table.
As such, the experimental methods discussed
here should be considered as much a part of the
behavioral medicine toolbox as clinical assess-
ments, medical indices, advanced biostatistical
procedures, and behavioral interventions.

References

Allen, K. M., Blascovich, J., Tomaka, J., and Kelsey, R.
M. (1991). Presence of human friends and pet dogs
as moderators of autonomic responses to stress in
women. J Pers Soc Psychol, 61, 582–589.

American Geriatrics Society Public Policy Committee
(1991). AGS Position Statement: Medical Treatment
Decisions Concerning Elderly Persons. New York:
American Geriatrics Society.

Baergen, R. (1995). Revising the substituted judgment
standard. J Clin Ethics, 6, 30–38.

Baumann, L. J., Cameron, L. D., Zimmerman, R. S.,
and Leventhal, H. (1989). Illness representations and



16 Experimental Approaches to Social Interaction 221

matching labels with symptoms. Health Psychol, 8,
449–469.

Berger, M., Bossert, S., Krieg, J. C., Dirlich, G., Ettmeier,
W., Schreiber, W. et al (1987). Interindividual differ-
ences in the susceptibility of the cortisol system: an
important factor for the degree of hypercortisolism in
stress situations? Biol Psychiatry, 22, 1327–1339.

Berkman, L. F. (1985). The relationship of social net-
works and social support to morbidity and mortality.
In S. Cohen & S. L. Syme (Eds.), Social Support
and Health (pp. 241–262). Orlando, FL: Academic
Press.

Bower, J. E., Ganz, P. A., and Aziz, N. (2005). Altered
cortisol response to psychologic stress in breast can-
cer survivors with persistent fatigue. Psychosom Med,
67, 277–280.

Buske-Kirschbaum, A., Geiben, A., Hollig, H.,
Morschhauser, E., and Hellhammer, D. (2002a).
Altered responsiveness of the hypothalamus-
pituitary-adrenal axis and the sympathetic
adrenomedullary system to stress in patients
with atopic dermatitis. J Clin Endocrinol Metab, 87,
4245–4251.

Buske-Kirschbaum, A., Gierens, A., Hollig, H.,
and Hellhammer, D. H. (2002b). Stress-induced
immunomodulation is altered in patients with atopic
dermatitis. J Neuroimmunol, 129, 161–167.

Carlsmith, J. M., Ellsworth, P. C., and Aronson, E.
(1976). Methods of Research in Social Psychology.
Reading, MA: Addison-Wesley.

Chida, Y., and Steptoe, A. (2009). The association of
anger and hostility with future coronary heart disease:
a meta-analytic review of prospective evidence. J Am
Coll Cardiol, 53, 936–946.

Christenfeld, N., Gerin, W., Linden, W., Sanders, M.,
Mathur, J. et al (1997). Social support effects on car-
diovascular reactivity: is a stranger as effective as a
friend? Psychosom Med, 59, 388–398.

Cohen, S. (1988). Psychosocial models of the role of
social support in the etiology of physical disease.
Health Psychol, 7, 269–297.

Cohen, S., Kaplan, J. R., and Manuck, S. B. (1994).
Social support and coronary heart disease: underly-
ing psychologic & biologic mechanisms. In S. A.
Shumaker & S. M. Czajkowski (Eds.), Social Support
and Cardiovascular Disease. New York: Plenum.

Coppola, K. M., Bookwala, J., Ditto, P. H., Lockhart,
L. K., Danks, J. H. et al (1999). Elderly adults’
preferences for life-sustaining treatments: the role
of impairment, prognosis, and pain. Death Stud, 23,
617–634.

Coppola, K. M., Ditto, P. H., Danks, J. H., and Smucker,
W. D. (2001). Accuracy of primary care and hospital-
based physicians’ predictions of elderly outpatients’
treatment preferences with and without advance
directives. Arch Intern Med, 161, 431–440.

Cook, W. W., and Medley, D. M. (1954). Proposed hostil-
ity and pharisaic-virtue for the MMPI. J Appl Psychol,
38, 414–418.

Croog, S. H., Shapiro, D. S., and Levine, S. (1971).
Denial among heart patients. Psychosom Med, 33,
385–397.

Croyle, R. T. (1990). Biased appraisal of high blood
pressure. Prev Med, 19, 40–44.

Croyle, R. T., and Ditto, P. H. (1990). Illness cogni-
tion and behavior: an experimental approach. J Behav
Med, 13, 31–52.

Croyle, R. T., and Sande, G. N. (1988). Denial
and confirmatory search: paradoxical consequences
of medical diagnosis. J Appl Soc Psychol, 18,
473–490.

Ditto, P. H., Danks, J. H., Smucker, W. D., Bookwala,
J., Coppola, K. M. et al (2001). Advanced direc-
tives as acts of communication. Arch Intern Med, 161,
421–430.

Ditto, P. H., and Jemmott, J. B. (1989). From rar-
ity to evaluative extremity: effects of prevalence
information on the evaluation of positive and
negative characteristics. J Pers Soc Psychol, 57,
16–26.

Fagerlin, A., Ditto, P. H., Danks, J. H., Houts, R. M., and
Smucker, W. M. (2001). Projection in surrogate deci-
sions about life-sustaining medical treatments. Health
Psychol, 20, 166–175.

Festinger, L. (1953). Laboratory experiments. In L.
Festinger & D. Katz (Eds.), Research Methods in
the Behavioral Sciences (pp. 136–172). New York:
Dryden Press.

Funder, D. C. (1995). On the accuracy of personality
judgment: a realistic approach. Psychol Rev, 102,
652–670.

Gaab, J., Rohleder, N., Heitz, V., Engert, V., Schad, T.
et al (2005). Stress-induced changes in LPS-induced
pro-inflammatory cytokine production in chronic
fatigue syndrome. Psychoneuroendocrinology, 30,
188–98.

Giese-Davis, J., Wilhelm, F. H., Conrad, A.,
Abercrombie, H. C., Sephton, S. et al (2006).
Depression and stress reactivity in metastatic breast
cancer. Psychosom Med, 68, 675–683.

Glass, D. (1977). Behavior Patterns, Stress, and
Coronary Disease. Hillsdale, NJ: Erlbaum.

Hardy, J. H., and Smith, T. W. (1988). Cynical hostil-
ity and vulnerability to disease: social support, life
stress, and physiological response to conflict. Health
Psychol, 7, 447–459.

Heim, C., Newport, D. J., Heit, S., Graham, Y. P., Wilcox,
M. et al (2000). Pituitary-adrenal and autonomic
responses to stress in women after sexual and physical
abuse in childhood. JAMA, 284, 592–597.

Holmes, T. H., and Rahe, R. H. (1967). The Social
Readjustment Rating Scale. J Psychosom Res, 11,
213–218.

House, J. S. (1981). Work Stress and Social Support.
Reading, MA: Addison-Wesley.

House, J. S., Landis, K. R., and Umberson, D.
(1988). Social relationships and health. Science, 241,
540–545.



222 J. Suls and M.B. Howren

Jemmott, J. B., Ditto, P. H., and Croyle, R. T. (1986).
Judging health status: effects of perceived preva-
lence and personal relevance. J Pers Soc Psychol, 50,
899–905.

Kamarck, T., Annunziato, B., and Amateau, L. M.
(1995). Affiliation moderates the effects of social
threat on stress-related cardiovascular responses:
boundary conditions for a laboratory model of social
support. Psychosom Med, 57, 183–194.

Kamarck, T. W., Janicki, D. L.; Shiffman, S., Polk, D.,
Muldoon, M. F. et al (2002). Psychosocial demands
and ambulatory blood pressure: a field assessment
approach. Physiol Behav, 77, 699–704.

Kamarck, T. W., Manuck, S. B., and Jennings, J. R.
(1990). Social support reduces cardiovascular reac-
tivity to psychological challenge: a laboratory model.
Psychosom Med, 52, 42–58.

Kaplan, G., Salonen, J., Cohen, R., Brand, R., Syme, L.
et al (1988). Social connections and mortality from all
causes and from cardiovascular disease: prospective
evidence from Eastern Finland. Am J Epidemiol, 128,
370–380.

Kirschbaum, C., and Hellhammer, D. (2000). The John
D. and Catherine T. MacArthur Research Network on
Socioeconomic Status and Health: Salivary Cortisol
and Challenge Tests. Retrieved April 1st, 2009, from
http://www.macses.ucsf.edu/Research/Allostatic/
notebook/challenge.html.

Kirschbaum, C., Pirke, K. M., and Hellhammer, D. H.
(1993). The ‘Trier Social Stress Test’—a tool for
investigating psychobiological stress responses in a
laboratory setting. Neuropsychobiology, 28, 76–81.

Kirschbaum, C., Prüssner, J., Gaab, J., Schommer,
N., Lintz, D. et al (1995). Persistent high corti-
sol responses to repeated psychological stress in a
subpopulation of healthy men. Psychosom Med, 57,
468–474.

Kirschbaum, C., Wüst, S., and Hellhammer, D. H. (1992).
Consistent sex differences in cortisol responses to
psychological stress. Psychosom Med, 54, 648–657.

Kors, D. J., Linden, W., and Gerin, W. (1997). Evaluation
interferes with social support: effects on cardiovascu-
lar stress reactivity in women. J Soc Clin Psychol, 16,
1–23.

Krantz, D. S., and Manuck, S. B. (1984). Acute psy-
chophysiological reactivity and risk of cardiovas-
cular disease: A review and methodologic critique.
Psychological Bulletin, 96, 435–464.

Krueger, J., and Clement, R. W. (1997). Estimates of
social consensus by majorities and minorities: the
case of social perception. Pers Soc Psychol Rev, 1,
299–313.

Kudielka, B. M., Buske-Kirschbaum, A., Hellhammer, D.
H., and Kirschbaum, C. (2004b). HPA axis responses
to laboratory psychosocial stress in healthy elderly
adults, younger adults, and children: impact of age
and gender. Psychoneuroendocrinology, 29, 83–98.

Kudielka, B. M., Hellhammer, D. H., Kirschbaum,
C. (2007). Ten years of research with the Trier

Social Tress Test-revisited. In E. Harmon-Jones & P.
Winkielman (Eds.), Social neuroscience: Integrating
biological and psychological explanations of social
behavior (pp. 56–83). New York: Guilford Press.

Lazarus, R. S., and Folkman, S. (1984). Stress, Appraisal,
and Coping. New York: Springer.

Lepore, S. J., Mata, K. A., and Evans, G. W. (1993).
Social support lowers cardiovascular reactivity to an
acute stressor. Psychosom Med, 55, 518–524.

Lovallo, W. R. (2005). Stress and Health: Biological and
Psychological Interactions, 2nd Ed. Thousand Oaks,
CA: Sage Publications.

Manuck, S. B., Muldoon, M. F., Kaplan, J. R., Adams,
M. R., and Polefrone, J. M. (1989). Coronary artery
atherosclerosis and cardiac response to stress in
cynomolgus monkeys. In A. W. Siegman & T. M.
Dembroski (Eds.), In Search of Coronary-Prone
Behavior (pp. 207–228). Hillsdale, NJ: Erlbaum.

Matthews, K. A. et al (Eds.). (1986). Handbook of Stress,
Reactivity and Cardiovascular Disease. New York:
Wiley.

Mechanic, D. (1972). Social psychologic factors affect-
ing the presentation of bodily complaints. N Engl J
Med, 286, 1132–1139.

Medalie, J. H., and Goldbourt, U. (1976). Angina pec-
toris among 10,000 men: II. Psychosocial and other
risk factors as evidenced by multivariate analy-
sis of a five-year incidence study. Am J Med, 60,
910–919.

Orentlicher, D. (1990). Advance medical directives.
JAMA, 263, 2365–2367.

Orth-Gomer, K., and Johnson, J. (1987). Social network
interaction and mortality: a six-year follow-up study
of a random sample of the Swedish population. J
Chronic Dis, 40, 949–957.

Ouslander, J. G., Tymchuk, A. J., and Rahbar, B. (1989).
Health care decisions among elderly long-term res-
idents and their potential proxies. Arch Intern Med,
149, 1367–1372.

Ross, L., Greene, D., and House, P. (1977). The “false
consensus effect”: an egocentric bias in social percep-
tion and attribution processes. J Exp Soc Psychol, 13,
279–301.

Ross, L., Lepper, M., and Hubbard, M. (1975).
Perseverance in self perception and social percep-
tion: biased attributional processes in the debriefing
paradigm. J Pers Soc Psychol, 32, 880–892.

Schachter, S. (1971a). Emotion, Obesity, and Crime. New
York: Academic Press.

Schachter, S. (1971b). Some extraordinary facts about
obese humans and rats. Am Psychol, 26, 129–144.

Seckler, A. B., Meier, D. E., Mulvihill, M., and Cammer-
Paris, B. E. (1991). Substituted judgment: how accu-
rate are proxy predictors? Ann Intern Med, 115,
92–98.

Seeman, T. E., and Syme, S. L. (1987). Social networks
and coronary artery disease: a comparison of the
structure and function of social relations as predictors
of disease. Psychosom Med, 49, 341–354.



16 Experimental Approaches to Social Interaction 223

Sheffield, D., and Carroll, D. (1994). Social support and
cardiovascular reactions to active laboratory stressors.
Psychol Health, 9, 305–316.

Smith, T. W. (1992). Hostility and health: current status
of a psychosomatic hypothesis. Health Psychol, 11,
139–150.

Smith, T. W., and Allred, K. D. (1989). Blood pressure
reactivity during social interaction in high and low
cynical hostile men. J Behav Med, 11, 135–143.

Suarez, E. C., Harlan, E., Peoples, M. C., and Williams,
R. B. (1993). Cardiovascular and emotional responses
in women: the role of hostility and harassment. Health
Psychol, 12, 459–468.

Suarez, E. C., Kuhn, C. M., Schanberg, S. M.,
Williams, R. B., and Zimmerman, E. A. (1998).
Neuroendocrine, cardiovascular, and emotional
responses of hostile men: the role of interpersonal
challenge. Psychosom Med, 60, 78–88.

Suarez, E. C., and Williams, R. B. (1989). Situational
determinants of cardiovascular and emotional reactiv-
ity in high and low hostile men. Psychosom Med, 51,
404–418.

Suarez, E. C., and Williams, R. B. (1990). The relation-
ships between dimensions of hostility and cardiovas-
cular reactivity as a function of task characteristics.
Psychosom Med, 52, 558–570.

Suls, J., and Rothman, A. (2004). Evolution of the
biopsychosocial model: prospects and challenges.
Health Psychol, 23, 119–125.

Suls, J., and Wallston, K. A. (Eds.). (2003). Social
Psychological Foundations of Health and Illness.
Malden, MA: Blackwell Publishing.

Suls, J., and Wan, C. K. (1993). The relationship between
trait hostility and cardiovascular reactivity: a quan-
titative review and analysis. Psychophysiology, 30,
615–626.

Taylor, C. B., Conrad, A., Wilhelm, F. H., Neri, E.,
DeLorenzo, A. et al (2006). Psychophysiological and
cortisol responses to psychological stress in depressed
and nondepressed older men and women with ele-
vated cardiovascular disease risk. Psychosom Med,
68, 538–546.

Taylor, S. E., Lichtman, R. R., and Wood, J. V. (1984).
Attributions, beliefs about control, and adjustment to
breast cancer. J Pers Soc Psychol, 46, 489–502.

Uchino, B. N., Cacioppo, J. T., and Kiecolt-Glaser, J. K.
(1996). The relationship between social support and
physiological processes. A review with emphasis on
underlying mechanisms and implications for health.
Psychol Bull, 119, 488–531.

Weidner, G., Friend, R., Ficarrotto, T. J., and Mendell,
N. R. (1989). Hostility and cardiovascular reactivity
to stress in women and men. Psychosom Med, 51,
36–45.

Wiesli, P., Schmid, C., Kerwer, O., Nigg-Koch, C.,
Klaghofer, R. et al (2005). Acute psychological stress
affects glucose concentrations in patients with type 1
diabetes following food intake but not in the fasting
state. Diabetes Care, 28, 1910–1915.

Williams, R. B., Barefoot, J. C., and Shekelle, R. B.
(1985). The health consequences of hostility. In M.
A. Chesney & R. H. Rosenman (Eds.), Anger and
Hostility in Cardiovascular and Behavioral Disorders
(pp. 173–186). Washington, DC: Hemishpere.

Young, E. A., Abelson, J. L., and Cameron, O. G.
(2004). Effect of comorbid anxiety disorders on
the hypothalamic-pituitary-adrenal axis response to a
social stressor in major depression. Biol Psychiatry,
56, 113–120.

Zola, I. K. (1966). Culture and symptoms—an analysis
of patients’ presenting complaints. Am Sociol Rev, 31,
615–630.



Chapter 17

Social Support and Physical Health:
Links and Mechanisms

Tara L. Gruenewald and Teresa E. Seeman

1 Social Support and Health

For centuries, theorists and philosophers have
postulated that social relationships are impor-
tant determinants of health and well-being.
Widespread scientific interest in the role of
social relationships and health was kindled in
the latter part of the 20th century by epidemi-
ological investigations which documented that
level of social integration, measured as num-
ber of social relationships and connections to
social groups, prospectively predicted morbidity
and mortality outcomes (see House et al, 1988,
for review; see also Ikeda and Kawachi, this
volume). Interest in social relationships as deter-
minants of health was further flamed by the fact
that the magnitude of the relationship between
social integration and mortality was compara-
ble to standard risk factors, such as smoking
and a sedentary lifestyle. As epidemiological
evidence mounted that greater social integra-
tion was associated with better health outcomes,
attention shifted toward understanding the mech-
anisms through which the social environment
affects physical health. In two early reviews,
Cobb (1976) and Cassell (1976) argued that sup-
portive aspects of social ties were important
components of the salubrious impact of social
integration and activity. As we review below, a
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large and growing body of evidence supports the
hypothesis that not only the existence of social
connections but also the supportive qualities of
social relationships are linked to physical health
outcomes, such as disease morbidity and mortal-
ity, and considerable effort is being devoted to
understanding the behavioral, psychosocial, and
biological pathways that underlie these links.

2 Social Support: Definitions
and Measurement

The supportive functions of social ties, typically
referred to as social support, can be differenti-
ated from structural aspects of social relation-
ships, such as number and type of social ties.
The term social support is sometimes used to
refer to both structural and functional character-
istics; however, as our focus is on the potential
health benefits of supportive functions of social
relationships, we will use the term social support
to refer to specific functions performed by net-
work ties and will examine the health correlates
of such functions in this review. Relationships
can provide a wide array of support functions,
but a common formulation divides support func-
tions into three main types: emotional support,
which is the perceived availability or receipt
of indications of caring and acceptance from a
support target or the sharing of thoughts and
emotions with a support target; informational
support, which includes perceived availability
or receipt of knowledge or information from a
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support target; and instrumental/tangible sup-
port, which includes perceived availability or
receipt of goods, resources, and practical help
in addressing a need/problem. Other forms of
support that have been defined in the litera-
ture include support functions that provide com-
panionship or a feeling of intimacy, enhance
self-esteem, provide validation or reassurance of
worth, or provide opportunities for nurturance.
A number of self-report instruments are avail-
able which measure one or more of these support
functions (see Wills and Shinar, 2000).

In addition to differentiating among types
of support functions, a distinction can also be
made between perceptions of support availabil-
ity and actual receipt of support from social
targets, what is often referred to as a distinc-
tion between perceived and received or enacted
support (Barrera, 1986). Dunkel-Schetter and
Bennett (1990) have argued that this differ-
ence can also be conceptualized as the cog-
nitive versus behavioral components of social
support, that is, a distinction between individu-
als’ cognitions about support availability and the
actual interpersonal transactions and exchanges
that occur in the giving and receiving of sup-
port. Interestingly, only a moderate correspon-
dence between perceived and received support
has been found in studies that have measured
both forms (Haber et al, 2007). The weight of
the evidence suggests that perceptions of sup-
port may be more important for well-being than
actual support receipt, but support receipt is less
often measured in health research, perhaps due
to the challenge of measuring specific support
transactions. Thus, it may be premature to con-
clude that perceived support is more strongly
linked to physical well-being than received
support.

The scientific literature on social support and
health has predominantly focused on the per-
ceived availability or receipt of support from
others; relatively little attention has been given
to the potential health benefits of providing sup-
port to others. However, as we review below,
evidence is accumulating that giving support
may be as beneficial to health as receiving sup-
port. Of course, there exist potential negative

aspects of support provision; support expecta-
tions or expenditures can be sources of felt
demands and burdens, chronic stress can take a
toll on support networks, and relationship con-
flicts may arise when mismatches occur between
expected and enacted support among support
targets and providers (see Dunkel-Schetter and
Bennett, 1990, for a review). The importance of
attending to the interpersonal nature of social
support, including exchange transactions and
the relationship context within which support
occurs, has also been noted (e.g., Shumaker and
Brownell, 1984), but there is little research on
the health correlates of such characteristics.

Another aspect to consider in the measure-
ment of social support is the source of supportive
functions. Social support measures vary in the
degree of detail collected regarding level and
type of support provided by different sources
(e.g., intimate partner, family members, friends,
co-workers), but often global or average scores
that ignore specific sources or divide sources
into broad categories (e.g., family versus friends)
are used in health research. Although differ-
ential health benefits have been found for the
presence of different types of social ties (e.g.,
marital, friends, group membership; e.g., Giles
et al, 2005), less information is available on the
health impact of support from different sources.
We should also note that support from paid pro-
fessionals (e.g., therapists, physicians) may be
conducive to health, but we focus solely on
support from targets within individuals’ natural
social networks in this review.

3 Social Support: Links to Physical
Health Outcomes

A sizable body of research documents that per-
ceived availability of, as well as actual receipt
of, support from others is positively associated
with psychological well-being (see Cohen and
Wills, 1985; Kawachi and Berkman, 2001, for
reviews). The literature on links to physical
health outcomes is considerably smaller, but a
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solid evidence base which supports connections
between social support and morbidity and mor-
tality outcomes is emerging. Similar to research
findings for social integration, greater social sup-
port, particularly greater perceived availability
of emotional support, is related to lower risk
for mortality in both community samples (e.g.,
Berkman et al, 1992; Blazer, 1982; Hanson et al,
1989; Lyyra and Heikkinen, 2006; Orth-Gomer
et al, 1993) and specific patient populations
(e.g., Brummett et al, 2005). However, such
links are not always observed (Walter-Ginzburg
et al, 2002) and inverse associations have also
been documented (e.g., Birditt and Antonucci,
2008).

Social support has also been examined as
a predictor of disease onset and/or progres-
sion. Within the domain of heart disease, greater
emotional and instrumental support have been
linked to more favorable cardiovascular out-
comes, including slower progression of coronary
atherosclerosis and lower likelihood of fatal and
non-fatal cardiovascular events (e.g., Angerer
et al, 2000; Krumholz et al, 1998; Seeman and
Syme, 1987; Wang et al, 2005; Woloshin et al,
1997), with some evidence of stronger associ-
ations for functional as compared to structural
relationship measures in studies assessing both
forms (e.g., Seeman and Syme,1987). Greater
perceived support, especially perceived avail-
ability of emotional support, has also been found
to predict lower mortality risk among women
with breast cancer in some studies (see Falagas
et al, 2007, for review). During pregnancy,
greater perceived and received social support
are linked to fewer labor complications and bet-
ter birth outcomes in newborns, such as higher
birth weight (Collins et al, 1993; Feldman et al,
2000). At the other end of the lifespan, higher
levels of emotional support predict better cog-
nitive and physical functioning in older adults
(Seeman et al, 1995; 2001), but greater lev-
els of instrumental support are often associated
with higher levels of disability cross-sectionally
and prospectively (e.g., Mendes de Leon et al,
2001; Seeman et al, 1996), which may indicate
greater need for assistance, or negative impact of
receipt assistance on feelings of self-efficacy and

control, constructs thought to affect functional
ability over time.

One neglected aspect of the study of social
support in relation to health is the study of poten-
tial health benefits of support provision. Brown
and colleagues (2003) found that the provision
of instrumental and emotional support was asso-
ciated with lower mortality risk over a 5-year
period in a sample of community-dwelling older
adults. Interestingly, associations between sup-
port receipt and mortality risk were no longer
significant when taking into account support pro-
vision. Sato and colleagues (2008) also found
that the provision of instrumental support was
associated with lower mortality risk in older men
over a 12-year follow-up, although this associ-
ation was not observed in women. A growing
body of research also indicates that feeling use-
ful to others is associated with lower risk of
disability and mortality in older adulthood (e.g.,
Gruenewald et al, 2007; Okamoto and Tanaka,
2004). Such findings indicate that the salubrious
impact of helping and providing for others may
be an important target for future health research,
especially in older adult populations.

The other qualitative aspects of social rela-
tionships that have not received much atten-
tion in the study of health are the health
impacts of negative relationship characteristics,
such as relationships characterized by conflicts,
demands, criticism, and rejection. A number of
theorists have suggested that negative aspects
of relationships may be as or even more influ-
ential to health and well-being as compared to
the positive, supportive qualities of relationships
(e.g., Coyne and Bolger, 1990; Rook, 1984). A
growing body of research provides support for
this hypothesis in the study of psychological dis-
tress (e.g., Ingersoll-Dayton et al, 1997; Newsom
et al, 2005) and research is emerging that links
negative relationship qualities to physical health,
as well. A study by Krause (2005) indicated
that greater perceived frequency of criticism,
prying, demands, and being taken advantage
of by network members, was associated with
greater risk of heart disease in older adults of
low, but not high, socioeconomic status. Birditt
and Antonucci (2008) found that increases in
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negativity in relationships with spouses and chil-
dren over a 3-year period predicted greater mor-
tality risk over a 16-year follow-up. Consistent
with previous research, these authors also found
that consistently low levels of support were
associated with greater mortality risk, but asso-
ciations between positive relationship qualities
(e.g., increased love from spouse, consistently
high love from friends/relatives) and mortal-
ity hazard were also observed, highlighting the
complex nature of associations between support
and health that may emerge when considering
both positive and negative relationship qualities,
different support sources, and change in these
characteristics over time. An interesting topic
for future research is the health consequences
of the relative balance of positive and negative
relationship characteristics.

3.1 Direct Versus Buffering Effects
of Social Support on Health

There are two dominant hypotheses regarding
how social support may act to benefit health. The
direct effects model asserts that perceived avail-
ability or receipt of social support has a direct
effect on health, while the stress-buffering model
posits that support is salutogenic within the con-
text of stressor experience. In both conceptual-
izations, social support is thought to affect psy-
chological, behavioral, or biological processes
that, in turn, render one more or less suscepti-
ble to disease and illness. However, the stress-
buffering model suggests that social support will
have an impact on health primarily by reducing
(“buffering” against) the negative effects of life
stress, while the direct effects model suggests
that social support is beneficial even outside of
stressor experience (see Cohen and Wills, 1985,
for review).

A significant research effort has been devoted
to understanding whether social support benefits
mental and physical well-being through a direct
or buffering process. A comprehensive review of
investigations comparing the two models in stud-
ies of psychological distress by Cohen and Wills
(1985) indicated that perceived availability of

social support primarily played a buffering role,
while structural aspects, such as level of social
integration, had a direct association with psycho-
logical symptomatology (see also Kawachi and
Berkman, 2001). There are few studies that have
carefully compared whether supportive qualities
of relationships work through direct or buffering
routes to affect physical health. A small num-
ber of studies that have assessed both direct and
buffering roles support both pathways; mortal-
ity risk is greater in individuals experiencing
life stress who also suffer from low levels of
social support, but impoverished levels of sup-
port also predict mortality risk directly (Falk
et al, 1992; Rosengren et al, 1993). Additional
research comparing buffering and direct effects
of both functional and structural aspects of social
ties in the prediction of physical health outcomes
is needed.

4 Social Support and Health:
Pathways

Armed with a burgeoning body of evidence link-
ing social support to physical health outcomes,
researchers have turned to understanding the
pathways through which supportive functions
of social relationships may influence health.
Most conceptual models identify psychologi-
cal, behavioral, and physiological processes as
underlying pathways through which supportive
qualities of relationships affect physical well-
being (e.g., Cohen, 2004; House et al, 1988;
Uchino et al, 1996). Although each of these path-
ways may operate independently to link social
support to physical health, it is also likely that
these processes are influenced by, and interact
with, each other to mediate associations between
social support and health.

4.1 Psychological Pathways

Social support may impact psychological states
and perceptions in both a direct and a stress-
buffering fashion. The perceived availability or
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enacted experience of support and companion-
ship from others in one’s network is thought
to promote general feelings of esteem, inti-
macy, belongingness, self-efficacy, control, and
a sense of life meaning and purpose (Cohen
and Wills, 1985; Uchino, 2006). These psycho-
logical states, in turn, are thought to promote
better mental and physical well-being directly
or indirectly via positive influences on engage-
ment in health-promoting behaviors and more
positive physiological states. The belief that oth-
ers would provide support when needed is also
thought to play a key role in stress appraisal pro-
cesses, such that an individual will be less likely
to appraise a stimulus as a potential threat alto-
gether, or will perceive a lower overall level of
threat, to the extent that perceptions of avail-
able support bolster an individual’s perceptions
of being able to cope with, or minimize the harm
of, a stressor (Cohen and Willis, 1985). Over
time, less adverse psychological, behavioral, and
physiological responses to potential stressors as
a result of such appraisals are thought to limit
risks for disease development. As previously
noted, a large body of evidence suggests that
social support can buffer against the adverse psy-
chological impacts of stress (Cohen and Wills,
1985), as well as enable more positive adjust-
ment to chronic illness (Helgeson and Cohen,
1996).

4.2 Behavioral Pathways

The importance of social support in the adoption
and maintenance of health-promoting behaviors
and the avoidance of health-damaging behaviors
have long been noted (see Burg and Seeman,
1994; Campbell, 2003). Social support may be
especially beneficial to successful management
of chronic disease conditions. A meta-analytic
review of over 100 studies by DiMatteo (2004)
indicated that instrumental, emotional, and uni-
dimensional (i.e., aggregate measure) support
are associated with better adherence to medical
regimens with instrumental support exhibiting
the strongest association; the risk of nonad-
herence is twice as great in those not receiv-
ing instrumental support as compared to those

receiving such support. Adherence is also better
in patients from cohesive families and worse in
patients from families characterized by conflict,
highlighting the important influence of both pos-
itive and negative relationship qualities on health
behavior. Although structural characteristics of
relationships are correlated with adherence,
social support characteristics are more strongly
associated with adherence behavior (DiMatteo,
2004), indicating that the supportive qualities
of relationships may be especially important for
engagement in health-promoting behavior. Of
course, social relationships can also encourage
engagement in health-damaging behaviors, such
as smoking and poor diet, through modeling and
peer influence mechanisms (Burg and Seeman,
1994).

4.3 Biological Pathways

A major thrust of research efforts in recent
decades has been the identification of biolog-
ical mechanisms which may explain observed
links between social support and physical health
outcomes, including cardiovascular, endocrine,
and immune pathways, which play a role in
disease and disability. An impressive body of
evidence is accumulating that greater social sup-
port is associated with more positive profiles
of physiological functioning, as well as more
positive patterns of physiological reactivity to
stressor experience (see Uchino, 2006; Uchino
et al, 1996). Consistent with a focus on car-
diovascular health outcomes in the social sup-
port literature, the majority of studies examining
physiological correlates of social support have
examined indicators of cardiovascular function-
ing. In a comprehensive review, Uchino and
colleagues (1996) documented that structural
and functional social relationship measures show
similar associations with indicators of cardiovas-
cular functioning, including lower basal levels of
blood pressure and heart rate. Studies of buffer-
ing effects of social support on cardiovascular
reactivity during acute exposure to stressful sit-
uations in laboratory settings indicate that both
experimentally manipulated exposure to social
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support (e.g., expressions of encouragement dur-
ing task performance) and perceived level of
support from natural network members that an
individual brings to the stressful situation can
dampen cardiovascular reactivity.

Studies have also documented associations
between greater social support and lower levels
of ambulatory cardiovascular activity in indi-
vidual’s naturalistic environments (see Uchino,
2006, for review). Support for a stress-buffering
role of social support was documented in an
investigation by Steptoe (2000) who found that
only individuals low in perceived social support
exhibited increased ambulatory cardiovascular
activity under periods of high stress through-
out the day. Consistent with the potential health
benefits of support provision, Piferi and Lawler
(2006) found that the tendency to provide sup-
port to others was also associated with lower
blood pressure throughout the day. Although
ambulatory cardiovascular activity is believed to
have prognostic value for cardiovascular health
outcomes, to date, the more favorable profiles
of ambulatory cardiovascular activity in those
with greater social support have not been directly
linked to better cardiovascular health outcomes
within the same participants.

Social support is also linked to functioning of
hormonal (endocrine) stress regulatory systems,
such as the sympathetic–adrenal–medullary
(SAM) and hypothalamic–pituitary–adrenal
(HPA) systems, which regulate blood levels of
catecholamines (epinephrine, norepinephrine)
and the glucocorticoid hormone, cortisol, respec-
tively, in humans. Catecholamines and cortisol
modulate cardiovascular and immune function,
as well as a variety of other physiological pro-
cesses (e.g., metabolism, growth, reproduction),
and thus play important roles in functioning
and disease. A study of female breast cancer
patients found that those with higher reported
levels of social support had lower mean levels
of cortisol across the day, a physiological
state which may confer favorable outcomes in
terms of cancer progression (Turner-Cobb et al,
2000). Seeman and colleagues (1994, 2002)
have found associations between greater levels
of social support and lower levels of urinary

catecholamines and cortisol, as well as lower
levels of physiological dysregulation on a com-
posite “allostatic load” index of cardiovascular,
metabolic, and endocrine functioning in older
men, but not older women. In this cohort, higher
levels of relationship demands and conflicts are
also linked to these physiological variables in
older men. Such findings might suggest that
endocrine activity is more sensitive to qualitative
relationship characteristics in older men, but a
recent study found that salivary cortisol levels
were associated with behavior patterns during
spousal conflict in older women, but not in older
men (Heffner et al, 2006). Methodological and
sample characteristics vary greatly across the
small number of studies examining endocrine
correlates of social support and conflict, thus
more research will be needed to delineate the
positive and negative relationship characteristics
and the characteristics of individuals for whom
hormone activity is linked to social support.

Social support has also been examined as
a buffer of stress-induced cortisol increases in
laboratory stress paradigms. As with studies
of cardiovascular reactivity, both experimentally
manipulated provision of social support within
the laboratory (see Thorsteinsson and James,
1999, for review) and greater experience of sup-
port in the natural environment that individuals
bring with them to the laboratory (Eisenberger
et al, 2007) are associated with lower cortisol
reactivity. Another important biological factor
that may be involved in HPA downregulation,
especially under conditions of support experi-
ence, is oxytocin, a neuropeptide involved in
parental behavior, bonding, and other prosocial
behavior. In a novel paradigm in which oxy-
tocin or a placebo was administered to partici-
pants before participation in a set of challenging
stressor tasks, Heinrichs and colleagues (2003)
demonstrated that either oxytocin or social sup-
port from a friend was associated with smaller
task-induced increases in cortisol levels, but
the lowest levels of reactivity were observed
in those who received both oxytocin and sup-
port. Experimentally administered oxytocin also
increased positive behaviors during a conflict
discussion and reduced cortisol responses to the
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conflict in a recent study of heterosexual couples
(Ditzen et al, 2009).

Supportive characteristics of relationships are
also linked to disease-relevant aspects of immu-
nity. Greater levels of social support are gener-
ally linked to more positive profiles of immuno-
logic functioning (e.g., greater proliferation of
immune cells to antigenic stimulation, greater
killing activity of natural killer cells, more robust
immune response to vaccine), in both healthy
and disease-afflicted individuals, under both
stress and non-stress conditions (see Uchino
et al, 1996, 2006, for reviews). An interesting
study demonstrated that perceptions of support
may be related to immune functioning relatively
early in the life course; young asthmatic children
who perceived low levels of parental support
had higher levels of eosinophil activation, an
immune cell involved in asthma symptoms, and
were also more likely to have immune cells that
were resistant to the inhibitory effects of gluco-
corticoids, suggesting a possible impairment in
endocrine systems that downregulate inflamma-
tory immune activity (Miller et al, 2009).

5 Modifying Factors

Links between functional aspects of social rela-
tionships and health may be moderated by indi-
vidual difference factors, such as individual
beliefs, coping styles, and personality factors,
which influence perception and behavior within
interpersonal relationships. For example, asso-
ciations between social support and health or
psychological and physiological states thought
to play a role in support–health associations
have been found to vary by individual differ-
ence factors such as attachment style (Collins
and Feeney, 2004; Davila and Kashy, 2009) and
hostility (Holt-Lunstad et al, 2008), as well as
the presence of other psychological states, like
depression (e.g., Frasure-Smith et al, 2000; Lett
et al, 2007).

Associations between social support and
health may also vary by sociodemographic fac-

tors, such as gender, age, and socioeconomic sta-
tus. Whether social support has a greater impact
on health at different stages of the life course
is unclear. Krause (1999) observed substantial
individual variability in change in frequency of
social contact and level of perceived, received
and provided support in older adults over time;
the physical health correlates of such patterns
are an interesting topic for future research.
Interestingly, older adults have been found to
report more positive perceptions of social sup-
port than younger adults (Schnittker, 2007), but
the association between support characteristics
and mental well-being has been found to weaken
with age (Segrin, 2003). However, support needs
may increase with age due to greater level of
disease and functional limitation, thus creating
greater potential for well-being to be impacted
by the positive and negative aspects of sup-
port transactions. Across the lifespan, women
report giving and receiving more support than
men and females are often identified as support
sources for both men and women (Shumaker and
Hill, 1991). Early epidemiologic studies sug-
gested that the association between social inte-
gration/support and disease might be stronger in
men than in women, but such differences have
not always been found and some studies suggest
that women may actually be more sensitive to
both the positive and the negative qualities of
relationships (see Lett et al, 2005, for review).
A number of investigations also suggest stronger
associations between both positive and nega-
tive relationship qualities and health in those
of lower socioeconomic status (Krause, 2005;
Strogatz and James, 1986; Vitaliano et al, 2001),
suggesting that those with low resources may
experience a greater boost from support but may
also be more vulnerable to the negative impacts
of conflict, as compared to those with greater
resources.

6 Intervention Research

The sizable body of evidence linking support-
ive aspects of relationships to physical health
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outcomes calls into question whether interven-
tions to improve social support might benefit
health. A review of 100 interventions of either
group- or individual-level formats designed to
modify perceptions of support availability and/or
skills related to seeking and receiving social
support documented that a majority of interven-
tions were successful in improving psychosocial
(e.g., psychological well-being, perceptions of
support availability, or receipt) and behavioral
outcomes (e.g., adherence to medical treatments,
maintenance of adopted health behaviors; Hogan
et al, 2002). However, a much smaller body of
research has examined physical health impacts
of social support interventions. Campbell (2003)
noted that interventions for physical health con-
ditions that involve family members, such as
interventions which educate families about the
target health condition and provide social sup-
port skills training, generally support the salutary
benefits of family intervention for a number
of health conditions (e.g., better glycemic con-
trol in diabetics, better asthma control, lower
blood pressure in hypertensive patients; see also
Martire et al, 2004).

Given the large body of evidence suggest-
ing that low levels of social integration/social
support are predictive of cardiovascular disease
outcomes, the Enhancing Recovery in Coronary
Heart Disease (ENRICHD) trial was designed
to provide psychosocial treatment to individuals
who had recently suffered an MI and also per-
ceived low social support availability (Berkman
et al, 2003). Over 2000 individuals with low
levels of perceived social support, high levels
of depressive symptoms, or both, were random-
ized to either usual care (with private physi-
cian) or psychosocial treatment, which consisted
of both individual cognitive behavioral ther-
apy and group therapy. A tailored therapy pro-
gram was designed for each participant that
addressed social skill deficits, cognitive factors
contributing to dissatisfaction with social sup-
port in one’s network, network development,
support needs and preferences, and individual
factors (e.g., anxiety) that might be contribut-
ing to deficiencies with support processes. For
those with depressive symptomatology, cogni-

tive behavioral therapy also addressed depres-
sion. The intervention was successful in decreas-
ing depressive symptoms and increasing per-
ceptions of social support to a greater degree
in intervention subjects, although both interven-
tion and control groups actually experienced
improvements in these parameters. The crushing
blow, however, was a failure of greater improve-
ments in these psychosocial outcomes in the
intervention group to translate into better cardio-
vascular outcomes. Post hoc analyses did indi-
cate that perceptions of low levels of perceived
support at study entry predicted risk of recurrent
MI or mortality, consistent with observational
research linking low perceived support to greater
risk of poor cardiovascular outcomes; however,
change in social support in trial participants did
not alter mortality outcome. Other post hoc anal-
yses indicated greater treatment effects for social
support in those without as compared to those
with a partner, suggesting that such interven-
tions might be particularly beneficial in those
without an intimate support source (Burg et al,
2005), or alternatively that efforts to modify sup-
port transactions through therapy with support
recipients may be at odds with the preferences of
established support providers, or redundant with
already available support. Another possibility is
that the critical period for support intervention
in terms of effecting change in cardiovascular
disease outcomes may be earlier in the disease
process; there may be less of an opportunity for
improvements in social support to effect change
at a physiological level late in the progression of
the disease.

7 Future Directions

As we have reviewed, there is considerable sup-
port for the hypothesis that the supportive qual-
ities of our social relationships are linked to our
physical well-being. Epidemiological research
establishes links between support characteris-
tics and disease morbidity and mortality, as well
as the psychosocial, behavioral, and biological
pathways through which social support may get
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under the skin to affect health. Experimental
research also highlights social support as a buffer
against the adverse physiological effects of stres-
sor experience, which when experienced over a
lifetime may explain the better health outcomes
of those with more supportive networks.

Despite incredible advances in our under-
standing of connections between social sup-
port and health, we still have much to learn.
Although research clearly establishes a link
between greater perceived availability of emo-
tional support and better physical health, the
salubrious impact of other forms of support still
needs clarification and greater attention needs to
be paid to the potential health benefits of actual
support receipt. A focus on the other side of
the support equation, that of the health benefits
of giving, may also be a fruitful area for future
research. Accumulating evidence that negative
aspects of social relationships, such as demands
and conflicts, are associated with risk of poor
health highlights the need to consider both posi-
tive and negative relationship qualities, and their
relative balance, in the study of physical health.

A number of methodological developments
may help advance our knowledge of how
social support influences physical well-being.
Advances in the measurement and analysis of
daily measures of both physiological activity and
psychosocial and behavioral processes, espe-
cially in real-life settings, have the potential
to yield important discoveries regarding com-
plex interactions between actual support trans-
actions and individual-level characteristics and
responses that have importance for health. The
field has also established an impressive array of
social support measurements; the time is ripe
for comparative analyses of those dimensions of
social support most strongly linked to physical
health, under what conditions, and for whom.
The mixed record of success with interventions
designed to affect physical disease outcomes
by modifying social support factors should not
discourage future intervention efforts. Much suc-
cess has been recognized for the modification
of psychosocial and behavioral factors associ-
ated with disease progression (e.g., self-efficacy,
adherence). Longer term follow-up of disease

outcomes in such interventions may demonstrate
the tremendous physical health benefits of social
support interventions that occur at earlier stages
in the disease process. In short, an impressive
body of research demonstrates that the support-
ive qualities of our relationships are linked to
physical well-being. Our objective for the future
is to more clearly delineate specific support char-
acteristics, mediating mechanisms, and moderat-
ing factors involved in these links with the aim
of developing more effective interventions for
improving social and physical well-being.
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Chapter 18

Social Networks and Health

Ai Ikeda and Ichiro Kawachi

1 Definitions and Measurement

Social network is defined as “the web of
social relationships that surround an individual”
(Berkman and Glass, 2000). An important dis-
tinction that is drawn between the concepts of
social networks versus social support is while
that the former term refers to the structure of
social ties, the latter refers to their functional
aspects (such as the exchange of information,
instrumental aid, and affection).1 Social net-
works can be further characterized according
to their size (number of members connected
to the index individual), frequency of contact,
and the diversity of domains in which the indi-
vidual maintains social relations (e.g., marital
ties, friendships, voluntary groups, and church
membership).

Broadly speaking, two approaches exist by
which to measure social networks: (a) the ego-
centric network assessment approach, which
inquires about the extent of an individual’s (the

A. Ikeda (�)
Department of Society, Human Development and
Health, Harvard School of Public Health, 677
Huntington Avenue, Kresge Building 7th Floor, Boston,
MA 02115, USA
e-mail: ai-ikeda@umin.ac.jp

1Medical students are familiar with the distinction
between structure and function. For example, the struc-
ture of the cardiovascular system consists of a central
pump (the heart) and some pipes (arteries, veins), while
the function of the system is to convey oxygen to
tissues.

ego’s) social ties (e.g., “Are you married?”, and
“How many close friends do you have?”) and
(b) the sociometric (or whole social network)
approach which attempts to measure the totality
of social connections within a structure. For rea-
sons of practicality, most epidemiologic research
has focused on the egocentric network approach.
In large-scale epidemiological studies, the typi-
cally adopted approach has been to include a few
brief items on a survey inquiring about a respon-
dent’s social ties (size, frequency, and diversity
of domains), and then following the individuals
over time to observe the incidence of health out-
comes (morbidity and mortality). For example,
the widely used Berkman-Syme Social Network
Index (1979) consists of just seven items inquir-
ing about marital status, number and frequency
of contact with children, number and frequency
of contact with close friends, and membership in
voluntary organizations and church groups. The
virtues of this approach consist of its brevity as
well as proven ability to predict future health
outcomes.

By contrast, the sociometric approach is far
more demanding, since the method requires
that every person nominated by the ego as a
personal contact (the alters) must in turn be
approached in order to map the entire social net-
work. Sociometric approaches are most useful
when examining network structures with clearly
defined boundaries, and for that reason they tend
to be used in examining phenomena such as
the spread of high-risk behaviors in networks of
injection drug users (Friedman and Aral, 2001)
or the spread of suicidal ideation in school set-
tings (Bearman and Moody, 2004).

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_18, 237
© Springer Science+Business Media, LLC 2010
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2 Mechanisms Linking Social
Networks to Health Outcomes

Cohen and Wills (1985) distinguished between
two models to explain the mechanisms by
which social relationships influence health out-
comes: (a) the main effects model and (b) the
stress-buffering model. According to the stress-
buffering model, social ties influence health
outcomes only for individuals who happen to
be experiencing stress – in other words, social
resources buffer the individual against the delete-
rious effects of stress – whereas the main effects
model posits that social relationships are bene-
ficial regardless of the presence of stress. While
these two models are not mutually exclusive, the
emerging consensus in the field is that social
networks operate via the main effects model,
whereas social support is mobilized (and is most
effective in promoting well-being) under stress-
ful circumstances.

Berkman and Glass (2000) have gone fur-
ther to identify a set of four distinct processes
and mechanisms by which social networks exert
their main effects on health outcomes. They
are: (a) social influence over health-related
behaviors, (b) social engagement, (c) exchange
of social support, and (d) access to material
resources. Social influence refers to the notion
that our behaviors are influenced and regulated
by others – an idea that harks back to Durkheim
(1897). Socially more well-connected individu-
als tend to exhibit healthier profiles of lifestyle
behaviors compared to socially isolated individ-
uals, e.g., less smoking, better quality diet, more
physical activity (Berkman and Syme, 1979; Eng
et al, 2002; Kawachi et al, 1996). Social influ-
ence is particularly salient in marriage, which
is for many people the most intimate of social
ties. Longitudinal studies of marital transitions
demonstrate the influence of marriage on health
behaviors within spousal dyads. For example,
when men become widowed or divorced, their
alcohol consumption increases relative to men
who stay married. Conversely, when widowed
or divorced men become remarried, their alco-

hol consumption declines (Eng et al, 2005).2 Just
the opposite is observed among women – that
is, their level of drinking decreases when they
become widowed or divorced, but rises when
they re-marry (Lee et al, 2005). From the fore-
going examples, it is evident that social influence
does not uniformly promote healthier behaviors,
and the intriguing gender differences may partly
explain why the health benefits of marital ties
have been reported to be stronger for men than
for women (House et al, 1988).

A separate pathway linking social networks
to health is through social engagement, which
refers to participation in social activities through
one’s social relationships. Participation in turn
defines and reinforces an individual’s social
roles, identity, meaning, and sense of belong-
ingness. Lifelong engagement in social activities
has additionally been linked to maintenance of
cognitive ability at older ages (Bassuk et al,
1999) through what appears to be a “use it or
lose it” mechanism.

Thirdly, social networks are the conduits
through which the transfer and exchange of
social support take place. Social support is fur-
ther classified into several subtypes, ranging
from emotional support (love and affection) to
the exchange of information and advice, and
instrumental support (cash loans, labor in kind).
Of these different types, particular attention has
been paid to emotional support because of its
direct influence in producing positive affective
states, which are in turn believed to dampen
neuroendocrine responses to stress (the stress-
buffering mechanism referred to earlier). We
emphasize again that social networks and social
support are distinct constructs. Hence, it is pos-
sible to receive emotional support from others
who are not part of one’s social network (e.g.,
a crisis interventionist volunteering on a suicide
hotline). Conversely, social networks may pro-
duce differences in immune, inflammatory, or

2In popular parlance, this effect may be dubbed “nag-
ging”, but we will stick to the term “social influence”.
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neuroendocrine responses even in the absence of
mobilizing emotional support. For example, in
Sheldon Cohen’s experiments exposing volun-
teers to an intranasal dose of the cold virus, indi-
viduals reporting high social network diversity
(i.e., the presence of social ties in many domains
including the work-place, community groups,
churches) experienced roughly half the risk of
succumbing to a symptomatic cold compared to
more isolated individuals, even though the exper-
iments did not involve any manipulation of social
support in the laboratory (1997). Presumably,
this finding is explained by some as-yet unac-
counted for the effect of social network integra-
tion on immune functioning (i.e., the ability to
fend off the cold virus). Furthermore, longitu-
dinal data from the Framingham Study (Loucks
et al, 2006) as well as the MacArthur Successful
Aging Study (Loucks et al, 2006) have reported
associations between higher levels of social net-
works and lower levels of inflammatory mark-
ers such as interleukin-6 and C-reactive protein,
even after controlling for depressive symptoms,
SES, smoking, body mass index, and physical
activity.

The fourth distinct mechanism through which
social networks may affect well-being is through
improving access to material resources. This
mechanism is distinct from the mobilization of
instrumental social support (e.g. cash loans) dur-
ing times of crisis. The idea here is that people
with wider social networks are able to access
more opportunities (e.g., job openings) by virtue
of their connections.3 Crucially, the connections
need not be particularly strong or intimate. As
Granovetter (1973) demonstrated in his classic
study of job seekers, most successful job hunters
found their work not through their closest con-
tacts, but through “friends of friends” – i.e.,
their so-called “weak ties”. The explanation for
this seemingly paradoxical finding is that close

3Sometimes, this concept has been referred to by the term
“individual social capital” (see van der Gaag and Webber,
2008).

friends tend to share access to the same infor-
mation, whereas novel information is likely to
originate from more remote sources. In other
words, social networks do not represent an undif-
ferentiated source of “host resistance” to illness.
Different aspects of social network promote
health through distinct mechanisms. Thus, when
a person is in need of emotional support, having
strong social network contacts (e.g., confidants)
matters the most, but when one is unemployed
and seeking work, having a far-flung network of
weak ties matters more.

3 The Empirical Evidence Based
Linking Social Networks to Health

We reviewed the epidemiological evidence link-
ing social networks to selected health outcomes,
focusing on studies examining four broad sets of
endpoints: (a) all-cause mortality, (b) cardiovas-
cular disease incidence and survival, (c) cancer
incidence and survival, and (d) maintenance of
cognitive function. Our reviews are restricted to
prospective cohort studies, given that evidence
from cross-sectional studies are too numerous
to summarize. We have also not summarized
the studies focusing exclusively on marital sta-
tus and health outcomes, of which there are a
huge number – for more detailed reviews of mar-
ital status and health, readers are referred to Ross
et al (1990), Waite (1995), Rogers et al (2000),
Kiecolt-Glaser and Newton (2001), and Wilson
and Oswald (2005).

Causal inference poses a challenge in obser-
vational studies of social networks and health
outcomes. Broadly speaking, the two sets of
challenges to inferring causality are: (a) reverse
causation, i.e., the onset of illness resulting
in a change in social networks, rather than
the other way round, and (b) omitted variable
bias, or confounding by unobserved characteris-
tics which predict both an individual’s level of
integration within a social network as well as
his/her risk of disease. Reverse causation can be
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theoretically overcome with prospective obser-
vational studies with careful restriction of the
study sample at entry to individuals without
symptomatic illness (hence, our focus on cohort
data in this review). Omitted variable bias is
trickier to deal with since there are a number
of potential variables – such as personality traits
(e.g., hostility, general orneriness) – that could
simultaneously account for social isolation and
subsequent risk of major disease (e.g., cardio-
vascular disease). Large-scale prospective stud-
ies have seldom controlled for a comprehensive
set of potential confounding variables. An addi-
tional level of complexity is introduced when the
health outcome is in the realm of mental health,
where negative affectivity could influence the
reporting of social networks and be associated
with increased risk of the outcomes of interest
(Kawachi and Berkman, 2001). Novel methods
for causal inference – such as instrumental vari-
able analysis or propensity score matching –
could be attempted, but it is hard to think of
clever instruments for social networks.4 Last but
not least, it is difficult to conceive of randomized
trials that directly manipulate people’s social
networks. This is in contrast to social support,
which can and has been directly subjected to
experimental manipulation, e.g., through cogni-
tive behavioral therapy, family systems therapy,
and social support groups, albeit with mixed
results on the health outcomes of interest, i.e.,
survival after myocardial infarction (Berkman
et al, 2003) and functional recovery following
a cerebral stroke (Glass et al, 2004). In short,
prospective observational studies are likely to
remain the main source of evidence linking
social networks to health outcomes.

4A notable exception is the case of marital ties and risk of
mortality, which has been instrumented using U.S. state-
level variation in the strictness of divorce laws (Lillard
and Panis, 1996). The authors found evidence of causa-
tion in both directions, i.e. from marriage to health, as
well as from health to marriage.

3.1 All-Cause Mortality

Following the seminal study by Berkman and
Syme in Alameda County, California (1979), no
fewer than 28 prospective studies have sought
to document the relationship between social net-
works and all-cause mortality (Table 18.1). As
Table 18.1 indicates, the preponderance of evi-
dence suggests that social networks are related
to risk of subsequent all-cause mortality, i.e.,
individuals with the lowest level of social con-
nectedness (e.g., not being married, having few
close friends, not belonging to groups) experi-
ence roughly a doubling of all-cause mortality
compared to those with the highest level of social
integration. This finding is robust with respect
to control for a range of potential confound-
ing variables (such as co-existing morbidity) as
well as even variables that may be considered to
be on the pathway between social networks and
mortality (such as smoking status).

Two additional observations from the table
are that: (a) social networks are more consis-
tently associated with mortality risk among men
compared to women (more on this later); and
(b) the association between social networks and
mortality is characterized by a “dose response”
relation between the degree of social connected-
ness (e.g., greater size and frequency of social
contacts, greater network diversity across differ-
ent social domains) as opposed to a “threshold
effect” of social isolation compared to everyone
else. In other words, more is better. The ben-
efits of social networks extend beyond having
just one strong social bond (e.g., being mar-
ried). Moreover, one type of bond may substi-
tute for another – for example, having a close
friend/confidante may be just as beneficial as
being married.5

One of the limitations of using all-cause mor-
tality as the outcome is that the endpoint con-
flates disease incidence with prognosis. While
deaths are convenient to count and they provide

5Or in some cases, even better if you happen to be hitched
to an uncaring, emotionally distant spouse.
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a combined summary measure of the effects of
social networks on health, they fail to distin-
guish between potential differences in the impact
of social networks on disease incidence ver-
sus survival following established diagnosis. The
distinction is important from the point of view
of identifying potential entry points for interven-
tion. To obtain a more fine-grained view of the
impacts of social networks on health, we turn
to studies of cardiovascular disease and cancer
incidence versus survival.

3.2 Cardiovascular Disease

Table 18.2 summarizes the studies linking social
networks to cardiovascular disease (myocardial
infarction and stroke) incidence, mortality, and
survival. The distinction between mortality ver-
sus survival is that prospective studies using
the former endpoint typically used death regis-
ter linkage for follow-up, i.e., they did not have
information on disease incidence (for exam-
ple, using medical record review). These studies
share the same limitation as studies of all-cause
mortality, i.e., they are unable to distinguish
between the effects of social networks on disease
incidence versus disease prognosis. By contrast,
studies using survival as the endpoint typically
begin with a sample of incident cases of car-
diovascular disease and proceed to follow them
within a Kaplan-Meier survival analysis frame-
work.

As Table 18.2 illustrates, studies are fairly
consistent in indicating a protective effect of
social networks on coronary heart disease inci-
dence. In the U.S. Health Professional Follow-up
Study – to date the largest prospective study on
this topic – stronger social networks were asso-
ciated with lower incidence of both stroke as
well as fatal coronary heart disease (defined as
death within 48 h of the onset of symptoms) (Eng
et al, 2002; Kawachi et al, 1996). Studies using
survival as the endpoint are also broadly consis-
tent in suggesting improved prognosis following
established cardiovascular disease among more
socially integrated individuals. Taken together,
these studies suggest that social networks are

protective for both cardiovascular incidence as
well as survival following the onset of disease.6

3.3 Cancer

To our knowledge, only two prospective stud-
ies to date (based on the Alameda County Study
and a study of a health maintenance organiza-
tion’s members in the USA) have examined the
association between social isolation (paucity of
social networks) and overall cancer incidence.
The Alameda County Study found elevated risks
of cancer incidence and mortality in socially iso-
lated women, but not in men. The study also
found elevated risk of cancer mortality, par-
ticularly for tobacco-related cancers in socially
isolated women. On the other hand, social con-
nections were not associated with incidence or
mortality in men, though the socially isolated
had a significantly lower risk of cancer survival.
The study of health maintenance organization
members did not find an elevated risk of cancer
incidence, but poorer cancer survival in persons
with fewer social networks. When we turn to
studies of cancer mortality, however, the evi-
dence is quite mixed, with three of five studies
indicating no association with social networks.
Once again, cancer mortality may not be the
optimal endpoint to test the potential influence
of social networks because of the inability to dis-
tinguish incidence from prognosis, and the very
long latency period between exposure and the
outcome (typically a decade or longer for cancer
outcomes). Moreover, cancers represent a het-
erogeneous mix of tumors with different levels
of prognosis. Thus there is little reason to believe
that social networks would exert a similar influ-
ence on the course of metastatic breast cancer
or lung cancer (median survival about 9 months)
compared to, say, a more indolent tumor such

6We should note here that randomized trials of social
support provision have not found improved prognosis fol-
lowing myocardial infarction (Berkman et al, 2003) or
stroke (Glass et al, 2004).
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as early stage prostate cancer or colorectal can-
cer. More detailed studies are called for that take
account of tumor site, detailed tumor characteris-
tics, as well as differences in treatment modality
and background co-morbidity.

There are sparse data examining social net-
works and cancer survival, and once again the
findings are hard to generalize because the stud-
ies included a heterogeneous mix of cancer types
(Table 18.3). However, if we limit the focus to
marital status (which is incorporated into almost
every measure or index of social networks),
there is evidence that married individuals have
better survival following cancer diagnosis com-
pared to the non-married. This has been reported
across a range of tumor sites including breast
cancer (Osborne et al, 2005; Waxler-Morrison
et al, 1991), bladder cancer (Gore et al, 2005),
colorectal cancer (Villingshøj et al, 2006), and
melanoma (Reyes Ortiz et al, 2007).

3.4 Cognitive Decline

As Table 18.4 illustrates, a growing number of
studies have found evidence of a protective effect
of social networks on the maintenance of cog-
nitive function and prevention of the onset of
dementia (Crooks et al, 2008; Fratiglioni et al,
2000). The hypothesized mechanism is through
the concept of social engagement described ear-
lier, i.e., social ties challenge people to partici-
pate in interpersonal exchanges, to practice their
skills of communication, and to mobilize the fir-
ing of gray matter synapses on a regular basis
in such a way that promotes the maintenance
of cognitive function with aging (“the use it
or lose it” phenomenon) (Berkman, 2000). The
beneficial influence of social networks on cogni-
tive function may also provide insurance against
future catastrophic events such as stroke (the
“cognitive reserve” hypothesis). In the Families
in Recovery from Stroke Trial (FIRST), both
social networks and emotional social support
independently predicted levels of cognitive func-
tioning 6 months after a cerebrovascular accident

(Glymour et al, 2008). However, only emo-
tional support predicted greater recovery (i.e.,
improvement) in post-stroke cognition, which is
consistent with a main effects model for social
networks versus a stress-buffering model for
social support (see earlier discussion).

4 Future Directions

Many interesting questions remain to be
addressed in social networks and health. We
highlight three issues that deserve particular
attention: (a) the role of culture, (b) gender
differences, and (c) sociometric analysis.

Based on our summary tables, it is fair to
characterize the state of the empirical litera-
ture on social networks and health as being
heavily dominated by studies in Western popu-
lations. Whether social connectedness has sim-
ilar effects on the health of other populations
remains to be seen. Even within studies con-
ducted in the United States, closer inspection
of the data points to revealing heterogeneities.
For example, in the three-community prospec-
tive study reported by Seeman and colleagues
(1993), social networks were significant predic-
tors of all-cause mortality in Iowa and New
Haven (Connecticut), but not in East Boston
(Massachusetts). The latter community origi-
nated as an island in Boston Harbor that was
connected to the rest of the city only in the
19th century. The geographic isolation of East
Boston and the history of settlement by Italian
immigrants contributed to a high level of social
cohesion in the community which may have
diluted the influence of personal social ties on
the health status of residents. Similarly, the only
U.S. cohort study to date that did not find an
association between social networks and CHD
incidence was among Japanese-American males
in Hawaii (Reed et al, 1983).

Culture may thus contribute to contextual het-
erogeneity in the effects of social networks on
health in at least two ways: (a) by truncating
the distribution (and the hence range of variabil-
ity) of social connectedness among members of a
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community through higher or lower background
levels of social cohesion; and (b) by moderating
or altering the slope of the graded relationship
between social ties and health. The notion that
an individual’s egocentric social ties are contin-
gent on broader contextual characteristics – such
as the extent of social cohesion within the com-
munity in which the individual resides – is one of
the key insights of social capital theory (Kawachi
and Berkman, 2000). Testing this idea formally
would require some form of quantitative cross-
cultural comparative analysis – e.g., assembling
a multi-level pooled data set that uses consis-
tent measures of social networks across different
sites, and fits each context (e.g., community or
country) as a random effect.

In addition to calling for a more nuanced
appreciation of the role of culture, more stud-
ies are needed to understand gender differences
in the relationship between social networks and
health. These differences have been summarized
by Deborah Belle (1987): women are more likely
than men to maintain emotionally intimate rela-
tionships across the life-course; and they pro-
vide more frequent and effective social support
to others within their networks. Adding these
two observations results in the phenomenon that
women are more susceptible to the “contagion of
stress” (Belle, 1982) when alters within their net-
works experience an event. Indeed within marital
dyads, researchers have remarked on the “social
support gap” between husbands who tend to be
net support recipients versus wives who tend to
be net support providers. In turn, these observa-
tions have resulted in the conventional wisdom
that men benefit more from marriage than do
women (House et al, 1988). However, it may
be time to re-examine the received wisdom. The
balance of support provision/receipt within mari-
tal couples is likely to be dynamic, reflecting sec-
ular changes in norms and expectations about the
household division of labor, as well as gendered
patterns of labor force participation, fertility, and
time use. Indeed, a recent meta-analysis of mari-
tal status and mortality based on 53 studies failed
to detect a gender difference in the association
with all-cause mortality (Manzoli et al, 2007).
The pooled relative risk of mortality for mar-

ried versus unmarried men was 0.88 (95% CI:
0.84–0.93), and 0.90 (95% CI: 0.85–0.95) for
women.7 By contrast, an emerging pattern of
evidence is beginning to suggest stark gender
differences in the health benefit of marriage in
the Asian population. For example, in a 10-year
Japanese cohort study, being divorce/separated
was associated with a 1.5- to 2.0-fold increase
in risk of all-cause and cause-specific mortal-
ity among Japanese men, but there was no
apparent adverse effect of widowhood/divorce
on the health of Japanese women (Ikeda et al,
2007). As we have emphasized throughout,
being socially connected is not uniformly bene-
ficial to every group or for every health outcome.
Social networks are not a panacea and their
effects are likely to be historically and culturally
contingent.

This brings us to the third and final observa-
tion, which is the need to move beyond stud-
ies that use the egocentric network perspective,
towards a whole social network approach. As
alluded to earlier, the assessment of whole social
networks can be challenging not only because
of the time and expense involved, but also on
account of the need to define the boundaries of
the network. Nevertheless, the potential power
of the sociometric approach has been recently
illustrated by two studies of the person-to-person
(“epidemic”) spread of obesity (Christakis and
Fowler, 2007) as well as smoking behaviors
(Christakis and Fowler, 2008). Both studies,
based on analyses of the Framingham Offspring
Study by Nicholas Christakis and colleagues,
capitalized on serendipitous information about
close personal contacts that happened to have
been collected by the investigators for the pur-
poses of longitudinal follow-up of cohort mem-
bers. The first study found obesity was more
likely to spread within a social network through
close social ties – especially friends and siblings
of the same sex. The second study found that

7No meta-analysis to our knowledge has examined gen-
der differences in the effects of social networks on mor-
tality. As indicated by our summary tables, the empirical
data are heavily weighted toward males.
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within social networks, groups of interconnected
people tend to quit smoking together, and per-
sons who remained smokers were observed to
move to the outside of the network, so that over
time the network became more polarized with
respect to smokers and non-smokers.

5 Conclusion

Social networks are robustly associated with
health outcomes (particularly, all-cause mortal-
ity and cardiovascular disease incidence and
survival) in prospective epidemiologic studies.
Growing evidence has pointed to the role of
social networks in maintaining aspects of suc-
cessful aging, such as cognitive functioning. The
mechanisms of action that explain these diverse
observations likely involve some combination
of social influence, social engagement, access
to social support, as well as material resources.
There is a dose–response relationship between
social networks and health outcomes: the more
diverse the better, and some ties can substitute
for others. We have also pointed to some gaps
in the literature, including the need to under-
stand the culturally and contextually contingent
effects of social networks on health; gender dif-
ferences in the effects of social networks; and the
application of sociometric approaches to study
both the positive and negative aspects of social
integration.
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Chapter 19

Social Norms and Health Behavior

Allecia E. Reid, Robert B. Cialdini, and Leona S. Aiken

Psychologists, sociologists, and others interested
in human behavior have long recognized the
influence of the attitudes and behaviors of most
others on one’s own attitudes and behaviors (e.g.,
Durkheim, 1951; Sherif, 1936). Despite this his-
tory of research, the utility of normative infor-
mation for influencing behavior has not gone
unquestioned (e.g., Darley and Latané, 1970).
More recently, researchers have raised concerns
regarding the benefit of employing norms in
the prediction of health behaviors (e.g., Godin
and Kok, 1996). However, there appears to be
consensus at present that norms are indeed a
powerful “lever of social influence” (Goldstein
and Cialdini, 2007).

1 Defining Norms

Social norms refer to common standards for
behavior, set by and for members of a social
group (Cialdini and Trost, 1998). Although the
group must be, to some extent, definable, the
degree to which individuals consider themselves
to be members of the group and the group to
be self-defining can vary. Certainly, norms are
likely to exert the greatest influence on behav-
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iors when they are representative of a group with
which an individual strongly identifies (Terry
and Hogg, 1996). However, the behaviors of oth-
ers can also be influential in situations where the
group identity itself is not particularly meaning-
ful and individuals’ self-concepts are not tied to
membership in the group (Cialdini et al, 1990;
Goldstein et al, 2008).

1.1 Differentiating Between Classes
of Norms

Much of the early debate concerning the util-
ity of norms focused on the lack of a com-
monly agreed upon definition of the construct.
However, Cialdini et al’s (1990) formulation
classifying norms into two distinct categories,
descriptive and injunctive, has set the standard
for subsequent research. Additional characteri-
zations of norms have been identified and studied
(e.g., personal norms; Schwartz, 1977); how-
ever, the focus at present will be on descriptive
and injunctive norms. Descriptive and injunc-
tive norms distinguish, respectively, between
perceptions of what is and what ought to be.
While descriptive norms refer to perceptions of
how others typically behave in a given situa-
tion, injunctive norms capture what is commonly
approved or disapproved (Cialdini et al, 1990).
For example, perceiving that the majority of
individuals in one’s immediate environment are
smoking cigarettes, or that most of one’s family,
friends, coworkers, etc., are smokers, would be
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representative of a descriptive norm. However,
considering the corresponding injunctive norm,
one might perceive instead that most others dis-
approve of smoking, because of its negative
health effects.

Each class of norms serves a distinct purpose.
Descriptive norms provide a useful heuristic
when accurate decision making is of importance
and are likely to be particularly influential in
novel situations or when the appropriate course
of action is unclear (Cialdini and Trost, 1998).
Injunctive norms aid in the formation and main-
tenance of social bonds and motivate behavior
through the threat of social disapproval for inap-
propriate behavior or the promise of approval for
conformity (Cialdini and Trost, 1998).

Questions have been raised as to the dis-
tinctiveness of descriptive and injunctive norms.
Discriminant validity of the constructs has
been supported by confirmatory factor analyses
in the context of calcium consumption, exer-
cise, and dieting, among others (Hagger and
Chatzisarantis, 2005; Schmiege et al, 2007).
Further, although what is typically done often
reflects what is approved, descriptive and injunc-
tive norms can also be opposing for a sin-
gle behavior, as demonstrated in the smok-
ing example given above. Many public service
announcements depict unhealthy behaviors, such
as smoking cigarettes and use of illicit drugs,
as regrettably common (favorable descriptive
norm), though widely disapproved (unfavorable
injunctive norm; Cialdini, 2003). Reno et al
(1993) devised situations in which the injunc-
tive norm opposed littering but a heavily littered
parking lot indicated a favorable descriptive
norm. Although examining conflicting norms is
useful for purposes of empirical inquiry and
theoretical refinement, normative information is
most powerful when the injunctive and descrip-
tive norm correspond with, rather than con-
tradict, one another (Cialdini, 2003). Indeed,
Smith and Louis (2008) found that students held
the most favorable attitudes toward signing a
petition and reported the greatest willingness
to do so when both the descriptive and the
injunctive norm at their university supported the
behavior.

2 Relationships of Norms to Health
Behaviors

Descriptive and injunctive norms have both
demonstrated relationships with a number of
health behaviors. Much research has focused on
demonstrating unique roles for both types of
norms in predicting intentions and/or behavior
(e.g., Rivis and Sheeran, 2003). Bolstering the
argument for distinctiveness of the constructs,
simultaneous roles for descriptive and injunc-
tive norms have been observed across health-
protective, health-risk, and screening behaviors.

Correlational research supports roles for
descriptive and injunctive norms in the longi-
tudinal prediction of both health-protective and
health-risk behaviors. Etcheverry and Agnew
(2008) documented relationships of both friends’
use and approval of cigarettes with the num-
ber of cigarettes smoked over time. Similarly,
in their meta-analysis, Sheeran et al (1999)
observed relationships of both norms to con-
dom use. However, descriptive norms exhibited
a significantly larger relationship with the out-
come than did injunctive norms. Research has
also found only descriptive norms to be predic-
tive of alcohol consumption and needle shar-
ing among injection drug users (Carey et al,
2006; Davey-Rothwell et al, 2009). Additional
research supports only a role for injunctive
norms in the prediction of alcohol use (Larimer
et al, 2004). Accordingly, it is unclear whether
either category of norms consistently weighs
more heavily than the other in decisions to per-
form health-protective or health-risk behaviors,
though this question warrants future attention.
Research does, however, support a greater role
for descriptive norms in the prediction of inten-
tions to engage in risky behaviors than in inten-
tions to engage in protective behaviors (Rivis
and Sheeran, 2003).

Both injunctive and descriptive norms are
related to screening behaviors; however, research
supports the superiority of injunctive norms
in this realm. Smith-McLallen and Fishbein
(2008) found that intentions to obtain a mam-
mogram, colonoscopy, and screening test for
prostate cancer were more strongly associated
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with injunctive norms than with descriptive
norms. The recommendations of one’s doctor
likely weigh heavily when considering screening
behaviors, though the desires and expectations of
family and friends appear to play a role as well
(Montaño et al, 1997).

As previously alluded to, questions remain
regarding the utility of norms for predicting and
ultimately changing health behaviors. This has,
in part, resulted from the weak role of subjec-
tive norms, a form of an injunctive norm, in
the Theories of Reasoned Action and Planned
Behavior (Ajzen, 1991; Fishbein and Ajzen,
1975, see Chapter 2). In both theories, subjective
norms, capturing perceptions of social pressure
from important others to perform or not per-
form a behavior, are proposed as a determinant
of intentions to engage in the behavior. However,
the subjective norm–intention relationship has
consistently been found to be the weakest of
the proposed theoretical relationships (Ajzen,
1991; Godin and Kok, 1996). Stiff and Mongeau
(2003) suggested that the weak role of subjective
norms may result from a general focus on behav-
iors that are often performed in private. Such
behaviors should be less responsive to injunctive
norms as they lack the potential for social eval-
uation, the driving force behind conformity to
injunctive norms. Further, accounting for either
the type of behavior being examined or individ-
ual differences that may influence responsive-
ness to norms significantly alters the magnitude
of the relationship between subjective norms
and intentions (Trafimow and Finlay, 1996;
Trafimow and Fishbein, 1994). Nonetheless,
many have incorporated descriptive norms into
the theories in response to the poor performance
of subjective norms and the addition of descrip-
tive norms significantly improves prediction of
intentions (Rivis and Sheeran, 2003).

The literature discussed thus far has exam-
ined correlational relationships of descriptive
and injunctive norms with a number of health
behaviors. However, whether norms successfully
bring about behavior change is ultimately of
interest. Much research by Cialdini and col-
leagues (e.g., 1990, Reno et al, 1993) has demon-
strated the utility of norms for motivating pro-

environmental behaviors. Such behaviors, often
observed simultaneously with presentation of the
normative manipulation (but see Schultz et al,
2007), may operate through different mecha-
nisms than do health behaviors, which typi-
cally require prolonged effort and regulation.
Accordingly, we will focus at present on social
norms theory and its application to health behav-
ior change.

3 Social Norms Theory

Perceptual biases can color both the encoding
and the retrieval of information about the world
around us, resulting in a widespread tendency
to hold inaccurate perceptions of the behav-
iors and attitudes of most others. According to
social norms theory, behavior is meaningfully
influenced by these misperceptions (Perkins and
Berkowitz, 1986). Accordingly, behavior change
can be brought about by correcting mispercep-
tions.

3.1 The Extent of Misperceptions

Social norms theory originated when Perkins
and Berkowitz (1986) noted that undergraduate
students were largely inaccurate in their percep-
tions of their peers’ attitudes toward alcohol use.
Students by and large reported that their own
attitudes concerning heavy alcohol use were con-
servative, yet they believed that their classmates
approved of and held liberal attitudes toward
heavy alcohol use. Thus, although the actual
injunctive norm favored controlled, moderate
levels of drinking, it was perceived that most
students were comfortable with heavy drinking.
Such misperceptions have been repeatedly docu-
mented with respect to alcohol use. Perkins et al
(2005) examined data from 76,145 students, rep-
resenting 130 colleges nationwide, and found
that, regardless of the magnitude of the actual
drinking norms, students consistently overesti-
mated the prevalence and approval of alcohol use
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on their campus. In a synthesis of the literature,
Borsari and Carey (2003) found that undergrad-
uates consistently reported that they drink less
and are less approving of alcohol use than their
peers. Erroneous perceptions of drinking norms
are not localized to college students or collegiate
settings. Young adults who do not attend col-
lege and middle and high school students hold
similarly exaggerated views of the typical drink-
ing behaviors of their peers (Linkenbach and
Perkins, 2003a; Perkins and Craig, 2003b).

Although the social norms approach was
developed in the context of alcohol use and, con-
sequently, has focused extensively on this issue,
discrepancies between perceived and actual
norms have been documented across a num-
ber of health behaviors. Individuals generally
overestimate the prevalence of risky behav-
iors and underestimate the prevalence of pro-
tective behaviors. This pattern of findings has
been replicated for drug use, including the use
of tobacco, marijuana, and other illicit drugs
(Perkins and Craig, 2003b). With respect to sex-
ual behavior, condom use is underestimated,
while levels of sexual activity are overestimated
(Scholly et al, 2005). Finally, having bearing for
body image disturbance and self-esteem, most
women believe that the average woman is thinner
than she is (Sanderson et al, 2002), and women
inaccurately believe that men find overly thin
women attractive (Bergstrom et al, 2004).

3.2 Sources of Normative
Misperceptions

Normative misperceptions have been attributed
to four social psychological phenomena – the
availability heuristic, the fundamental attribution
error, the false consensus effect, and pluralis-
tic ignorance. While the fundamental attribution
error and the availability heuristic allow for con-
sideration of others’ behaviors as a source of
misperception, the false consensus effect and
pluralistic ignorance focus instead on personal
attitudes and behaviors as sources of error. Errors
in judgments of alcohol use and approval for

alcohol use are particularly useful for consider-
ing how these biases are likely to operate.

According to the fundamental attribution
error, others’ behaviors are typically inferred
to reflect personal disposition, rather than sit-
uational forces (Ross, 1977), leading observers
to view heavy alcohol use as indicative of the
drinker’s permissive attitude towards drinking.
Simultaneously privately disapproving of heavy
alcohol use, an individual’s own dissent could
serve as a basis for inferring the true attitudes of
others. However, given pluralistic ignorance, the
belief that one is alone in disagreeing with the
perceived norms, individuals instead infer that
their beliefs are highly discrepant from those of
the majority (Miller and McFarland, 1987). As
might be expected, individuals who engage in
heavy alcohol use often believe that most others
behave similarly, as the false consensus effect,
the tendency to believe that others think and act
as one does, biases perceptions of reality (Ross
et al, 1977). Conversely, reliance on the avail-
ability heuristic can lead moderate drinkers and
abstainers to misperceive rates of alcohol use as
well. According to this heuristic, the ease with
which an event is called to mind influences one’s
judgment of the probability of the occurrence of
the event (Tversky and Kahneman, 1973). As
most can easily recall instances of being in the
presence of a highly intoxicated individual or
watching movies or television shows depicting
heavy alcohol use, such occurrences likely come
to mind quite readily.

3.3 Consequences of Misperceptions
for Behaviors

Misperceptions of the behaviors and beliefs of
others function as a self-fulfilling prophecy.
Although inaccurate, individuals conform to the
perceived descriptive and injunctive norms in
order to avoid feeling alienated from or rejected
by their social group (Prentice and Miller, 1993).
Through this process, erroneous perceptions of
norms have real consequences for behaviors.
Sher and colleagues (2001) examined college
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students’ engagement in heavy drinking over 4
years of college. Perceptions of peer alcohol use
and peer support for heavy drinking in years 1, 2,
and 3 predicted heavy drinking in years 2, 3, and
4, respectively. Carey et al (2006) examined the
influence of discrepancies between the perceived
descriptive norm and personal drinking behav-
ior on subsequent drinking behavior. Consistent
with the social norms perspective, the degree
to which individuals were discrepant from the
descriptive norm positively predicted increases
in drinking 30 days later.

Similar findings have been obtained in rela-
tion to other problematic behaviors. For exam-
ple, perceptions of the prevalence of peer use
of cigarettes and marijuana predict personal
cigarette and marijuana use (Graham et al, 1991;
Juvonen et al, 2007). The body image and
disordered eating literatures have documented
disturbing relationships of perceived norms for
weight and body size with unhealthy behav-
iors among young women. Sanderson and col-
leagues (2002) found that women who had
greater discrepancies between their own body
mass index and the perceived average body
mass index of their peers were at increased
risk for both experiencing an extreme desire
to be thin and engaging in behaviors that are
symptomatic of bulimia, such as binging and
purging. Similarly, Bergstrom et al (2004) docu-
mented greater unhealthy weight loss behaviors,
including vomiting, fasting, and use of laxatives
and diuretics, among women who overestimated
men’s endorsement of overly thin women as
attractive.

3.4 Applications of Social Norms
Theory to Behavior Change

As normative misperceptions are associated with
a number of unhealthy behaviors, the social
norms approach proposes that providing indi-
viduals with accurate information about the true
norms in their environment should produce pos-
itive changes in behavior. Conducting research
of this nature necessarily requires elicitation

research to determine the extent of mispercep-
tions within a specific group and the true local
norms (see Linkenbach, 2003 for an overview).
Social norms based interventions have success-
fully reduced the prevalence of a number of
problematic behaviors, and interventions have
been conducted at the universal, selective, and
indicated levels of prevention.

Universal interventions target an entire pop-
ulation or group, irrespective of the differ-
ing levels of risk that may exist within the
group (Mrazek and Haggerty, 1994). Most social
norms interventions have been conducted at this
level, focusing often on alcohol use on col-
lege and high school campuses of varying sizes
and geographic locations. State-wide interven-
tions have also been conducted in areas where
a single normative message was deemed to
be widely applicable (Linkenbach and Perkins,
2003a). Messages correcting perceptions of peer
cigarette and marijuana use have also signifi-
cantly delayed initiation of cigarette and mar-
ijuana use among adolescents (Hansen and
Graham, 1991; Linkenbach and Perkins, 2003a).

The social norms intervention conducted at
Hobart and William Smith Colleges is perhaps
the most comprehensive of the universal inter-
ventions conducted to date. Perkins and Craig
(2003a) employed multiple channels for dissem-
inating both descriptive and injunctive norma-
tive messages throughout a 4-year intervention
period. Print media and screen savers on comput-
ers located in public, student used spaces deliv-
ered normative “factoids.” Factoids included,
“The majority of HWS seniors drink only 1–4
drinks or do not drink at all” and “91% of the
entering class expressed the opinion that stu-
dents should not drink to an intoxicating level
that affects academic work or other respon-
sibilities.” In addition, an interactive website
provided a forum for students to both respond
to the factoids and watch videos of peers dis-
cussing drinking on campus. Finally, professors
were trained to incorporate normative informa-
tion into their lectures and class discussions, and
an interdisciplinary alcohol safety course was
offered. This multi-pronged approach appears to
have been successful. After 1 year, perceptions



268 A.E. Reid et al.

of students’ drinking behaviors and approval of
drinking became more moderate, and the aver-
age number of drinks consumed at a bar or party
declined significantly, from 5.1 to 4.4 drinks.
Three and a half years into the program, results
were more pronounced; the proportion of stu-
dents consuming five or more drinks in a sitting
declined by 32% and the number of student
arrests for violations of liquor laws was reduced
by nearly half.

While the arrests rates reported by Perkins
and Craig (2003a) give some indication that
social norms campaigns do affect actual behav-
iors, a common concern in this research is the
reliance on self-report data. Indeed, repeated
exposure to a message could potentially increase
socially desirable responding, rather than pro-
duce true changes in behavior. However, inter-
vention evaluations have also included objective
behavioral measures. Foss et al (2003) recorded
the blood alcohol content of students returning
to their dormitories at night. Compared with pre-
intervention rates 5 years prior, the proportion
of students registering a blood alcohol content
above 0.05 declined significantly, from 60 to
52%.

Selective social norms interventions, those
targeting groups at an elevated risk for devel-
oping problematic behaviors (Mrazek and
Haggerty, 1994), have also focused on a range of
health behaviors. Targeting the thinness norms
largely influenced and dictated by the media,
Mutterperl and Sanderson (2002) provided col-
lege women with a brochure depicting accu-
rate information about their peers’ dieting and
exercise behaviors. Particularly among women
who did not compare themselves with celebri-
ties, exposure to the brochure was associated
with higher ideal weight and lower reports of
disordered eating.

Selective interventions have also employed a
small group format wherein misperceptions are
addressed and corrected face to face. The “Small
Group Norms-Challenging Model” often enlists
respected peer leaders to provide information
about both community-wide and group-specific
norms in an interactive presentation (Far and
Miller, 2003). Targeted groups have included
fraternities, sororities, first year college students,

and athletes. Though some groups demonstrated
significant reductions in alcohol consumption
outcomes, others indicated more modest results.
We will return to potential reasons for null find-
ings in norms-based interventions.

Indicated interventions, those targeting indi-
viduals at high risk for engaging in risky
behaviors (Mrazek and Haggerty, 1994), have
proven effective as well. Marlatt and colleagues
(1998) conducted brief individualized interven-
tions addressing norms and personal alcohol
use with freshmen who reported previous high
risk drinking behaviors. At the 2-year follow-up,
students who had received the brief interven-
tion drank less frequently and consumed fewer
drinks per sitting than a control group of high
risk drinkers. Feedback regarding the magni-
tude of individual drinking relative to that of
peers has also been delivered in computerized
interventions, successfully reducing alcohol con-
sumption (Neighbors et al, 2004). Similarly,
personalized normative feedback mailed to at-
risk students has effectively reduced engagement
in heavy drinking episodes (Collins et al, 2002).

While most norm correction interventions
have focused on adolescents and young adults,
adults have been targeted as well. Peer alcohol
use data has been employed with some success
in reducing risk among middle aged individ-
uals (Cunningham et al, 2001). In addition, a
state-wide, norm-based media campaign demon-
strated significant improvement in seatbelt use
among adults (Linkenbach and Perkins, 2003b).
Further, given Goldstein et al’s (2008) success in
motivating towel reuse among hotel patrons, pre-
sumably including young-, middle-, and later-
aged adults, adults are similarly responsive to the
norms in their environment.

3.5 Unsuccessful Social Norms
Interventions: Problems
and Solutions

As with any approach to behavior change, the
social norms approach has not been without its
null findings. Notably, Wechsler et al (2003)
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compared 37 colleges that had implemented
social norms campaigns to reduce alcohol use
with 61 colleges that had not. While signifi-
cant decreases were not observed on any mea-
sure of alcohol consumption among schools with
social norms campaigns, there appeared to be
an increase in alcohol consumption on some
outcomes. Similar increases were not observed
among control campuses. Social norms interven-
tions often fail for one of two reasons – either the
intervention was unsuccessful in changing per-
ceptions of the norm or misperceptions changed
but did not result in decreases in risky behaviors.

Message recipients may not exhibit changes
in misperceptions for several reasons. In some
instances, individuals may question the authen-
ticity of the normative information presented
(e.g., Stewart et al, 2002). Accordingly, care
must be taken to present information in a format
that is believable. Conversely, message recipi-
ents may not respond favorably due to insuffi-
cient exposure to messages. Indeed, an 18-site
randomized controlled trial indicated a dosage
effect, such that campuses on which the great-
est quantity of messages were presented over
time exhibited the most pronounced decreases
in alcohol use (DeJong et al, 2006). Thus, it is
important to employ multiple channels for dis-
seminating messages over a reasonable span of
time (e.g., Perkins and Craig, 2003a).

Studies documenting increases in risky
behaviors in response to altered misperceptions,
pose a serious theoretical concern. In most
cases, a majority of individuals do overestimate
the prevalence of risky behaviors. There are,
however, individuals whose estimates of the
prevalence actually fall below the true norm
(e.g., Perkins et al, 2005). Further, some who
overestimate the norm may nonetheless exhibit
behavior that falls below average. In either
case, publicizing the true norm may produce
a boomerang effect among individuals whose
behavior falls below this threshold. Rather
than remaining at a low level of behavior, such
individuals may actually increase their behavior
in response to learning the true descriptive norm.

Schultz and colleagues (2007) examined the
boomerang effect in a sample of 290 house-
holds. Half of the households received a letter

detailing both their own personal energy use and
the average energy use, or descriptive norm, for
their neighborhood. Energy meters were read
prior to and 3 weeks following receipt of the
normative feedback. Among these households,
the boomerang effect was observed; households
that initially fell below the norm significantly
increased their energy use. The remaining house-
holds also received a letter detailing personal
and average neighborhood energy use. However,
an injunctive norm was added to the letter—a
smiling emoticon if personal use fell below the
neighborhood average or a frowning emoticon
if personal use was above average. This cou-
pling of the descriptive and injunctive norms
eliminated the boomerang effect. Households
that initially fell below the neighborhood aver-
age remained low in their energy use, while
those that were above the average significantly
decreased their energy use.

As suggested by Cialdini (2003), normative
information is likely to be most effective in influ-
encing behaviors when descriptive and injunc-
tive norms correspond with one another. Perkins
(2003) recommends inclusion of both descrip-
tive and injunctive norms in attempts to change
behavior. From the perspective of social norms
theory, interventions should not overemphasize
descriptive norms, but instead, would benefit
from employing both injunctive and descriptive
norms that jointly reinforce healthy behaviors.

4 Additional Applications of Norms
to Behavior Change

Behaviors may exist for which normative per-
ceptions are actually accurate or the magnitude
of misperceptions less exaggerated. However,
normative information can still be a useful tool
for changing behavior under such circumstances.
An interesting application of norms to behav-
ior change has centered on labeling undesirable
behaviors as normative among members of an
out-group. Berger and Rand (2008) sought to
decrease consumption of high-fat foods among
undergraduates by providing information that
such behavior is typical of an undesirable
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out-group (online gamers). This manipulation
successfully increased selection of healthy foods
among message recipients and was particularly
effective among high self-monitors, individu-
als who are highly responsive to situational
demands. Similar results have been obtained in
motivating healthy behaviors among undergrad-
uates by labeling heavy alcohol consumption and
eating junk food as common among graduate
students (Berger and Rand, 2008).

5 Media Influence on Health
Behaviors

In our modern world, we are bombarded by
mass communication and the communication
matrix in which we are embedded has a profound
impact on health behavior. From a psychologi-
cal perspective, Bandura (2001) has provided a
social cognitive theory formulation of the path-
ways through which communications systems
operate. He includes a direct pathway to indi-
viduals and a socially mediated pathway through
social networks. From a public health perspec-
tive, Abroms and Maibach (2008) characterized
the dramatic change in media communication
with the advent of the internet to blur the dis-
tinction between mass and interpersonal commu-
nication. They provide a broad agenda for mass
communication and public health that argues for
targeting social normative influences and social
context for health behavior change. The dramatic
change in communication pathways is accom-
panied by what has been described as a “shift”
in the way patients acquire health information
(Hesse et al, 2005).

Substantial concern has been expressed that
for children and adolescents, at least, the media
contribute to health problems including vio-
lence, sex, drugs, obesity, and eating disor-
ders (Strasburger, 2009). Both correlational and
experimental research support these claims.
Perhaps the most mature area of research among
these problems is on youth media exposure
and violence. Conclusions include an increas-
ing likelihood of aggressive behavior in younger

children (Browne and Hamilton-Giachristis,
2005) and an association with increased violence
in youth that continues into adulthood (Anderson
et al, 2003).

The media provide a significant source of
standards of beauty, in the form of perceived
body weight norms, collectively referred to
as the “thin-ideal.” Among women, research
shows associations between media exposure and
both body dissatisfaction and disordered eating
(Grabe et al, 2008); these associations appear in
preteen girls and continue into adulthood.

With regard to smoking, exposure to movie
content in which people smoke, a media norm,
is associated with the initiation of smoking in
10–14-year olds, an adjusted odds ratio of 2.6
for those in the highest versus lowest quartiles of
such media exposure (Sargent et al, 2005). From
the deterrent perspective, teens report that media
messages about negative health consequences of
smoking or that portray the tobacco industry as
deceitful are a more powerful motivator to stop
smoking or to not initiate smoking than are mes-
sages carrying social norms (Murphy-Hoefer
et al, 2008). Most, however, underestimate the
power of social norms in motivating their own
behaviors (Nolan et al, 2008).

The media also serves as a source of
information about sex and for modeling sex-
ual behavior among teens (Brown et al, 2002),
apparently encouraging early development of
sexuality (Levin, 2009). For example, among
12–14-year olds, susceptibility to initiating inter-
course and initiation of intercourse 2 years later
were both associated with exposure to media
and social norms for sexual behavior (L’Engle
and Jackson, 2008). Media exposure to teen pro-
gramming, of which over 80% has sexual con-
tent, is also associated with ongoing teen sexual
activity (L’Engle et al, 2006).

Current literature on the international obesity
epidemic, particularly among youth, targets the
media as a significant force for poor diet and
being overweight (Kumanyika and Brownson,
2007; Story et al, 2008). This literature illustrates
the complexity of separating social normative
influences as a single force of the media on
behavior from other aspects of media. The media
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provide information on nutrition, diet, and food
content, as well as normative messages about
what attractive, happy, and successful people
are eating. The same is so for media and sex-
ual behavior, because adolescents acquire infor-
mation on many aspects of sexual behavior,
including contraception and sexually transmitted
diseases, through mass media. Analysis of asso-
ciations between media exposure and health-risk
behaviors from the perspective of social norma-
tive influences requires parsing these aspects of
media influence on health behavior.

Although the media contribute to undermin-
ing health, the media also provide support for
a healthy lifestyle. Media depictions of aspi-
rational peers engaged in healthy behavior can
motivate behavior change. The influence of the
media can be indirect, such as in Jackson and
Aiken’s (2006) intervention in which partici-
pants were shown that media norms had shifted
towards favoring pale over tanned skin, which in
turn, led to less positive attitudes to tanness and
to greater sun protection. Alternatively, media
influence can be direct, wherein aspirational
peers are employed in active attempts to change
behavior. For example, the “Got Milk” adver-
tising campaign, launched in the United States
in 1993 to encourage drinking of milk, often
features extremely attractive female celebrities
wearing a milk moustache, typically holding
a glass of milk. Such media norms depicting
aspirational peers engaged in health-protective
behavior provide models for the adoption of
healthier life styles.

6 Conclusion

Both correlational and experimental research has
established a role for social norms in influenc-
ing health behaviors. Though unresolved issues
remain in social norms research that require
continued attention, descriptive and injunctive
norms are indeed strong motivators of behav-
ior that remain underutilized in health promo-
tion. Although much of this chapter focused
on normative misperceptions in the context of

social norms theory, we have addressed alterna-
tive applications of normative information that
have successfully motivated behavior change as
well. In sum, descriptive and injunctive norms
have much to offer in both characterizing and
changing health behaviors.
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Chapter 20

Social Marketing: A Tale of Beer, Marriage,
and Public Health

Gerard Hastings and Ray Lowry

Down at the King’s Head

Bethany was getting irritated. She kept glancing
at the door of the King’s Head and furtively check-
ing her watch. She explained, a little sharply, that
her husband Steve was supposed to have joined
her at 6 pm. It was now 6:25. A full half an hour
later, I was standing near the door when Steve
appeared. By this time it was nearly 7 pm and he
looked hunted. He knew that he was in trouble and
was preparing to face Bethany’s wrath. But before
he could cross the room to join her, the landlady,
Helen, intervened. Despite his obvious hurry she
insisted he came over to the bar first. She then said
just one sentence to him: “Remember, Bethany has
had her hair done”.

Steve’s face relaxed and his eyes smiled in
gratitude: Helen had provided his get out of jail
free card. He floated across to Bethany and swept
aside her irritation with an unanswerable “dar-
ling, your hair looks lovely”.

Helen is a consummate marketer. She had
worked out what her customer needed and pro-
vided it just in time. As a publican one might
assume that she sells beer; in reality, on this occa-
sion, she was selling marital harmony - but rest
assured the beer sales will follow. Her sensitiv-
ity and customer focus will result in deep loyalty
from Steve (with Bethany also acquiring pleasant
associations with the King’s Head); as a result he
won’t just buy her beer tonight but for weeks and
probably years to come.

G. Hastings (�)
Institute for Social Marketing, University of Stirling,
Stirling FK9 4LA, Scotland, UK
e-mail: gerard.hastings@stir.ac.uk

1 Introduction: It Is About People

It may seem a long stretch from Helen’s success
in running a local pub to a text book on pub-
lic health, but she does have a crucial common
agenda with those working in infant immuniza-
tion, smoking cessation, and obesity prevention;
she too is dealing in voluntary behavior change.
She wants – needs – people to visit her pub,
buy her beer, tell their friends and family what a
good pub it is, visit her pub again, organize their
wedding receptions with her. . . And she knows
they have a choice; she cannot compel them to
do these things, so she has to seduce them. This
means she has to understand their needs abso-
lutely and cater to them at every opportunity.
She has to avoid the trap of taking refuge in the
technicalities of her work, focusing purely on the
science of good beer or minutiae of stock man-
agement. These things matter, but only in so far
as they help her meet her customers’ needs.

As with the King’s Head, so with smok-
ing cessation. Case Study A shows how a ser-
vice in the North East of England succeeded
in building links with pregnant smokers from
very low-income communities and persuading
them through their doors. The first step was
qualitative research to dig down and under-
stand the perspective of the women and how
they felt about their smoking and the possi-
bility of quitting. This revealed a remarkable
degree of ambivalence in both arenas. They
knew smoking to be harmful for them and their
baby, but they also valued the indulgence, affir-
mation, and “me-time” it provided – rewards

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_20, 275
© Springer Science+Business Media, LLC 2010
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that were only enhanced by their constrained
lives. Corresponding research with health pro-
fessionals revealed that they fully understood
this ambivalence among the low-income smok-
ers and it made them reluctant to broach the
idea of quitting and reticent in their approach
when they did. The resulting initiative built on
these insights and comparison with neighboring
providers demonstrated their striking success –
attendance at the local cessation service shot up.

Case Study A: Using Social
Marketing to Increase
Recruitment of Pregnant
Smokers to Smoking Cessation
Service

Problem Definition

The impacts of smoking in pregnancy are
well documented. Funding in the United
Kingdom city of Sunderland was used
to appoint a local champion to coordi-
nate services for pregnant women who
wanted to give up smoking. In Sunderland
between April 2001 and March 2002 only
19 women set a quit date and 8 success-
fully quit smoking at the 4-week stage
through the mainstream service.

Stakeholder Analysis

Detailed work was done with stakeholders
in the pregnancy-smoking condition: with
the women themselves and their “signif-
icant others” (partners, parents, friends);
health professionals (obstetric, medical,
health promotion), as well as service
providers, clinical managers, and sup-
port groups. At the time the intervention

was being planned, background work was
being done developing the social market-
ing foundations, including research with
many stakeholders in this and other areas
of health-related issues.

Aims and Objectives

The aim of the intervention was to increase
the number of women in Sunderland who
were accessing smoking cessation services
and achieving formal quitting target.

The objectives were to

• Use social marketing to design a
user-friendly service.

• To re-engineer the local service to
meet customer needs.

• To implement the service and
achieve targets.

• To record activity accurately and
feedback to service providers.

• To adjust practice in relation to feed-
back.

Formulation of Strategy

Four Ps:

Product A customer-focused smoking
cessation service

Price Ease of access for the target
(including free of charge)

Place Concentrate on the target popula-
tion’s preferred locations

Promotion Enthuse and skill up health
professionals in contact with the target
audience

Consumer research Focus groups
with target audience, in-depth inter-
views with professionals

Testing Materials and approach in groups
Specific channels Antenatal clinics
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Paid and voluntary agents Clinicians
and supporters of target women

Incentives Health and self-esteem related

Research

Although it has long been known that
smoking during pregnancy is undesirable,
and that many women still find it difficult
to abstain, many health-care profession-
als are at loss to help. Therefore to start
the social marketing process, wide-ranging
market research was undertaken with the
target population. The research adopted a
qualitative focus group method. Subjects
were recruited to take part in 1 of 12
focus groups on a door-to-door basis by
trained and experienced market research
interviewers according to a strict code of
conduct. The research spans 10 years from
1992. The majority of focus groups took
place at the beginning and the final two
more recently. A total of 12 groups were
segmented in relation to age, social class,
smoking behavior/history, and cohabita-
tion status.

Analysis of Barriers
and Interventions to Overcome
Them

Barriers Interventions
Difficulty recruiting
women

Proactive recruiting,
dedicated worker,
home visits

Poor existing
information

Design and pretest
new market-
ing/information
material with target
population

Health professionals
lack of engagement

Role play to engage
health professionals

No nagging/make
them feel worse

Consumer-friendly
cessation support
(including dedicated
worker)

Outcomes

Recruitment of pregnant (and non-
pregnant) smokers to the new smoking
cessation intervention increased ten-
fold during intervention phase and the
Sunderland stop smoking service is now
one of the top performers in the UK:
Sunderland pregnancy stop smoking
service was highlighted in the Department
of Health’s “Best practice in smoking
cessation services for pregnant smokers”
(November 2005), and is one of top three
beacon services in England, and is the
most cost effective (quitters per member
of staff, clarity of data collection and
reporting procedures).

Recruitment of pregnant smokers also
increased after actor/role play sessions
with health-care professionals (especially
midwives) (Fig. 20.1) and was higher
than the neighboring services (in which
different smoking cessation interventions
targeted at pregnant women were being
undertaken) in all the parameters mea-
sured.
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Market research identified a number
of barriers that women face in relation
to smoking cessation during pregnancy:
unsatisfactory information, lack of enthu-
siasm/empathy from health-care profes-
sionals, short-term support, all showing as
a reluctance to be recruited.

The difficulty of recruiting women
to take part in smoking cessation meant
the researchers had to concentrate effort
where women might be recruitable (in
this case, in the antenatal clinic at first
booking). Support was designed to be
consumer friendly by using information
from focus groups, recruitment of skilled
and empathic dedicated worker, and using
feedback techniques. Apart from design-
ing and pretesting posters and leaflets that
would meet women’s needs, a whole-time
worker was specially recruited for provid-
ing long-term, home-based, user-friendly
support. The major barrier to overcome
was health-care professional enthusi-
asm/empathy and to do that the researchers
used professional actor/role players.

By studying the transcripts of the focus
groups, actor/role players were able to
bring to groups of health-care workers the
chance to interact with the target women
as they had never before. Using active par-
ticipation in group work, professional staff
were able to get direct feedback on what
it felt to be the target women, and what
approaches might work more effectively.
These sessions evaluated well with partici-
pants and proved to be very effective in the
intervention.

They had done a Helen. They had focused
on the women’s needs and honed the offering
to meet them, rather than becoming trapped in
the technicalities of addiction or a myopic pre-
occupation with targets. As with Helen’s stock
keeping these matter, but they are only a means
to the end of providing a people-centered ser-
vice and thereby engaging them in a long-term

process of not just moving away from tobacco,
but toward health improvement.

What Helen does on a small scale and by
instinct, larger companies do by training and
systems. Major corporations have succeeded
because they have adopted marketing ideas to
make sure that customers are at the core of
their activities. This has driven their growth
by enabling them to remain public facing and
at least appear approachable and responsive,
despite their often immense size. Marketing is
defined by the American Marketing Association
(2007) as “the activity, set of institutions, and
processes for creating, communicating, deliver-
ing, and exchanging offerings that have value
for customers, clients, partners, and society at
large.” This takes matters beyond the individ-
ual customer, recognizing an important upstream
agenda to which we will return, but at this point
let us just note that it reinforces the point that
marketing is about people and their voluntary
behavior – as of course is public health.

The AMA definition also emphasizes the
complexity of marketing. Helen’s instincts work
at the level of a small business, but something
more systematic and thought-through is needed
when the scale increases and the stakes multiply.
The core goal of being people centered depends
on the coordinated deployment of a package of
principles and practices.

In this chapter we will examine what these
are, and how, in the form of social marketing,
such “knowledge, concepts, and techniques” can
be used “to enhance social as well as economic
ends” (Lazer and Kelley, 1973: p. ix) – and
specifically to benefit public health. We have
already established the most fundamental pre-
cept of marketing: consumer orientation and this
idea underpins all that follows. To deliver this,
eight subordinate principles are followed (see
Fig. 20.2).

These emphasize that successful social mar-
keting needs to start with clearly defined behav-
ioral objectives and target groups: what do we
want who to do? Achieving these will depend
on a continuous stream of research intelligence
and theoretical insight about the behavior, the
target group and the progress being made with
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Good social marketing:
       1.   Sets clear behavioral objectives
       2.   Uses ‘navigational’ research
       3.   Builds on theory
       4.   Creates attractive motivational exchanges with the target group
       5.   Recognizes that one size does not always fit all
       6.   Thinks beyond communications
       7.   Thinks beyond the individual
       8.   Pays careful attention to the competition

Source: Hastings 2007

Fig. 20.2 How social
marketing puts people first

both. This thinking also needs to recognize the
importance of motivation and emotion in human
decision making: the brand values of Marlboro
can and frequently do trump the positivist real-
ity of lung cancer, and social marketers need to
recognize this.

Satisfying people’s needs also requires a
move beyond the assumption that we are
all alike, opening the way for customized
approaches to cohesive sub-groups or seg-
ments of the wider population. And these
approaches have to involve more than commu-
nication – behavior change needs facilitation,
encouragement, and opportunity as well as mere
instruction.

It also depends on more than the individ-
ual; social marketing has to build on the well-
established truth that human behavior is strongly
influenced by social context and hence should
target stakeholders and policy makers – and
indeed competitors (whether in the form of
attractive alternative behaviors or the World
Health Organization’s “hazard merchants”) – as
well as individual citizens.

Each of these principles will be discussed
in turn. The chapter will then explain the need
to pull these ideas into a coherent strategic
plan. Helen wants Steve to become a regu-
lar, to keep his custom for as long as she is
running the King’s Head; similarly large com-
panies like Tesco or Walmart seek our loyalty
and they reward us continuously when we pro-
vide it – public health needs to be equally far
sighted. Ultimately our interest is not in smok-
ing, or other individual health behaviors, it is in
lifestyles.

Finally the chapter returns to the core focus of
marketing (and public health) and thinks again
about the importance of people.

2 Eight Ways of Putting People First

2.1 Clear Behavioral Objectives

Social marketing has to begin with a definitive
statement of behavioral objectives: exactly what
we want who to do (or to stop doing). Without
this clarity it is impossible to either decide
about methods or monitor progress. Behavioral
objectives are often incremental, building grad-
ually to the final, and often longer term goal.
For example, if we want to help people stop
smoking, intermediate objectives might include
attending quit services; setting quit dates; stop-
ping smoking; or staying quit for a target
time with proof (as with carbon monoxide
monitors).

In each case objective needs to be both real-
istic and measurable. The first keeps our feet
on the ground and recognizes that change is
difficult and takes time. A commercial mar-
keter does not expect to dominate the market
overnight; Coca-Cola, for instance, would be
delighted with a couple of percentage points
improvement in its market share vis-à-vis Pepsi
and their other rivals – and has been working
at the task for a century. By the same token
we should not expect to eliminate smoking in
a few weeks or get everyone jogging with one
intervention.

Measurability makes sure we can gauge
progress. Case Study A shows how clearly laid
out initial objectives made it possible to demon-
strate the success of the intervention.

Good objectives have the additional bene-
fit of clarifying communications between all
those involved in the social marketing effort.
Funders, agents, team members can all sign
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up to a transparent statement of intent – min-
imizing the risk of subsequent disagreements.
A recent project that the Institute for Social
Marketing was involved in illustrates the haz-
ards of getting this wrong. In this case a major
UK Government drugs prevention initiative suf-
fered from mission creep: the funder thought
they were conducting a trial; the research team
was still sticking to the initially agreed pilot
study agenda. Because this mismatch was not
identified and dealt with by agreeing clear
objectives, the status of the resulting research
findings could not be agreed, to everyone’s
discomfort.

2.2 Navigational Research

Research is the eyes and ears of social mar-
keting. It is used much as an explorer uses a
map and compass: to plot the direction of travel
and continuously check on progress. In public
health terms the first research task is to define
the problem and identify intelligent solutions –
taking us back to the “who needs to do what” of
the objectives. Research can then contribute to
the development of the solution through concept
and pretesting. In particular, qualitative research
makes it possible to flexibly explore options
for different offerings. Next “process evalua-
tion” can be used to ensure the initiative is
implemented as intended and then outcome eval-
uation can measure success against the agreed
objectives.

Thus research is not an ad hoc addition
to social marketing activity, but an integral
and continuous part of it. And this gestalt
matters, it moves the emphasis beyond the
intervention and the development of tools and
focuses it on understanding people. It also
ensures, like the Chinese taxi driver in Fig. 20.3,
that social marketers focus on where their
clients are coming from, rather than rushing to
determine where they should be going. Case
Study A shows how this organic approach to
research helped enable the social marketing
team to build up a real understanding of their
customers.

2.3 Building on Theory

Social marketing is founded on exchange the-
ory (Bagozzi, 1974; Houston and Gassenheimer,
1987), which argues that given behavioral
options people will ascribe values to the alter-
natives and select the one that offers greatest
benefit – or enhancement – to themselves. This
process may be prolonged and considered, as
with a career decision, or truncated and virtually
automatic as with the purchase of a chocolate
bar. The values ascribed to the marketer’s offer-
ing during an exchange may be tangible (e.g.,
monetary) or psychological (e.g., status), imme-
diate (e.g., nicotine now) or deferred (e.g., better
health later), but they will always be subjective.

Chi Li is taxi driver at Beijing airport, who beat all his colleagues in the stiff
competition for fares. Like all taxi drivers, he would stand in the arrivals hall and
approach tourists as they looked for a ride to town. Unlike his rivals, however, who
asked the obvious “where are you going”, he would ask: “where are you from?” When
they replied, he would produce a letter of recommendation from a satisfied customer
from their home town. He would secure their services for their whole stay by giving
them a fixed price (no hidden extras) and asking for their own letter of recommendation
if entirely satisfied. How could they refuse? His customer based approach was a winner:
people trust their own background most, especially when in unfamiliar situations.  

Chi Li’s approach of asking “where are you from?” is also a good formula for finding
the customer approach in social marketing. 

Fig. 20.3 The Chinese taxi driver
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The priorities of the consumer will differ from
those of the manufacturer as will those of the
health promoter and their target. Commercial
marketers have therefore long accepted that if
they are going to influence behavior (e.g., by
encouraging purchase or brand loyalty) they
must adopt a consumer perspective and be pre-
pared to compromise. The same applies to social
marketers.

The notion of compromise, of adjusting the
offering to meet the target group’s needs, can be
a difficult one for public health which puts such
emphasis on the evidence base and expert-driven
solutions. A marketer might be able to change
his chocolate bar in response to consumer con-
cerns about obesity – by making it less calorific,
for instance – but smoking cessation services
are selling one non-negotiable product: quit-
ting. Closer examination, however, suggests that
what seems like a dichotomy is actually more
nuanced. Drugs prevention has long been – and
tobacco control increasingly is – moving away
from an absolutist position and offering harm
reduction options. And the reformulation of the
chocolate manufacturer is still going to make its
customers fat.

Exchange also implies mutual benefit – in
other words that the social marketer gets some-
thing out of the deal. This again can be difficult
for public health practitioners, who often pre-
fer to think of their work in more altruistic
terms (Rothschild, 1999). However, this ignores
the obvious reality that, especially in an era of
ubiquitous targets, social marketers do get some-
thing more than a warm fuzzy feeling from their
clients. It also presumes a rather asymmetrical
view of the world where the health worker has
something of value to offer, but his or her client
does not.

Exchange theory does not replace or super-
sede other behavioral theories, nor does social
marketing limit itself to this one theoretical per-
spective. Rather it is eclectic and pragmatic,
adopting those insights that offer most hope of
success. For example, a social marketing inter-
vention on low-income smoking (Stead et al,
2001) used social cognitive theory to explain the
origins of smoking, stages of change theory to

assess proximity to quitting and exchange theory
to inform attempts to encourage quitting.

2.4 Creating Attractive Motivational
Exchanges with the Target Group

Social marketers do not make any assumptions
about what their clients want; they ask them –
and then determine how this benefit can be made
as attractive as possible. This takes in the notion
of subjectivity and adds in the idea of emotion –
that feelings matter. The power of branding in
commercial marketing is increasingly being rec-
ognized in public health – and a few baby steps
are being made toward emulating it (Farrelly
et al, 2002; Hastings et al, 2008).

Thus we move from a place where pub-
lic health solutions are evidence-based givens
being sold to a passive populace to one where
they are compromises negotiated with an active
one. Furthermore, in these post-modern times,
the process of negotiation and compromise is
becoming increasingly overt. Consumers rec-
ognize those marketers who are most inclined
to move toward them and respond more pos-
itively as a result. Social marketers ignore
this increasingly sophisticated public at their
peril.

2.5 Recognizing that One Size Does
Not Always Fit All

People differ. We all have varying experiences,
needs, and expectations. This has direct impli-
cations for social marketing: if customer needs
are going to be properly met, then heteroge-
neous mass markets have to be broken down
into more homogeneous segments and offerings
honed accordingly. In Case Study B it is clear
that the various stakeholder groups for water
fluoridation see the issue differently and if fluori-
dation is going to proceed then these alternative
needs have to be met.
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Case Study B: Working to
Extend Water Fluoridation

Water fluoridation is a safe, effective,
and cost-effective way to prevent tooth
decay and it is particularly valuable at
reducing dental health inequalities due to
social deprivation. Despite this, at present
only about 10% of the population of the
UK drink fluoridated water at the opti-
mal one part per million, some where it
occurs naturally, most through water treat-
ment. Best current estimates are that for
about 25% of the population water flu-
oridation would be cost-effective where
water treatment plants serve large num-
bers of people with high caries rates. These
would include areas of social depriva-
tion which in practice means the major
conurbations.

Existing fluoridation schemes in the
UK were implemented in the 1960s when
the bulk of the water supply industry was
in public ownership, i.e., under the man-
agement of local government. Both private
and state-owned water suppliers were per-
suaded, at the time, to fluoridate water for
the public good under a nonprofit-making
arrangement whereby the state met all the
appropriate costs.

Social marketing was used to try to
increase coverage of water fluoridation to
the population by leading strategic devel-
opment of new water fluoridation schemes,
after 1987, undertaking 3 months suc-
cessful consultation with the public, local
authorities, and community health coun-
cils, negotiating with local water compa-
nies and achieving unprecedented progress
using sophisticated social marketing tech-
niques. A failure to progress at the time
was investigated using social marketing
principles, and “up-stream” remedies were
identified; a subsequent change in pri-
mary legislation in the UK parliament
has resolved many of the structural
and procedural issues impeding further

implementation of new water fluoridation
schemes and social marketing principles
and practice contributed to the success of
this intervention.

With recent changes in the law, it has
now become feasible to consider imple-
menting new water fluoridation schemes,
including in the North East of England.
Subject to detailed implementation plans,
such a program would extend the benefits
to approximately 1.7 million more peo-
ple in the North East through seven new
schemes. This would result in more than
75% of people in the North East receiv-
ing fluoridated water once the schemes
were implemented. So up-stream social
marketing has produced a foundation for
progress in implementing this health pro-
motion intervention.

2.6 Thinking Beyond
Communications

Some readers may be surprised to get this far
into a chapter about social marketing with barely
a mention having been made of communication
campaigns. This is quite deliberate: marketing
and advertising are not synonyms; marketing
is a way of thinking about the challenge of
influencing consumer behavior which may – or
may not – use advertising as one of its tools.
Similarly, social marketing is a way of think-
ing about social and health behavior change that
may – or may not – make use of communica-
tions.

In both cases there are three other tools to
consider: the product (this may be the behavior
or a related service) that the target group will
be offered; its price (what they have to give up
to make the proffered changes) and the place
(where they access the offering). Classically,
commercial marketers meet their consumer’s
needs by offering a product that is highly valued,
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appropriately priced, made available in conve-
nient and attractive outlets, and backed by rele-
vant and engaging communications. This mix of
variables (the so-called marketing mix) is manip-
ulated to maximize satisfaction. Again the rubric
can be applied to social and health behaviors.
Case Study C demonstrates how the market-
ing mix was used to think through a strategy
for encouraging doctors to prescribe sugar-free
medicines.

Case Study C: Changing
Consumption of Sugared Liquid
Oral Medicines

Problem Definition

With the high rates of dental decay in the
North East of England, there was a desire
to promote the use of sugar-free medica-
tions. In 1994 a conventional communica-
tion approach to the problem was tried in
the North West of England. It was aimed at
all the groups who might have an influence
on behavior: general medical practition-
ers, pharmacists, health visitors, dentists,
and parents of young children. The eval-
uation of the campaign showed a marked
attitude change in favor of sugar-free med-
ication by the health professionals but no
sustained change in prescribing behavior
took place.

It was therefore decided to tackle
the problem using a social marketing
approach.

Objective

The objective of the initiative was to
produce a significant reduction in the
consumption by young children of
sugar-containing, liquid, oral medication

obtained by prescription, with the long-
term aim of improving their dental health.

Development

Four potential target groups were iden-
tified: pharmaceutical manufacturers and
distributors, pharmacists, parents, and gen-
eral medical practitioners (GPs). However,
limited resources meant that only one ini-
tiative was possible, so these groups had
to be prioritized. Qualitative research was
therefore conducted with each group (seg-
ment) to establish which showed great-
est potential and guide the develop-
ment of an appropriate offering for this
group.

Research with pharmaceutical manu-
facturers and distributors revealed that the
industry is demand led, and that attempts
to impose sugar-free medicine through the
supply chain would meet resistance and be
prohibitively expensive. Pharmacists are
also demand led. Their job is to fill the
prescription as determined by the general
practitioner. Furthermore, sugar-free alter-
natives are generally more expensive, so
if the pharmacist changes the prescription
they have to bear the difference in price.

Attention therefore focused on the two
remaining targets: parents and GPs. Over-
the-counter medicines were excluded
because qualitative research indicated a
resistance to change beyond the means
of the initiative to influence. The attitude
of parents to the sugar-free issue was
related to social class: lower social class
(IV and V) mothers expected their general
medical practitioner to prescribe the
sugar-free alternative without prompting
if it was available and appropriate; higher
social class (I and II) mothers were more
engaged with the issue, although some
were wary of artificial sweeteners.

This suggested that family doctors were
the key: if they could be persuaded to
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prescribe sugar-free alternatives, pharma-
cists and most parents would co-operate.
Furthermore, research showed that the
doctors were open to persuasion and
pretesting made it possible to develop an
appropriate marketing mix:

Product: This was “the prescribing by
general medical practitioners of sugar-free
medicines.” It was basically acceptable to
the GP, especially if backed by appropriate
evidence of effectiveness. However, they
had many other priorities and concerns,
with the resulting danger that it would get
overlooked.

Price: It was therefore very important
to keep the price low by making prescrib-
ing the sugar-free version of any med-
ication as easy as possible. Information
helped here (see promotion), but perhaps
more important was the adjustment of pre-
scribing software to favor sugar-free alter-
natives.

Place: Information and prescribing
alternatives were needed at the point
of prescription to provide convenient
reminders and cues.

Promotion: This helped highlight the
issue, by providing information on moth-
ers’ views and dental decay in the area, as
well ease change by suggesting and cueing
alternatives. A personal selling approach
was adopted, using a specially trained
health authority “representative” to pro-
mote sugar-free options on a one-to-one
basis, backed up by targeted written mate-
rials. This mimicked the standard way that
GP’s learn about new medicines.

The Evaluation

Method

Test and control areas were chosen for the
intervention matched for population size
and socio-economic characteristics, GP,
and pharmacist numbers. The initiative

took place over 3 years: 1995 pre-
intervention, 1996 the intervention year,
1997 post-intervention.

The campaign was evaluated in two
ways: by questionnaires distributed before
and after the campaign and by quantitative
analysis of prescription and sales of target
medicines before and after the campaign,
in both the test and the control areas.

Agreement was obtained from the
health authorities and their medical and
pharmaceutical advisors for the circulation
of pre- and post-campaign questionnaires
to GPs and community pharmacists in both
the test and the control areas. In addition,
agreement was obtained for access to “pre-
scribing analysis and cost” (PACT) data
for GPs in both areas.

Results

The questionnaire analysis showed there
was a non-statistically significant increase
in the knowledge and awareness of both
pharmacists and general medical practi-
tioners in relation to the role of sugared
medicines in dental caries and the desir-
ability of using sugar-free substitutes in
both the test and the control areas. So,
for example, the percentage of GPs who
thought sugar in medicines was important
in relation to dental decay rose from 63
pre-campaign to 66 post-campaign.

Quantitative analysis of the PACT data
showed there was an overall increase in the
prescribing of sugar-free medicines in both
test and control areas between 1995 and
1997 (p<0.01) and this increase was signif-
icantly greater in the test area (p<0.0001).

2.7 Thinking Beyond the Individual

No man or woman is an island. John Donne’s
observation is backed by numerous theories of
behavior change – social cognitive theory, social
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norms, the theory of planned behavior to name
but a few – as well as common sense (see
Chapter 2). Furthermore, ignoring this not only
undermines effectiveness, but also raises serious
moral questions. If we simply go after individ-
uals to change behaviors over which they have
limited control we risk blaming them for their
own predicament – so-called victim blaming.
Given what is now known about the link between
inequalities and ill health this is particularly
unacceptable.

Social marketing, then, recognizes the collec-
tive determinants of human behavior and one of
the first decisions to be made in any intervention,
as we have already noted, is whose behavior has
to change. Sometimes this will be individuals.
For example, attempts to improve dental health
might consider targeting parents to encourage
tooth brushing and reduced sugar consumption.
However, as Case Study B shows, water fluo-
ridation is likely to be much more effective –
and the individual’s control over this is very lim-
ited; fluoridation of water supplies easily trumps
the potential health promotion power of other,
more individual-based, health promotion inter-
ventions.

2.8 Paying Careful Attention to the
Competition

This final principle recognizes that people –
whether parents or water providers – have a
choice. They can – and often do – continue
with their current behavior. It is therefore very
important to look closely at this “competition”
in order to understand what benefits it is per-
ceived to bring and how our alternative behavior
can be made more attractive. In Case Study C,
for example, the doctors were not prescribing
sugar-free alternatives because it was easier to go
with the option automatically suggested by their
software. As in so many other aspects of life,
convenience matters. The solution was to get rid
of the competition and change the software so
that it favored sugar-free.

These current behavior patterns might be
termed passive competition. There is, however,
an important additional sense in which social
marketers need to address the competition. As
well as current behaviors, there are also orga-
nizations that are actively pushing in the oppo-
site direction. One of the key reasons that so
many people continue to smoke, eat, and drink
unhealthily is that tobacco, fast food, and alco-
hol companies are using marketing to encourage
them to do so. And we know that their efforts are
successful (Anderson et al, 2009; Hastings et al,
2006; National Cancer Institute, 2008).

Social marketers have to look critically at
this activity if they are going to do a thor-
ough job of addressing the context, which as
we have just noted, is so important. It also
brings a major additional benefit: understand-
ing the efforts of Philip Morris or Diageo, and
consumer response to them, provides us with
invaluable intelligence about how to engage and
retain our customers. Indeed this is how social
marketing came into existence in the first place.
Over 50 years ago an American academic called
Wiebe (1951/52) used an analysis of commercial
marketing campaigns to conclude that “you can
sell brotherhood like soap.” The success of the
tobacco, alcohol, and food industries also pro-
vides a rich – if salutary – seam of evidence that
marketing works. This reminds us that if mar-
keting can get us to buy a Ferrari it can also
encourage us to drive it safely – and resist the
temptation to steal one.

3 The Vital Role of Strategic
Planning

Thus the eight principles outlined in Fig. 20.2
help social marketers to deliver on the idea of
customer orientation: they ensure that people are
at the heart of their efforts. However, social mar-
keting must do more than institute these princi-
ples in isolation if it is to succeed; it has to bring
them together in a long-term vision. Ultimately,
as we have already noted, our interest is not just
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in nudging this or that behavior a few degrees
in the right direction; we do not just want more
people to visit cessation services, or a few GPs to
prescribe sugar-free medicines – we want to help
everyone to become smoke-free and all doctors
to offer healthier medicines. More broadly our
interest is improving the public health of whole
societies; not just behavior change, but social
change.

Strategic planning (see Fig. 20.4) helps ensure
that we keep this bigger picture in view.

It takes the eight principles and sets them
within a systematic process for guiding decision
making. In this way the whole becomes more
than the sum of the parts and social market-
ing moves beyond ad hoc interventions toward
an ongoing means of learning more about the
market place and the particular exchanges it
incorporates. This fits with the earlier discus-
sion of research being a conduit to understand-
ing people not just a means of honing tools
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Adapted from Hastings and Elliott (1993)

Fig. 20.4 A social marketing plan Adapted from
Hastings and Elliott (1993)

or interventions: good carpenters know about
chisels; great ones know about wood. Strategic
planning can make the difference between
the two.

This learning can take place within particu-
lar public health silos – this year’s teen cycling
proficiency initiative can be used to inform
next year’s. But it can also move between
topics: research on teenager cycling will pro-
vide valuable insights into their priorities, con-
cerns, and aspirations which can be equally
relevant for smoking prevention or sexual
health.

This longer term perspective also gels per-
fectly with recent thinking in commercial
marketing which has increasingly put the
emphasis on building relationships with cus-
tomers; not just generating transactions. At its
crudest level this leads on from the simple cal-
culus that it is much cheaper to keep exist-
ing customers than continually win new ones.
Dissatisfied customer also complain volubly –
and, very harmfully, they are much more likely
to do so to family and friends than to the
marketer. Consumer marketing then – whether
in the hands of Helen at the King’s Head or
a behemoth like Tesco – becomes fundamen-
tally about keeping people happy, about service,
satisfaction, and loyalty – about building trust
(Morgan and Hunt, 1994; Hastings and Saren,
2003).

Moving upstream, this reasoning is even more
compelling: stakeholders are fewer in number
and more powerful. Like ordinary citizens they
have needs that can be satisfied, and just as on
the high street, transactions can be converted into
relationships.

4 Final Thoughts

This chapter began with a discussion of a well-
run pub – not a conventional focus for a public
health text book, but a useful one because we
wanted to demonstrate how insights used by
commercial marketing to influence consumer
behavior can be applied to social and health
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behavior. At the core of this thinking is the idea
that the person you want to do business with – be
it the individual citizen or the stakeholder – has
to be the center of your attention. We then saw
how eight key principles can help ensure this is
the case and how these can be applied in practice
through the three case studies.

Finally we examined the importance of long-
term thinking and strategic planning that is so
necessary if social marketers are to raise their
eyes above ad hoc interventions and begin to
address the possibility of wide-ranging social
change. Given that even in developed coun-
tries poor people are now dying up to 20 years
before their wealthier peers (Marmot, 2004),
such ambition is surely needed.
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Chapter 21

Assessment of Psychosocial Factors
in Population Studies

Susan A. Everson-Rose and Cari J. Clark

1 Overview

It is widely recognized that psychosocial factors
influence health and well-being. Broadly speak-
ing, psychosocial factors refer to a variety of
psychological characteristics, including emo-
tional states and personality factors, social
networks and support, as well as socio-
environmental characteristics. Thus, it can be
argued that psychosocial factors reflect genetic
predispositions, learned habits, and shared expe-
riences. Historical and clinical anecdotes about
the influences of psychosocial factors on health
have existed for centuries. Empirical evi-
dence validating these relations has accumulated
rapidly over the past 50 years across many sci-
entific disciplines including epidemiology, psy-
chology, psychiatry, sociology, and physiology.
Since the purpose of this chapter is to discuss
issues related to and methods of assessing psy-
chosocial factors in large, population-based stud-
ies, a special focus on epidemiology, particularly
social epidemiology, is warranted. Research con-
ducted within the context of social epidemiology
– the branch of epidemiology that investigates
the social distribution and determinants of health
and illness (Berkman and Kawachi, 2000b) –

S.A. Everson-Rose (�)
Department of Medicine, Program in Health Disparities
Research, University of Minnesota Medical School, 717
Delaware Street SE, Suite 166, Minneapolis, MN 55414,
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e-mail: saer@umn.edu

has generated much knowledge about the influ-
ence of various psychological and social factors
on states of health and illness. Research from a
social epidemiologic perspective has examined
morbidity and mortality due to cardiovascular
diseases, diabetes, and cancer, as well as out-
comes such as disability and Alzheimer’s dis-
ease. Findings from this discipline form the bulk
of the literature examined in this chapter.

We begin by providing a historical perspec-
tive and then discuss the rationale for selecting
particular psychosocial constructs for inclusion
in population-based studies. Next, we discuss
the most commonly used methods for assess-
ing psychosocial factors, including the strengths
and challenges associated with these assessment
methods. We briefly describe some research
diagnostic interview measures used in studies
focused on mental health and then devote much
of the chapter to a description of commonly
used self-report measures of psychosocial fac-
tors. We conclude with a discussion of issues
likely to be important for furthering the study of
psychosocial factors within populations.

2 Historical Perspective
on Psychosocial Factors
in Population Health

Research on psychosocial factors and health out-
comes largely has focused on affective states or
emotions, personality characteristics, acute and
chronic stress/stressors, and various aspects of

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_21, 291
© Springer Science+Business Media, LLC 2010
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social relationships.1 The focus on these partic-
ular psychosocial factors derives mainly from
three sources: (1) historical anecdotes and clin-
ical observations that supported the idea that
certain personality features and emotions were
prominent in certain disease states – e.g., the
classic psychosomatic hypothesis of a “hyper-
tensive personality”; (2) specific disciplinary
foci of the scientific traditions that have con-
tributed to this literature; and (3) key scientific
discoveries or advances that have contributed to
the knowledge base.

Historical observations and anecdotal infor-
mation have long contributed to the belief that
strong emotional states and personality char-
acteristics related to hostility, anger, aggres-
siveness, and a need to be hard driving con-
tributed to heart disease and high blood pressure
(Alexander, 1939; Dunbar, 1943). This knowl-
edge provided an important impetus to the now-
classic work on coronary-prone behavior con-
ducted in the 1950s and 1960s by Rosenman
and Friedman (Friedman and Rosenman, 1971;
Rosenman et al, 1975) that identified the Type
A behavior pattern as a risk factor for coro-
nary heart disease (CHD). Based on this seminal
work, Type A was the first psychosocial factor
to be accepted by the medical community as an
established risk factor for CHD (Cooper et al,
1981). Subsequently, the hostility component of
Type A has been identified as a particularly
“toxic” feature (Dembroski and Czajkowski,

1 While the term ‘psychosocial factors’ describes many
different psychological and social characteristics, we
focus our discussion on the constructs that have been
most commonly included in population-based studies:
emotions, personality, stress, and qualitative and quan-
titative features of social connections. The importance of
the broader social contexts in which people live their lives
is well-recognized; however, other chapters within this
volume address the critical socio-environmental charac-
teristics of socioeconomic position and neighborhoods
as well as significant ethnic and cultural issues and
thus those constructs are not explicitly addressed in this
chapter.

1989) and has received much attention in the lit-
erature on psychosocial factors and health (see
Chapter 13).

In the early half of the 20th century, the initial
reports linking depression to subsequent CHD-
related mortality in psychiatric patients appeared
in the literature (Fuller, 1935; Malzberg, 1937).
Later work confirmed the importance of depres-
sion in the prognosis of cardiac patients, show-
ing that depression and elevated depressive
symptoms in the absence of depressive disor-
der both contributed to greater morbidity and
mortality in patients with CHD (Frasure-Smith
et al, 1995a, b). Several psychiatric epidemi-
ology studies designed to establish prevalence
of mental disorders and psychopathology in the
general population also found that a core dimen-
sion of non-specific psychological distress com-
mon to a wide range of mental disorders was
related to excess mortality risk (Kessler et al,
2002; Pratt, 2009).

These developments occurred as the science
of public health was expanding. Indeed, the rec-
ognized health impact of poor sanitation, harsh-
working conditions, and poverty, widely docu-
mented and reported in the mid-to-late 1800s and
early part of the 1900s, provided a strong impe-
tus for the development of the science of public
health and epidemiology in particular (Berkman
and Kawachi, 2000a). One focus of much of the
early work in epidemiology was understanding
the spread of infectious diseases (e.g., cholera);
this work was critical in drawing attention to the
importance of social conditions on health and
illness.

Sociology, with its focus on social interac-
tions and relationships, also has made unique
contributions to understanding the relation
between social factors and health. Indeed,
Durkheim’s renowned work on suicide identified
lack of social integration as a critical feature of
persons who commit suicide (Durkheim, 1979).
Subsequently, a number of epidemiologic stud-
ies documented increased mortality rates and
greater morbidity related to infectious diseases,
accidents as well as mental illness among per-
sons who were unmarried or socially isolated
(see House et al, 1988 for a review). In the mid-
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1970s, now-classic work by Cassel (1976) and
Cobb (1976) reported on the protective effects
of social relationships. These lines of work have
contributed greatly to an ever expanding and
remarkably rich literature on the health bene-
fits of social support, social capital, and both
qualitative and quantitative features of social
relationships.

Finally, advances in physiology in the first
half of the 20th century – most notably the pio-
neering work of Walter Cannon and Hans Selye
– provided critical theoretical and empirical evi-
dence for understanding how stressors lead to
physiological perturbations and ultimately to
disease states. Cannon identified the “fight-or-
flight” response (Cannon, 1935), physiologic
reactions to threat or challenge, and postulated
that poor health could result from dysregulation
of the system not only at physiological levels
but also at higher levels related to psychological
and sociocultural functioning. Selye, following
the work of Cannon, was the first to observe that
while a core stress response was adaptive, severe,
prolonged stress responses would lead to tissue
damage and disease (Selye, 1956). Together, the
work of Cannon and Selye provided a critical
model for investigating physiological mecha-
nisms that link various psychological states and
social factors with poor health.

Thus, converging evidence from these var-
ied disciplines has laid the foundation for
the scientific investigation of the relationship
between psychosocial factors and health within
population-based epidemiological studies.

3 Rationale for Assessment of
Psychosocial Constructs

The rationale for selecting psychosocial factors
for assessment within population-based stud-
ies, as well as which assessment methods to
use, varies widely. While some studies have
focused on a particular psychosocial factor, oth-
ers have measured a broad array of constructs.
Lengthier and/or more in-depth assessments of

a single construct would be appropriate if the
goal is to increase depth of understanding of
that construct. In contrast, shorter, less burden-
some assessments are appropriate if the goal is
to increase breadth of constructs assessed.

One issue that has been strongly debated in
the literature on psychosocial factors and health
is whether assessments include measures of clin-
ical diagnoses (e.g., major depressive disorder,
panic disorder) or measures of symptom sever-
ity or both. Within the context of studying the
health impact of negative emotions and person-
ality, questions have been raised as to whether
assessment of symptoms without assessment of
clinical conditions is sufficient. An example is
the assessment of depressive symptoms versus
major depressive disorder (i.e., clinical depres-
sion). The initial studies examining whether
depression was linked to increased morbidity
and mortality were conducted within psychi-
atric populations, so an early emphasis in the
literature was on clinically diagnosed depres-
sion. However, because it is uncommon to have
time or resources to complete clinical interviews
within the context of large, population-based
studies, much of the epidemiologic research on
the relation of depression and health outcomes
has utilized checklist-type measures that assess
symptoms of depression (see Table 21.1 for
examples of such measures). While these mea-
sures of depressive symptoms cannot be used to
diagnose major depressive disorder, they do pro-
vide a picture of the level, and in certain cases
severity, of symptomatology experienced by par-
ticipants. Detailed presentation of the findings of
such studies is beyond the scope of this chap-
ter but is discussed elsewhere in this volume
(see Chapter 12). In brief, such studies largely
have shown that higher levels of depressive
symptoms are associated with increasing risk
of cardiovascular morbidity and mortality and
poorer health outcomes in general. This pattern
of findings suggest that the impact of depres-
sion on health is not a threshold phenomenon –
but rather, lies along a continuum with increas-
ing risk conferred with increasing numbers
and severity of symptoms. Similar patterns of
association exist for anxiety (e.g., symptoms
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of tension and anxiety versus diagnoses of panic
disorder or phobias). Together, this type of evi-
dence indicates that symptoms related to nega-
tive emotional states, as well as clinical condi-
tions, importantly influence health. Thus, within
the context of population-based studies, there is
convincing rationale to include assessments of
psychosocial factors that focus on non-clinical
levels and/or symptom counts. Such assessments
are worthwhile and can provide crucial informa-
tion to characterize and understand the health
of populations, even if clinical assessments of
psychiatric conditions are not feasible.

4 Methods of Assessing
Psychosocial Factors

Within population-based studies, there are two
primary methods of assessing psychosocial fac-
tors: (1) structured or semi-structured research
diagnostic interviews and (2) self-administered
or interviewer-administered questionnaires or
surveys (i.e., “self-report”). Studies in which
the primary focus is on mental health and
psychosocial functioning (e.g., psychiatric epi-
demiology studies) tend to favor fully struc-
tured or semi-structured diagnostic interviews
over self-report instruments to assess psy-
chopathology symptoms and diagnoses. Three
of the most commonly used diagnostic inter-
views include the Diagnostic Interview Schedule
(House et al, 1988; Robins et al, 1981), the
Composite International Diagnostic Interview
(CIDI) (WHO, 1990), and the Structured
Clinical Interview for DSM Disorders (SCID)
(Spitzer et al, 1992). The DIS was developed
nearly 30 years ago in conjunction with the
National Institute of Mental Health in the U.S.
to address the need for a comprehensive diag-
nostic interview for use in a large, multi-site epi-
demiologic study known as the Epidemiologic
Catchment Area (ECA) study (Robins and
Regier, 1991). The DIS is based solely on the
criteria and descriptions for mental disorders put
forth by the American Psychiatric Association

(APA) in their Diagnostic and Statistical Manual
(DSM) (APA, 1987). Though specialized train-
ing is required, the DIS is a fully structured
interview that is designed to be administered by
lay interviewers, which was a unique feature at
the time of its development. It has been used
widely across a variety of studies throughout the
world and adapted for use in cross-cultural stud-
ies (Bravo et al, 1991; Compton et al, 1991; Lee
et al, 1990). The DIS also served as the basis for
the CIDI, which was developed in response to
concerns that the DSM system for diagnoses of
mental disorders was not applicable internation-
ally across disparate cultures. International diag-
nostic standards are based on the International
Classification of Diseases (ICD) rather than the
DSM, so the CIDI expanded the DIS by using
ICD criteria, thereby allowing for cross-national
comparisons of mental health.

The CIDI is a fully structured, non-clinical
interview and is used worldwide in general pop-
ulation surveys. The most recent version of the
CIDI (version 2.1) (Kessler and Ustun, 2004;
WHO, 1997) is used in the World Mental Health
Study, which is an initiative by the WHO to
examine the prevalence and correlates of mental
disorders, behavioral disorders, and substance-
abuse disorders from all regions of the world
(Kessler and Ustun, 2008). The CIDI has both
computerized and paper and pencil versions,
both of which have been modularized, giv-
ing investigators the option of choosing only
the modules most relevant to their research
goals. The SCID is a semi-structured psychi-
atric interview used to identify lifetime history
of and current psychiatric disorders. Like the
DIS, the SCID is based on APA criteria for
mental disorders, as defined in the DSM; how-
ever, administration of the SCID is done only by
highly trained clinical interviewers. The SCID
has been widely used in clinical settings as well
as research studies and has demonstrated relia-
bility for diagnoses of psychiatric disorders in
multiple race/ethnicity groups (Bromberger et al,
2009; Williams et al, 1992).

Each of these diagnostic interviews offers in-
depth assessment of psychosocial functioning
vis-a-vis mental health. However, each requires
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substantial specialized training to administer.
The time, training, and costs involved to develop
expertise in these interviews, as well as the extra
participant burden such time-intensive inter-
views create, very often make it prohibitive to
use such interviews in large, population-based
studies, particularly those in which mental health
is not a primary focus. The need for less time-
consuming measures has prompted the develop-
ment of self-report questionnaires based on diag-
nostic interviews. These types of questionnaires
increasingly are being used as screening tools
for common mental disorders in clinical research
and in population-based studies. For example,
the Primary Care Evaluation of Mental Disorders
(PRIME-MD) (Spitzer et al, 1994) was devel-
oped as a clinician-administered interview for
use in primary care to diagnose five common
disorders based on criteria set forth in the
APA’s DSM. Subsequently, a self-administered
version was developed as the Patient Health
Questionnaire (PHQ) (Spitzer et al, 1999). Two
short forms, the PHQ-9 (Kroenke et al, 2001)
and PHQ-8 (Kroenke et al, 2009), specifically
assess depressive symptoms based on DSM-IV
criteria and are increasingly used in both clinical
and research settings (Cannon et al, 2007; Strine
et al, 2009).

Studies in which physical health outcomes
are of primary interest tend to rely predomi-
nantly on self-report, by far the most commonly
used method of assessing a wide range of psy-
chosocial constructs. Table 21.1 lists 35 self-
report questionnaires that assess psychosocial
constructs that have been rigorously tested in
terms of their relation to morbidity and mortal-
ity outcomes and have shown very consistent,
if not unequivocal, associations with health out-
comes (Bruce et al, 2009; Egan et al 2008;
Everson-Rose and Lewis, 2005; Hemingway and
Marmot, 1999) including personality character-
istics, emotional states (negative and positive),
chronic stress and stressors, and structural and
functional features of social relationships. Our
focus in this table is on objective measures of
these constructs – that is, measures with stan-
dardized and specific items that are presented
with fixed or limited response options (Segal
and Coolidge, 2004). While not an exhaustive

listing, the self-report instruments described in
Table 21.1 were selected for inclusion based
on their relatively widespread use in previ-
ous population-based health studies. Promising
measures that are likely to feature in future
population-based studies also are presented.

A thorough evaluation of the strengths and
weaknesses of various self-report instruments in
order to recommend a particular set of mea-
sures or assessment approaches for future work
is well beyond the scope of this chapter. The
table is intended to be used as a resource for
investigators seeking to understand the types
of self-report questionnaires commonly used to
assess personality, emotions, stress, and social
relationships. We include measures for each spe-
cific construct, provide citations to each mea-
sure, and include a column labeled “Notes” that
is meant to offer readers some general insight
into the use of the measures. Below we pro-
vide further detail about many of the measures
noted in the table. We emphasize that although
the extant literature related to these measures is
well developed, new measures and revised ver-
sions of older ones are continuously being devel-
oped; therefore, interested readers are encour-
aged to consult the literature for any new devel-
opments prior to choosing a scale for future
research.

4.1 Personality Characteristics

Investigations of personality characteristics were
at the forefront of research-linking psychoso-
cial risk factors to physical health. Type A,
as mentioned earlier, was the first recognized
psychosocial risk factor for CHD. Common
measures of Type A have been listed in the
table; however, the field of inquiry has pre-
dominantly shifted its attention to hostility as
the likely health damaging Type A component.
Hostility can be measured with several differ-
ent instruments; by far the most frequently used
measure is the Cook–Medley Hostility Scale
(Cook and Medley, 1954), which is derived from
the Minnesota Multiphasic Personality Inventory
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(Hathaway and McKinley, 1940). Shortened ver-
sions of this scale are most often employed, the
most common of which are listed in Table 21.1.
As with measurement of hostility, population-
based measurement of most of the other per-
sonality characteristics listed in Table 21.1 are
frequently accomplished with a dominant mea-
sure, namely the Spielberger scales for trait
anger and anxiety (Spielberger, 1983, 1999), the
NEO Five Factor Inventory (NEO-FFI) for the
five empirically identified broad dimensions of
personality (Costa and McCrae, 1992), and the
Life Orientation Test (LOT) (Scheier and Carver,
1985) for the measurement of optimism. The
measurement of Type D personality (the letter
“D” refers to “distressed” and this is a trait char-
acterized by both negative affectivity and social
inhibition) is similarly accomplished with the
DS14 (Denollet, 2005); however, this measure
predominantly has been used in studies based in
western Europe.

4.2 Emotional States

While personality characteristics lead the inves-
tigation of psychosocial factors and health, the
measurement of negative emotional states, par-
ticularly depression, is among the most stud-
ied psychosocial risk factors for poor physical
health. In population-based studies, depression
is most frequently measured by the Center
for Epidemiological Studies Depression Scale
(CES-D) (Radloff, 1977) or the Beck Depression
Inventory (BDI) (Beck et al, 1961) and more
recently the BDI-II (Dozois and Covin, 2004).
The Hospital Anxiety and Depression Scale
(HADS) (Zigmond and Snaith, 1983) was
designed for use in medical settings; its psycho-
metric properties seem to apply to population-
based studies as well (Bjelland et al, 2002),
although it has been less frequently used in
population-based studies compared to the CES-
D or BDI. Because the PHQ-9 (Kroenke et al,
2001) and PHQ-8 (Kroenke et al, 2009) are both
short and track DSM-IV depressive disorder
diagnosis criteria, their use likely will increase
in population-based studies.

Distress is a construct that entails compo-
nents of depression and anxiety among other
emotional and behavioral components. Hence,
measures tapping into this construct frequently
involve items representing two or more related
constructs, such as anxiety and depression, and
are sometimes used to measure those dimen-
sions, particularly depression. Widely used mea-
sures include the GHQ-30 (Goldberg, 1972) and
the Hopkins Symptom Checklist-25 (HSCL-25)
(Derogatis et al, 1974; Winokur et al, 1984). The
Mental Health Inventory-5 (MHI-5) (Berwick
et al, 1991) is of note not only because of its
brevity but also because it is contained in the
very popular Short Form-36 measurement of
health and well-being (Ware and Sherbourne,
1992). The K-6 and K-10 (Kessler et al, 2002)
measures are promising as they have been
included in large population-based surveys in the
USA and Australia and have been incorporated
into the World Mental Health Surveys, thereby
providing a unique opportunity to standardize
the scoring and to establish internationally valid
calibration rules.

The measurement of hopelessness in
population-based studies has frequently been via
the Kuopio Ischemic Heart Disease Risk Factor
(KIHD) Study hopelessness scale (Everson et al,
1996), which with only two items is a highly
efficient measure of a psychosocial risk. The
Beck Hopelessness Scale (BHS) (Beck et al,
1974) also is used outside the clinical setting.
However, the scale demonstrates greater relia-
bility among those with at least moderate levels
of hopelessness (Dozois and Covin, 2004).
Recent research suggests that hopelessness may
be a particularly health damaging component of
depression as was the case for hostility and Type
A (Whipple et al, 2009). The measurement of
positive emotional states and their relationship
to health has gained prominence recently (see
Chapter 14). In population-based studies, the
Positive and Negative Affect Scale (PANAS)
(Watson et al, 1988) is very frequently employed
to measure positive well-being; it is also used
to measure negative affect. The measurement of
optimism, mentioned above, and its relationship
to health contributes to this growing body of
literature.
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4.3 Chronic Stress and Stressors

In population-based studies, stress is frequently
conceptualized in one or more ways. Very
frequently these measurements reflect a more
global measure of perceived stress, using the
Perceived Stress Scale (Cohen et al, 1983), or
measurements of life events. Life events mea-
sures are frequently based on one or more
underlying measures, the source of which is
sometimes cited. The most prominent of these
underlying scales are listed in Table 21.1. The
choice of life events is in large part deter-
mined by space available on the questionnaire
as well as the relevance of the particular life
event to the study population. Similarly, role-
specific measures of chronic stress are also
dependent in large part on the study population.
Outside of measures of job strain, namely the
Job Content Questionnaire (Karasek et al, 1998)
and the Effort-Reward Imbalance Questionnaire
(Siegrist et al, 2004), the choice of role-specific
measures in population-based studies is consid-
erably more variable. More recently, discrimi-
nation has received attention as a measure of
psychosocial stress. Two of the most commonly
used measures are listed in Table 21.1, one
without specific reference to race, the Perceived
Unfair Treatment and Everyday Discrimination
Scale (Williams et al, 1997), and one anchored
to racial discrimination, the Experiences of
Discrimination Scale (Krieger et al, 2005). Scale
development and refinement is underway to
examine non-racial sources of discrimination as
well as to better examine racial discrimination in
a variety of racial/ethnic groups.

4.4 Social Relationships

The measurement of social relationships or
lack thereof continues to be a component of
most population-based studies. While there is an
entire literature on the characterization of vari-
ous aspects of social relationships that are rel-
evant to health (Laireiter and Baumann, 1992),

the distinction between measurements of social
network structure and function predominates.
Most measurements of social network struc-
ture in the last 30 years are conceptually
based on the Social Network Index (Berkman
and Syme, 1979), which incorporates measure-
ments of marital status, contact with friends and
relatives, and church and group membership.
Functional support is conceptualized as several
types such as emotional, informational, tangi-
ble, and belonging (Uchino, 2004). While the
exact domains differ across instruments, many
of them include more than one such as the
Interpersonal Support Evaluation List (Cohen
and Hoberman, 1983) and the MOS Social
Support Survey (Sherbourne and Stewart, 1991).
The Social Support Questionnaire-6 (Sarason
et al, 1987) is a promising measure that taps
into the perceived availability of and satisfaction
with social support utilizing only six items. A
related construct, isolation or loneliness, is also
featured among measures of social relations. The
most commonly used measure is the R-UCLA
Loneliness Scale (Russell et al, 1980), although a
shorter version of this measure has recently been
developed specifically for surveys administered
over the telephone (Hughes et al, 2004).

Together, these measures provide good exam-
ples of self-report instruments available for
population-based studies. As has been demon-
strated, well-developed instruments are avail-
able for a range of constructs, providing valid
measurements within the time constraints typi-
cally involved in large population-based studies.
However, their use should be considered within
the larger frame of advantages and disadvantages
to self-report psychosocial assessments.

5 Advantages and Disadvantages
of Self-Report Psychosocial
Assessments

Both self-report formats and interview-based
methods for assessing psychosocial factors have
distinct advantages and disadvantages. The
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advantages and disadvantages of interview meth-
ods have been described above. Perhaps the
greatest advantages of self-report formats are
the ease of administration and relatively low
costs, which make it possible to administer
self-report questionnaires to large numbers of
participants – clearly a strength when conduct-
ing a population-based study with a large sam-
ple. Self-report instruments allow the respon-
dent privacy in terms of answering questions,
which is a particular advantage when asking
questions about what many consider sensitive
or personal information. Questions are highly
structured and have standardized response for-
mats. Response options typically are on a
true/false, visual analog, or Likert-type scale,
making scoring of items relatively straightfor-
ward. In addition, many questionnaires have
been translated into multiple languages and val-
idated, allowing use of these measures in eth-
nically diverse samples and in cross-country
comparisons.

However, these advantages need to be
weighed against recognized disadvantages or
challenges associated with self-report question-
naires and surveys. Concerns have been noted
that self-report is subjective, based on a person’s
perceptions, rather than an objective indicator
of a particular construct. However, psychosocial
factors, by their very nature, are experiential and
so reliance on self-report to denote these char-
acteristics is valid. Self-report measures can be
prone to error, which may be introduced in sev-
eral ways. For example, questions may be misun-
derstood, may ask information that the respon-
dent cannot accurately report or inquire about
information that a respondent may be unwill-
ing to accurately report (Fowler and Mangione,
1990). These issues can be magnified with self-
report questionnaires precisely because there is
not an interviewer present to clarify questions,
to probe to see if the respondent understood the
question as intended, or to gauge the respon-
dent’s ability or willingness to provide accurate
responses. As a whole, the method of self-report
has both strengths and weaknesses that must
be considered in light of the research ques-
tion involved. For research questions in which

self-report instruments are sufficient, the survey
methodology literature should be consulted for
insight into how to minimize the disadvantages
of self-report.

6 Future Directions

Although the study of psychosocial factors in
population-based studies of health has grown
exponentially over the last several decades, there
remain several important issues that need to
be addressed. The five issues briefly described
below may provide a useful framework for future
research that seeks to better understand the
impact of psychosocial factors on health and
well-being of populations.

6.1 Multiple Psychological and Social
Influences on Population Health

Many individual psychological characteristics
and social factors have been associated with
a broad range of health outcomes. Indeed, the
approach of many epidemiologic studies has
been to attempt to identify the independent con-
tributions of such characteristics. However, it is
widely recognized that psychosocial risk factors
rarely occur in isolation (e.g., persons who expe-
rience depression often are socially isolated),
and yet, to date, very few studies have attempted
to examine whether health risks are exacerbated
in the presence of multiple psychosocial risk fac-
tors or whether psychological characteristics and
social factors interact in a synergistic fashion to
elevate health risks. To further this field of study,
it is necessary to expand the breadth of studies
to address this issue of multiplicity of psychoso-
cial risk. Several socio-ecological models (c.f.,
Glass and McAtee, 2006; Kaplan et al, 2000;
Krieger, 2001) exist that can inform this type
of work.
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6.2 Factors Unique to Immigrant
Groups and Minority Populations

Historically, much of the research on the role
of psychosocial factors in health was lim-
ited to study cohorts that were predominantly
white (e.g., Whitehall Civil Service study, KIHD
Study) or had too few participants of color to
reliably examine whether any differences in the
relation of psychosocial factors to health out-
comes existed between race/ethnicity groups.
A growing number of published studies have
included minority groups – notably, African
Americans and, more recently, Hispanics; how-
ever, much remains to be learned about cultural,
psychological, and social factors that may be
unique and/or particularly relevant to the health
experience of minority populations and immi-
grant groups. This is a significant issue, given
that minorities tend to bear a disproportionate
burden of disease in the USA and in most west-
ernized countries. One example is the impact of
unfair treatment and discrimination on health.
There is growing evidence that these stressors
have a significant impact on cardiovascular func-
tioning in particular (Krieger and Sidney, 1996;
Lewis et al, 2006, 2009), but there is a clear need
for systematic study of the long-term health con-
sequences of chronic stress exposure. In addi-
tion, more work is needed to understand how
acculturation as well as the stress that may be
experienced during that process (i.e., accultur-
ative stress) impacts the trajectories of health
among immigrant populations over time.

6.3 Cultural Framework
of Assessment Tools

Further work is needed to ensure that the assess-
ment tools used to study psychosocial factors
in relation to health outcomes are culturally
sensitive as well as specific. Increasingly, ques-
tionnaires have been translated and administered
in multiple languages, which increases the util-
ity of such measures across many race/ethnicity

groups. However, such translations by them-
selves do not explicitly address the cultural rele-
vance of various psychosocial constructs across
multiple and varied cultures. For example, the
manifestation of symptoms of depression or anx-
iety in different cultures will reflect culturally
accepted modes of expression but this issue is
rarely addressed in research studies. Expanding
our understanding of the impact of psychosocial
factors on the health of populations in an increas-
ingly multi-cultural world will require greater
attention to such issues.

6.4 Measurement and Modeling
Issues

The collective evidence supporting the signifi-
cant influence that psychosocial factors have on
various aspects of health, using varied assess-
ment approaches, is fairly compelling. A major
criticism that has been raised regarding epi-
demiologic studies of psychosocial factors and
health outcomes is the lack of a standard-
ized assessment approach to psychosocial fac-
tors, which limits the ability to make quanti-
tative comparisons across studies (Hemingway
and Marmot, 1999). A standardized assess-
ment approach would increase the compara-
bility of data, thereby potentially allowing for
more definitive conclusions regarding the rela-
tion of psychosocial factors to health across
multiple populations. Nevertheless, we believe
the rationale for choosing particular psychoso-
cial constructs to assess in a given study, as
well as which particular assessment tools to use,
should ultimately be driven by the goals and
resources of the study. An additional measure-
ment issue that warrants future research attention
relates to the fact that some of the psychosocial
constructs noted here have less well developed
and/or inconsistent approaches to assessment.
Specifically, assessment of life events and social
networks and support has been less rigorous,
with investigators creating their own measures
in many instances, and/or providing little docu-
mentation about the measures used. This lack of
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consistency and lack of pertinent information in
many publications make it challenging to know
what measures may be best in terms of assessing
structural and functional aspects of social rela-
tionships and hampers our understanding of the
ways in which significant social stressors influ-
ence health. Moreover, despite the existence of
a rich literature on the assessment and health
impact of chronic psychosocial stressors within
the work setting (e.g., Levi et al, 2000), mea-
sures of non-work-related chronic daily stressors
are rather poorly developed. Exceptions to this
are the more recent scales assessing perceptions
of unfair treatment and discrimination; however,
much more work is needed to adequately address
the measurement of chronic stress.

6.5 Pathways from Psychosocial
Factors to Health and Illness

A final area that holds much opportunity for
future investigations is to more comprehen-
sively examine the pathways by which psy-
chosocial factors influence health and illness.
Psychosocial factors may operate through direct
mechanisms, such as alterations in sympatho-
adrenal-medullary functioning or brain neu-
rotransmitters (e.g., serotonin, dopamine), or
they may operate indirectly through behavioral
pathways (e.g., poorer health habits related to
diet, activity, and smoking). Few studies have
comprehensively examined both behavioral and
pathophysiological pathways and their interac-
tions. Greater knowledge about such pathways
will serve to inform interventions that can reduce
psychosocial risk and promote health.

7 Summary

The study of psychosocial factors and health has
expanded greatly in the past several decades,
with important contributions and converging

lines of evidence coming from psychology, epi-
demiology, public health, sociology, and phys-
iology. In this chapter, we have presented an
overview of two primary assessment methods
used to assess psychosocial factors, focusing
on measures of emotional states, personality,
chronic stress and stressors and both qualitative
and quantitative features of social relationships.
While population studies focused on mental
health have strongly favored structured or semi-
structured interviews to assess various aspects
of psychosocial functioning, vis-a-vis mental
health, those focused on physical health out-
comes have predominantly relied on self-report
questionnaires or surveys and it is this latter
method to which we have devoted most of this
chapter. Our intent is for readers to be able to
use the information presented as a resource when
designing new studies and considering which
psychosocial constructs and associated assess-
ment methods may be most relevant to their
research goals and to the health outcomes of
interest. Population-based measurement of psy-
chosocial factors using epidemiological research
techniques will continue to play a vital role in
the investigation of the relationship between psy-
chosocial factors and mental and physical health
and well-being.
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Chapter 22

Socio-economic Position and Health

Tarani Chandola and Michael G. Marmot

1 Introduction

Socio-economic position (SEP) and health are
intimately linked and this association results
in social inequalities in health. The system-
atic unequal distribution of power, prestige and
resources among groups in society results in
health inequalities. Although SEP is just one
aspect of the distribution of power relations
and resources in society, there is overwhelming
evidence that people of lower socio-economic
position have poorer health and higher death
rates (Marmot, 2004). Such socio-economic
inequalities in mortality rates are observed in
almost every country and for most major causes
of death. Furthermore, these socio-economic
inequalities in health are observed at different
stages of the life course, for all age groups,
although the magnitude of these health inequali-
ties varies between populations and across time.

Despite these universal observations, there
are a number of debates on socio-economic
status and health. This chapter will reflect on
a number of such debates which include dis-
cussions on concepts and measures of SEP
in relation to health and health inequalities,
explanations for the association between SEP
and health and potential policy responses.
Much of the material and references for
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this chapter has been taken from the World
Health Organization Commission on the Social
Determinants of Health (CSDH, 2007, 2008;
CSDH Measurement and Evidence Knowledge
Network, 2007).

2 Social Stratification and Social
Class

Social stratification is the ranking of individuals
into social groups. However, measures of social
stratification are usually not explicit about how
and why unequal power relations are distributed
in society. Most social stratification measures
do not say anything about how the mechanisms
generate social inequality. For example, people
may be ranked by their educational qualifica-
tions but this ranking does not tell us anything
about the social mechanism generating educa-
tional inequalities. One could hypothesize that
intelligence or family background or the status
of educational institutions could be the source
of educational inequalities. However, the mea-
sure of qualifications in itself does not have
any explicit theoretical framework that explains
how these educational inequalities are gener-
ated. Measures of social class, on the other hand,
have explicit theories underlying them, which
are explicit about how power and resources get
allocated to different social groups.

Social class can be defined by relations of
ownership or control over productive resources
(i.e. physical, financial, organizational)
(Muntaner et al, 2003). Much of the literature

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_22, 307
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on theoretical basis of socio-economic position
starts with the Marxist position that socio-
economic position is entirely determined by
“social class”. Social class is defined by an
individual’s relation to the “means of produc-
tion” (in capitalist societies, factories and raw
materials). The two main social classes are the
capitalists who own and control the means of
production and the labourers who sell their
labour power. The capitalists are able to enjoy
better health as a result of their control over
material resources, while health equity (and
other forms of equality) would only be able
to arise as a result of changing an individual’s
relation to the “means of production”.

Max Weber added other dimensions and more
classes to Marx’s view of social class. For
Weber, society is stratified on the basis of class,
status and party (or power). The Weberian con-
cept of social class is similar to Marx in that
it is about ownership and control of material
resources. Status is the respect with which a per-
son or status position is regarded by others and
is influenced by their “access to life chances”
based on social and cultural factors such as fam-
ily background, lifestyle and social networks.
Power is not just about membership of politi-
cal parties or unions, but also about a person’s
ability to get their own way. “Thus, class, status
and party are each aspects of the distribution of
power within a community”(Hurst, 2007). Most
modern day conceptualizations of social class
reflect the three separate but linked dimensions
of class, status and power.

Discussions of power and the underlying dis-
tribution of power in different dimensions of
SEP are often neglected and not explicitly theo-
rized in most of the literature linking SEP with
health. Power, like SEP, is not an individual
property, but a characteristic of groups. If power
relations are not explicitly theorized in measures
of SEP, then there is the danger of recommend-
ing improvement in SEP for individuals (through
higher educational attainment, for example) as
key for reducing social inequalities in health.
However, taking power explicitly into consider-
ation suggests that empowering disadvantaged
individuals will not reduce inequalities in health.

The key to reducing inequalities in health lies
in the empowerment of disadvantaged social
groups (CSDH, 2007).

2.1 Measures of Socio-economic
Position

The most commonly used indicators for socio-
economic position in high-income countries are
occupational class and status, level of educa-
tion and income level (CSDH Measurement
and Evidence Knowledge Network, 2007). Each
indicator covers a different aspect of social strati-
fication and some argue that it is therefore prefer-
able to use all three instead of only one (Kunst
and Mackenbach, 1995). Another conceptualiza-
tion of SEP is in terms of an aggregate concept
(Krieger et al, 1997) that includes both resource-
based (material and social resources and assets)
and prestige-based measures (individuals’ rank
or status in a social hierarchy). For example,
occupational class position could reflect the sta-
tus of being members of a particular profes-
sion, as well as access to financial and material
resources. Disentangling the two concepts from
a single measure may be problematic and so it
may be preferable to use separate measures of
SEP that differentiate between resource-based
and prestige-based measures.

2.2 Education

Many epidemiological studies only measure
education as a measure of SEP either in terms
of years spent in education or in terms of high-
est qualifications obtained. There are a number
of advantages to use education. The population
coverage of education is more complete than
other measures of SEP. It is usually simpler
to collect data on education than occupation
or income. Educational attainment is usually
acquired by early adulthood and so reflects
their SEP upon entry into adulthood. A person’s
highest achieved level of education is a good
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indicator of his or her acquired skills and intel-
lectual and cultural resources; this in turn is
likely to lead to better conditions in which
people live and work and healthier lifestyles.
Education thus combines dimensions of social
status (through the prestige of having higher
qualifications or attending prestigious educa-
tional institutions) as well as increases access to
resources through enhancing ability to process
information.

There are, however, several limitations to
using education as a measure of SEP. Some
argue that while education is a determinant of
social class, by itself it is not a measure of social
class but merely a proxy. This brings us back to
the idea that education, like income, is a measure
of social stratification, but it does not necessarily
tell us about the mechanism that generates the
stratification in the first place. One characteristic
that measures of SEP share is social mobil-
ity – people can be upwardly or downwardly
mobile over the life course. However, educa-
tion is largely invariant over the adult life course
and also it is hard to conceptualize of downward
social mobility using education as a measure of
SEP (at least intra-generationally). Furthermore,
there are strong cohort and period effects in
education, as older populations tended to live
in times when fewer people had higher qualifi-
cations. Hence the meaning of not having any
qualifications or having university qualifications
may have changed over time.

2.3 Income, Wealth and
Consumption

Income is a good indicator of a person’s posi-
tion in the labour market as well as their
material standard of living. Higher levels of
income enable greater access to and greater
consumption of health-promoting resources and
services. While income may be measured at
the individual level, a more sensitive measure
of the latter can be obtained by calculating the
equivalent household disposable income which
adjusts for the size of household after adding

up the disposable incomes (total income after
tax and social security deductions) of all house-
hold members. This requires data from multiple
sources of income (formal employment, infor-
mal employment, savings, remittances, benefits,
etc.). Such accurate measurements of income
require detailed information from all income
streams of all individuals in the same house-
hold which is not always possible in sur-
veys. Furthermore, current income levels are not
always an accurate measure of long-term stan-
dard of living as there may be considerable
variation in income levels from 1 month to the
next.

Data on income are often sensitive. People
are not willing to disclose how much they
earn. So there is usually a large proportion of
non-response or missing data from surveys on
income. Many studies use proxy measures of
material living standards such as entitlements
to social security benefits, possession of con-
sumer goods and assets, wealth, car ownership
and house ownership (or “consumption” mea-
sures) which are less prone to non-response bias.
Wealth represents the total value of a person or
household’s assets. These can be a wide variety
of assets and requires valuation of non-monetary
assets such as land, housing, which are diffi-
cult to estimate and measure. Furthermore, there
are marked variations in wealth between house-
holds with the same income. Racial differences
in wealth in the USA are far wider than racial
differences in income (Lynch and Kaplan, 2000).
Some argue that consumption expenditure is a
more accurate representation of long-term eco-
nomic status than income (Friedman, 1957).
This is because income is subjective to greater
fluctuations, whereas individuals and households
may base their consumption decisions on their
planned and anticipated (“permanent”) income
rather than their current income levels.

2.4 Occupational Class

In the developed world, some authors argue that
occupational class is the key measure of SEP
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(Rose and Pevalin, 2002). Employment is central
to understanding social structures and occupa-
tional conditions highlight divisions in society
that are not captured by other nonoccupational
indices of social inequality such as household
income, housing tenure or education. A review
of measurements of social circumstances con-
cluded that a classification based on occupation
was essential to understanding social inequal-
ity (Rose and Pevalin, 2002). There are com-
pelling theoretical reasons, supported by a mass
of empirical research, for believing that an indi-
vidual’s position within employment relations
(that is, labour markets and production units as
determined by skill, career prospects, authority
and other aspects of both work and market situa-
tions and as proxied by an occupationally based
social classification) is a key determinant of life
chances, access to other types of social good and
subjective quality of life.

Occupationally based classifications have
been shown to be associated with a wide vari-
ety of social outcomes in diverse areas such
as health, education, political behaviour, fertil-
ity and social mobility. No other measure of
inequality has been developed which matches
its scope. Some argue that occupation is the
key variable in the accumulation of advantages
and disadvantages over a person’s life course.
Occupation can be regarded as the means by
which a persons’ principal resource (education)
is converted into an important reward (income).
As occupation links these two sets of advan-
tages, it is a greater measure of accumulated
advantages than either one alone.

However, epidemiological studies have
tended to shy away from using theoretically
based occupational classifications for a number
of reasons. One of them being the lack of
comprehensive population coverage – vulner-
able groups such as children, women and the
elderly often have to be classified by proxy
measures of social class in which case these
social class measures no longer reflect dif-
ferences between occupations in employment
relations, but rather they reflect differences
between households in membership of particular
occupations.

Another problem associated with using occu-
pational class relates to the changing meaning
and life experiences of social classes over time.
People in professional and manual occupations
today are in very different social and occu-
pational circumstances compared to 50 years
ago. A related problem is the changing class
sizes with a huge increase of people in profes-
sional and other non-manual occupations and a
decline in numbers (especially among men) in
unskilled manual occupations. It is possible that
with greater numbers at the top, there has been a
dilution of the elite social status. Similarly, with
the more mobile members of the unskilled man-
ual class moving up to more skilled occupations,
it is possible that there has been a concentra-
tion of more disadvantaged people at the bottom
than ever before. Furthermore, if equality is mea-
sured on the basis of differences between social
groups, is greater equality achieved if the size of
the privileged classes increases while the num-
bers in the poorer groups decline even though the
death rates in the classes remain the same? Such
questions necessitate analyses of the changes in
the distribution of social classes over time in
relative and absolute terms.

Occupational class schemes have tended to
neglect women’s occupations and have either
lumped diverse women’s occupations into one
big non-manual unskilled group or classified
them on the basis of their head of household’s
occupation. Both methods are unsatisfactory in
terms of the dismissal of the specific nature of
women’s employment and associated factors that
may generate inequalities in women’s health.
The changing, increasingly flexible labour mar-
ket means that an increasing number of people
(especially women) are employed part time or
temporarily. While these people can be classi-
fied by both their own occupation and their head
of household’s occupation, either method by
itself does not produce a satisfactory summary of
their occupational and socio-economic position.
People who have never been employed and liv-
ing alone such as unemployed lone parents and
those living on disability benefit cannot be clas-
sified by occupational class schemes. Yet these
are often people who are most vulnerable to



22 Socio-economic Position and Health 311

adverse health outcomes and should be included
in any analysis of health inequalities.

2.5 Adjusting for Socio-economic
Position

Taking account of confounding is one of the
major concerns of epidemiology, in order to
improve causal inference. SEP is linked to most
health outcomes. So most epidemiological stud-
ies routinely “control” for SEP in analyses link-
ing a particular exposure to health outcomes.
However, on deeper investigation, the measure
of SEP controlled for often turns out to be
poorly measured, representing a single dimen-
sion of social stratification, and may be of little
relevance to measuring social inequality in the
population at that stage of the life course. For
example, education is a measure that is com-
monly used to control for SEP. Many studies
conceptualize this as a binary variable having
no school qualifications vs having some school
qualifications. This, however, is a crude binary
classification and ignores more detailed social
stratification processes and other aspects of SEP.
Measures of qualifications attained upon leaving
full-time education may not be strongly corre-
lated with early life or later life SEP. And yet,
many epidemiological studies confidently state
that they adjust for SEP using a crude mea-
sure of qualification (or any other single measure
of SEP). Given the number of different ways
in which different measures of SEP can affect
health, it is unlikely that adjusting for a crude
measure of SEP can truly control for the effects
of SEP in analyses.

A related problem that is also common in
the epidemiological literature is that measures
of SEP will be used at different levels without
an understanding of how their meaning changes
when measured at an individual, household or
area level. Education and occupational class
are typically measured at an individual level –
they are measures of SEP that are characteris-
tic of individuals describing a particular set of
qualifications or a particular kind of occupation.

Income and wealth are typically measured at
the household level, although they can also be
described for individuals. Measures of area-level
SEP, such as area deprivation indices, may be
aggregates of individuals and households liv-
ing in an area or they may be truly ecological
characteristics such as pollution or graffiti which
cannot be reduced down to the individual level.
Most individual measures of SEP can be aggre-
gated up to household or area levels, although
the meaning of these SEP measures changes. So,
for example, a person’s occupational class may
not correspond with their head of household’s
occupational class. Similarly, someone who does
not earn an income may live in a very wealthy
household. Just as different measures of SEP are
not proxies of each other, different levels of SEP
may not correlate well.

2.6 Relative or Absolute Differences

Just as there is no single “gold standard” mea-
sure of SEP, there is no single measure of the
association between SEP and health. Kunst et al
(2001) reviewed the different summary indices
of the magnitude of health inequalities. They dis-
tinguish broadly between absolute measures of
inequality which measure differences between
social groups in the occurrence of health prob-
lems (e.g. Rate Difference and Slope Index of
Inequality) and relative measures of inequal-
ity which express the absolute differences in
terms of a proportion (e.g. Rate Ratio and
Relative index of inequality). Absolute differ-
ence measures tend to be easier to calculate and
interpret, but relative difference measures are
often necessary to demonstrate the magnitude of
inequalities.

Measures of absolute differences give us an
estimate of the burden attributable to lower SEP.
This is important for public health decisions and
resource allocation – it is important to know
whether a reduction in the exposure to low SEP
would save 10 lives or 1000 lives. Measures of
relative differences are more helpful in under-
standing the aetiology of disease. Explanations
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of the mechanisms underlying the association
between low SEP and disease are often described
in terms of relative differences between SEP
groups.

Some argue against using relative difference
measures such as rate ratios to measure and
monitor inequalities, as relative inequalities tend
to increase when overall mortality decreases
(Scanlan, 2000). There are mathematical reasons
underlying the observation that relative inequali-
ties using the rate ratio tend to be larger at lower
mortality levels (Houweling et al, 2007). This
problem is avoided when using absolute mea-
sures of inequality like rate differences (Clarke
et al, 2002). However, others argue the low rel-
ative ratios (small relative differences between
social groups) at high levels of mortality are
not a result of equitable policies, but a func-
tion of the necessity that in order to have high
overall mortality rates, all social groups con-
tribute to high mortality. Houweling et al (2007)
provide examples of countries where declining
relative inequalities are coupled with improv-
ing health (in terms of mortality rates for chil-
dren aged under 5) and argue that both absolute
and relative measures of inequality are mean-
ingful for measuring socio-economic health
inequalities.

It is widely accepted that socio-economic
position plays a large role in influencing social
processes and outcomes. The measurement of
SEP is key to understanding social inequalities
in health. A single measure cannot be assumed
to capture all relevant aspects of SEP for health.
Figure 22.1 shows the association between edu-
cation and occupational grade with mortality
from the Whitehall II study of civil servants.
Within high-grade civil servants, there is an edu-
cational gradient in mortality. However, among
low-grade civil servants, age of leaving full-time
education does not affect the risk of mortality.
Thus the effect of education on the risk of mor-
tality differs by occupational class and neither
measure of SEP can be taken to be proxies of
each. All epidemiological studies need to take
into account the different dimensions and lev-
els of SEP in their analyses. Failure to do so
will result in an underestimation of confounding

Fig. 22.1 Proportion of deaths by civil service employ-
ment grade and education, in the Whitehall II civil service
cohort (1985–2007)

biases generated by the effect of different socio-
economic factors on health.

3 Explanations for the Association
Between Socio-economic Position
and Health

It has been conventional to start explanations
of the association between SEP and health with
the four described in the Black Report (Black,
1980): measurement artefact, natural or social
selection, materialist, and cultural behavioural
differences. Years on, the debates on explain-
ing health inequality are still shaped by these
explanations. The first two types of explana-
tion largely deny causal connections between the
factors specifically related to social class (such
as poverty, education) and subsequent levels of
health. The last type of explanation (behavioural
explanations) stresses the importance of indi-
vidual behaviour (such as smoking, exercise) in
producing health outcomes. The authors of the
Black Report downplayed the role of these three
types of explanations and expressed their pref-
erence for materialist explanations which see
class differences in health as the result of eco-
nomic and socio-structural factors. Since the
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Black Report was published, there have been
a number of developments and elaborations on
explanations of health inequalities which include
psychosocial, neo-material, life course and eco-
logical explanations.

While the debates surrounding these issues
have moved on to consider other possible fac-
tors, these explanations still are a useful basis
for discussions on the reasons for the associa-
tion between SEP and health. It is unlikely that a
complex phenomenon like social inequality can
be reduced to a single explanation and others
have argued that there has been a tendency in the
literature to use “hard” versions of the debate and
exclude “softer” explanations that acknowledge
the contribution of many factors that result in
health inequalities. Such debates around the rel-
ative importance, these explanations also carry
important implications for research and policy
mechanisms on reducing health inequalities. The
specification of the underlying mechanisms of
inequality in health and their relative impor-
tance is a necessary step in the reduction of such
inequality.

3.1 Health-Selection Explanations

In its simplest and strongest form, the health-
selection explanation for the mortality differen-
tials across social classes emphasizes the poor
health (and disability) of individuals in early
life as the primary causal factor which results
in their increased risk of mortality as well as
their non-participation in the workforce or their
participation in low skill, low paying jobs. So
low SEP does not cause ill health, rather ill
health in earlier life causes low SEP. In many
low income countries, the cost of health care
for low SEP groups is very expensive relative to
their incomes. Hence having poor health requir-
ing expensive treatment is often a major cause of
poverty in those countries.

However, others argue that such health
or social selection explanations are “Social
Darwinist” because the social class structure
is seen as resulting from the redistribution of

individuals on the basis of their “health, i.e.
physical strength, vigour, or agility” (Black
Report (Black, 1980):156). In this struggle of
the fittest, the healthiest individuals go to the
top of the social class ladder and the least fit
people drift down to the bottom rung of the
SEP. Empirical studies have tended to show that
health is not a major determinant of such social
mobility and changes in socio-economic position
(Blane, 1985). A number of studies have now
shown that greater social mobility corresponds
to reductions in health inequalities, rather than
a widening of health inequalities as might be
hypothesized from a social Darwinist perspec-
tive (Bartley and Plewis, 2007).

3.2 Cultural/Behavioural
Explanations

Cultural/behavioural explanations view social
gradients in health as the result of social class
differences in individual behaviours such as the
excessive consumption of harmful commodi-
ties (alcohol, tobacco, refined foods), lack of
exercise and the under-utilization of preventive
health care (vaccination, contraception). There
is strong epidemiological evidence that links
some of these behaviours to major causes of
death such as coronary heart disease, lung cancer
and chronic bronchitis as well as a social gra-
dient in such behaviours (Wardle and Griffith,
2001). One of the implications of emphasiz-
ing cultural/behavioural explanations of social
inequalities in health is that health behaviours
are largely under individual control. Some have
argued (Fuchs, 1986) that the systematic varia-
tions in health behaviours across social classes
is a consequence of a lack of education or indi-
vidual thoughtlessness. Explanation for health
inequalities in welfare societies with compul-
sory education then takes an individual form.
The policy implications for reducing inequalities
in health would stress the need for compre-
hensive health education and the publicizing of
health risks of certain behaviours (like warning
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smokers of the hazards of tobacco on cigarette
packets).

A variant of the cultural/behaviours expla-
nations is the hypothesis that intelligence is
the root cause of social inequalities in health.
This argument suggests that intelligence strati-
fies people into SEP groups as well as confers
health benefits. Children with lower ability are
not able to attain high SEP in adulthood and
their lower ability also translates into greater
health risk due to a lack of health literacy such
as an inability to comprehend health educa-
tion messages. Intelligence thus confounds the
association between SEP and health. However,
others contend that intelligence in itself is not
the causal agent, but a product of poor SEP in
childhood. Feinstein shows that family SEP is
a strong determinant of changes in childhood
ability. Children with high ability scores at 22
months who have a disadvantaged family back-
ground have lower than average ability by age
10. On the other hand, less able children at age
22 months from advantaged family backgrounds
are able to attain higher than average ability by
age 10.

The Black Report criticized the individ-
ual nature of cultural/behavioural explanations.
Instead, the authors of the Report saw healthy
and unhealthy behaviours as conditioned by the
social and material context in which individu-
als live. In other words, health behaviours are
intervening variables between the social/material
structure and health outcomes. They point out
that reducing social inequalities in health is not
just a matter of changing individual lifestyles as
these healthy lifestyles are influenced by social
and material conditions. For example, healthy
lifestyles are determined by personal tastes,
behaviours, and preferences as well as access to
good food and sports facilities.

3.3 Materialist Explanations

Materialist explanations of the social inequali-
ties in health are concerned with the effects of

the social structure on health. Social class dif-
ferences in health are the result of “structurally
determined differences in the spheres of pro-
duction and consumption” (Blane, 1985). The
Black Report favoured these kind of explana-
tions and recommended policies to decrease the
health gap between social classes which focused
on material and social-structural factors.

Morris and colleagues estimated the “mini-
mum cost of healthy living” for single young
British men in 1999 to be £131.86 per week
(Morris et al, 2000). This figure included the
costs of healthy nutrition, recreational activities,
housing, personal care, transport and psychoso-
cial relationships like social networks and car-
ing. This cost was greater than the minimum
wage (in April 1999) for a standard week and
far exceeded basic social security allowances.
They repeated these calculations for older pop-
ulations and found that the minimum income
requirement for healthy living in England is
50% greater than the state pension (Morris et al,
2007). Clearly, material and financial constraints
restrict the ability to live healthily.

Studies of occupational health show that
many occupations have direct deleterious effects
on health and these are clustered in lower
SEP. Many workplace hazards include physical,
chemical, ergonomic and psychosocial stressors
and their effects on health have been detailed
(CSDH Employment Conditions Knowledge
Network, 2007). In many developing countries,
much of the labour force are in the informal
economy and outside the scope of whatever lit-
tle protective legislation on health and safety in
the workplace. This is particularly true of self-
employed workers, the majority of whom are
women.

3.4 Psychosocial Factors

Marmot (2004) has emphasized the role of psy-
chosocial factors, and in particular the social
conditions that generate feelings of powerless-
ness and lack of control, in influencing ill health.
These psychosocial stressors largely accumulate
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in disadvantaged groups over a lifetime and are
hypothesized to cause physiological and psycho-
logical damage.

One psychosocial approach highlights the
role of social capital in generating health.
Authors such as Robert Putnam, Richard
Wilkinson and James Coleman emphasize the
role of social networks and social trust and social
relationships that influences health through sup-
portive relationships or negative stressful rela-
tionships. Greater socio-economic inequality
(and income inequality in particular) results in
less social trust, less social reciprocity and lower
levels of civic participation and this leads to
a loss of social capital and social cohesion.
Social capital can affect health through (a) neg-
ative psychological responses to perceptions of
inequality and unfairness, such as stress and
anxiety, (b) the formation of shared norms that
promote healthy or unhealthy behaviours or sup-
portive relationships (c), the formation of polit-
ical mobilization, activist groups for resources
that have a health impact.

Wilkinson (1996) proposed that health
inequalities are associated more strongly with
relative rather than absolute material standards.
He hypothesizes the existence of psychosocial
pathways such as stress as the mechanism
that links people’s feelings of being relatively
deprived to higher mortality rates. The existence
of social networks and support that can buffer
the effects of stress is also hypothesized to play
a role in linking feelings of relative deprivation
to adverse health outcomes. Income inequality
is used as an indicator of the degree to which
society is unequal (Wilkinson and Pickett,
2006). More unequal societies generate greater
psychosocial stressors, which result in poorer
overall health and lower life expectancy. Others,
however, disagree with this view (Lynch et al,
2004).

Another type of psychosocial explanation
involves stressors from living and working con-
ditions which are assumed to have direct biolog-
ical effects on stress reactions. Repeated activa-
tion of the stress biology systems are assumed
to have a deleterious effect on health, especially
mental health and cardiovascular functioning

(Brunner, 2000). A number of observational
studies have shown that stressors generated from
poor working conditions affect coronary heart
disease independently of cardiovascular risk fac-
tors (Eller et al, 2009). Moreover, these stressors
are socially graded so that over a life course,
those who have lower SEP have increased expo-
sure to these stressors (Chandola and Marmot, in
press).

3.5 Neo-material Explanations

The neo-material approach adopts a materialistic
perspective and suggests that there is a danger in
promoting social capital as a substitute for struc-
tural change when facing health inequity (Lynch
et al, 2000). The neo-material perspective views
the relationship between SEP and health as a
consequence of how society is structured and
organized and the extent to which governments
invest in economic resources and human capi-
tal (Kavanagh et al, 2006). The Commission on
Social Determinants of Health (CSDH, 2007)
acknowledges the role of such explanations and
identifies the socio-economic political context
as crucial in understanding health inequalities.
These are the social and political mechanisms
that generate, configure and maintain social hier-
archies, such as the labour market, the educa-
tional system and political institutions including
the welfare state.

However, the debate between neo-material
and psychosocial explanations for health
inequalities is a false dichotomy as these
explanations are closely bound up with each
other. These explanations are not “either/or”.
Improvements in stressful social and envi-
ronmental conditions would almost certainly
require improvements in neo-material factors
such as better (health) services and environ-
mental conditions. Similarly, providing more
equitable distribution of services such as
health care may not lead to improved health
among poorer groups if health-care providers
treat the patients with disdain and disrespect.
The Commission on Social Determinants of
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Health’s (CSDH, 2007) conceptual framework
emphasizes the role of structural, material,
psychosocial and behavioural factors in health
equity and does not prioritize one over the other.

3.6 Life Course Factors

Studies on the effects of the life course on
health have shown that health is a result of fac-
tors that occur throughout the life course (Kuh
and Ben-Shlomo, 1997, see Chapter 34). Such
factors may accumulate throughout a person’s
lifetime, such as the accumulation of poor living
conditions in childhood and adulthood, or there
may be critical periods in the life course during
which some factors are particularly important,
for example qualifications obtained when some-
one leaves compulsory full time education. A life
course explanation thus incorporates many of the
Black Report explanations. It takes into account
health selection, by stressing the importance of
(poor) health experiences and illnesses in earlier
life (such as in childhood). It also stresses the
importance of looking at the pathways linking
adult health behaviours to earlier psychosocial
and material living conditions.

Biologically it seems plausible that impor-
tant aspects of early life health and develop-
ment affect adult health. Hence taking action
on adverse social factors that affect children’s
health and development is important in reducing
adult social inequalities in health. Furthermore,
a disadvantaged family background in childhood
affects educational attainment and later life SEP.
So although biological programming may deter-
mine a range of adult health parameters, the
social and family circumstances of childhood are
the beginnings of pathways which will be pro-
tective to health or increase vulnerability to ill
health (Wadsworth, 1997).

3.7 Ecological Factors

The analyses of the effect of areas on health
have had a long and distinguished history in

epidemiology. Many ecological studies have
shown that deprived areas have higher mortality
rates and poorer health. However, the ecological
fallacy (inferring individual level relationships
from relationships observed at the aggregate
level) has limited the interpretation that area
deprivation is a cause of poor health over and
above individual and family level SEP. However,
methodological developments in statistics, com-
puting and survey methods have improved the
ability to analyse and infer ecological effects on
the health of individuals.

There are three types of explanation for
area differences in health: compositional, con-
textual and collective (MacIntyre et al, 2002).
Compositional explanations focus on the char-
acteristics of individuals concentrated in par-
ticular places and are typically concerned with
individual level risk factors for health such
as behaviours. Contextual explanations examine
the local physical and social environment such
as physical features of the environment (quality
of air and water, latitude, climate), availability
of healthy environments at home, work and play,
and services provided to support people in their
daily lives. Collective explanations emphasize
the importance of shared norms, traditions, val-
ues and interests, such as the political, economic,
ethnic and religious history of communities and
the reputation of areas, how they are perceived,
by residents, planners and investors.

4 Policy Implications

4.1 Health Gaps or Gradients

Although reducing health inequalities is a major
public health goal in many countries, there is a
dearth of evidence on effective policies to reduce
health inequalities. Some policies urge action
on health gaps, which focuses on poverty and
absolute deprivation. In most countries, there is
a social gradient in infant mortality, although
in some countries, the association of SEP with
infant mortality may not resemble a gradient
so much as a gap between the very poorest
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and the rest of society. Victora et al (2003) for
example highlight the “bottom inequity” pattern
which is found where most children do have
access to interventions, but there is a clear group
which lags behind (e.g. Brazil and Nicaragua).
Others argue that we need to look at the social
gradient across all of society (CSDH, 2007).
Targeting extreme groups for specific diseases
may have the unintended consequence of dis-
advantaging other relatively deprived groups for
other diseases and health problems. We need to
be cautious before advocating a health inequal-
ities policy targeted only at the very poorest
even for these bottom inequity pattern countries.
Dedicating policy resources to just the health
gap may disadvantage other deprived groups in
society and miss most of the health problem
distributed across the rest of society.

Graham describes three different ways that
health inequalities have been conventionally
described in the literature (Graham, 2004).
The health disadvantage/disparities approach
describes differences between social groups,
without any explicit reference to social injustice
or a moral dimension. The health gaps approach
focuses on the very poorest vs the rest of soci-
ety. This approach may or may not assume that
everyone who is not the poorest enjoys good
health, but it is mostly concerned with levelling
up the good health among the most disadvan-
taged in society. The social gradient in health
approach describes health inequalities across
the whole of the population, not just the most
deprived. This means a focus not just on the
second-most deprived group, but also on groups
in the population who may not be considered
deprived at all, but who are relatively doing
worse off in terms of their health than those at
the very top.

The Commission on the Social Determinants
of Health (CSDH, 2007) argues “an approach
which considers the whole of the gradient in
health equity in a society should be the starting
point for an analysis of the structure of health
inequities in that society”. If we only consider
and target the most disadvantaged groups, this
ignores the rest of society, and is not holistic.
It is important to start the policy implications of

health inequalities by looking at all members of
society, the social gradient in health,-only then
can you see the systemic process of inequality. If
we just focus on the very poorest, we may miss
the structural drivers of inequality.

Policy goals tend to be targeted at the poor-
est and most deprived. In order to narrow such
health gaps, the health of the poorest has to
improve faster than the population average. This
is seldom if ever achievable. What is more realis-
tic and common is that the very poorest improve
but not as fast the rest of society. Thus, if poli-
cies only address those at the bottom of the
social hierarchy, inequities in health will still
exist (CSDH, 2007), and it will also mean that
the association of SEP with other non-targeted
measures of health will continue and widen.
The founding principle of the World Health
Organization was that the enjoyment of the high-
est attainable standard of health is a fundamental
human right and should be within reach of all
“without distinction for race, religion, political
belief, economic or social condition”. This does
not single out the very poorest or disadvantaged
as being the most deserving- the standards of
health enjoyed by the best-off should be attain-
able by all.

4.2 Social Mobility

An extension of the policy debate about whether
to focus on health gaps or health gradients is
the suggestion that increasing social mobility
will lead to reducing health inequalities. This
argument suggests that the focus on health gaps
misses the important dimension of reducing
inequalities, as social mobility can only be exam-
ined in the context of the whole of society, not
just in terms of taking action on an extreme
deprived group.

Bartley and Plewis (2007) show, using evi-
dence from a number of empirical studies, that
social class mobility leads to a reduction in
health inequalities. This is because people who
are not socially mobile at the highest SEP have
the best levels of health, while people who are
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not mobile at the lowest SEP have the poorest
health. If health selection was the main driver
of health inequalities, upwards mobile people
should display better health than the class they
join and downwards movers worse health that
the class they are joining, so that the overall
social gradient would be wider than that of the
socially static. However, it has been repeatedly
shown that there is a tendency for those who are
socially mobile to have levels of health some-
where between that of their social class at birth
and in adulthood. For those who are upwardly
mobile, the effect of such mobility is to reduce
the average levels of health in the adult des-
tination social class. For those who are down-
wardly mobile, the effect of social mobility is
to improve average levels of health in the adult
destination social class. The UK experienced a
reduction in social mobility for cohorts born
between 1958 and 1970 (Blanden and Machin,
2007). Such declining social mobility is sug-
gested as an explanation for widening trend in
health inequalities in the UK.

4.3 The Role of Health Services and
Inter-sectoral Government Action

Lower SEP groups in general have poorer access
to health services and poorer outcomes from
health service utilization. At all stages of health
service utilization (preventative care, diagnosis,
treatment and follow up), lower SEP groups
have poorer experiences. This contributes to
their higher burden of disease and mortality
rates. Where there is some debate is the role
of health services in reducing health inequali-
ties. Some argue that as the origins of social
inequalities in health are in social processes,
tacking health inequalities only through health-
care delivery would be like putting a band aid
over a festering wound. Better health-care deliv-
ery for poorer SEP groups would not tackle the
underlying causes of health inequalities. In some
countries with nominally free access to health
care, there are widening inequalities in health.
Others argue that health systems have a crucial

role in reducing health inequalities by ensuring
that ill health does not adversely impact on a per-
son’s SEP, through supporting the rehabilitation
of sick workers back into employment, through
providing better preventative and primary care
services.

The Commission on the Social Determinants
of Health (CSDH, 2008) explicitly recom-
mended that action on health inequalities needs
the active engagement of not just the health sec-
tor, but other governmental agencies that affect
people’s living, working and growing condi-
tions such as in housing, finance, local govern-
ment and education. Policies on reducing health
inequalities cannot just be confined to the health
sector – coordinated inter-sectoral approaches
from different government departments are cru-
cial in order to build health equity.

5 Conclusion

This chapter has shown that although SEP and
health are linked, measures of SEP are not prox-
ies of each other and have effects on health
through different pathways. Studies that claim
to control for the effect of SEP on health ignore
biases that arise from inappropriate measures of
SEP. The association of SEP with health results
in social inequalities in health. Explanations
for such health inequalities lie in the socio-
economic political context, as well as in the liv-
ing, working and growing conditions that affect
people’s behaviour, material and psychosocial
resources and neighbourhoods. Moreover such
explanations operate over the life course (and
inter-generationally) and this results in health-
selection processes for some social groups and
also increasing vulnerabilities or resilience for
other groups. Policies to address such social
inequalities in health need to address the whole
of the social gradient, not just target the extreme
poor and disadvantaged. Actions by the health
sector alone will not reduce health inequalities –
this needs coordinated action across different
government agencies that affect people’s living,
working and growing conditions.
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Chapter 23

Race, Ethnicity, and Health in a Global Context

Shawn D. Boykin and David R. Williams

1 Introduction

Race/ethnic disparities in health have been doc-
umented extensively in countries with diverse
population groups. These disparities are pro-
found and exhibit similar and consistent patterns
across time and geography. Quite simply, the
trend across many multi-racial and multi-ethnic
societies is that socially advantaged white pop-
ulation groups generally report being in better
health and display better health outcomes than
socially disadvantaged non-whites.

It is of no surprise then that an important
question in the social sciences, clinical prac-
tice, and public health globally is “how do
‘race’ and ‘ethnicity’ get under the skin dif-
ferentially for health?” Historically, genetics
was the dominant explanatory framework for
race/ethnic differences in health (Krieger, 1987).
Consistent evidence shows that low-frequency
genetic mutations are typically more common in
some race/ethnic populations and could under-
lie some differences in disease susceptibility and
health outcomes (e.g., sickle-cell disease among
some populations of African and Mediterranean
descent). Strong evidence also exists, however,
that socioeconomic factors serve as fundamen-
tal causes of race/ethnic disparities because they
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shape the social and physical environments that
individuals negotiate and also determine access
to resources – all of which either promote health
or pose risks to it (Nazroo and Williams, 2006;
Williams and Collins, 1995). The recent meld-
ing of these approaches has led researchers to
focus on the interactions of genes and environ-
ments to explain race/ethnic disparities in more
socially and genetically complex disease states
such as atherosclerosis, diabetes, and asthma.
Despite the conceptual and methodological dif-
ferences in these approaches, the unifying the-
oretical premise across them is that negative
exposures to causal factors result in biologic
taxation of the body with adverse health conse-
quences. Moreover, repeated negative exposures
of the same type or the accumulation of multiple
types of negative exposures potentially acceler-
ate declines in health status.

Exposures vary among individuals in type and
frequency, although some trends are evident for
particular race/ethnic groups. For example, cer-
tain genetic mutations are known to occur at
higher frequency in some race/ethnic groups.
They are relatively rare, however, providing min-
imal contribution to explanations of race/ethnic
differences in morbidity and mortality (Cooper
et al, 2003). In contrast, evidence shows that
most non-white groups are more likely to be
exposed to adverse conditions associated with
socioeconomic factors that predispose individ-
uals to poorer health outcomes (Bhopal, 2007;
Boykin et al, 2010; Kozol, 1991; Massey, 2004;
Nazroo, 1999; Smedley et al, 2003; Williams,
1997). Relative to white populations, such con-
ditions for non-whites may include (1) lower
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probability of employment in higher status
occupations; (2) lower rates of high school com-
pletion and college degree attainment; and (3)
higher rates of poverty, fewer assets owned, and
lower per capita income. For some groups these
conditions are compounded by the added effects
of racism and discrimination. These effects can
result in (1) blocked opportunities for education,
income, and wealth attainment; (2) greater expo-
sures to environmental hazards, stress, and fewer
health-promoting resources; (3) limited access to
medical care, inferior quality of care, and lower
rates of treatment; and (4) the rapid depletion
of health-promoting resources among non-white
immigrants.

These effects are further exacerbated by
the fact that compared to whites, non-whites
report experiencing greater cumulative expo-
sures to stress and other adverse conditions,
including discrimination throughout the life
course (Hatch and Dohrenwend, 2007; Williams
and Mohammed, 2009; Williams et al, 2008).
Across countries such as the USA, the UK,
Australia, Brazil, and South Africa, these expo-
sures often manifest in higher infant and
adult mortality, greater risks for chronic and
acute diseases, lower self-assessments of health,
and higher levels of functional limitation for
non-whites compared to white populations
(Australian Bureau of Statistics, 2008; Bradshaw
et al, 2004; World Health Organization, 2003;
Matijasevich et al, 2008; Mensah et al, 2005;
National Center for Health Statistics, 2009;
Parliamentary Office of Science and Technology,
2007).

In this chapter we consider the definitions
and uses of the concepts of race and ethnic-
ity for classifying groups of people in sev-
eral countries with diverse populations. We
also provide examples of the ways in which
health status varies by race/ethnicity. These
examples are hardly meant to be exhaustive.
Rather, our use of them is intended for illus-
trative purposes. Additionally, we discuss some
of the potential mechanisms through which
race and ethnicity may differentially affect
health. Finally, we offer directions for future
research.

2 Definitions and Uses of “Race”
and “Ethnicity”

Racial assignment has served the purpose of cat-
egorizing individuals based upon various shared
heritable characteristics presumed to reflect
common ancestry. In common discourse the term
“race” connotes groups of people with shared
biological traits that are often reflected by phe-
notype as a marker of some underlying shared
genetic attribute. A biologic conception of race,
however, is a misnomer in both its historical and
its modern applications. Strong evidence exists
that differences in phenotype do not always
directly reflect underlying genetic differences.
Moreover, “genes underlying phenotypic differ-
ences used to assign race categories are atypical,
and vary between races much more than genes
in general. . .[and] do not reflect genome-wide
differences between groups” (Feldman et al,
2003). Additionally, scientific comparisons of
genetic diversity show that humans have much
less genetic variability than other mammalian
species (Kaessmann et al, 2001).

Furthermore, the use of race categories pre-
dates hypotheses regarding genetic differences
between population groups (Smedley, 1999).
Taken together, these factors negate any sci-
entific motivation for categorizing persons by
race based on biological criteria. Instead, they
point to a social motivation. Over time, race
has served largely as a relational category,
denoting institutionalized socio-political rela-
tions between groups used to reify the superi-
ority and inferiority of these groups relative to
one another (American Sociological Association
[ASA], 2003; Geronimus, 2000; Krieger, 2000;
Williams, 1997).

Given this motivation for racial classifica-
tion across diverse societies, intuitively it makes
sense that non-biologic attributes have held cen-
tral importance along with phenotypic character-
istics for the purpose of categorizing population
groups. For example, population classification
in Brazil has been historically determined by
skin color in combination with social position
(Travassos and Williams, 2004). In South Africa,
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race categorization currently reflects descent and
social standing (Bradshaw et al, 2004). In the
USA, racial assignment in the early 19th century
was determined not only by physical appearance,
but also by blood fraction (percentage of non-
white blood) and social affiliation (Sweet, 2005).
Race in the USA now reflects personal identifi-
cation with such historically created categories.

The term “ethnicity” is often interchanged
with “race” in modern usage because it also pre-
sumes common ancestry. Ethnicity is a much
broader concept than race; however, it includes
recognition of common and defining characteris-
tics of groups such as culture, language, religion,
physical traits, and other factors. Thus, ethnic
variation exists within all race groups. Given the
lack of evidence supporting a biologic founda-
tion for race, race categories essentially exist
as socio-ethnic categories because the defin-
ing characteristics of ethnicity along with social
position are what hold such categories together.

The term “ethnicity” is more commonly used
in the UK and Canada than in the USA. In
the UK, the terms “ethnic group” and “ethnic
minority” largely refer to population groups that
emigrated in the latter half of the 20th cen-
tury from former British colonies and are used
to differentiate these immigrants based upon
ancestral origin from white British and Irish
groups. Similarly in Canada, “ethnicity” is used
to designate groups with common ancestral ori-
gins as opposed to citizenship, nationality, or
language spoken (Statistics Canada, 2004). In
Australia, the term “ancestry” is employed in
similar fashion to designate ethnic or cultural
origin (Australian Bureau of Statistics, 2006b).

Thus, the concepts and uses of the terms
“race” and “ethnicity” garner significance in
relational situations such as among population
groups in multi-racial and multi-ethnic societies.
Although one’s individual race/ethnic identity is
established based, in part, upon self-determined
beliefs, practices, and behaviors, for some per-
sons its creation may also invoke the internal-
ization of stereotypical characteristics associ-
ated with externally assigned racial categories.
Generally speaking, groups with political and
economic power historically assigned race and

ethnicity. The tendency was to ascribe more
positive aesthetic, social, behavioral, and intel-
lectual attributes to their own groups and less
desirable and more inferior ones to others.
Although mostly unfounded, these attributes
came to be accepted by many as inherent to the
various race/ethnic groups to which they were
historically ascribed as a result of longstanding
societal institutions and policies and a way of life
that justified the subjugation of groups deemed
“inferior.” Oppression, exploitation, discrimina-
tion, racism, inequality, and blocked access to
societal rewards and resources were, and con-
tinue to serve as some of the predominant
forms of race/ethnic subjugation in many diverse
societies (Williams, 1997). These practices are
most notably recorded in modern history as
being used to justify the colonization, killing,
enslavement, and creation of castes of native
people in countries of the Americas, Africa,
Asia, and Australia; validate the practices of
African slave trading, slavery, and inhumane
treatment of slaves in North and South America
and the Caribbean; and substantiate systems of
apartheid and racial segregation in South Africa
and the USA.

Although race/ethnic classification predates
population census taking in most countries,
examples from censuses across localities uni-
formly provide evidence of the fluidity of the
conceptions and uses of race and ethnicity, as
well as how they have been socio-politically
determined over time. The USA provides a good
example of this given that race categories have
never remained the same in any census. Four
distinct political periods mark census data col-
lection efforts in the USA from the first census
in 1790 to the most recent census in 2000.

The first period extended from 1790 to 1840
and was shaped by slavery, representational
apportionment in government, and racial ideol-
ogy (Nobles, 2000). Enumerators assigned race
according to official definitions in the census
and by means of observation. They often relied
upon characteristics such as skin color, hair tex-
ture, and facial contour to differentiate blacks
from other groups (Linné, 1806; United States
Census, 1854). Differentiation of blacks during



324 S.D. Boykin and D.R. Williams

this time was significant. The large number of
southern black slaves served as a point of con-
tention for congressional representation between
northern and southern states and the first arti-
cle of the US constitution stipulated that black
slaves were to be counted as only three-fifths of
a person.

The second period was marked by the
advancement of racialized scientific theory
emphasizing polygenism from 1850 to 1920.
Political wielding led to the addition of
“mulatto,” “quadroon,” and “octoroon” cate-
gories in the census for persons of mixed lin-
eage to distinguish how much black blood one
had (1/2, 1/4, 1/8, respectively) (Nobles, 2000).
The prevailing thought of the time was that the
census provided evidence of the existence of dis-
creet races of people with varying moral and
intellectual capacities that would be evident in
graded fashion where higher levels would be
associated with less black blood (Nobles, 2000).
Race categories were also expanded during this
period to include Chinese, Japanese, and (tax
paying) Indians. Additionally, birthplace began
to be documented to distinguish between for-
eign and native-born populations as the influx of
immigrants began to increase.

Throughout the third period from 1930 to
1960, definitions for race categories in the US
Census were changed to be consistent with stat-
ues in southern states, including “jim crow”
laws. These laws mandated separation of the
races and defined blacks as any person having
a trace of black blood. Other mixed race persons
were accorded the race of their non-white parent.
No legal definition existed for “white,” however,
in the statues or in the census.

The fourth period, 1970 to the present,
included changes to the number of race cat-
egories, the race categories included, and the
assignment of race in the census. These changes
occurred after landmark civil rights legisla-
tion when the U.S. Office of Management
and Budget (OMB) implemented Statistical
Directive number 15 (Office of Management
and Budget [OMB], 1978). The OMB over-
sees all governmental statistical reporting and
Directive 15 established the minimum race

categories to be collected by US government
agencies including the census (OMB, 1978). It
also added a Hispanic ethnic category which
could be associated with any race. A revision
in the 1990s allowed for the endorsement of as
many racial categories as apply to an individual.
The current racial categories that OMB requires
the US Census to assess are white, African
American/black, American Indian or Alaska
Native, Asian (referring to descendents from the
Far East, Southeast Asia, or the Indian subconti-
nent), Native Hawaiian or other Pacific Islander,
and one ethnic category: Hispanic/Latino or not.
Data from the most recent US Census (2000)
indicated that 75.1% of the population racially
identified as white alone, 12.3% as black or
African American alone, 0.9% as American
Indian or Alaskan Native alone, 3.6% as Asian
alone, 0.1% as Native Hawaiian or other Pacific
Islander alone, 5.5% some other race, and 2.4%
as two or more races. Additionally, 12.5% of the
total US population identified their ethnicity as
Hispanic or Latino.

In South Africa, the first comprehensive cen-
sus after the abolishment of apartheid was taken
in 1996. Similarly to the USA, population groups
are classified according to race. Race is self-
reported in the South African census accord-
ing to the following categories: black/African,
colored, white, Asian/Indian, and other. These
categories evolved from the 1950 Population
Registration Act which mandated racial classi-
fication for the apartheid system. They reflect
both descent and social standing (Bradshaw et al,
2004). According to the 2001 South African
Census, 79% identified as black African, 8.9%
as colored, 2.5% as Indian or Asian, and 9.6% as
white (Statistics South Africa, 2001).

In contrast to the USA and South Africa,
in the UK Census, a question pertaining to
racial/ethnic identification was asked for the first
time in 1991. This ethnicity question serves the
purpose of identifying white population groups
as well as non-whites including blacks, South
Asians (descendents from the Indian subconti-
nent), and Chinese (Bhopal, 2007). Nativity data
were collected in the UK Census to designate
population groups – primarily British and Irish,
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for 150 years prior to the addition of the eth-
nicity question, but allowed for looking at many
non-white first generation immigrants. Nativity
data continue to be collected. Data from the 2001
UK Census indicated that 92.1% of the popula-
tion identified as white, 1.2% as mixed ethnicity,
4.0% as all Asian or Asian British, 2.0% as all
black or black British, 0.4% as Chinese, and
0.4% as other ethnic groups (National Statistics
Online UK, 2001).

In Brazil, racial assignment in the census
has always been based primarily upon skin
color. Skin color is connected to race and
ancestry to the extent that skin color reflects
the admixture of the three original popula-
tion groups in the country prior to the imple-
mentation of the census – Europeans, Indians,
and Africans (Nobles, 2000). Current cen-
sus categories include branca (white), parda
(brown/mixed), preta (black), amarela (yellow),
and indigenous groups (Instituto Brasilleiro de
Geografia e Estatitsica, 2006a). These color
categories came into existence as the result
of acknowledgment by Brazilian political and
intellectual elites of the widespread mixing of
population groups and the need for fluid cat-
egories in the census to capture it (Nobles,
2000). According to the 2006 Brazilian Census
49.9% identified as branca (white), 6.3% as
preta (black), 43.2% as parda (mixed), and 0.7%
as amarela (yellow), or indigenous (Instituto
Brasilleiro de Geografia e Estatitsica, 2006b).

Similarly in Canada, racial classification prior
to the 1986 census was also based upon skin
color and included white, black, red, and yel-
low categories (Statistics Canada, 2001). The
Canadian Census now includes questions about
ethnicity as it relates to a person’s ancestry.
In the 2006 Canadian Census more than 200
ethnic groups were reported. The largest “vis-
ible” minority groups as a percentage of the
total Canadian population included 4.0% South
Asian (descendents from the Indian subconti-
nent), 3.9% Chinese, and 2.5% black (Statistics
Canada, 2006). Roughly 4.0% of the Canadian
population reported belonging to more than
one “visible” minority group (Statistics Canada,
2006).

Questions about ancestry have been asked in
the Australian Census since 1986. Additionally
in Australia, questions pertaining to mark-
ers of ethnicity, including language spoken in
the home and parental birthplace, have been
asked in the census since 2001 (Australian
Bureau of Statistics, 2006b). According to the
2006 Australian Census, greater than 70% of
the population reported ancestral origin other
than Australian (Australian Bureau of Statistics,
2006c).

Racial and ethnic data are not unproblem-
atic and major reliability and validity problems
exist. Such problems include miscounting and
misclassification of persons by race and eth-
nicity; differences in individual responses to
race/ethnic questions depending upon time, indi-
cator, and survey; variation in procedures to
collect race/ethnic data within and between data
collection agencies; and the absence of defini-
tions of race and ethnicity for data collection
(Hahn, 1992). The result is that the accuracy of
race/ethnic statistical information may be com-
promised and inconsistent across time and place.

In addition to the issues of reliability and
validity, the present use of race/ethnic categories
to disaggregate scientific data has been ques-
tioned by some because of the social nature of
the concept as opposed to being more biolog-
ically based and the possibility that continued
use will reify stereotypes and encourage further
race/ethnic fragmentation in societies (Bhopal,
2007; Fullilove, 1998). Speculation also exists
as to the current significance of race categories
in modern multi-racial and multi-ethnic soci-
eties given the greater numbers of later genera-
tion immigrants born in host countries and their
acculturation, higher levels of interracial mar-
riage and children born of more than one race,
increased race/ethnic residential and workplace
integration in some areas, the expansion of the
global economy, and greater inter-country eco-
nomic dependence compared to previous time
periods (Parliamentary Office of Science and
Technology, 2007). The historic and contempo-
rary reality, however, is that of the perpetual
reinforcement of power relations in historically
racialized societies via race/ethnic assignment.
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Accordingly, race remains a consequential social
variable that is a key determinant of access to
power, privilege, and societal resources (ASA
2003; Williams, 1997).

3 The Significance of Race
and Ethnicity for Health

The health consequences of race/ethnic classifi-
cation are born out in data from multiple coun-
tries with heterogeneous populations. As Krieger
(2000) states,

Throughout our life course we likewise embody
these social realities – whether oppression or priv-
ilege, depending on our ascribed and internalized
race/ethnic identity – and in doing so manifest
what can be called ‘biological expression of race
relations.’ (p. 212)

Data from the USA, UK, Canada, Australia,
Brazil, and South Africa consistently show that
most non-white groups in each of these coun-
tries experience more health problems, rate
their health lower, and have lower overall life
expectancies and higher all-cause mortality than
whites.

For example, for the 15 leading causes of
death in the USA, blacks have higher death
rates than whites for nine causes including
heart disease, stroke, flu/pneumonia, septicemia,
homicide, cancer, diabetes, kidney diseases,
and hypertension (National Center for Health
Statistics, 2009). Moreover, the white–black gap
in life expectancy in the USA has widened over
the past 25 years due to slower improvements in
black health status compared to the overall pop-
ulation (Mensah et al, 2005). American Indians
also have markedly poorer health than whites for
a number of outcomes including infant mortal-
ity, diabetes and injury related mortality, activ-
ity limitation, and self-assessed fair/poor health
(National Center for Health Statistics, 2009).
Although the health of US Hispanic and Asian
immigrants, as reflected in overall mortality
rates, tends to be comparable or better than that
of whites, research suggests that their health

advantage declines with longer length of US
residency, number of generations in the USA,
and US nativity (Frisbie et al, 2001; Fujimoto
et al, 2000; Koya and Egede, 2007; Lutsey et al,
2008; Sundquist and Winkleby, 1999). This pat-
tern has been well documented for cardiovascu-
lar disease and related biomedical and behavioral
risk factors, but exists for a broad range of
outcomes.

Although US race/ethnic disparities in health
are compelling, the data are not without prob-
lems. Studies show that 10–25% of Hispanics,
American Indians, and Asian/Pacific Islanders
are misclassified on death certificates, with the
problem being greatest for American Indians
(Williams, 2005). This numerator undercount
leads to an underestimate of mortality and
suggests that mortality rates for these groups
are higher than the officially reported ones.
Demographic analyses conducted by the U.S.
Census Bureau have long indicated that the
census fails to count over 10% of middle-
aged black males. Denominator undercounts
inflate reported rates. Some evidence from post-
enumeration surveys of the US Census indicates
that there may also be an undercount problem
for American Indians and Hispanics (Williams,
2005).

In the UK, Pakistani, Bangladeshi, and black
Caribbean people report the poorest health of all
population groups and the absolute percentages
of people reporting poor health increases dra-
matically with age for these ethnic groups com-
pared to whites (Nazroo and Williams, 2006).
Additionally, Bangladeshi and Pakistani men
are 50% more likely to have a heart attack
or angina and Caribbean men are 50% more
likely to die of stroke despite lower levels of
coronary artery disease than the general pop-
ulation (Parliamentary Office of Science and
Technology, 2007). Results from the Health
Survey of England indicate that hyperten-
sion and diabetes prevalence rates are also
higher among Caribbeans than whites (Nazroo,
Jackson, Karlsen, and Torres, 2007).

Similarly, studies from Brazil confirm sig-
nificantly higher hypertension rates among
blacks than whites. Interestingly, they also
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show striking color gradients in age-adjusted
cerebrovascular disease mortality where rates
increase with darker skin color (Lotufo et al,
2007; Sichieri et al, 2001). Data from the Pan-
American Health Organization (PAHO) (2007a)
indicate that indigenous and black Brazilian
populations have a higher incidence of mor-
tality from vaccine preventable diseases than
whites. Additionally, the PAHO (2007a) data
show that blacks have a greater risk of death
than whites from endocrine diseases and com-
plications of pregnancy/child birth and greater
prevalence rates for hypertension and diabetes.
Persons of mixed descent also have a higher
risk of death from pregnancy/child birth than
whites, but lower death rates associated with
neoplasms, circulatory, respiratory, and diges-
tive diseases. Data for the “mixed” racial group
may be unreliable; however, due to the relatively
high rate of race misclassification for this group
(Pan-American Health Organization, 2007a).

In contrast, data from the Canadian National
Population Health Survey indicate that black
Canadians, Southeast Asians, and South Asians
experience high levels of functional and self-
rated health that are comparable to levels for
white Canadians (Wu and Schimmele, 2005).
Indigenous, Arabic, and mixed raced groups
experience health outcomes that are poorer
than the Canadian sample average (Wu and
Schimmele, 2005). PAHO (2007b) data show
that the indigenous population, known as the
Canadian First Nation, has a disproportionately
high prevalence of chronic disease. These con-
ditions including hypertension, heart disease,
tuberculosis, HIV infection, fetal alcohol syn-
drome, and diabetes which are five times higher
than the Canadian national average. The data
also indicate that death rates due to injury
and poisoning for the First Nation group are
four times higher than for the overall Canadian
population. Additionally, babies born to First
Nation mothers are more likely to be born
preterm and infant mortality is twice the rate
for other Canadian populations. Moreover, life
expectancy among First Nation men and women
is between 5 and 7 years shorter than the
Canadian national average (PAHO, 2007b).

In South Africa, results from several stud-
ies provide evidence of health disparities among
race groups resulting, in part, from the differ-
ential impact of the epidemiologic transition
in the country. Results show that among older
adults, Africans are at greatest risk of death
from infectious diseases such as tuberculosis
and diarrhea. Additionally, the prevalence rate
for HIV among Africans over 2 years of age
is 13.3% (Human Sciences Research Council,
2009). This is nearly seven times greater than
the HIV infection rate for colored and Indian
groups (1.9 and 1.6%, respectively) and nearly
22 times greater than the rate for whites (0.6%)
(Human Sciences Research Council, 2009).
Results from the South African Stress and Health
Study also indicate that black groups report
higher levels of self-rated ill health and higher
levels of psychological distress than whites
(Williams et al, 2008). Moreover, Africans and
other non-whites are approximately two times
more likely to die at younger ages of adult-
hood (45–59 years of age) than whites which
may reflect differences in underlying causes
of mortality associated with the epidemiologic
transition.

In contrast, white adults are at greatest risk of
death from chronic diseases such cardiovascu-
lar disease (CVD) and cancer, but have greater
longevity, on average, than non-whites. Results
from the South Africa Adult Demographic
and Health Survey indicate that age-adjusted
hypertension rates and stroke deaths are higher
among whites, Asians, and coloreds compared
to Africans (Bradshaw et al, 2004). Additionally,
these groups are also significantly more likely to
smoke heavily (Bradshaw et al, 2004).

Health disparities exist in Australia as well.
For example, the infant mortality rate for abo-
rigines persists at greater than two times the
Australian national average (Australian Bureau
of Statistics, 2007). Additionally, life expectancy
is nearly 20 years shorter for aboriginal peo-
ple than the general population. This largely
reflects the higher prevalence rates of heart
disease, stroke, diabetes, alcohol consumption,
and smoking among members of this group
(Australian Bureau of Statistics, 2008; 2007).
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4 Race/Ethnic Heterogeneity in
Health Status

Despite the relatively high degree to which
race/ethnic categories capture health dispari-
ties between population groups, some of the
monolithic categories developed for census tak-
ing across countries fail to reflect race/ethnic
heterogeneity in cultural factors, migration sta-
tus, and ancestry. These factors potentially
give rise to important health differences within
race/ethnic groups. For example, data from the
US National Health Interview Survey show that
among Latinos, Puerto Ricans more frequently
report “poor” or “fair” self-rated health than
Cubans and Mexican Americans (Hajat et al,
2000). Additionally, Puerto Ricans report greater
levels of functional limitation, higher levels of
restricted activity and bed disability days, and
greater overall numbers of hospitalizations com-
pared to other Latinos. Data from the same sur-
vey also indicate that among Asian Americans,
Vietnamese and Korean persons are more likely
to report lower health status than Chinese,
Japanese, or Filipinos (Kuo, 1997). Chinese per-
sons are also less likely to report experienc-
ing activity limitations compared to other Asian
groups. Heterogeneity also exists among persons
of African descent in the USA. For example,
data from the National Survey of American Life
indicate that black Caribbean men are at higher
risk of experiencing psychiatric disorders than
African American men, while the reverse trend
is evident for Caribbean and African American
women (Williams et al, 2007a).

Ethnic heterogeneity in health status is also
evident among some groups in the UK. Research
suggests that South Asians (including people
with ancestral origins from India, Sri Lanka,
Bangladesh, Nepal, and Pakistan) have sig-
nificantly higher risk of coronary heart dis-
ease than other ethnic groups in the UK,
although the prevalence of cardiovascular dis-
ease risk factors varies significantly among
South Asian sub-groups. For example, results
from a study conducted in Newcastle indicate
that Bangladeshi men compared to Indians and
Pakistanis are more likely to smoke, have the

highest triglyceride and fasting plasma glucose
levels, the lowest concentration of high den-
sity lipoprotein (HDL) cholesterol, and the low-
est median blood pressure levels (Bhopal et al,
1999). CVD risk factor prevalence varies fur-
ther among Indians. For example, Punjabi Sikhs
from North India have lower rates of smok-
ing compared to Gujarati Hindu men from West
India, largely because of religious prohibitions
on smoking. Punjabis, however, have higher
blood pressure and cholesterol levels (Forouhi
and Sattar, 2006).

5 Mechanisms Through Which Race
and Ethnicity May Affect Health

5.1 Socioeconomic status

Race/ethnic differences in health continue to be
evident even after adjustment for socioeconomic
status, although there is evidence that SES indi-
cators are not equivalent across race (Williams
and Collins, 1995). Compared to whites, US
blacks have less income at every level of edu-
cation and less wealth at every level of income.
Additionally they possess less purchasing power
for goods and services because of higher costs
in the residential areas where they are dispro-
portionately located. Generally speaking, the
socioeconomic status of non-white race/ethnic
groups in the USA, the UK, Canada, Australia,
and South Africa is lower on average than
whites, whether measured by educational attain-
ment, income, wealth, or occupational grade.
Although research suggests that persistent low
SES is a strong predictor of morbidity and mor-
tality, studies from the UK, Canada, and the USA
show that race/ethnic disparities in health status
exist even after adjustment for socioeconomic
status (Nazroo, 1999; Williams, 1997; Wu and
Schimmele, 2005).

Some evidence indicates that the associa-
tion between socioeconomic status and health
is modified by immigrant status. There appears
to be inconsistent socioeconomic patterning
of health status among non-white immigrants
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despite fairly consistent patterns among native-
born groups. In the UK, for example, results
from a study conducted by Marmot et al (1984)
showed that mortality was inversely and strongly
associated with occupational grade in native-
born populations in England but was incon-
sistently associated with social class among
immigrants from South Asia and the Caribbean.
Additionally, results from the Multi-Ethnic
Study of Atherosclerosis in the USA showed
minimal and inconsistent education and income
patterning of major CVD risk factors, includ-
ing hypertension, diabetes, obesity, low density
lipoprotein cholesterol, high density lipopro-
tein cholesterol, and smoking among a sample
of majority foreign-born Hispanics and Asians
(Boykin et al, 2010). It may be the case that
immigrants carry the social patterning of dis-
eases with them from their countries of origin to
their host countries. Studies show that the social
patterning of cardiovascular risk factors in some
developing countries exhibits positive associa-
tions such that CVD risk increases with greater
socioeconomic status (Steyn et al, 2005; Yu et al,
2002). These patterns appear to change over
time to those of host countries for immigrants
with greater length of stay and acculturation.
Patterns evident in industrialized countries are
generally inverse in direction such that lower
SES groups experience greater CVD morbidity
and mortality.

5.2 Discrimination, Racism,
and Stress

Discrimination includes actions targeted to
reinforce symbolic boundaries separating social
groups from one another and can occur at both
institutional and personal levels (Jackman,
1994). Institutional discrimination involves
efforts on the part of societal institutions such
as government, businesses, and neighborhood
organizations to prevent certain groups from
gaining access, employment, advancement, or
participation within their jurisdiction. Such
efforts can be informal, enforced by law, or both.
Moreover, discriminatory acts are often racially

charged or motivated by other factors such as
gender or socioeconomic status.

Residential race/ethnic segregation is one
example of institutional discrimination and
serves as the predominant factor responsible for
the creation of disparities in socioeconomic sta-
tus between whites and non-whites, particularly
in the USA and South Africa. To the extent
that socioeconomic status predicts race/ethnic
disparities in health in various societies, residen-
tial race/ethnic segregation may be considered a
fundamental cause of these disparities because
segregation determines individual, household,
neighborhood, and community socioeconomic
conditions (Williams and Collins, 2001). This
includes the quality of education, employment
opportunities, and neighborhoods. Furthermore,
residential racial segregation often determines
opportunities for amassing wealth via homeown-
ership. Homes are important assets for many
individuals and families in industrialized coun-
tries because their value usually appreciates over
time. In racially segregated residential areas,
however, housing values are often much lower
and less likely to appreciate significantly com-
pared to non-segregated areas. The influx of new
residents seeking to buy homes in these areas
is low and fewer opportunities exist to obtain
loans to purchase homes while predatory lend-
ing in certain segregated areas is high relative to
non-segregated places.

Examples of politically and institutionally
enforced residential racial segregation include
discriminatory governmental policies mandating
physical separation of blacks and whites in some
areas of the USA prior to the middle of the
20th century and in South Africa during the
apartheid era. Although laws supporting residen-
tial racial segregation in both places have been
overturned, high levels of black–white segrega-
tion remain stable since the peak of their enforce-
ment. Currently, the index of dissimilarity, the
percentage of blacks that would have to move to
create evenness among white and black races in
the area, is estimated to be 90% in South Africa
and between 80 and 85% in large US cities such
as Detroit (MI), Chicago (IL), New York (NY),
Newark (NJ), and Milwaukee (WI) (Massey,
2004). These areas are overwhelmingly poor and
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surrounded by other impoverished areas with
sub-standard housing. Additionally these areas
have greater resident density per housing unit,
fewer available municipal and medical services,
low numbers of recreational facilities and fresh
food markets, fewer economic opportunities, and
higher crime rates. They are also more likely to
be exposed to environmental hazards including
pollutants, allergens, and landfills. Furthermore,
racially segregated areas in the USA are signif-
icantly more likely to be targeted for marketing
campaigns for alcohol, tobacco, and fast food.

Life in these areas can be extremely stressful,
physically and psychologically, because of the
lack of available resources and potential hazards,
including violence, financial stress, high unem-
ployment, and higher levels of chronic illness.
Additionally, school facilities are often dilapi-
dated and resources are inadequate. For example,
post-apartheid government spending per white
pupil in South Africa is four times the amount
spent on black students who mostly live in seg-
regated areas (Chisholm et al, 1998). Similarly
in the USA, spending on students in large pre-
dominantly non-white school districts in cities
such as New York can be as much as 50% lower
than in mostly white-surrounding suburban areas
(Kozol, 1991). Moreover, dropout rates for stu-
dents in schools in extremely poor and racially
segregated inner cities in the USA such as in
Baltimore, Maryland, approach 65%. Similarly
in South Africa, attrition approaches 60% among
students who start school and leave prior to com-
pleting high school (Department of Education,
2003).

Consequently, blacks in the USA and in South
Africa live in areas that have been designated as
being “extremely segregated,” are overwhelm-
ingly represented at the lowest end of the socioe-
conomic spectrum, and display poorer health
outcomes compared to other race/ethnic groups.
Historically, many white immigrant groups as
well as Latinos and Asians have lived in segre-
gated residential conditions and ethnic enclaves,
but no US immigrant group has lived under
the high levels of segregation that currently
characterize the black population (Williams and
Collins, 2001). Moreover, the wealthiest blacks

in the USA are more likely to live in racially
segregated areas than the poorest Latinos and
Asians (Massey, 2004).

Residential segregation is also evident in the
UK but it appears to be less extreme than
in the USA. Ethnic minorities in the UK are
more likely to live in areas where the total eth-
nic minority population exceeds 40% (Nazroo,
2004). Furthermore, 45% of the ethnic minor-
ity population in the UK resides in the city
of London compared to only 10% of whites
(Nazroo, 2004). Nearly half of all South Asian
adults over the age of 60 years live in fairly
large households with very low income. Many
also live in areas with high-ethnic minority con-
centrations (Nazroo, 2004). Such conditions are
potentially detrimental to health, particularly in
advanced stages of life.

Personal experiences of racism and discrim-
ination are also potentially deleterious to health
although the numbers of experiences vary among
members of race/ethnic groups across countries.
Results from the South African Stress and Health
Study indicated that Africans and coloreds were
twice as likely as whites to report an experience
of racial discrimination and Indians were three
times more likely to report racial discrimina-
tion (Williams et al, 2008). Africans and Indians
also reported twice the level of non-racial dis-
crimination as whites although the overall level
of reported discrimination in the study was less
than 10%.

In contrast, a study conducted in the
UK showed that greater than 10% of non-
white individuals reported experiencing some
form of racial harassment and 25% reported
being fearful of harassment (Modood, 1997).
Furthermore, 70% of indigenous persons in an
Australian study reported at least one experi-
ence of race-based discrimination (Paradies and
Cunningham, 2009). Three quarters of blacks
recently polled by The Washington Post/ABC
News (2009) in the USA and 68% of other non-
whites reported personal experiences of racial
discrimination. Experiences most often cited by
US blacks in the poll included being made to
feel unwelcome in a store, being stopped by the
police, being denied a job, and being denied
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housing because of their race. The reporting
of discrimination experiences may depend upon
individual and group perceptions of what is
considered to be “discriminatory” in various
domains as well as what is considered acceptable
to report. Improvements in measuring and cap-
turing experiences of race/ethnic discrimination
across societies are needed to better understand
the implications of these experiences for health
among various population groups (Williams and
Mohammed, 2009).

Discrimination can affect health in many
ways. It can result in reduced access to necessary
goods and services, lead to the internalization
of negative stereotypes, increase stress, and trig-
ger behavioral responses such as substance use,
excessive eating, and failure to adhere to medi-
cal regimens that can have adverse consequences
for health. For example, findings from a national
study in South Africa suggested that perceived
chronic discrimination was positively associ-
ated with psychological distress (Williams et al,
2008). In the USA, results from several studies
showed that racial discrimination was associated
with cardiovascular and physiological reactivity
among blacks in laboratory settings, worse phys-
ical and mental health, higher risk of low birth
weight and preterm birth, and engagement in
negative health behaviors such as smoking, alco-
hol consumption, and illicit drug use (Paradies,
2006; Williams et al, 2003). Moreover, stud-
ies from the USA, South Africa, Australia, and
New Zealand found that consideration of expe-
riences of racial discrimination in statistical
analyses provided additional incremental contri-
bution in accounting for race/ethnic disparities
in health beyond the effects of socioeconomic
status (Williams and Mohammed, 2009).

5.3 Medical Care

Differences in health-care access, quality, and
treatment rates for non-whites compared to
whites have been documented extensively in the
USA, the UK, Australia, and Canada. They are
likely attributed to residential racial segregation
and experiences of racism and discrimination

within health-care systems. Racial and eth-
nic minorities in the USA are overrepresented
among the almost 50 million Americans who
lack health insurance and thus face major chal-
lenges in obtaining access to medical care. A
report from the Institute of Medicine in the USA
showed consistent race disparities in the qual-
ity and intensity of care for numerous health
conditions that persisted after differences in clin-
ical need, appropriateness of treatment, SES,
and insurance are controlled (Smedley et al,
2003). Discrimination on the part of health-care
providers, much of it probably below their con-
scious awareness, but based on negative stereo-
types of their ethnic minority patients likely
plays a role in these patterns (Smedley et al,
2003). Other research indicates that US physi-
cians who provide care to non-white patients are
less likely to be board certified (accredited by
a medical governing body in their area of spe-
cialization) and are also more likely to report
difficulties in arranging access for their patients
to specialists, diagnostic testing services, and
hospitals for non-emergency admissions (Bach
et al, 2004). Furthermore, in racially segregated
areas in the USA, physicians are less likely
to accept Medicaid payment (low-income gov-
ernmental health-care insurance) for services,
pharmacies are less likely to be stocked with
adequate medical supplies, and hospitals are
more likely to close (Buchmueller et al, 2006;
Greene et al, 2006; Morrison et al, 2000). The
result is that race-based disparities in health-
care access and quality are significantly asso-
ciated with poorer health outcomes, including
higher mortality, among non-whites in the US
health-care system (Smedley et al, 2003). In con-
trast, US whites generally have greater access to
health care, experience higher quality care, and
have higher rates of treatment – all of which
are presumed to provide additional benefit for
maintaining health.

Race/ethnic differences in health-care access
are also evident in other countries. Ethnic dif-
ferences in access to health care in the UK
vary within parts of the National Health Service
(NHS). Although research suggests that blacks
and other non-white groups receive primary
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care at a rate equivalent to the general UK
population relative to need, access to tertiary
care for disease-specific treatments is lower
among non-whites (Parliamentary Office of
Science and Technology, 2007). Non-whites
also report greater levels of dissatisfaction with
multiple aspects of health-care delivery in the
NHS (Parliamentary Office of Science and
Technology, 2007). Moreover, findings from
Australian studies comparing treatment rates
for cardiovascular disease among indigenous
and non-indigenous patients suggest that indige-
nous patients admitted to public hospitals are
nearly 50% less likely to receive diagnostic
or therapeutic procedures (Cunningham, 2002).
Additionally, indigenous patients are less likely
to receive invasive coronary procedures after
acute myocardial infarction than non-indigenous
patients with similar presentation even after con-
trolling for co-morbidities (Coory and Walsh,
2005; Cunningham, 2002). Other studies also
show that indigenous Australians receive lower
levels of care for cancer and renal transplantation
(Cass et al, 2003; Hall et al, 2004).

Similarly, research suggests that indigenous
Canadian populations are also significantly less
likely to receive renal transplantation (Tonelli
et al, 2004). They are also less likely to
obtain adequate prenatal care even after hold-
ing potential confounders constant across groups
(Heaman et al, 2005). Additionally, Canadian
immigrants are less likely than native-born
Canadians to receive preventive care, including
cervical cancer screenings, although screening
rates among immigrants with longer residency
in Canada are nearly double for those recent
immigrants (Lofters et al, 2007). Thus, culture
and language may serve as major barriers to
health-care access for Canadian immigrants and
indigenous population groups (Lai and Chau,
2007).

5.4 Immigration and Resources
for Health

Immigration involves the relocation of people
from one country to another usually for the

purposes of work or political asylum and immi-
grants can either be legally recognized in their
new host country or not. Recent data suggest that
net migration rates are positive and highest for
highly industrialized countries and negative for
less developed countries. Thus, the net flow of
migrants tends to be from less developed areas of
eastern Europe, central and north Africa, Asia,
South America, Mexico, and the Caribbean to
developed countries with advanced economies
such as the USA, Canada, Russia, western
European countries, Australia, and South Africa
(Central Intelligence Agency, 2009). Implicit in
this migratory trend are differences in patterns
of disease prevalence, morbidity, and mortal-
ity between immigrants’ countries of origin and
their host countries due to differences in the
rates at which the epidemiologic transition is
occurring between these places. Morbidity and
mortality in non-developed countries are most
often attributed to infectious and maternal dis-
eases associated with poverty, while death rates
and morbidity associated with chronic diseases
are greatest in industrialized countries.

First generation immigrants to developed
countries bring with them personal health
behaviors, cultural practices, beliefs, and other
resources from their former country. The usual
result is that mortality rates are often lower
for newer immigrants once in their host coun-
try than for the host’s general population, par-
ticularly if the host is a developed country.
Mortality rates for communicable, maternal, and
poverty-related diseases associated with immi-
grants’ countries of origin rapidly decline to
host levels due to decreased exposure in the
host country. Additionally, a lag usually takes
place after immigrants’ arrival in the host coun-
try prior to any acculturation processes occur-
ring. Thus, a time delay often exists before new
immigrants begin to adopt the health behav-
iors of the host country, including the adoption
of common health behaviors in industrialized
countries that may lead to elevated risks for
chronic diseases. Both immigration and length
of residency in a host country may further con-
tribute to race/ethnic heterogeneity in health out-
comes between population groups and within
them. Moreover, the effects of acculturation
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may widen race/ethnic disparities, particularly
between white and non-white groups.

For example, recent data from the US
Multi-Ethnic Study of Atherosclerosis show
that carotid plaque prevalence and mean
carotid intima media thickness, both markers
of atherosclerosis, an antecedent to clinical
cardiovascular disease, were greater among
US-born than foreign-born study participants.
Markers of atherosclerosis were also greater
among persons in the study with greater num-
bers of familial generations that had lived in
the USA (Lutsey et al, 2008). In Australia, data
concerning chronic disease prevalence indicate
that recent immigrants are less likely to report
having arthritis, asthma, diabetes, heart disease,
vascular diseases, and stroke or mental health
problems compared with immigrants with longer
length of residence in the country (Australian
Bureau of Statistics, 2006a). Similarly, data
from the Canadian Community Health Survey
and Canadian Population Health Survey confirm
that immigrants to Canada with fewer than 30
years of residence in the country are less likely
to report having a chronic health condition than
native-born persons and the health advantage
is greatest among recent immigrants (Perez,
2002). More refined analyses also show that
among men who immigrated to Canada in the
past 20 years compared to native-born men, the
odds of heart disease incidence are lower and
not fully explained by differences in dietary
patterns, smoking, physical activity, alcohol
consumption, body mass index, or place of
origin (Perez, 2002).

While health-promoting behaviors are most
often cited as the greatest health resources immi-
grants bring with them, it is plausible that immi-
grants bring other resources as well. Resources
vary significantly by group but may include
higher levels of socioeconomic status, mate-
rial resources such as money, social networks
providing instrumental and emotional social sup-
port, and professional training for employment
opportunities in the host country. Some studies
show, however, that socioeconomic status com-
bines with immigrant status in complex ways
to affect health outcomes of some immigrant
groups. For example, the Latino health paradox

in the USA provides an example of this for sev-
eral health outcomes including infant and overall
mortality, cardiovascular diseases, cancer, and
self-reported physical and mental health status.
The paradox is that the health status of Latinos
in the USA is more comparable to that of whites
despite lower overall socioeconomic status in
this group. However, second generation Latinos
in the USA face major challenges with regard
to socioeconomic mobility and the combination
of low SES and acculturation leads to a marked
decline in health status. In contrast, many Asian
immigrants have higher income and education
levels than US whites and declines in their health
over time appear to be less steep than those of the
Latino population (Williams, 2005).

The better health of immigrants, generally,
and new immigrants in particular, is some-
times dismissed in the literature as the result
of selection or bias. Some studies suggest that
the “healthy migrant” effect results from self-
selection or other selection of healthier per-
sons for immigration prior to arrival in the
host country. Others hypothesize that some less
healthy and elderly immigrants in host coun-
tries may return to their countries of origin
and their deaths are not counted in the mor-
tality statistics of the host country resulting in
biased counts and race/ethnic disparities that
are artificially lessened. Exploratory data from
the USA suggest that return migration rates
are relatively high for certain Latino immigrant
groups. However, tests of the healthy migrant
and return migration hypotheses using data
from the US National Longitudinal Mortality
Study showed that neither hypothesis explained
the lower overall mortality among Cuban and
Puerto Rican immigrants in the USA compared
to non-Latino immigrants and US-born whites
(Albraido-Lanza et al, 1999). It has been hypoth-
esized that the social and cultural capital that
immigrants bring with them, including health-
promoting behaviors and extended kin networks,
may contribute to the health paradox because
of their strong protective effects for immigrants’
health in host countries. More research is needed
to investigate how the health status that immi-
grants bring with them combines with their
human capital resources at arrival, and their
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exposures, risks, and resources in their host soci-
ety to create particular trajectories of health for
immigrants and their children.

Evidence that the global epidemiologic transi-
tion is currently taking place at a highly acceler-
ated rate in mostly non-white developing regions
of the world such as East Asia/Pacific, Latin
America/Caribbean, Middle East/North Africa,
South Asia, and sub-Saharan Africa compared
to the rates at which it occurred in developed
countries suggests that morbidity and mortality
patterns will inevitably change for population
groups in developing regions. Moreover, it is
also likely that the health advantage experienced
by immigrants from these regions upon arriv-
ing in a host country will narrow. It is estimated
that coronary heart disease will increase between
120 and 140% in developing countries through
the year 2020 (Leeder et al, 2004). The rapid
pace of the transition is the result of the quick
and far-penetrating importation of the “western”
lifestyle and its associated commodities (refined
sugar drinks, cigarettes, and processed foods)
coupled with a lack of preventative interventions.
The unfortunate result in developing countries
is earlier onset of disease, increased demands
on health-care delivery systems, loss of worker
productivity, and increased family poverty due
to health-related job loss. These societal and
economic burdens threaten the sustainability of
developing countries (Gaziano, 2007). Thus, the
impact of the current epidemiologic transition
in developing countries may lead to greater
numbers of people who want to immigrate to
other places, but immigrants may possess fewer
resources for health and have poorer health status
that could be further exacerbated by accultura-
tion processes after immigration. Moreover, the
potential exists that the unintended by-product of
the transition will be that race/ethnic disparities
in industrialized host countries will increase.

6 Future Research Directions

In this chapter we reviewed conceptions and uses
of race and ethnicity across several countries

with diverse population groups. Additionally,
we illustrated the global context of race/ethnic
disparities in health and outlined some of the
mechanisms through which disparities become
manifest. Although these topics have been exam-
ined extensively in many countries, race/ethnic
disparities continue to persist and are, for some
outcomes, widening in many societies. Thus,
more research is needed to further elucidate fac-
tors that contribute to race/ethnic disparities in
health. Moreover, translational research is also
needed to effectively convey existing findings
for the development of public policies targeted
to eliminate these disparities. We suggest five
directions for future research globally to achieve
these aims.

(1) Investigating health-promoting factors.
While much of the existing research on
race/ethnic disparities in health has taken
the “glass half empty” approach, we suggest
an expansion in focus to include a compli-
mentary “glass half full” approach. In other
words, future research should investigate
factors contributing to better health among
various race/ethnic groups. Ideally, this
approach will lead to greater understanding
of factors that preserve and/or promote
health for specific populations. For example,
blacks in the USA have lower lifetime
prevalence of major depressive disorders
compared to other race/ethnic groups
(Williams et al, 2007). Future investigations
of individual and environmental factors that
are protective for black mental health are
needed to advance the literature on this
topic.

Attention must be paid to heterogene-
ity within race/ethnic groups by nativity,
nationality, and gender. Additionally, a life
course approach is warranted to investigate
the incremental contributions of potentially
positive health exposures across the lifespan.
Such exposures might include increased
social and material resources; wealth;
residential integration; neighborhood
resources; positive psychological attributes
and resources; certain health behaviors (i.e.,
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increased physical activity, low-fat diet);
religiosity and belief systems. Improved
understanding of how these factors con-
tribute to health could potentially lead to
expedient policy development in an effort to
protect, create, or expand health-promoting
structures within societies.

(2) Developing better measures of the social
context for health. Improvements over exist-
ing research on race/ethnic disparities in
health must include better measures of the
social contexts individuals negotiate on a
daily basis. These measures are necessary
to assess the specific risks and resources
that individuals may be exposed to and that
may vary systematically by race and eth-
nicity. It may be the case that existing SES
measures such as education, income, wealth,
and occupational status do not fully cap-
ture important aspects of social status that
may matter for health in certain population
groups. For example, extensive familial and
social networks in ethnic immigrant commu-
nities may serve as key resources for preser-
vation of health-promoting cultural factors
and for pooling economic resources. Thus, it
may be the interactive effect of the absence
of such networks in some communities
simultaneously with low SES that leads to a
greater negative impact on the health status
of some ethnic immigrants. Incorporating
measures of the social and environmental
contexts and changes in them over time may
allow for better understanding of the path-
ways through which traditional measures,
such as education and income affect health
over the life course. Similarly, there has
been inadequate attention paid to the ways
in which chemical and physical environmen-
tal exposures in residential and occupational
environments of ethnic minorities combine
with psychosocial risks and resources to
affect health.

(3) Examining cumulative exposures over
the life course. Future research must also
examine the impact of cumulative expo-
sures throughout the life course. These
investigations should consider both positive

and negative exposures that affect health.
Additionally, study objectives should
include determining stages of the life course
where certain exposures may be most health
promoting or eroding. For example, an
important question to be investigated is to
what extent do childhood socioeconomic
circumstances (including those of immi-
grants) contribute to the onset of specific
diseases, such as cardiovascular disease,
associated biologic risk factors, and the
clustering of risk factors at various stages
of the life course. By way of extension, are
low-SES children and adolescents of par-
ticular race/ethnic backgrounds more likely
to develop risk factors for certain diseases
earlier in life? Natural experiments, such as
the relocation of people from low-income
housing projects to higher SES areas or
school choice programs where parents can
send children to higher performing schools
within districts, may prove extremely useful
for investigating such questions. Results
from these studies may provide compelling
evidence regarding the types of effective
interventions that could be implemented on
a larger scale.

(4) Elucidating biologic pathways through
which social determinants affect health.
Translational and multidisciplinary
research is essential for developing cre-
ative approaches for understanding how
“upstream” causal factors that may be soci-
ological or economic in nature contribute
to more “downstream” biologic pathways
that create or prevent specific disease states
in various race/ethnic groups. For example,
“allostatic load” refers to the process where
chronic experiences of psychological stress
lead to the deregulation of multiple physi-
ologic systems that ultimately give rise to
disease (McEwen, 1998; see Chapter 42).
Future research is necessary to link such
alterations in biological processes to specific
disease states and to determine if certain
race/ethnic groups are more susceptible to
such alterations. Other biologic pathways
also need to be uncovered. Additionally,
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studies should investigate the importance
of specific gene×environment interactions
to the progression of disease processes and
their contribution to alterations of natural
aging processes for various race/ethnic
groups.

(5) Ensuring greater levels of accuracy in the
collection and use of race/ethnic data.
Significant reliability and validity problems
plague race/ethnic data and often result
from miscounting and misclassifying per-
sons due to the lack of unifying defini-
tions for race/ethnic groups across place
and time and variations in race/ethnic data
collection procedures among data collec-
tion agencies. For example, the Asian race
category in the US Census refers to descen-
dents from the Far East, Southeast Asia,
and the Indian subcontinent and has evolved
over time from its original form, whereas
ethnic categories in the UK Census distin-
guish between some Asian ethnic groups.
This example illustrates that (a) the inter-
pretation of study results and their meaning-
fulness, using the Asian US race category
must carefully reflect the fact that multi-
ple groups with different ancestral origins
are combined in one category; and that (b)
race/ethnic classifications across countries
may not be comparable. A rethinking of cur-
rent race/ethnic categories and the creation
of new categories may be warranted in order
to better reflect the changing demographic
compositions of race/ethnic groups within
localities. Additionally, greater emphasis
needs to be placed on unifying defini-
tions of race/ethnicity across place, while
still reflecting the unique demographic com-
positions of countries in order to pro-
vide for greater data comparability and
to better identify the social determinants
of race/ethnic differences in health. Even
with consistent race/ethnic definitions across
locations, one must still take into con-
sideration the ethnic heterogeneity within
categories and the unique social, envi-
ronmental, and immigration factors that
shape the individual experiences of persons

identifying with a particular race/ethnic
group.

Race/ethnic disparities in health violate
norms of equal opportunity and systematically
restrict the quality of life and productive capac-
ity of many individuals. They warrant imme-
diate attention in research and policy domains.
Although research designs need to be sophisti-
cated, investigators must take a “common sense”
approaches to frame research questions and to
develop measures in racially and ethnically rel-
evant contexts. Moreover, results must provide
key messages for policy makers that can be eas-
ily translated into high-impact policies ensuring
the promotion of health for all race/ethnic groups
across diverse societies.
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Chapter 24

Neighborhood Factors in Health

Mahasin S. Mujahid and Ana V. Diez Roux

1 Introduction

Although the notion that “place matters” has
ample historical roots in the public health and
epidemiologic literature (Kawachi and Berkman,
2003a; Macintyre et al, 2002; Smith et al, 2001),
there has been a resurgence of interest in the
health effects of place in the last decades. This
increased interest, as demonstrated by the explo-
sion of the neighborhood health effects liter-
ature, is in part a function of three converg-
ing themes. First, researchers are beginning to
recognize that variations in health cannot be
solely explained by individual-level factors. In
fact, human disease and illness arise from com-
plex interactions of genetic, biological, social,
and environmental factors operating at multi-
ple levels of organization (Diez-Roux, 1998b;
Schwartz et al, 1999). Moreover, the more proxi-
mal individual-level causes of disease are nested
within organizational structures and contexts
that are as important as individual-level char-
acteristics for understanding disease etiology.
The traditional practice of descriptive epidemi-
ology, including the simple documentation of
variations in health across places (i.e., countries,
regions, states, and neighborhoods), is insuffi-
cient, and researchers have begun to explicitly
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investigate how and why place matters for health
(Diez-Roux, 1998a; Schwartz et al, 1999).

The ability to investigate the multi-level deter-
minants of disease has also been a function
of advances in statistical methods. For exam-
ple, multi-level modeling (Diez-Roux, 2000;
Subramanian et al, 2003) provides a compre-
hensive approach to simultaneously studying
neighborhoods or other contexts and individu-
als, allowing investigators to document effects of
features of places (i.e., contextual factors) above
and beyond the characteristics of the individu-
als that reside within them (i.e., compositional
factors) (see Chapter 56). Other spatial analy-
sis tools such as geographic information systems
(Rushton, 2003), systems that can be used to
capture, manage, and analyze spatially refer-
enced data, also allow for more sophisticated
examinations of the spatial patterning of health
and its determinants.

A third factor contributing to recent inter-
est in neighborhood health effects is the global
and national commitment to understanding and
eliminating social inequalities in health (CSDH,
2008; Davis, 1998). Public health researchers
have drawn on literature in the social sci-
ences (geography, sociology, urban planning)
that provides both relevant theory and empir-
ical documentation of how neighborhoods are
socially patterned (Sampson, 2003). For exam-
ple, theories on the concentration of poverty
and patterns of residential segregation explain
the spatial sorting and stratification of individ-
uals across places. These theories highlight the
notion that people of different socioeconomic
and racial/ethnic backgrounds do not live in
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the same areas (Jargowsky, 1997; Massey and
Denton, 1993; Wilson, 1987). This differential
sorting coupled with the differential distribution
of health-enriching resources across these areas
provides a lens for understanding how places
contribute to health inequalities (Block et al,
2004; Moore and Diez Roux, 2006; Moore et al,
2008a).

Continued emphasis on the study of neigh-
borhoods in relation to health may improve
our understanding of disease processes and the
manifestation of health inequalities. However,
the study of neighborhood health effects also
raises a number of theoretical and method-
ological challenges. A major challenge in the
study of neighborhood health effects pertains
to separating context from composition, or in
other words determining whether differences in
health outcomes across neighborhoods are due
to the effects of neighborhood-level characteris-
tics (sometimes referred to as contextual effects)
or result simply from the fact that individuals
with certain characteristics tend to live in cer-
tain types of neighborhoods (sometimes referred
to as compositional effects). The ability to sepa-
rate the two is crucial to drawing causal infer-
ences regarding neighborhood effects (Duncan
et al, 1998). Improved inferences regarding
neighborhood effects will require addressing
a series of challenges including: (1) defin-
ing and operationalizing neighborhood bound-
aries, (2) measuring neighborhood exposures,
(3) improving study design and causal infer-
ence, and (4) accounting for time and life-course
effects.

In this chapter, we briefly review selected past
work on neighborhoods and health with a focus
on behavioral outcomes. We then discuss chal-
lenges related to estimating these effects and
provide examples of novel approaches to address
these challenges. We illustrate our discussion
drawing primarily on the literature on cardiovas-
cular disease (CVD) risk factors and outcomes,
which has been extensively studied in the neigh-
borhood health effects literature (Chaix, 2009;
Diez Roux, 2003). We highlight key issues and
refer the reader to other sources for a more com-
prehensive review and discussion (Diez Roux,

2007; Kawachi and Berkman, 2003b; O’Campo,
2003; Oakes, 2004; Sampson et al, 2002).

2 Brief Summary of Past Work on
Neighborhoods and Behavioral
Outcomes

The neighborhood health effects literature is
rapidly expanding. Early work was dominated
by investigations of neighborhood socioeco-
nomic environments in relation to a variety
of health outcomes including: maternal and
child health, chronic disease, health behav-
iors, mental health, and mortality (Kawachi and
Berkman, 2003b; Leventhal and Brooks-Gunn,
2000; Pickett and Pearl, 2001; Truong and Ma,
2006). In general, this research suggests that liv-
ing in socioeconomically disadvantaged neigh-
borhoods is associated with worse health out-
comes, independent of many individual-level
factors. More recent work has examined spe-
cific features of neighborhood environments in
relation to health. These features include mea-
sures of the neighborhood: (1) built/physical
environment including land use patterns, den-
sity and access to destinations, street connec-
tivity, access to healthy foods, and recreational
resources and (2) social environment includ-
ing safety/violence, social cohesion/social cap-
ital, collective efficacy, and signs of disorder.
We briefly summarize this research in relation
to a selection of behavioral and other related
outcomes below.

2.1 Physical Activity

There have been several critical reviews of stud-
ies linking neighborhood physical and social
environments to physical activity (Humpel et al,
2002; Kaczynski and Henderson, 2008; Saelens
and Handy, 2008; see also Chapter 1). A review
by Humpel and colleagues (2002) identified 19
studies between 1989 and 2001 examining the
relationship between environmental attributes
including perceived and objective measures of
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neighborhood physical environments in relation
to physical activity behaviors. Physical activ-
ity behaviors were most consistently associated
with the accessibility of facilities, opportunities
for physical activity, and aesthetic quality. A
later review in 2008 examined studies investigat-
ing the role of features of the built environments
of neighborhoods in relation to physical activ-
ity function and intensity (Saelens and Handy,
2008). Fifty articles were indentified between
1998 and 2005 and the majority of these found
significant positive relationships between the
presence of resources for physical activity and
residents physical activity levels. A final review
in 2008 identified 29 new original articles and
13 in prior reviews published between 2002 and
2006 that investigated features of neighborhood
built environments in relation to walking behav-
ior (Kaczynski and Henderson, 2008). Results
indicated that greater population density, more
land use mix, and distance to non-residential
destinations are linked to more walking for
transportation. Additionally, better pedestrian
infrastructure and aesthetic quality were also
consistently associated with more walking for
recreation.

Evidence regarding the relationship between
features of the social environment of neighbor-
hoods and physical activity is less consistent.
For example, a recent review in 2008 identified
41 studies examining neighborhood safety/crime
or other related measures (i.e., collective effi-
cacy) and physical activity outcomes (Foster
and Giles-Corti, 2008). Study results have been
inconsistent, mostly likely because of measure-
ment error due to the difficulties in assessing
the social environment. However, more recent
studies using more novel measurement tech-
niques have documented associations (Bennett
et al, 2007; McGinn et al, 2008; Sallis et al,
2007) between neighborhood safety and physical
activity.

2.2 Diet

Studies examining the local food environment
in relation to dietary habits have focused on

the presence or absence of supermarkets as a
proxy for healthy food availability. These stud-
ies have consistently documented associations
between the presence of a supermarket and other
retail stores and healthier dietary behaviors (i.e.,
high intake of fruits and vegetables, low calories
from dietary fat, low total caloric intake) (Larson
et al, 2009). Recent work has also documented
associations between the presence of fast food
restaurants and poor diet quality (Moore et al,
2009). An emerging body of work has begun to
examine and document associations between the
actual availability of healthy foods in retail stores
and higher intake of healthy foods and greater
home availability of healthy foods (Larson et al,
2009).

2.3 Body Mass Index and Obesity

Several reviews highlight the growing body of
research examining features of the physical and
social environments of neighborhoods in rela-
tion to body mass index (BMI) (Black and
Macinko, 2008; Larson et al, 2009; Papas et al,
2007). For example, a review in 2007 identified
20 studies between 2002 and 2006 investigat-
ing associations between the built environments
of neighborhoods in relation to BMI (Papas
et al, 2007). The majority of these studies (17
out of 20) documented significant associations
between an array of built environment measures
and BMI. The most consistent associations were
between greater walkability and access to recre-
ational resources. There have also been recent
studies linking the local retail environment to
BMI/obesity. The results of this work suggested
that poor access to supermarkets was associated
with greater BMI (Larson et al, 2009).

A smaller body of work has examined fea-
tures of the social environment of neighborhoods
in relation to BMI with mixed results. While
some studies have reported associations between
poorer social environments (i.e., low collective
efficacy/social cohesion, greater crime/violence,
poorer aesthetic quality) and higher levels of
BMI (Boehmer et al, 2007; Cohen et al, 2006;
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Glass et al, 2006), several studies have also
found no association or associations in the unex-
pected direction (Burdette et al, 2006; Mujahid
et al, 2008a).

2.4 Summary

In general, studies investigating neighborhood
physical environments in relation to behav-
ioral outcomes suggest that residing in bet-
ter environments (i.e., more access to healthy
foods and resources for physical activity) is
cross-sectionally associated with greater phys-
ical activity, healthier diets, and, to a lesser
extent, lower BMI. The results are far less
consistent regarding aspects of neighborhood
social environments in relation to these out-
comes. Many theoretical and methodological
challenges exist to determine if these associa-
tions are causal. These challenges are discussed
in the remainder of the chapter.

3 Theoretical and Methodological
Considerations

3.1 Conceptualization and
Measurement of Neighborhoods

The term “neighborhood” is widely used in pub-
lic health research, and throughout this chapter,
in part because it is a component of the popular
contemporary lexicon. However, it is a concept
that is difficult to precisely define and measure
and many definitions exist across various disci-
plines. For example, in the sociological tradition,
a neighborhood is an ecologic structure nested
within a local community and includes a collec-
tion of people and institutions occupying a spa-
tially defined area (Park, 1915; Suttles, 1972).
This area is influenced by both internal and
external forces such as historical, cultural, eco-
logical, environmental, geographical, and politi-
cal forces (Park, 1915; Suttles, 1972). Based on
traditional definitions, neighborhoods are often

assumed to be nested and bounded structures
that are discrete and non-overlapping (Chaskin,
1997). Additionally it is often assumed that
neighborhoods need to be relatively homoge-
neous with respect to the exposures of inter-
est (Pickett and Pearl, 2001). We will discuss
alternative conceptualizations of neighborhoods
that rely on a more “relational” as opposed to
“spatial” understanding of neighborhoods (see
Section 3.1.1).

In practice, neighborhoods are most often
operationalized using administrative boundaries
constructed by administrative agencies. In the
US context, these boundaries are most consis-
tently provided by the US Census Bureau and
include counties, tracts, and block groups that
vary in size between an average of 100,000
individuals per area (counties) to 1000 indi-
viduals per area (block groups) (U.S. Bureau
of the Census, 1994). Zip codes, derived from
the US Postal Service to facilitate efficient mail
delivery, are also frequently used in the US con-
text (U.S. Postal Service, 2003). There are a
number of limitations to the use of administra-
tive boundaries and a continuing debate over
which of these areas is most appropriate and
if they should be used at all (Krieger et al,
2002). Administrative boundaries are imperfect
and considered mere proxies for the true geo-
graphical areas based on resident perceptions
or historical and local knowledge. Additionally,
different administrative boundaries vary dramat-
ically in spatial scale. For example, census coun-
ties and zip codes are generally considered too
large especially in trying to define homogeneous
neighborhood exposures, a fundamental assump-
tion of the statistical techniques used to create
neighborhood variables and to relate them to
health. Specifically, these methods require expo-
sures that are more homogeneous than not in
order to isolate neighborhood effects from the
effects of compositional (individual-level) char-
acteristics (Diez-Roux, 2000; Subramanian et al,
2003). In this regard, census tracts and block
groups are preferred because they are smaller
and were designed to be relatively homogeneous
with respect to census-derived population and
socioeconomic indicators. However, physical
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changes (i.e., changes in street patterns, high-
way construction, and other developments) as
well as population growth and migration patterns
cause the composition and boundaries of tracts
and block groups to change over time. Moreover,
because these areas are defined based on having
an average number of individuals located within
them, less densely populated areas are much
larger in spatial scale as compared with more
densely populated areas. For example, based on
the 2000 US Census, tracts in more densely
populated urban areas such as New York City,
New York, are as small as 0.01 square miles.
However, tracts in more rural and sparsely popu-
lated areas such as Santa Barbara, California, are
as large as 1168 square miles (U.S. Bureau of the
Census, 2000).

There are a number of benefits to using
administratively defined neighborhood bound-
aries, which explains their wide use in the liter-
ature. Administrative data are readily available
at no additional cost to researchers providing
easy links to health outcomes data. In addition
to pre-specified neighborhood boundaries, cen-
suses also provide information on the sociode-
mographic characteristics of residents and these
aggregate socioeconomic status (SES) measures
are often used as proxies for neighborhood fea-
tures in analyses. Measures based on adminis-
trative areas can also be obtained for very large
geographic regions allowing for national analy-
ses. Despite the fact that neighborhoods based
on administrative definitions are likely to be very
imperfect proxies for the spatial areas relevant to
health, the fact that they have allowed detection
of health-relevant associations suggests that fea-
tures of these areas may be correlated with the
true area-level constructs of interest.

Researchers have also attempted to charac-
terize neighborhoods based on historical roots
or resident perceptions. For example, mental
maps have been developed as a technique of
creating neighborhood boundaries based on res-
idents’ perceptions (Downs and Stea, 1973;
Gould and White, 1974). This approach requires
individuals to construct cognitive maps repre-
senting their relationship to space including the
geographic boundaries that defined their daily

lives based on physical (i.e., streets, highways,
rivers, landmarks) and social elements (i.e., rela-
tionship and networks of friends and neighbors).
These maps remain underused in the public
health literature because it is hard to conduct
them on a large scale and because there is
a great deal of variability in resident percep-
tions. Studies have documented that perceptions
of neighborhood boundaries vary significantly
by individual characteristics such as age, gen-
der, race/ethnicity, and social class (Anderson,
1990; Chaskin, 1997). Moreover, this approach
is often dismissed as being overly subjective and
impractical because of the difficulty in obtaining
objective measures for these subjectively defined
areas.

3.1.1 Spatial Scale

A more fundamental issue related to defining
and operationalizing neighborhood boundaries
is identifying the appropriate spatial scale. The
different spatial scales represented in the lit-
erature are in part driven by data availabil-
ity such that the most common option is the
use of administrative sources with pre-specified
boundaries at various spatial scales. However,
the most relevant spatial scale for investiga-
tion depends on many other factors including:
(1) the processes through which area features
are hypothesized to affect specific health out-
come, (2) the neighborhood exposures being
measured, and (3) the most appropriate spatial
scale for intervention or policy-relevant solu-
tions. Different spatial scales may be more or
less relevant for specific health processes under
investigation. For example, the immediate area
(i.e., smaller neighborhood boundaries) may be
important for understanding how environmen-
tal exposures (i.e., toxins) relate to asthma.
Alternatively, larger areas may be more appro-
priate for understanding how the presence of
fast food restaurants shapes dietary behaviors.
Misspecifying the spatial scale can result in bias
consistent with exposure misclassification in epi-
demiologic research. Specifically, neighborhood
exposures may be misclassified if the spatial
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scale most relevant to the process of interest
is not used. This may result in spurious asso-
ciations or lack of associations between neigh-
borhood exposures and health outcomes. This
problem is often referred to as the modifiable
area unit problem (MAUP), the fact that the asso-
ciation detected between a geographic unit and
an outcome is a function of the spatial scale used
(Openshaw, 1984). Thus, using the wrong spa-
tial scale or the wrong boundary within a correct
spatial scale can produce biased results.

Because public health researchers are inter-
ested not only in studying problems but also in
implementing solutions, decisions regarding the
relevant spatial scale may be based on the poten-
tial for interventions or policy solutions. In some
states (with more populated counties), local
county governance determines how important
resources such as courts, judicial systems, public
transportation, welfare services, child and fam-
ily services, hospitals, food and safety regula-
tions, and environmental health services are dis-
tributed. As such, examining variations in health
by counties may lead to results that are more
amenable to local policy solutions. Similarly,
considering definitions based on urban planning
may also be useful. For example the city of
New York consists of five boroughs and 59 com-
munity districts (New York City Department of
City Planning, 2005). There are also hundreds of
neighborhoods within these community districts
with strong historical underpinning. However,
goods and services are distributed at the com-
munity district level. Specifically, the department
of city planning promotes strategic growth and
development within each of the community dis-
tricts providing an added incentive for investi-
gating how features of these areas may relate to
health.

Future research may benefit from a more
careful consideration of the relevant spatial
scale. However, there is limited theory avail-
able to inform our understanding on the appro-
priate spatial scale. For some research ques-
tions, multiple spatial scales may operate to
affect the health processes under investigation.
Additionally, although neighborhoods are most
often studied in relation to health, there may

be features of larger geographic areas such
as metropolitan areas, states, and regions that
have important health implications. Thus, it
is important to understand how neighborhoods
are located within surrounding areas and how
features of these non-residential or surround-
ing environments may also matter for health.
To this end, a growing body of research has
examined neighborhood processes in relation to
multiple spatial scales and has considered both
local neighborhoods and surrounding neighbor-
hoods in relation to health (Auchincloss et al,
2007; Chaix et al, 2005; Morenoff, 2003; Robert
and Ruel, 2006). For example, Auchincloss
and colleagues (2007) investigated associations
between neighborhood poverty and insulin resis-
tance, considering both neighborhood poverty
within the local neighborhood and the distance
to a wealthy neighborhood. They found that
although neighborhood poverty was positively
associated with insulin resistance, the distance
to a wealthy area was also positively associated
with insulin resistance. These findings suggest
that while living in a poor neighborhood is prob-
lematic, so is living in close proximity to other
poor neighborhoods.

In a similar vein, researchers are also begin-
ning to conceptualize and operationalize neigh-
borhoods based on more relational considera-
tions. For example, some researchers argue that
contrary to popular belief, neighborhoods are
actually unstructured and unbounded constella-
tions of connections and interactions between
people (Castree, 2004; Graham and Healey,
1999). This conceptualization highlights the
fluid and dynamic nature of neighborhood envi-
ronments and challenges assumptions regarding
our ability to tease out contextual versus com-
positional effects. The reality is that neighbor-
hoods shape people and people shape neighbor-
hoods and these relationships change over time
(Cummins et al, 2007).

As a final note, neighborhoods and other geo-
graphic areas represent only one of many impor-
tant contexts that may have health-relevant prop-
erties. Other important contexts such as school
and work environments have also been studied
in relation to health. Future research may benefit
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from considering how individuals exist within
multiple overlapping contexts which may mat-
ter for health (Muntaner et al, 2006; Szapocznik
et al, 2006). Statistical methods such as cross-
classified random effects models make this type
of investigation possible (Subramanian et al,
2003).

3.2 Measuring Neighborhood
Exposures

Another important challenge in the study of
neighborhood heath effects is the measure-
ment of neighborhood exposures. Two important
questions illustrate the scope of this chal-
lenge: (1) What are the relevant features of
neighborhoods important for health? (2) How
does one obtain information on these features?
With regard to the first question, most stud-
ies examining neighborhoods in relation to
health investigate the socioeconomic character-
istics of neighborhoods. These census-derived
indicators are readily available and easily linked
to health outcomes data and have been stud-
ied in relation to CVD risk factors and out-
comes. Specifically studies have consistently
documented associations between neighborhood

disadvantage or deprivation and increased CVD
risk, morbidity, and mortality (Diez Roux et al,
2001; Sundquist et al, 2004). However, doc-
umenting associations between neighborhood
socioeconomic indicators and health provides
few clues as to the underlying important health-
relevant features. It also does not shed light on
the pathways by which neighborhoods impact
a particular health outcome (Diez Roux, 2001).
Establishing evidence of these pathways is
important to drawing causal inferences and to
identifying important interventions.

The specific features of neighborhoods that
are most health relevant are likely to differ for
each health outcome. For this reason, beginning
with a clear conceptual framework is an impor-
tant pre-requisite for delineating these features
and the pathways by which they impact health.
Figure 24.1 shows a conceptual framework of
neighborhood environments in relation to CVD.
The framework highlights features of the physi-
cal and social features of neighborhood environ-
ments and the hypothesized pathways by which
they may impact CVD risk. For example, neigh-
borhood availability and relative cost of health
foods may impact diet quality which in turn may
impact more proximate biological risk factors
such as BMI and hypertension. Alternatively,
neighborhood crime may have a direct impact on

Fig. 24.1 Schematic representation of possible pathways linking residential environments to cardiovascular risk
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CVD through stress processes. Such frameworks
have been an important omission in the litera-
ture. An increased usage of conceptual frame-
works may serve to address important critiques
regarding the atheoretical and data-driven nature
of some research in this area (Macintyre et al,
2002; O’Campo, 2003).

Consistent with the aforementioned con-
ceptual framework, researchers have begun to
measure potentially health-relevant features of
neighborhoods. These include measures of phys-
ical environment such as access to health-
enriching resources including the density and
accessibility of opportunities for engaging in
physical activity and purchasing affordable
healthy foods (Mujahid et al, 2007). Measures of
the built environment have also been measured
such as land use patterns (mix of commercial
and residential spaces), the presence and amount
of green space, street connectivity, and housing
density (Handy et al, 2002). Finally measures
of the presence of ill-health promoting facil-
ities (i.e., the presence and density of liquor
stores and fast food restaurants) and features of
the social environment such as collective effi-
cacy, social cohesion, and informal social con-
trol have also been considered (Mujahid et al,
2007). These novel measures have been increas-
ingly studied in relation to health in general and
cardiovascular health in particular (Auchincloss
et al, 2009; Augustin et al, 2008; Moore et al,
2009; Mujahid et al, 2008b).

A major challenge in measuring specific
health-relevant features of neighborhood envi-
ronments involves the second issue, obtain-
ing data on these features. Administrative data
sources can sometimes be used to obtain infor-
mation on specific health-relevant features. For
example, proprietary data sources can provide
information on the presence of businesses and
facilities in a given area. The linkages of these
geo-referenced data sources to health study
data are made possible through Geographical
Information System (GIS) technology (Rushton,
2003). In addition to linking data sources, GIS
can be used to create sophisticated measures
of spatial accessibility including density mea-
sures such as kernel densities which allow for

smoothing densities over space to create neigh-
borhood specific measures for various spatial
scales and various neighborhood definitions.

Neighborhood environments can also be
assessed using data from individuals. There are
three general approaches to this type of investi-
gation. The first two approaches involve asking
individuals to report on neighborhood charac-
teristics via a self-administered survey. In the
first approach, each health study participant pro-
vides an assessment of his or her neighborhood.
These measures of neighborhoods can then be
examined in relation to a particular health out-
come. Information on neighborhood environ-
ments can also be obtained from an informant
sample of individuals who reside in the same
areas as the health study participants but who
themselves are not participants (Mujahid et al,
2007). Through administration of a neighbor-
hood survey, information can be obtained on
various dimensions of neighborhood environ-
ments and can then be linked to study partici-
pants. While the first approach has the benefit
of feasibility, it is limited by the potential for
same-source bias, the process by which obtain-
ing information on self-reported neighborhood
features and self-reported outcomes may result
in spurious associations if both types of reports
are affected by underlying propensities of the
individual. Moreover, the outcome may affect
an individual’s assessment of the neighborhood
exposure. For example, individuals who are
physically inactive may report few opportunities
for physical activity provided by the neighbor-
hood, irrespective of the actual availability. The
use of an information sample can reduce this
source of bias. An additional benefit of the sec-
ond approach is that there can be a more detailed
assessment of the neighborhood environment.
The often broad scope of health studies usually
limits the ability of an in-depth investigation of
any given area. Moreover, the use of informants
allows denser sampling and multiple responses
can be aggregated across areas to obtain more
reliable and valid estimates of neighborhood
properties. (Mujahid et al, 2007).

A final approach to obtaining information
on neighborhood environments is the use of
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systematic social observation by which a team
of trained investigators assess the neighborhood
environments based on a set of systematic crite-
ria (Sampson and Raudenbush, 1999). While this
approach may allow for more objective and sys-
tematic characterizations of neighborhood envi-
ronments, it can be very time and labor intensive
limiting its feasibility and use in the public
health literature. Additionally, this approach may
not provide an accurate assessment of the social
environments of neighborhoods because it is
very difficult as an outsider to observe features
such as neighborhood social cohesion or crime.

Recent studies have begun to compare associ-
ations between specific features of neighborhood
environments in relation to health using multiple
methods of collecting neighborhood measures
(Moore et al, 2008). For example, Moore and
colleagues examined measures of neighborhood
food environments in relation to diet quality.
They found that the food environment as mea-
sured by a proprietary data source, perceptions
of health study participants, and perceptions
of an informant sample produced comparable
results in terms of the direction and magnitude
of associations with diet quality.

3.2.1 From Psychometrics to Ecometrics

As more researchers are developing neigh-
borhood measures based on individual assess-
ments (i.e., informant sample or systematic
social observation), advanced methods have
been developed to examine the measurement
properties of these approaches. Because these
measures are obtained via questionnaire, neigh-
borhood measures are constructed by aggregat-
ing survey items within a particular construct
to create a summary measure. Traditional psy-
chometric assessments can only characterize the
validity and reliability of measures based on two
levels of data (i.e., scale items nested within
individuals). For example, the internal consis-
tency has been used to assess the extent to
which responses to scale items are consistent

within individuals. However, ecometrics, devel-
oped as an extension of psychometrics, con-
siders the additional nested structure of the
data (i.e., scale items nested within individuals,
nested within neighborhoods) (Raudenbush and
Sampson, 1999). Thus, these methods can allow
investigators to additionally assess the extent to
which individuals within the same neighborhood
agree on their assessment of neighborhood con-
ditions (Raudenbush and Sampson, 1999). These
approaches are increasingly being used in the
literature (Mujahid et al, 2007).

3.3 Improving Study Design
and Causal Inference

Another major challenge in neighborhood health
research relates to the fact that the majority of
studies are observational which limits the abil-
ity to draw causal inferences. One limitation of
observational studies is their inability to ran-
domly assign individuals to be exposed versus
unexposed and thereby balance the distribution
of measured and unmeasured confounding vari-
ables. This problem, common to all observa-
tional studies, is often referred to as the “selec-
tion problem” in the neighborhood health effects
literature (Oakes, 2004). The selection issue rep-
resents the phenomenon by which individuals
residing in different neighborhoods also differ
in their individual-level characteristics that may
also impact the health outcome. For example,
it is well known that disease and illness are
socially patterned such that individuals with less
education and income have a worse health pro-
file. Because these same individuals are also
more likely to reside in disadvantaged neighbor-
hoods, any association between neighborhood
disadvantage and health can be attributed to
individual-level socioeconomic position.

Regression methods allow investigators to
adjust for confounding, however, problems arise
when there is residual confounding due to the
inability to collect information on all con-
founding variables or when those included are
measured with error. Statistical models assume



350 M.S. Mujahid and A.V. Diez Roux

exchangeability of exposed and unexposed, indi-
viduals conditional on covariates in the model.
This assumption may be violated when there is
limited overlap between the confounders and the
exposures of interest resulting in estimates based
on extrapolations to sections of the distribution
with very little data. For example, if there is
very little overlap in the distribution of neigh-
borhood poverty between individuals of low and
high socioeconomic position (i.e., poor individu-
als live only in poor neighborhoods and wealthy
individuals live only in wealthy neighborhoods),
then estimates of the associations of neighbor-
hood poverty with health outcomes after “statis-
tically adjusting” for individual-level socioeco-
nomic position will be based on extrapolations
because there are few if any poor individuals
in wealthy neighborhoods (and vice versa) on
which to base these estimates. Other methods
such as propensity score matching allow inves-
tigators to empirically test for non-overlapping
distributions (Rubin, 1997; Wooldridge, 2002)
and therefore better determine the assumptions
implicit in the comparisons.

3.4 Causal Diagrams

Statistical analyses of observational data may
benefit from systematic approaches to deter-
mine the variables that should and should not
be adjusted for. Tools such as directed acyclic
graphs (DAGs) which represent the causal rela-
tionships between exposures, outcomes, and
other covariates can be very useful in this regard
(Greenland et al, 1999). DAGs are useful in
identifying the appropriate statistical specifica-
tions of controlling and stratifying variables in
order to achieve causal estimates of a particu-
lar exposure in relation to an outcome. Often
there is an over-control for variables that are on
the causal pathway between an exposure and a
disease especially when dealing with such distal
factors such as neighborhood environments. In
some situations, adjustment can introduce rather
than control for confounding (Fleischer and Diez
Roux, 2008). DAGS can be used to explore

different situations and help develop an analytic
plan.

3.4.1 Randomization

There has been one attempt to study neighbor-
hood effects in a randomized trial setting, the
Moving to Opportunity Project (Goering and
Feins, 2003). In this study, individuals in poor
neighborhoods were randomized to either stay
in that area or move to a non-poor area (based
on a pre-specified set of criteria). The obvious
advantage of this approach is that it random-
izes individuals to living in different neighbor-
hoods and therefore improves our ability to draw
causal inferences. However, even in this random-
ized design, questions remain. For example, the
extent to which persons randomized to move to a
non-poor area actually experienced a significant
improvement in neighborhood conditions has
been questioned (Clark, 2008). A bigger issue is
the fact that this was an experiment on the effect
of moving and not the effect of improving neigh-
borhood environments. Given the complexities
of randomized experiments in this field, a num-
ber of researchers have called for better use
of natural experiments and quasi-experimental
designs to identify the health impact of changes
in neighborhood conditions.

3.5 Accounting for Time and
Life-Course Effects

Although a number of longitudinal studies of
neighborhood health effects have been published
(Auchincloss et al, 2009; Diez Roux, 2001;
Sundquist et al, 2004), most studies in neigh-
borhood health effects are cross-sectional and
measure neighborhood exposures and health out-
comes at a single point in time. In addition to the
inability to avoid endogeneity (i.e., the possibil-
ity that health is causally related to residential
location), these studies are unable to answer
questions regarding the timescale over which
neighborhood health effects operate or the time
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lags involved. Some concerns regarding endo-
geneity are addressed with the increasing num-
ber of cohort studies that have examined neigh-
borhood environments in relation to changes
in health behaviors or conditions over time
or in relation to incident disease (Auchincloss
et al, 2009; Diez Roux, 2001; Mujahid et al,
2005; Sundquist et al, 2004). However, these
studies often do not provide any insight into
the timescales most relevant for neighborhood
health effects, especially for conditions that are
chronic in nature and develop over long peri-
ods. Moreover, few studies have investigated
neighborhood environment over the life course
(Chichlowska et al, 2009; Pollitt et al, 2007,
2008). Future research may benefit from inves-
tigations of neighborhood environments early
in the life course in addition to the cumulative
effect of neighborhood environments in relation
to health.

4 Conclusion

As research continues to grow in the area of
neighborhood health effects, it is important to
continue to address the theoretical and method-
ological challenges. In this chapter we have
highlighted a few of these challenges and pro-
vided examples of the novel and creative meth-
ods that researchers are using to overcome
them. As we seek to improve our understand-
ing of how neighborhoods are causally related to
health, continued efforts need to consider multi-
disciplinary approaches and solutions that bring
together epidemiologists, sociologists, geogra-
phers, urban planners, and policy makers in an
effort to understand how neighborhoods affect
health and develop strategies to create healthy
sustainable neighborhoods.
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Chapter 25

Health Literacy: A Brief Introduction

Michael S. Wolf, Stacy Cooper Bailey, and Kirsten J. McCaffery

1 Introduction

Clear and effective communication is a funda-
mental component of quality healthcare. There is
an assumption that patients possess an adequate
set of skills to understand the health informa-
tion provided to them and to take the appropri-
ate actions in response. While individuals must
have the motivation to engage in various health
roles, they must also be able to access, under-
stand, and eventually apply health information to
support actions. Comprehension of health infor-
mation is therefore a highly important outcome
and arguably a necessary “precondition” for the
later adoption of sustainable health behaviors; it
is often described as such in prominent health
behavior theories (Ajzen, 1991; Janz et al, 2003).
However, possessing knowledge alone will not
necessarily directly link to recommended behav-
iors (Wolf et al, 2006a). Rather, intrinsic and
extrinsic motivational influences assume promi-
nent roles in determining whether or not one
engages in a particular action. Regardless, the
value of health literacy as a public health concept
is undeniable, and it has been framed as a matter
of clear health communication, and also health
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literacy addresses issues of healthcare equity,
safety, and quality (Institute of Medicine, 2004,
2009).

In this chapter, we review the meaning of
health literacy, its associations with health out-
comes, and recommended approaches for inter-
vention. A conceptual framework deconstructing
the health literacy skill set is specifically identi-
fied and guidance offered for incorporating this
relatively new construct into the design of robust
and complimentary strategies applicable to the
field of behavioral medicine.

2 Definition and Measurement

The definition of health literacy widely accepted
by the Institute of Medicine (IOM) and also
National Library of Medicine (NLM) in the
United States is the “degree to which individ-
uals have the capacity to obtain, process, and
understand basic health information and services
needed to make appropriate health decisions”
(Institute of Medicine, 2004). It is a multi-
faceted concept, although reading ability has
been viewed as its most fundamental compo-
nent. An individual’s ability to read, compre-
hend, and take action based on health-related
material may be closely related to a more gen-
eral ability to read comprehend and take action
based on other types of materials (Rudd, 2007).
However, the context of healthcare is likely to
be an especially challenging environment for
many due to its changing nature and complex-
ity. What one must do to promote, protect, and

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_25, 355
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manage health is likely to be more difficult and
often less familiar than what may be required
of an individual in other settings, with far more
serious consequences associated with inadequate
performance.

At the individual level, health literacy
involves one’s ability to apply existing func-
tional literacy skills toward learning and com-
municating effectively in the context of health-
care (Baker, 2006). Functional literacy, however,
includes far more than one’s ability to read text
in print materials. Rather, literacy and health
literacy skills encompass a broad range of cog-
nitive and social processes involved in the act
of comprehending and responding to both oral
and print communication. Individuals therefore
need to have adequate listening and speaking
skills, numeracy ability, reasoning and concep-
tual knowledge to engage in routine self-care
and way-finding activities to navigate complex
healthcare systems.

In its seminal 2004 health literacy report A
Prescription to End Confusion, the IOM rec-
ognized that patients’ health-related knowledge,
skills, and subsequent behaviors are heavily
influenced by (1) cultural background, (2) prior
learning opportunities, and (3) health system
demands (Institute of Medicine, 2004). Given
the latter, it is difficult to truly isolate with
precision the knowledge and skills one must
possess to have “adequate” health literacy, as
the complexity of the health system is a major
determinant. To this end, the IOM report appro-
priately has framed limited health literacy not as
a problem situated within the individual, rather
as a challenge to healthcare providers and health
systems to reach out and more effectively com-
municate with patients and families.

While the accepted definition is basically the
same in the United Kingdom as in the United
States, it should be noted that many studying
the topic in continental Europe have expanded
the concept of health literacy to not only include
basic health competencies but also citizen com-
petencies. This means individuals must share
in the public health responsibility of promoting
and protecting health in a society, suggesting
that each individual must play the role of an

empowered and informed consumer of health-
care services (Kickbusch et al, 2006; Nutbeam,
2008).

3 Epidemiology of Limited Health
Literacy

Typically, estimates of limited health literacy
have been based on national functional literacy
assessments, which are prevalent among many
countries (Rudd, 2007). In the United States, the
National Assessment of Adult Literacy (NAAL)
of 2003 reported that 14% of American adults
possess skills in the lowest level of prose and
document literacy (“below basic”), and 22%
are at the lowest level for quantitative literacy
(Kutner et al, 2005). These individuals can per-
form only the most simple and concrete tasks
associated with each of these domains. However,
those with only “basic” literacy proficiency have
limited abilities and are likely to be hindered in
routine daily activities. When considering indi-
viduals with basic and below basic skills com-
bined, as many as 34 55% of adults in the United
States have limited literacy skills. Estimates are
significantly higher among the elderly; 60% of
individuals over the age of 65 have limited levels
of prose and document literacy.

These general estimates may not give the
full picture for health literacy. As described
earlier, reading fluency and the full range of
literacy skills are likely to vary with an indi-
vidual’s familiarity with content (Rudd et al,
2004). Health materials and encounters may be
more likely to use difficult and often-unclarified
medical terms that are unfamiliar to many indi-
viduals (Castro et al, 2007). Therefore, esti-
mates of limited health literacy based on general
functional literacy surveys are likely to under-
estimate the problem. As a response to this
concern, The NAAL (2003) included the first
national health literacy assessment. The report
showed the average health literacy scores of
Americans to be lower than average general liter-
acy scores of adults, as measured by the NAAL.



25 Health Literacy 357

In fact, only 12% of adults were identified
as having “proficient” health literacy skills, as
most (53%) fell into an intermediate classifica-
tion. The NAAL report concluded that a large
numbers of American adults – especially the
elderly, socioeconomically disadvantaged, and
those belonging to racial/ethnic minority groups
or living in rural areas – lack the health liter-
acy skills to effectively access, understand, and
use health materials to accomplish challenging
health-related tasks.

3.1 Extent and Associations

While the relationship between health literacy
and health outcomes is not entirely clear, there
are plausible mechanisms by which literacy
could directly affect health behaviors, compli-
ance with medications, and other pathways to
health (Baker, 1999; DeWalt et al, 2004; Institute
of Medicine, 2004; Paasche-Orlow and Wolf,
2007). Empirical data collected over the past
two decades also support these links. Limited
health literacy has been associated with less
health knowledge (Gazmararian et al, 2003),
worse self-management skills (Schillinger et al,
2002), higher hospitalization rates (Baker et al,
1998, 2002), poorer health (Wolf et al, 2005),
and greater mortality (Sudore et al, 2006; Wolf
et al, 2006b). Literacy is more strongly associ-
ated with these outcomes than years of educa-
tion (Baker et al, 2002; Elo and Preston, 1996;
Kitigawa and Hauser, 1973; Wolf et al, 2005,
2006b; Yen and Moss, 1999).

3.1.1 Health Knowledge

Individuals with limited health literacy possess
less health knowledge, access fewer preven-
tive services, and have poorer self-management
skills. Williams and colleagues (1998a) inter-
viewed patients presenting to an urban hospital
asthma clinic and/or emergency department and
found those with low health literacy had poorer
asthma knowledge. In a similar study, lower

literate patients with hypertension and diabetes
were also reported to have poorer knowledge of
disease (Williams et al, 1998b). Other research
studies have since confirmed this relationship
in a multitude of contexts. Among individuals
living with HIV/AIDS, those with limited liter-
acy were less able to define CD4 lymphocyte
count and viral load and to identify antiviral
medications in their regimen even with the aid
of pictures (Kalichman et al, 1999; Wolf et al,
2004). A great deal of attention has also high-
lighted the association between low health lit-
eracy and treatment misunderstanding, including
medication names, indications, and instructions.
Davis and colleagues (2006a) conducted a multi-
site study among adults and found those with
limited literacy had higher rates of misunder-
standing the directions for medications provided
by either the physician or the pharmacist. The
problem extended to text messages and icons
used for medication warnings and precautions.
Finally, in perhaps one of the most indicting
studies linking literacy skills to medical under-
standing, Gazmararian et al (2003) interviewed
patients with asthma, hypertension, diabetes,
or congestive heart failure and found that low
health literacy was an independent predictor of
poor knowledge across all of the studied chronic
conditions.

3.1.2 Health Behavior

Scott and colleagues (2002) found individuals
with low health literacy to be less likely to have
received an influenza or pneumococcal vacci-
nation, mammogram, or Papanicolaou smear, if
eligible. Dolan and colleagues (2004) found that
low literacy was significantly associated with
poor knowledge and negative attitudes toward
use of colon cancer screening tests. Davis et al
(1996a) had found earlier that knowledge, atti-
tudes, and screening intention for mammogra-
phy were strongly associated with literacy skills
in a group of screening eligible women. Bennett
and colleagues (1998) reported that racial dispar-
ities in advanced stage presentation of prostate



358 M.S. Wolf et al.

cancer were partly explained by lower liter-
acy levels among African-Americans, suggest-
ing that low literacy may be associated with late
or less frequent screening. These findings were
confirmed using more recent data in the cur-
rent era where a blood test to measure Prostate
Specific Antigen (PSA) is widely used for deter-
mining the extent of disease at time of diagnosis
(Wolf et al, 2006c).

In another study by Williams and colleagues
(1998a), asthma patients’ technique for using
a metered dose inhaler (MDI) was evaluated.
Those with low-health literacy skills were less
able to demonstrate proper MDI technique com-
pared to those with adequate literacy. Three
additional studies found individuals with limited
health literacy to report poorer medication adher-
ence compared to those with adequate health
literacy (Gazmararian et al, 2006; Kalichman
et al, 1999; Wolf et al, 2006a). Schillinger et al
(2002) found that among diabetic patients, those
with low-health literacy skills were less able
to achieve tight glycemic control and reported
higher rates of retinopathy as the result of poor
diabetes self-care.

3.1.3 Health Status

Individuals with limited health literacy expe-
rience poorer health outcomes. Baker et al
(1998) examined the relationship between health
literacy and self-reported health among patients
presenting to the emergency department or
ambulatory clinic at one of two urban pub-
lic hospitals. Patients with low health liter-
acy were more than twice as likely to self-
report poor health on a single-item question,
even after adjusting for age, gender, race, and
markers of economic deprivation. Wolf and
colleagues (2005) investigated the relationship
between inadequate health literacy and self-
reported functional health status among older
adults. Those with low health literacy had a
higher prevalence of diabetes and congestive
heart failure, reported worse physical and men-
tal health, greater difficulties with activities of
daily living and limitations due to physical

health. Likewise, Mancuso and Rincon (2006)
reported that among adult asthma patients, lim-
ited health literacy was associated with poorer
physical health, worse quality of life, and a
greater number of emergency department vis-
its. Two studies by Baker and colleagues (1999,
2002) had previously reported that patients with
inadequate health literacy had a greater risk of
hospital admission compared to those with ade-
quate literacy.

Most recently, research has identified low
health literacy as a significant risk factor for
greater mortality. Sudore and colleagues (2006)
reported that low health literacy was associated
with a 75% increased risk for all-cause mor-
tality compared to those with adequate health
literacy. Similarly, Baker, Wolf and colleagues
(2007) found low health literacy to be signifi-
cantly and independently associated with a 51%
greater mortality risk; the association was found
to be significant for cardiovascular causes but not
for cancer.

3.2 Causal Pathways

This review of the evidence suggests health lit-
eracy to be one of the strongest known socioeco-
nomic indicators of health outcomes. While the
causal pathways linking limited health literacy to
poorer health are not entirely clear, hypotheses
are available (Fig. 25.1). For instance, regard-
less of whether lower literate individuals have
more limited access to healthcare services, the
quality of their experience may be compro-
mised due to ineffective communication within
the medical encounter. This is compounded by a
lack of accessible health information resources
to supplement what was or was not under-
stood during the physician–patient encounter.
For instance, it has been noted previously that
physicians often do not communicate at a level
that is understood by patients with lower lit-
eracy skills (Davis et al, 2000; Lindau et al,
2001; Weiss et al, 1998). Yet patients with lim-
ited literacy may also feel shame as a result of
their poor reading ability, not understand terms
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Fig. 25.1 Simplified conceptual model linking health literacy to health outcomes
Note: Only primary described pathways associated with health literacy are identified among a select list of variables

used by the physician, and consequently lack the
self-efficacy to seek out clarification or acquire
information elsewhere. The majority of patient
education materials that are distributed in physi-
cians’ offices or other health-related settings
have repeatedly been found to be too complex,
written on too high a level or not organized from
the patient’s perspective (Davis et al, 1996a,b;
Hearth-Holmes et al, 1998; Zion and Aiman,
1989). Over time, these factors contribute to
worse health status, as a result of inadequate use
of preventive services, negative health behaviors,
and poorer self-management of acquired illness.

4 Health Literacy Interventions

Promoting health literacy means helping indi-
viduals better comprehend health information,
make appropriate decisions, and ultimately take
action. Over the past decade, few interventions
have been formulated to address the problem
of limited health literacy. The majority of inter-
ventions have focused on rewriting health mate-
rials at a simpler reading level or following
other design techniques to improve patient read-
ing comprehension (Davis et al, 1998; Gerber
et al, 2005; Pignone et al, 2005; Rothman et al,
2004). While there is a need for additional
research on how to appropriately respond to
limited health literacy, certain health communi-
cation “best practices” have been recommended.
These are relatively simple steps that will assist
healthcare providers in identifying patients at

risk for limited health literacy and potentially
poor health outcomes and will improve the qual-
ity and effectiveness of communication during
clinical encounters and an individual’s ability
to retain that information for later use. Targets
for intervention generally include health mate-
rials, oral communication skills of healthcare
providers, and healthcare practices themselves.
An overall, if not long-term goal should also be
to better familiarize individuals and families to
the healthcare system and their role within it.

4.1 Enhancing Print Materials

The value of print health materials is that
they are tangible and can ideally reinforce
verbal communication or information provided
by other, less-tangible sources (i.e., video).
However, many print materials utilized in health-
care settings today are written at a level that
is too complex for the majority of patients
to comprehend; such health materials should
be simplified so that they are easier to under-
stand among patients across all literacy levels.
Printed materials such as postcards, fact sheets,
brochures, and booklets should be created in
a format that promotes patient understanding.
There are numerous resources available that
describe “best practices” for writing healthcare
materials. Table 25.1 describes some key tech-
niques identified by prominent practitioners in
the field (Doak et al, 1996). Studies have shown
that the majority of patients, even those without
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Table 25.1 Techniques to simplify print materials

Technique Explanation

Write in short sentences Short sentences tend to be easier to read and understand for patients. Sentence length
should be less than 15 words, and ideally less than 10 words. Sentences should be
written in a conversational style

Print in large, Sans-Serif
font

Text should be written in Sans-Serif font (i.e., Arial) with a minimum font size of 12
pt. Use of all capital letters should be avoided; only the first letter of words in text
should be capitalized

Include sufficient white
space

Large margins and adequate spacing between sentences and paragraphs will provide
sufficient white space and prevent a document from appearing to be solid text. In
general, text should be left justified for easy reading

Select simple words Words that are commonly used in conversation are the best to include in health
messages. Shorter words tend to be easier to understand and more familiar to
patients

Provide information in
bulleted lists

Bullets help to separate information from the rest of the text. Information provided
in lists is often easier and faster for patients to read and comprehend

Highlight or underline key
information

Bolding and highlighting phrases or words can draw attention to essential
information for patients. It should be used sparingly to differentiate key sentences
or phrases from the rest of the text

Design passages to be
action and goal oriented

Written passages should be action and goal oriented and should provide readers with
a clear explanation of the purpose of the written material. Passages should clearly
define what actions should be taken by the reader and why these actions are
necessary

Group and limit
instructional content

Consider grouping information under common headings to promote understanding.
Place key information in the beginning of a paragraph and be sure to limit the
amount of instructional content that is given to what is essential for the patient to
know and understand

Use active voice Information written using active voice is easier to understand and more likely to
motivate the patient to action

Avoid unnecessary jargon Unnecessary jargon can be distracting to patients and often provides little
information. Medical terminology should be used as infrequently as possible and,
if used, should always be clearly defined and explained to the patient

limited health literacy, prefer to have print mate-
rials provided in clear and concise formats like
those described above. Ensuring that print mate-
rials are simplified is a practice that should be
universally adopted to promote the transfer to
health information to all patients, regardless of
literacy level.

4.1.1 Utilizing Visual Aids

Healthcare providers should also consider using
visual aids within print material and during clin-
ical encounters to help patients remember and
process health information. One study demon-
strated that subjects who listened to medi-
cal instructions accompanied by a pictograph
remembered 85% of what they heard in contrast
to 14% for patients who did not receive a visual

aid (Houts et al, 2001). Visual materials are use-
ful to teach patients about health conditions that
cannot be seen easily (for example, cholesterol
in the blood vessels) and to demonstrate how to
follow steps to complete a task. Visual materials
should be tailored to reflect the culture, age, and
background of the patient population and should
be simple, recognizable, and clear. Photographs
and visual materials depicting how to correctly
engage in health activities can be very effective
methods for delivering health information.

4.2 Improving Oral Communication
Skills

It may not always be possible to identify patients
with limited health literacy. A best practice
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for health communication is to adopt a uni-
versal precaution approach, always use plain
language with all patients, and to try to avoid
the use of medical jargon (Paasche-Orlow et al,
2006a). This is not always possible, so terms
and concepts should be defined and clarified
when they arise. Healthcare providers should
also verify that information provided verbally
has been effectively understood by the patient by
incorporating interactive communication strate-
gies, such as confirming the understanding using
the “teach back” technique or through guided
imagery approaches during clinical encounters
with patients.

The “teach back” technique is a particu-
larly useful and simple way to confirm patient
understanding during the encounter (Schillinger
et al, 2003). After describing a diagnosis and
or recommending a course of treatment, the
healthcare provider should ask the patient to
reiterate what has been discussed by review-
ing the core elements of the encounter thus
far. The healthcare provider should be specific
about what the patient should teach back, and
should limit instruction to 1 or 2 main points.
If a patient provides incorrect information, the
healthcare provider should review the informa-
tion again and give the patient another opportu-
nity to demonstrate understanding. In this man-
ner, the healthcare provider can gain assurance
that the patient has adequately understood the
health information presented (Fig. 25.2).

Fig. 25.2 The teach back technique

In contrast, guided imagery requires the
patient to not only teach back information and
instructions but also describe how a recom-
mended behavior (i.e., medication use) will
be specifically performed within the patient’s
own situation. This might include explicitly
asking a patient when they will take a pre-
scribed medicine, where they will store the
medicine, and how they will remind themselves
of the activity. A study by Park and colleagues
found the use of guided imagery to significantly
improve adherence (Park et al, 2007).

4.3 Simplifying Health Systems

More intensive care-management strategies have
been found to be effective at reducing health
literacy barriers among patients with certain
chronic conditions, such as heart failure and dia-
betes, and at a fairly low cost (Pignone et al,
2005; Rothman et al, 2004). These include min-
imizing, whenever possible, the patient’s role
and responsibilities in managing health. For
instance, healthcare practices can streamline
tasks, more closely track and follow-up chroni-
cally ill patients, use “navigators” or other forms
of care coordination to deliver preventive ser-
vices or set action plans for disease manage-
ment. These broad strategies have incorporated
several of these approaches to address system
complexity, unfortunately making it difficult to
elucidate the true cause for any reduction in the
effect of health literacy on outcomes. It is also
unclear whether these comprehensive interven-
tions involving system change can be sustained
and/or translated to other settings. More research
is needed to provide more conclusive evidence as
to how to optimally modify clinical practices to
overcome the problem of health literacy, in terms
of health promotion, disease prevention, chronic
disease management, and healthcare navigation.

4.4 Long-Term Strategies

To address problems with health literacy in the
long term, efforts should be made to orient
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individuals to the healthcare system, such as
medical terminology, and the tasks they must
complete to manage their health. This could
include training people early on (i.e., through
schools) on how to more effectively communi-
cate with healthcare providers or giving explicit
guidance on what typical questions one should
always ask (Davis et al, 2002, 2006b; Mika et al,
2007). These activities can increase an individ-
ual’s self-efficacy to seek and obtain health infor-
mation in a more productive manner and develop
strategies to handle new healthcare experiences.

4.5 To Screen or Not to Screen

Currently, routine health literacy screening in
clinical care is not recommended. Controversies
remain on whether there is sufficient evidence
to support clinical screening. Opposition to
screening programs has primarily been based
on the potential for inducing shame and
stigma, coupled with a lack of viable responses
(Sobel et al, 2008). However, many of the
approaches described have been implemented
and individual differences by literacy level still
remained among the outcomes under study
(Davis et al, 2009; Shaywitz and Shaywitz,
2005). Acceptable screening tools and methods
that more comprehensively assess the health lit-
eracy skill set would still need to be created
before this could be a possibility. This would
also require a clear plan for incorporating this
information into clinical decisions and establish-
ing robust interventions.

For now, healthcare providers should seek
to identify patients with limited health literacy
through informal measures. There are several
“clues” that may suggest a greater probability
that a patient has limited health literacy. Patients
with limited health literacy may be less likely to
complete intake forms and histories and may be
more likely to leave paperwork incomplete due
to reading and writing difficulties. Additionally,
patients with less than a high school gradu-
ate level of education, those who are older that
age 65, are socioeconomically disadvantaged or

are members of a racial/ethnic minority have a
greater risk of having low health literacy (Kutner
et al, 2005). If limited health literacy is sus-
pected in a particular patient, providers should be
compelled to address the concern. Simple, direct
questions can alleviate much of the shame and
stigma a patient may feel with regards to such
limitations. For instance, a healthcare provider
may ask “How often do you have any trouble
reading print forms?” or “How often do you
have someone help you read health materials?”
If the patient responds affirmatively, healthcare
providers may need to spend additional time
with the patient reviewing pertinent health infor-
mation and verifying that the patient understands
the information presented.

5 Conclusion

Limited health literacy is a serious barrier to
communication in healthcare and may impact an
individual’s ability to manage health. Clinicians
and other health professionals should seek to
communicate with all patients in a clear and con-
cise manner and to provide easy-to-understand
print and visual materials to reinforce health
messages. Utilizing the “teach back” technique
and guided imagery during clinical encounters
and incorporating adult education design stan-
dards into the creation of health materials will
promote the effective transfer of information
between healthcare providers and patients. As
healthcare becomes increasingly complex with
new technologies and cost restraints, problems
will become even more apparent with greater
burdens placed on patients when attempting to
access health services (Parker et al, 2008). We
must continue to strive to increase the health lit-
eracy of individuals and families and empower
all to better understand their health roles and to
take action on health information for the benefit
of their own physical and mental well-being.
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Chapter 26

Screening and Early Detection of Cancer:
A Population Perspective

Laura A.V. Marlow, Jo Waller, and Jane Wardle

1 The Public Health Context
of Screening

The 20th century saw a dramatic change in
the landscape of public health, most notably in
developed countries, with the decline of infec-
tious diseases and the rise in the proportion of
deaths attributable to non-communicable disease
including cardiovascular disease, diabetes, and
cancer. While methods of preventing commu-
nicable disease continue to progress, in many
countries there has been a new emphasis on pre-
vention of non-communicable disease. One of
the cornerstones of this effort has been screening
for early stage disease or disease precursors.

The aim of screening is to “discover those
among the apparently well who are in fact suffer-
ing from disease” (Wilson and Junger, 1968). By
identifying disease at an early stage, treatment to
reduce morbidity and mortality is expected to be
more successful. Screening has been applied to
a wide range of conditions, including common
cancers, sexually transmitted infections, hearing
problems in newborn infants, and cardiovascu-
lar risk factors. It can be population-based and
targeted at “average-risk” groups (e.g., cytologi-
cal screening of all women within a certain age
range for signs of pre-cancerous cervical lesions)
or targeted at “high-risk” groups (e.g., genetic
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testing for Huntington’s disease among relatives
of those known to have the disease).

2 Screening and Cancer Control

This chapter focuses on the use of screening
for cancer. Cancer is a leading cause of death
worldwide, and in 2007 accounted for 7.9 mil-
lion deaths (around 13% of all deaths), a figure
that is predicted to rise to 12 million by 2030
(WHO, 2009). Screening represents a major part
of the cancer control effort, particularly in devel-
oped countries. The Papanicolaou (Pap) test for
the detection of pre-cancerous cervical lesions
is the most widely used cancer screening test.
It was developed in 1928 and is now available
to women across the globe; albeit with different
technologies and test frequencies. Some cervi-
cal cancer screening programs now also incor-
porate DNA testing for human papillomavirus
(HPV), the viral precursor to cervical cancer.
Mammography screening was developed in the
1950s for early diagnosis of breast cancer and
involves taking a low-energy X-ray of the breast
which is then examined for signs of calcification
or soft tissue masses. More recently, colorec-
tal cancer (CRC or bowel cancer) screening
in the form of colonoscopy, sigmoidoscopy, or
fecal occult blood (FOB) testing has been widely
implemented. Screening for cervical, breast, and
colorectal cancer is widely recommended for
developed countries (e.g., by the US Preventive
Services Task Force and the European Council).
In addition, prostate-specific antigen (PSA) test-
ing is used to detect prostate cancer in some
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settings, although evidence for its efficacy is less
clear. Throughout this chapter, examples from
screening for these four common cancers will be
used.

3 Characteristics of Good Screening
Tools

Wilson and Junger (1968) outlined ten criteria
for the appraisal of screening (see Table 26.1). A
good screening test should be for a disease that
is a common cause of morbidity and mortality
and for which treatment is available, efficacious,
safe, and cost-effective. At the most basic level,
a screening test must be demonstrated to do
more good than harm, and for national screening
programs, it is important that the test is cost-
effective in reducing morbidity and mortality at
a population level. This will depend on a number
of characteristics of the test. First, the reliability
of the test (sensitivity and specificity) is crucially
important. Sensitivity relates to the proportion of
people who have the disease and have it detected
in the screening test; a sensitive test will pick up
the majority of cases of disease, giving few false
negative results. In a test with high specificity,
a positive result will almost always indicate the
presence of disease. The sensitivity and speci-
ficity of a test, together with the prevalence of the
disease within a given population, can be used
to calculate the positive and negative predictive
value of the test. The positive predictive value is
the probability that the disease is present given

a positive test result and the negative predictive
value is the probability that the disease is absent
given a negative test result. High sensitivity is a
prerequisite of a good screening test but if speci-
ficity is low in a primary screening tool (e.g.,
FOB testing) this can be overcome by introduc-
ing further tests (e.g., colonoscopy) following a
positive result.

It is also important to consider the possi-
ble side effects of screening. Clearly a test
with common and harmful side effects would
not be useful; for example, the risk of bowel
perforation during colonoscopy must be consid-
ered when deciding whether it is suitable as a
population-based screening tool. Consequences
of screening follow-up must also be consid-
ered; one reason why cervical screening is often
deemed inappropriate for women under 25 years
is that many HPV-related abnormalities regress
spontaneously at this age while treatment can
compromise future pregnancies. Distress and
anxiety should also be considered when the
costs and benefits of a screening test are evalu-
ated. Another potential harm, which is gathering
more attention at present, is the risk of over-
diagnosis, i.e., detecting disease that may never
have resulted in significant morbidity or mor-
tality. Topical examples of screening tests that
have attracted concern regarding possible over-
diagnosis include PSA testing to detect prostate
cancer (Schroder et al, 2009) and mammog-
raphy screening for breast cancer, especially
in women under 50 years old (Gotzsche and
Nielsen, 2009).

Table 26.1 Ten criteria for the appraisal of screening (Wilson and Junger, 1968)

1. The condition sought should be an important health problem
2. There should be an accepted treatment for patients with recognized disease
3. Facilities for diagnosis and treatment should be available
4. There should be a recognizable latent or early symptomatic stage
5. There should be a suitable test or examination
6. The test should be acceptable to the population
7. The natural history of the condition (including development from latent to declared disease) should be

adequately understood
8. There should be an agreed policy on whom to treat as patients
9. The cost of case finding (including diagnosis and treatment of patients diagnosed) should be economically

balanced in relation to possible expenditure on medical care as a whole
10. Case finding should be a continuing process and not a “once and for all” project
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Finally, a successful screening program relies
on good systems of quality assurance so that
performance can be monitored at all levels of
the process from sample taking to carrying out
the laboratory tests. In organized screening pro-
grams (see below), quality assurance is often
undertaken by the body responsible for screen-
ing, but where screening is opportunistic, moni-
toring is more difficult.

4 Provision of Cancer Screening
Services

Most cancer screening across the world is oppor-
tunistic, but some countries have regionally or
nationally organized programs, in which every
stage of the screening process from the invita-
tion to participate, to the follow-up of abnormal
results is organized and monitored by a cen-
tral body. Opportunistic screening is dependent
on the individual requesting a screening test
or the health-care provider offering it, whereas
organized screening depends on databases with
information on the target population from which
invitations are produced automatically. Both sys-
tems have advantages and disadvantages, but in
general, organized programs usually offer free
or subsidized tests, are able to achieve greater
coverage, and minimize social inequalities in
access (although not necessarily in uptake), by
making sure everyone in the population who is
eligible is invited (Miles et al, 2004). However,
they could be criticized for reducing the oppor-
tunity for patient–provider interaction to discuss
the test and for lacking the flexibility to match
screening recommendations to patient charac-
teristics – organized programs will occasionally
issue invitations for cervical screening to women
who have no cervix, or FOB test kits to people
who have just been treated for colorectal cancer;
something that would be much less likely in an
opportunistic screening context.

Information on the availability of screen-
ing services worldwide is collated by the
International Cancer Screening Network
(ICSN) which is sponsored by the National

Cancer Institute (http://appliedresearch.cancer.
gov/icsn/). Starting in 1988 with just 11 coun-
tries, the ICSN now reports on screening
services that are available across 28 countries
in Europe, Asia, Australasia, and the Americas.
Even in countries without an organized pro-
gram, most publicize recommendations on
which cancers to screen for, the age of the
population to be screened, and the optimal
frequency of testing. For example, the US
Centers for Disease Control and Prevention
advocates screening as recommended by the US
Preventive Services Task Force (http://www.
ahrq.gov/clinic/uspstfix.htm), and the European
Council provides screening guidelines for all
the countries in the European Union (http://
ec.europa.eu/health/ph_determinants/genetics/
cancer_screening_en.pdf).

Cervical screening is currently offered to
women in most developed countries. This is usu-
ally by Pap testing, but there has recently been
a move to using liquid-based cytology in some
countries. The USA and Canada offer cervical
screening opportunistically, but organized pro-
grams are offered in Australia, the UK, and
some other European countries. In a survey of
25 European screening centers (from 18 coun-
tries), organized screening was offered by 15 and
opportunistic screening by 10 centers (Anttila
et al, 2004). The age that cervical screening
starts ranges from 18 to 30 years, and screen-
ing usually finishes between 60 and 69 years.
Recommended screening intervals vary widely
across countries (from 1 to 10 years) and in some
countries depend on the age of the woman and
whether she has had a previous abnormal result.
Across Europe, the number of Pap tests a woman
has in her life time therefore ranges from 7 to 50
(Anttila et al, 2004).

Organized breast screening with mammog-
raphy is offered in Canada, Australia, New
Zealand, Japan, Korea, and most of Europe, with
opportunistic screening in the USA and Brazil.
The age ranges for screening vary, but the lower
limit is between 40 and 50 years, and the upper
limit between 69 and 74 years. Recommended
screening intervals also vary, ranging from 1
to 3 years (Shapiro et al, 1998; Klabunde
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and Ballard-Barbash, 2007). In the USA, the
Preventive Services Task Force recently changed
its mammography guidelines and now recom-
mends against breast screening for women below
the age of 50 and suggests biennial rather than
annual screening (USPSTF, 2009).

Colorectal cancer screening most commonly
uses FOB testing, but can include sigmoi-
doscopy or colonoscopy. Screening is offered
to men and women from 45 to 60 years up
until 64–80 years of age, with no upper age
limit in some countries. The interval depends
on the type of test: for FOB testing most
screening is every 1–2 years, but flexible sig-
moidoscopy or colonoscopy is only required
once or every 5–10 years (Benson et al, 2008).
Screening for colorectal cancer is available
in the USA, Australia, the UK, and several
countries in Europe and Asia. Only 12 coun-
tries currently offer national organized screening
programs (Australia, Cyprus, Czech Republic,
England, Finland, France, Israel, Japan, Korea,
Poland, Portugal, Scotland, and Slovenia) but
other countries have organized regional pro-
grams (Power et al, 2009).

Controversy surrounding the specificity of the
PSA test means there are currently no organized
prostate cancer screening programs. In combina-
tion with the Digital Rectal Exam, PSA testing is
offered opportunistically to men over the age of
50 years in several countries including the USA,
Canada, the UK, and Australia. In the USA, men
are offered the test annually as part of a regular
health check. The UK allows any man over the
age of 50 who asks for a PSA test to have one,
but only after discussion of the implications with
the provider.

5 Optimizing Screening Uptake

Monitoring screening uptake rates is vital to
ensure that tests are cost-effective and are reach-
ing the majority of the eligible population. In
countries with organized screening (e.g., the
UK), objective uptake rates can be calculated,
but in countries that do not have these systems

in place, uptake is usually determined from
population-based surveys of self-reported par-
ticipation. These surveys offer the best avail-
able estimates, although self-selection bias in
survey participation and biases in self-reported
screening are likely to mean these figures are
overestimates.

In most developed countries, uptake of cer-
vical screening is good. The most recent fig-
ures in the UK show that 79% of women aged
25–64 years have been screened within the last
5 years (2008–2009 figures: NHSCSP, 2009),
and in Australia the equivalent figure for women
aged 20–69 years is 86% [2006–2007 fig-
ures: Australian Institute of Health and Welfare
(AIHW), 2009b]. Across Europe, uptake of cer-
vical screening at the recommended intervals
ranges from 30 to 93% and is greater than
75% for six countries: Finland, Sweden, UK,
Denmark, Iceland, and the Netherlands (Anttila
et al, 2004). In the US National Health Interview
Survey, 83% of American women aged 18 or
older reported having had a Pap test in the pre-
ceding 3 years (2000 data: Solomon et al, 2007).
Similarly in the Canadian National Population
Health Survey, 79% of women aged 20–69 said
they had had a Pap test within the previous 3
years (data from 1998–1999).

Mammography coverage is similar to cer-
vical screening, with most studies suggesting
high uptake. In population surveys in Canada,
72% of women aged 50–69 reported having
had a mammogram in the past 2 years (Shields
and Wilkins, 2009) and data from the 2006
Behavioral Risk Factor Surveillance System in
the USA found 76% self-reported mammogra-
phy in women over 40 years within the preceding
2 years (Ryerson et al, 2008). Similar levels are
recorded in the UK screening program (74% for
women aged 50–64 years having a mammogram
within 3 years: 2007–2008 figures), with records
in Australia showing slightly lower uptake: 57%
of women aged 50–69 years have had a mammo-
gram in the past 2 years (AIHW, 2009a).

The figures presented above suggest that the
majority of eligible women participate in breast
and cervical screening whether in organized
or opportunistic contexts. Colorectal cancer
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screening has not achieved such high uptake
rates, with figures ranging from 20 to 71%
(Power et al, 2009). Self-reported uptake in the
USA showed that in 2005 only 50% of adults
over 50 years had had either an FOB test within
the last year or endoscopy (colonoscopy or sig-
moidoscopy) in the last 10 years (Shapiro et al,
2008). This is similar to uptake rates for FOB
testing from the pilot centers for the UK national
program (Steele et al, 2009; Weller et al, 2007).

Prostate cancer screening using PSA testing is
only offered opportunistically. The most recent
estimates from the US suggest that around half
of 50–79 year olds have had a PSA test in the
past 2 years (Ross et al, 2008; Weller et al, 2007).
UK estimates based on a survey of general prac-
titioners suggest that the rate of PSA testing
in asymptomatic men is only 2% (Melia et al,
2004).

6 Predictors of Uptake

Despite relatively good coverage, at least for cer-
vical and breast screening, a significant minor-
ity of the eligible population do not attend
for screening, and there is a considerable body
of work exploring demographic and psychoso-
cial predictors of non-attendance. A systematic
review published in 2000 identified research
that had explored determinants of screening for
breast (35 studies), cervical (12 studies), col-
orectal (12 studies), and prostate cancer (4 stud-
ies) and gives a detailed discussion of predictors
of uptake (Jepson et al, 2000).

6.1 Demographic Factors

Examining demographic factors associated with
uptake of screening has been important in try-
ing to understand variation in cancer mortality
and in tackling social disparities. Demographic
factors including sex, age, marital status,
socio-economic status (SES), and ethnicity have
all been associated with uptake of cancer
screening.

6.1.1 Sex

Most cancer screening programs target gender-
specific cancers, but gender differences are of
interest in colorectal cancer screening. Evidence
for gender differences is mixed and seems to
depend on the test that is used. An international
review of participation in endoscopy concluded
that men are more likely to be screened than
women (Stock et al, 2010), although data from
a small trial in England with female nurse endo-
scopists found the reverse effect (Brotherstone
et al, 2007). In contrast, there is evidence that
women are more likely to complete FOB tests
than men (Seeff et al, 2004; Steele et al, 2009;
Weller et al, 2007). Across all procedures, men
in the USA are more likely to be screened than
women, but the difference is small at around 3%
(Seeff et al, 2004; Shapiro et al, 2008).

6.1.2 Age

Age appears to be associated with uptake of all
types of cancer screening, but the pattern varies.
Cervical screening is offered across the widest
age range and uptake seems to follow an inverted
U curve, with lowest uptake among the younger
and older age groups. On average, compared
to the group in the mid age range, uptakes in
the youngest and oldest screening age groups
are 10 and 5% lower, respectively (AIHW,
2009b; Health Canada, 2002; Hewitt et al, 2004;
NHSCSP, 2009). In the UK, there have been
recent concerns that coverage is falling among
young women, with suggestions that this is a
cohort effect (Lancuck et al, 2008).

Similarly, for breast screening, women aged
50–69 have higher uptake rates than those who
are younger (40–50 years) or older (Meissner
et al, 2007; Ryerson et al, 2008). A similar
pattern is seen for PSA testing among men,
with greater use among those aged 65–80 years
than among younger (50–64 years) or older men
(Ross et al, 2004, 2008).

Participation in colorectal cancer screening
tends to be higher among those aged over 60
years compared to those aged 50–60 years. This
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appears to be the case for both men and women
and across all types of test (Seeff et al, 2004;
Meissner et al, 2006; Weller et al, 2007).

6.1.3 Marital Status

Being married is associated with higher uptake
of cervical (Hewitt et al, 2004; Sutton and
Rutherford, 2005), breast (Ryerson et al, 2008),
and colorectal cancer screening (Seeff et al,
2004; van Jaarsveld et al, 2006), as well as with
use of PSA testing (Ross et al, 2008). Across
these studies, marriage was associated with a
7–22% increase in screening participation.

6.1.4 Socio-economic Status

There is evidence of variation in uptake by SES
across breast, cervical, colorectal, and prostate
cancer screening, with poorer coverage in more
deprived populations. Disproportionate uptake
of screening by affluent groups could widen
existing inequalities in cancer mortality, so this
is a cause for concern. In 1997, an interna-
tional review of socio-economic inequalities in
breast and cervical cancer screening concluded
that women from deprived backgrounds were
less likely to be screened (Segnan, 1997). The
review focused on studies using education and
income as markers of SES, and despite the pas-
sage of time, the main conclusions still stand.
More recent studies in the USA continue to
show that compared to those with a college
education, women who did not graduate high
school have a screening uptake around 10%
lower for mammography (CDC, 2005) and 14–
18% lower for cervical screening (Hewitt et al,
2004; Coughlin et al, 2006). US studies also
show significant associations when income is
used as a marker of SES. For example, data on
mammography screening from the Behavioral
Risk Factor Surveillance System (2000–2006)
show a consistent uptake gradient across five
income groups, ranging from around 60% in the
lowest income group to 80% uptake in the high-
est group. In other countries, income shows a

less consistent association with screening atten-
dance and this may be partially explained by
the use of free organized screening programs.
Uptake of colorectal cancer screening using
endoscopy or FOB testing also varies by edu-
cation level, income, and area-level deprivation
(Meissner et al, 2006; Seeff et al, 2004; Stock
et al, 2010; von Wagner et al, 2009), as does
use of PSA testing in the USA (Ross et al,
2008).

Although SES gradients may be explained
partly by issues of cost and access, it should
be remembered that socio-economic disparities
exist even in the context of organized programs
that are free at the point of delivery, pointing
to more complex underlying causes. One UK
study found that cognitive factors (beliefs and
expectations about the screening test) explained
much of the SES variation in interest in sig-
moidoscopy screening (Wardle et al, 2004). A
more recent analysis confirmed that cognitive
factors are strongly associated with screening
intentions, but once a positive intention has been
formed, they show much less association and
do not mediate the socio-economic gradient in
participation (Power et al, 2008).

Other individual-level indicators of SES
including car ownership, house ownership and
occupational class have shown associations with
screening uptake, but study findings are some-
times mixed, with some indicators showing asso-
ciations and others not. This is a particular
issue in multivariate analyses, because different
SES indicators are likely to share a considerable
amount of variance. In addition some studies
have considered area-level SES, and a recent
review of 19 studies concluded that there was
no consistent pattern in the association between
area SES and cancer screening (Pruitt et al,
2009). A better understanding of the media-
tors of the association between SES and cancer
screening is an important prelude to developing
interventions to reduce inequalities.

6.1.5 Ethnicity

In both the USA and the UK, being from
a non-white ethnic background is associated
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with non-attendance at cancer screening. In the
USA, women from white and black backgrounds
have similar self-reported attendance for cervi-
cal screening, but women from Hispanic and
other backgrounds have uptake levels around
10% lower (Hewitt et al, 2004). Mammography
screening uptake follows the same pattern,
although the differences are smaller (Ryerson
et al, 2008). In the UK, women from non-white
backgrounds are less likely to go for cervi-
cal screening, even when controlling for SES,
although mammography attendance is not asso-
ciated with ethnicity after controlling for other
variables (Moser et al, 2009).

For colorectal cancer screening, attendance
also appears to be lower among the non-white
population in the USA, UK, Australia, and The
Netherlands and this is the case when controlling
for education and income (Power et al, 2009;
von Wagner et al, 2009). Finally, participation in
PSA testing among 50–79 year olds in the USA
is highest among men from non-Hispanic white
and African American backgrounds. Among 40–
49 year olds, African Americans have the highest
rate of PSA testing (23% compared to 13–15%),
which may be due to a higher rate of physician
recommendation reflecting the increased risk of
prostate cancer in this ethnic group (Ross et al,
2008).

6.2 Psychosocial Predictors

In addition to examining demographic pattern-
ing of screening attendance, much work has been
done to try to identify potentially modifiable psy-
chosocial predictors of screening uptake, with
a view to optimizing screening-related infor-
mation and designing interventions to increase
coverage.

6.2.1 Cognitive Factors

There is some evidence that awareness and
knowledge of cancer and cancer screening
are associated with participation in cervical,

breast, and CRC screening (Power et al, 2009;
Royse and Dignan, 2009; Schueler et al, 2008),
although this has not always been observed
(Weinberg et al, 2009). But it is widely acknowl-
edged that simply knowing about a screening
program is not enough to ensure uptake, even in
countries where screening is free.

Men and women with higher levels of per-
ceived risk of cancer seem to be more likely to
participate in cancer screening (Katapodi et al,
2004; Shavers et al, 2009; Sutton et al, 2000),
although a review of risk perception and can-
cer screening behaviors concluded that there was
only sufficient evidence for this with mammog-
raphy and not cervical or colorectal screening
(Vernon, 1999). Belief that the screening test is
“not necessary” is cited as a common reason
for not taking part among non-attenders and this
is sometimes explained in terms of absence of
any symptoms that could be indicative of disease
(Seeff et al, 2004; Shields and Wilkins, 2009).
Belief in the efficacy of screening tests also
appears to be important: women who believe
that mammography is ineffective or inaccurate,
or believe it is only needed in the presence of
cancer symptoms, are less likely to participate in
breast screening (Schueler et al, 2008).

6.2.2 Emotional Factors

Feeling some fear or concern about cancer
has been shown to motivate screening behav-
ior (Haque et al, 2009), although when levels of
worry are high this can have the opposite effect
(Sutton et al, 2000). Conversely, fear of pain,
discomfort, or embarrassment as a result of the
screening test itself appears to be a barrier to par-
ticipation (Seeff et al, 2004; Shields and Wilkins,
2009).

6.3 Practical and Service-Level
Factors

In countries where cancer screening tests are
not free at the point of use, the cost of the test
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could be an important barrier. US studies have
shown that those with health insurance are more
likely to have screening for cervical (Coughlin
et al, 2006), breast (Ryerson et al, 2008), prostate
(Ross et al, 2008), and colorectal cancer (Seeff
et al, 2004). Physician-related factors also appear
to be important, with those who report having
a “usual source of care” and those who have
seen a doctor recently more likely to attend for
cervical or CRC screening in countries where
screening is opportunistic (Hewitt et al, 2004;
Meissner et al, 2006). In a systematic review of
breast cancer screening, the authors concluded
that improving access to screening and recom-
mendations from physicians would be the most
effective way to increase mammography utiliza-
tion (Schueler et al, 2008).

7 Intention Versus Action

One of the common reasons given by people who
do not go for screening tests is that they “did
not get round to it” (Seeff et al, 2004; Shields
and Wilkins, 2009; Waller et al, 2009). Seeing a
doctor who recommends cancer screening may
act as a prompt to overcome this inertia, but
this barrier is still cited by women in countries
with organized screening programs (who receive
a personal invitation) so “prompting” may be
insufficient to encourage some women to be
screened. In these situations the intention to be
screened may be there, but translation of this
intention into behavior never occurs. A review of
research into the “intention-behavior gap” sug-
gests this is the case for a significant proportion
(around 40%) of individuals (Sheeran, 2002). A
recent study in the context of CRC screening
showed that while psychosocial predictors were
strongly associated with intention to be screened,
factors relating to life difficulties (e.g., SES,
stress and social support) played a larger role in
predicting actual attendance (Power et al, 2008).
Researchers are now beginning to consider ways
to bridge the intention–behavior gap, and one
way is to encourage individuals to plan when
and where the behavior will take place. Such

interventions have been shown to be successful
for cervical screening attendance (Sheeran and
Orbell, 2000).

8 Interventions to Promote Uptake

Research that identifies predictors of screening
attendance is useful in informing the devel-
opment of interventions aimed at increasing
uptake. A review of intervention studies across
various types of screening (for cancer and other
illnesses) concluded that invitation appoint-
ments, letters, telephone calls and counseling,
reduction of financial barriers, and physician
reminders all showed some evidence of effec-
tiveness, while most educational interventions
failed to increase uptake (Jepson et al, 2000).

Cochrane systematic reviews of breast (16
studies: Bonfill et al, 2001) and cervical screen-
ing interventions (35 studies: Forbes et al,
2002) were carried out at around the same
time. Invitation letters and phone calls increased
uptake in both reviews. For cervical screening
there was evidence that having letters sent from
a physician (rather than an authority source) and
offering a fixed versus open appointment were
more effective. In terms of educational interven-
tions, video and face-to-face interventions had
some effect, with greater uptake in the inter-
vention compared to control groups, but printed
materials showed mixed findings.

A more recent series of reviews in the
American Journal of Preventive Medicine evalu-
ated interventions to increase client access to and
demand for cancer screening services (Baron
et al, 2008a, b), and provider recommendation
and use of cancer screening tests (Sabatino et al,
2008). For client-based interventions there was
strong evidence to support the use of reminders,
small media interventions (video and printed
materials), one-on-one interventions, and reduc-
ing structural barriers or out of pocket costs.
For providers, offering feedback was an effective
strategy (Task Force on Community Preventive
Services, 2008).
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9 Psychological Impact

When evaluating the efficacy of screening pro-
grams, their psychological impact must be taken
into account and considered alongside potential
health benefits. Psychological responses can be
measured at different stages of the screening pro-
cess: the introduction of a program, the receipt of
an invitation to be screened, and the receipt of a
normal or abnormal result. Psychological impact
can be measured in terms of emotional well-
being, but might also include potential changes
in engagement in future health-related behaviors.

9.1 Overall Impact of Screening
Programs

It seems intuitively possible that merely rec-
ommending screening for a particular cancer
might raise awareness and thereby anxiety about
the disease across the population, and critics
have argued that for some screening programs,
such negative effects outweigh the health ben-
efits. This has rarely been examined empiri-
cally but one study found that people receiving
information about CRC screening were actually
less worried about CRC and considered them-
selves less at risk than a control group. The
only adverse impact of the information was an
increased tendency to report bowel symptoms
(Wardle et al, 1999). However, receiving an invi-
tation for an unfamiliar screening test has been
found to cause anxiety and fear. One small study
of cervical screening non-attenders found that
merely receiving an invitation letter was inter-
preted by some women as meaning that they had
cervical cancer, causing high levels of distress
(Nathoo, 1988).

9.2 Impact of a Normal Screening
Result

There is little evidence that taking part in screen-
ing and receiving a negative (normal) result have

any adverse impact on emotional well-being, and
there is some evidence of a “relief” effect, with
women receiving a normal mammography result
showing lower levels of distress than unscreened
women (Scaf-Klomp et al, 1997). In cervical
screening, women who receive normal results
have been found to feel more positive about
their fertility, cancer risk, and health than women
receiving abnormal results (Wardle et al, 1995).

A possible downside of a normal result is
a “complacency effect,” which may have an
undesired impact on future screening attendance
and other health-related behaviors. There is, for
example, evidence from one study that people
who take part in flexible sigmoidoscopy screen-
ing and have no polyps found may be less likely
to give up smoking or to maintain a healthy
weight than people who do have polyps found
(Hoff et al, 2001) but this was not confirmed in
another study in the UK (Miles et al, 2003).

9.3 Impact of Abnormal Results

There is little doubt that across types of can-
cer screening, receiving an abnormal result is
a stressful experience (Brett et al, 2005; Parker
et al, 2002; Rogstad, 2002). The exception to
this is flexible sigmoidoscopy, where the discov-
ery of polyps does not seem to be associated
with increased anxiety, regardless of whether
people are referred for further investigation or
simply have the polyps removed (Wardle et al,
2003). This may be because of the provision of
immediate clinical advice and reassurance, as
well as a good explanation of what a “polyp”
is. Following abnormal mammography, cytol-
ogy or FOB test results, anxiety and distress
tend to be highest while waiting for follow-up
appointments, partly due to fear about cancer
and future health, but also because of concerns
about the follow-up procedures themselves. In
countries like the USA with insurance-based
health-care systems, concerns about insurance
cover for follow-up procedures is likely to be an
additional source of anxiety. However, most of
the evidence suggests that if the abnormality is
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resolved, general anxiety quickly falls to normal
levels in the majority of people, although cancer-
specific concerns may be more enduring. This
suggests either that measures of general anxi-
ety are not sensitive enough to pick up concerns
about cancer or that these concerns are not severe
enough to have an impact on overall anxiety
levels.

The introduction of HPV testing into cervi-
cal cancer screening brings with it the negative
psychological consequences that are more often
associated with testing for sexually transmit-
ted infections, including feelings of stigma and
shame as well as concerns about transmission,
and questions about where the virus has come
from, with the associated issues of trust and
fidelity (McCaffery et al, 2006). In addition, poor
understanding of the meaning of an HPV result
can lead to heightened anxiety, at least in the
short term (Maissi et al, 2004).

Abnormal screening results may also have
desirable effects, including improvements
in health behaviors and increased likelihood
of attendance at future screening. However,
although there is some evidence that a false
positive mammography result increases the
likelihood of future screening attendance in the
USA, other findings are conflicting and may
vary between countries (Brewer et al, 2007). As
mentioned earlier, one study found that people
who had polyps discovered at sigmoidoscopy
screening were more likely to stop smoking and
less likely to gain weight than people who were
given the all-clear (Hoff et al, 2001).

9.4 Interventions to Reduce Negative
Psychological Consequences of
Screening

Much research has been devoted to explor-
ing ways of minimizing anxiety associated
with abnormal results and follow-up procedures.
Studies have focused on information provision
by leaflets, booklets, or DVDs. However, a recent
Cochrane review of interventions to reduce
anxiety at colposcopy concluded that such

information provision is ineffective at reducing
anxiety, although it does improve knowledge and
reduce psychosexual dysfunction (Galaal et al,
2007). Similar findings have been reported in
relation to colorectal cancer screening and more
research is needed to optimize the information
provided to people prior to screening. In addi-
tion to information provision, shorter waiting
times, or see-and-treat clinics may help to reduce
anxiety.

10 Issues for Future Research

Attending cancer screening can be an emotional
experience because it involves facing up to the
possibility of one of the most feared diseases,
coping with an uncomfortable procedure, and
tolerating a delay before the results are available.
Research is needed not only to maximize partici-
pation rates but also to minimize adverse effects.
It may also be possible to utilize the screening
context to reinforce messages about prevention
and early presentation. All these research areas
will benefit from close collaboration between
behavioral scientists and scientists with exper-
tise in public health and epidemiology, as well
as the oncology community. Below, we sug-
gest a few areas that might benefit from this
multidisciplinary focus.

10.1 Tackling Inequalities

Socioeconomic and ethnic inequalities in can-
cer screening uptake undermine health-care
equity and are an important issue for behavioral
research. There have been many local studies
and initiatives that focus on specific “under-
served” groups – often defined by ethnicity but
sometimes by income status – directed either
at exploring barriers to screening or at test-
ing culturally sensitive interventions to promote
uptake. While some of these initiatives produce
very promising results, there can be problems
of generalizability and sustainability. Research
focused on one population sub-group also makes
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it hard to know whether barriers are genuinely
specific or apply equally to other groups, albeit
they might be less salient. A move toward
identifying commonalities in the determinants
of attendance that has currency across ethnic
minority groups (e.g., language, cultural atti-
tudes toward cancer), even if the level of each
factor varies by ethnic group, could help to gen-
erate interventions that have wider application.

In the USA, the major emphasis in inequal-
ity research is on ethnicity or specific socio-
economic groups whose economic/insurance
status bars them from healthcare. In the UK,
socio-economic status probably causes a higher
attributable fraction of non-attendance than eth-
nicity because of the relatively small ethnic
minority population (fewer than 8% of UK
adults classify themselves as belonging to eth-
nic minority groups, although the proportions
are higher at younger ages and lower in the
elderly). Because all health care is free at the
point of access in the UK, direct economic bar-
riers do not play a role; nonetheless there are
SES differences in screening uptake; and these
are particularly striking in the newly introduced
colorectal screening program (von Wagner et al,
2009). Importantly, the pattern is not one of
exceptionally low attendance in the lowest SES
groups, or exceptionally high attendance in the
highest SES groups, but it is a gradient across
SES levels. The greatest need is for research
that explores the underlying determinants of
the gradient and develops theoretically informed
interventions to address them. There are almost
no interventions that specifically aim to reduce
inequalities. Designing methods of information
and support which reduce the socio-economic
gradient would be an interesting challenge as
well as having the potential to make inroads on
health inequalities.

10.2 Shift of Boundary Between Risk
and Disease

Screening enthusiasts focus on the benefits in
terms of cancer morbidity and mortality, and

for a disease that is as much feared as can-
cer, this is a powerful motive for the public
too. However expansion of screening programs
may also increase people’s sense of risk or to
put it the other way, undermine the illusion of
health. With some screening programs identi-
fying precursor risks (e.g. HPV infection) in a
much higher proportion of the population than
would ever have been likely to develop cancer,
then the barriers between health and disease are
blurred further. This is striking in the metabolic
field where huge proportions of the population
are identified with hypertension, insulin resis-
tance, or hyperlipidemia, potentially creating an
almost population-wide perception of compro-
mised health status. The growth in personalized
genetic testing – which will increasingly offer
quantitative risk feedback rather than just testing
for the presence or absence of highly penetrant
mutations, will also add to the blurring of bound-
aries between health, disease risk, and disease.
Ultimately this might lead to a paradigm shift in
understanding of the health–disease continuum,
perhaps with positive consequences for health,
but in the meantime, it is important to get a better
understanding of how lay models of health and
disease are changing and how screen-detected
abnormalities fit into the picture.

10.3 Informed Decision-Making

In recent years there has been shift in attitudes
toward screening, moving away from a paternal-
istic view that everyone should be encouraged
to be screened to an informed decision-making
approach, which aims to provide people with the
appropriate information so that they can weigh
up the costs and benefits of participating in
screening and decide for themselves whether to
have screening tests. This is particularly impor-
tant for tests where the benefits are uncertain,
for example, PSA testing for prostate cancer
risk. In the UK, the national screening pro-
gram has developed a “Prostate Cancer Risk
Management” information pack to assist gen-
eral practitioners in counseling men who are
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concerned about prostate cancer and to help
them understand the ‘pros’ and ‘cons’ of PSA
testing. The aim is to encourage men to make
choices that are fully informed, rather than to
persuade them to have (or not to have) the
test. Informed decision-making may be particu-
larly relevant where patients can make choices
about which of a number of different tests to
have, such as HPV test versus repeat cytology
in follow-up of mild cytological abnormalities
(McCaffery et al, 2008) or different options for
CRC screening.

With any screening program, high coverage
is essential to ensure greatest benefit to the
population in terms of reductions in mortality
and morbidity. With the move toward informed
decision-making, this creates a tension between
maximizing public health benefit and protecting
the best interests of the individual. Informing
people fully about the costs and benefits asso-
ciated with taking part in screening might be
expected to reduce levels of participation and
thereby compromise the efficacy of the program
as a whole. A recent paper accused the UK
leaflet “Breast Screening: the Facts” of including
only “one-sided propaganda” about mammogra-
phy, at odds with notions of informed decision-
making (Gotzsche et al, 2009) and argued for
more balanced information, explaining the risk
of over-diagnosis and psychological distress.

11 Conclusion

Screening for early stage disease (or disease pre-
cursors) makes a significant contribution to the
reduction in morbidity and mortality from dis-
eases such as cancer. The concept of screening
the healthy population raises numerous issues
including inequalities in uptake, informed con-
sent, understanding of disease risk, and psycho-
logical consequences. These issues are likely to
change as new screening tools are introduced
and old screening technologies are updated,
but there is no doubt that behavioral science
makes an important contribution to the success

of screening and will continue to do so in the
future.
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Chapter 27

The Impact of Behavioral Interventions
in Public Health

Noreen M. Clark, Melissa A. Valerio, and Christy R. Houle

1 Introduction

The acceptance of the importance of social and
behaviorally focused interventions is relatively
new in public health, emerging in earnest little
more than two decades ago. Several occurrences
likely contributed to the recognition that behav-
ior is the key element in improving the health
status of individuals and populations. One is the
worldwide increase in chronic disease and the
cost of treating it. This has generated greater
interest in prevention and greater understanding
that the most powerful available means to avoid
and manage disease are behavioral. Another fac-
tor also connected with the rise of chronic illness
has been the dawning awareness among health
care providers that control of long-term disease
is in the hands of the individuals who experi-
ence the illness. As health systems, originally
founded to rescue patients from threats posed
by acute conditions, shifted more emphatically
to address the clinical needs of those living with
illness for extended periods of time, so too did
recognition that what the person does away from
the health care provider is the telling feature in
disease control, that is, secondary prevention.

N.M. Clark (�)
Center for Managing Chronic Disease, University of
Michigan, 1415 Washington Heights, Ann Arbor,
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2 The Public Health Case for
Behavioral Interventions

A public health milestone in the United States
supporting the idea that prevention and behavior
are almost synonymous was the documentation
in 1993 by McGinnis and Foege that behavior
is the actual and dominant cause of premature
death of Americans (see Table 27.1) (McGinnis
and Foege, 1993). In other words, behavioral
factors underlie the diseases and injuries that
lead to death. Their analysis illustrated (see
Fig. 27.1) that lifestyle (chosen or imposed) and
environment (social and physical) account for
more than 70% of early death while availabil-
ity of health services and genetic predisposition
account for the balance, that is, significantly
less. Even with advancements in DNA and the
gene-related knowledge base, researchers con-
tinue to emphasize that in almost every case, it is
the gene–environment–behavior interaction that
produces the positive or negative outcome.

Along with increasing acceptance of the role
of social factors and behavior in public health
have come many theories and methods attempt-
ing to account for the complexity of disease and
the range of influences shaping well-being. As
early as 1986, Wulff and colleagues seriously
questioned the biomedical mechanical model of
disease that for so long has dominated the scien-
tific paradigm guiding research on human health
in the United States. Critics of studies designed
to accept or reject hypotheses about single fac-
tors have become more and more emphatic about
the serious limitations of this approach as unable
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Table 27.1 Actual causes of death in the United States, 1990 (McGinnis and Foege, 1993)

Ten leading causes of death Actual causes of death

Heart disease 720, 058 Tobacco 400, 000
Cancer 505, 322 Diet/inact. patterns 300, 000
Cerebrovascular disease 144, 088 Alcohol 100, 000
Unintentional injuries 91, 983 Certain infections 90, 000
Chronic lung disease 86, 679 Toxic agents 60, 000
Pneumonia/influenza 79, 513 Firearms 35, 000
Diabetes 47, 664 Sexual behavior 30, 000
Suicide 30, 906 Motor vehicles 25, 000
Chronic liver disease 25, 815 Drug use 20, 000
HIV infection 25, 188
Total 1, 757, 188 Total 1, 060, 000

Fig. 27.1 Factors that could avoid premature mortality
(McGinnis and Foege, 1993)

to accommodate multi-causal mechanisms (see,
for example, Riley, 1993). New concepts in bio-
logical research including variation in response
(House, 1981) and interaction of causal fac-
tors (Ory et al, 1992) have no doubt helped to
broaden the perspective of scientists in general
about the nature of antecedents influential in
health and disease.

3 Creating the Evidence Base

Greater recognition about the population-wide
social and behavioral causes of disease and
health has been accompanied by a dramatic
increase in related academic research. A quick
look at research references for the key words
“behavioral interventions and public health

impact” generates over 250,000 articles written
in the past decade alone. These studies have var-
ied dramatically and have ranged from disease-
specific interventions, for example, effective
behavioral interventions for children and ado-
lescents with type 1 diabetes (Nansel et al,
2009) to methodological questions, for example,
“Internal and external validity of cluster ran-
domized trials” (Eldridge et al, 2008). With a
few exceptions (e.g., smoking behavior, com-
pliance with medical regimens, certain types of
health care use), we have not seen concerted
lines of inquiry regarding behavioral antecedents
of health and health care. Rather, there have been
a plethora of studies regarding various health
problems, behaviors, and contexts for behavior.

The ultimate goal of public health is to
achieve widespread and significant impact. One
or two studies in an area do not always inspire
confidence that a result was in fact valid and is
reproducible. Accumulation of results of studies
of sufficient scale and rigor is generally consid-
ered necessary to suggest adoption of a practice.
In recent years, several major efforts in public
health have attempted to address this need and to
build such an evidence base for interventions.

The Cochrane Collaboration is an interna-
tional, independent organization dedicated to
making widely available, through systematic
reviews, information about health-related inter-
ventions, primarily, but not exclusively, offered
in the clinical setting. The Cochrane reviews are
carried out using rigorous protocols to ensure
the quality of studies included in analyses and
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health providers in more than 35 countries avail
themselves of Cochrane-produced evidence. As
noted, the appeal of these reviews, in the main,
has been to clinicians seeking to improve their
diagnosis and treatment of disease. Study of
behavioral factors has been less evident. Only
2, of the 10 most accessed Cochrane reviews in
2007, concerned social or behavioral factors in
disease management or prevention.

An analogous U.S. effort, but one focused
specifically on providing evidence for preventive
interventions, was the U.S. Centers for Disease
Control (CDC) Guide to Clinical Preventive
Services available until the late 1990s. It pro-
vided data examining 169 different types of
disease-specific and clinically focused interven-
tions for their effectiveness including screening,

counseling, and immunization. Dissemination of
this type of information since 1998 has been
through the Morbidity and Mortality Weekly
Report also produced by the U.S. CDC. This
channel for obtaining evidence for clinical prac-
tice is widely available and referenced in the
public health literature.

A related effort much more focused on social
and behavioral interventions and non-clinical
settings is the Community Guide to Preventive
Services. This unit of the U.S. CDC is devoted
to creating the evidence base and has generated
an impressive range of systematic reviews since
its inception in 1996. These reviews touch on
the behaviors shown in the McGinnis and Foege
1993 study to precipitate early death and sig-
nificant morbidity among Americans. Table 27.2

Table 27.2 Summary of selected evidence conclusions of the Community Guide to Preventive Services (2000–2007)
(CDC, 2008)

Health problem Finding

Firearms Insufficienta evidence to determine the effectiveness of any firearms laws on violent
outcomes

Early childhood home visits
to prevent violence

Strong evidence of effectiveness that early childhood home visitation prevents child
abuse and neglect. Insufficienta evidence to determine effectiveness of visitation
in preventing violence by children, parents, or intimate partners

Universal school-based
programs to reduce
violent behavior

Strong evidence that such programs decrease rates of violence and aggressive
behavior among school-aged children

Effectiveness of HIV
partner counseling and
provider referral

Insufficienta evidence to determine if these changed behavior or reduced
transmission. Sufficient evidence that they increased identification of high
prevalence target population for HIV testing

Multicomponent
school-based nutrition
programs

Insufficienta evidence to determine effectiveness on children’s dietary patterns

Skin cancer prevention Sufficient evidence for “covering up.” Insufficienta evidence to determine
effectiveness of other population based interventions

Smoking bans Strong evidence for bans of limits on tobacco smoking in workplaces and public
areas in reducing consumption and exposures

Community education for
Environmental Tobacco
Smoke reduction

Insufficienta evidence to determine reduction of exposures

Mass media education to
reduce tobacco use

Strong evidence for reducing use by adolescents

Diabetes self-management Strong evidence for such interventions in community settings for adults and at home
for children. Insufficienta evidence for interventions in other settings

Obesity in school children Sufficient evidence for multicomponent interventions in weight loss reduction for
adults in work sites. Insufficienta evidence to determine effectiveness for children
in school settings

Increasing use of child
safety seats

Strong evidence for laws requiring use of safety seats and seat belts, distribution of
seats, and seat use education programs

aInsufficient evidence is not evidence of ineffectiveness
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provides a summary of selected evidence conclu-
sions of the Community Guide related to social
and behavioral interventions after examination
of those thought to have potential for public
health impact. The Guide is quick to point out
that insufficient evidence is not evidence of inef-
fectiveness. However, its compilation of studies
point to interventions for which confidence for
impact is significant.

4 What Has Deterred Wider Impact?

There have been significant improvements in the
health of people worldwide in the past decades.
At the same time, morbidity and premature mor-
tality due to new conditions and failure to control
old ones are at high levels, especially in ethnic
and racial subpopulations, and the burden of cost
and suffering is staggering. Much of this bur-
den is a result of not applying what is known
about disease prevention and control and not
focusing on the social and behavioral aspects of
well-being.

4.1 Translation of Evidence
to Practice

Many argue that the impact of research on the
public’s health has been hampered less by what
we do not know and more by failing to more
broadly apply what we do know. Examples of the
gap between what is known and population-wide
behaviors are plentiful in public health (e.g.,
tobacco use, patterns of physical activity, and
spread of infections) (Ginexi and Hilton, 2006;
Glasgow et al, 2004). A major barrier in the
translation of evidence to practice is the failure
to link the work of academic researchers to the
needs of practitioners and the ultimate benefi-
ciaries: individuals and families. The translation
process is fraught with problems such as how
and when evidence becomes sufficient to recom-
mend a change in practice, how valid findings
can be effectively communicated beyond the

academy, and how quickly to gain wide accep-
tance of a new, more beneficial practice.

There is increasing public health focus
on the identification of efficacious approaches
for behavioral change and greater acceptance
that complex problems require interdisciplinary
interventions and therapies. Many health and
medical experts posit that solutions drawing on
the perspectives of different fields are more
likely to be successfully translated into prac-
tice (Ginexi and Hilton, 2006; Glasgow et al,
2004). This line of reasoning is persuasive but
has not been empirically tested. A further bar-
rier to translation appears to be the general lack
of information about the practicality and cost–
benefits of a proposed change. Given that public
health resources are limited, both efficacy and
effectiveness of a change must be equal to or out-
weigh its cost. Similarly, an efficient means to
introduce and maintain a new practice must be
evident.

A number of observers (for example,
Glasgow et al, 2004) have opined that most
practice change requires modification of sys-
tems and policies to be truly integrated and
maintained in the work of practitioners and
behavior of people in general. Moving public
health interventions proven through research
into effective practice can take years to evolve.
Society-wide changes often have been depen-
dent on new or expanded policy (e.g., regarding
smoking cessation: smoke-free public areas,
tobacco sales taxes) (CDC, 2008; Warner, 2006).
Some evidence also suggests that translation of
findings into practice especially in low-income
communities may be more successful when
the individual and groups that experience the
greatest burden of a health problem are involved
in finding the solution for it (Israel et al, 2005).

Several factors, therefore, must be addressed
in the translation of research to practice. One
is a focus at the outset, in the initial design of
research, on the issue of translation. Another is
identification of means to communicate effec-
tively to practitioners and other consumers in a
timely manner regarding findings. Yet another
is consideration of structural and organizational
factors needed to encourage a new practice
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and addressing system and policy changes and
resources needed to achieve translation. Finally,
the process of moving from research to practice,
itself, requires study and identification of the
most powerful means to disseminate information
and gain support for evidence. As in most impor-
tant endeavors, without sufficient investment of
time, energy, and money, effective translation of
evidence into practice will certainly be slow and
is likely to be unsuccessful.

4.2 Failure to be Holistic

Another reason for the lack of public health
impact is the failure of practitioners, researchers,
and policy makers to take a comprehensive or
holistic view of problems. Public health inter-
ventions have often emphasized modifying the
behavior of individuals, rather than the social
and physical environments in which they func-
tion. However, a range of health risks have been
shown to be related to structural aspects of the
communities in which people live, over and
above the personal characteristics of the individ-
uals living there (Diez-Roux et al, 1999). That
being said, large bodies of work in epidemiol-
ogy as well as social science, fairly recently,
have taken a more comprehensive view, posit-
ing both upstream and downstream determinants
of population health (Kaplan, 2004). Figure 27.2
illustrates this perspective and the breadth of

the social and behavioral factors it encompasses.
Such work has suggested that the best route to
improving well-being and eliminating disparities
in health status is enhancing social and economic
conditions so that people are able to engage in
healthy lifestyles, that is, behave in healthful
ways.

4.3 Limited Use of Behavioral Models

The public health picture is more complicated
when models for large-scale change are behav-
ioral ones, that is, where behavior is the central
feature in producing outcomes. Such models
examine the behavior to health outcome trajec-
tory and the dynamic nature of change. However,
their very complexity can inhibit their use. For
the sake of this discussion, we will present
two models developed by the authors for cir-
cumventing or resolving health problems: one
regarding individual behavior and one concern-
ing community-wide behavior. These are by no
means the only or necessarily the best models to
be considered as explanation of behavior change
conducive to improving public health. They are
offered as illustrative and because of the authors’
familiarity with them.

The model of self-regulation of chronic dis-
ease (Clark et al, 2001) (see Fig. 27.3) posits
that individuals learn new behavior through
a combination of observation, judgment, trial

Fig. 27.2 Multilevel framework for reducing inequalities in health (Kaplan, 2004)
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Fig. 27.3 The continuous and reciprocal nature of self-regulation processes in disease prevention and management
(Clark et al, 2001)

behavior, and reaction (specifically outcome
expectation – the behavior produced the desired
result; and self-efficacy – the confidence to
repeat the behavior). This self-regulation is the
process through which behavior changes. The
model has been used in large-scale asthma
(Clark et al, 2005 et al, 2007) and heart dis-
ease (Clark et al, 2000, 2009a et al; Janz et al,
2004) management trials among other condi-
tions. It is predicated on the idea that public
health impact is achieved when large numbers of
individuals are behaving in ways most conducive
to health and disease control and are enabled to
do so by the public health and wider societal
systems. Although the process of self-regulation
is individual and personal, the influences on it
are external and often public. The model indi-
cates that modifications of external influences
(by the individual or by the public health system)
are required to enhance a person’s ability to
self-regulate.

In the applications of such behavioral mod-
els, largely due to methodological constraints
(see following section on new, promising eval-
uation methods), changes in individual and fam-
ily behavior and social factors often have been
observed. However the effect of changes in
structural factors influencing behavior has been
more difficult to assess.

When the behavior in question is community-
wide actions and practices, the story is much the
same. Figure 27.4 presents the Allies Against
Asthma (Allies) model of community change
(Clark et al, 2006) initiated through community-
wide collaboration. When the goal is enhanced
public health, collective efforts usually focus
on enabling community structures and systems
to facilitate behavior conducive to health. The
Allies model indicates that tasks that a collec-
tive of stakeholders undertake are analogous to
self-regulation (e.g., observation, planning, con-
tinuous monitoring). To achieve population-wide
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Fig. 27.4 Allies against asthma model (Clark et al, 2006)

change through collective action, collaborators
must not only use skills similar to self-regulation
but also develop and maintain their capacity to
work together. Therefore, on top of their sys-
tem and policy change efforts is layered the
effort to keep community allies working effec-
tively together. System and policy changes asso-
ciated with the Allies model have been observed,
as have health-related outcomes, for exam-
ple, symptom reduction (Clark et al, 2009b).
However, again largely because of methodolog-
ical constraints, the links between collective
efforts, system change, behavior change, and
public health outcomes have been difficult to
document.

5 Public Health as Social Movement

Given the varied and diverse influences inher-
ent in large-scale behavioral change, it is pos-
sible to argue that the farthest reaching and
most significant impact on the public’s health
in the United States has resulted from efforts
that are essentially social movements. These

movements have come closest to embodying the
precepts of change discussed above. Bringing
about widespread change takes time and requires
multiple strategies, many, if not most, of which
are behavioral in nature (Green and Kreuter,
2004). The most compelling example of public
health as a social movement is the movement
for tobacco control: the gradual reduction in
cigarette smoking among Americans that over
time led to dramatic decreases in heart disease
and cancer, two of the country’s most pernicious
public health problems.

Figure 27.5 illustrates the critical events that
have been associated with reductions in adult
per capita cigarette smoking in America over
the last 100 years. The increase in tobacco con-
sumption and the attendant increases in heart
disease and cancer began their rise at the turn
of the last century. By the 1960s, cigarette con-
sumption reached its highest level and strong
evidence of the relationship between this habit
and disease appeared in the public health lit-
erature (Freund and Ward, 1960; Hammond,
1960; Larson et al, 1960; Law et al, 1997;
Miller, 1960; Ware, 1960). In 1964, the first U.S.
surgeon general’s report on the topic provided
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Fig. 27.5 Adult per capita cigarette consumption and major smoking and health events – U.S., 1900–2001 (Warner,
2006)

compelling information and underscored the
relationship between smoking behavior and poor
health, which then began in earnest the effort
to change the national perspective on smoking,
as well as personal practice. Contributing fac-
tors to the downward shift in behaviors have
been documented by a number of observers
(Mendez and Warner, 2004; Soliman et al, 2004).
These included the first world conference on
smoking and health held in 1967 that attempted
to identify effective strategies for changing
behavior and posited the expected effects of
modifying the social environment to prohibit
smoking. Dramatic changes in communication
strategies ensued beginning with the fairness
doctrine that required broadcasters to provide
one anti-smoking public service announcement
on American television for every three cigarette
advertisements, and ending with a total ban
on broadcast advertising. Smoker’s rights col-
lective action became national and visible and
comprised local efforts to change policy, ensur-
ing wide availability of “quit” options, encour-
agement of health professionals to counsel
patients about smoking, and mobilization of
the major health organizations for the first

“Great American Smoke-out” to change behav-
ior. Community through national action was fol-
lowed by the first serious efforts to raise tax on
cigarettes and, eventually, legal action and the
master settlement agreement between the gov-
ernment and cigarette producing companies. The
U.S. surgeon general’s report on environmental
tobacco smoke reinforced local efforts to ban
smoking in public places and many private sec-
tor organizations followed suit. It is interesting to
note that only one clinical and pharmacological
intervention, the availability of over-the-counter
nicotine medications, is credited with contribut-
ing in a relatively small way (and fairly late in the
game) to the decrease in smoking that transpired
over time.

It was a range of intervention strategies in
both the public and private sectors that pro-
duced this massive change in behavior (Andrews
et al, 2007; Barth et al, 2008; Cofta-Woerpel
et al, 2007; McDonald, 2004 et al; et alStack
and Zillich, 2007; Valery et al, 2008). Much
of the effort focused on modifying policy and
systems to bring about the needed change. It took
almost 40 years to reap significant public health
benefits.
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The most important lesson from the tobacco
control experience may be that we need to take
a longer term perspective on change than is
usually evident in research and evaluation. We
may need to conceive of strategies that can
fit into or trigger a social movement hasten-
ing impact on the public’s health. We need to
undertake more focused lines of inquiry and with
stronger research methods and tools and to place
more emphasis on building the evidence base
for promising interventions that accumulate to
produce the outcomes we seek.

6 The Need for Robust Tools
and Methods

An aim of public health efforts is to reach the
largest number of people with the maximum
level of benefit. Empirical studies that try to
understand how to have such impact are few in
number and are often methodologically ques-
tioned.

Several large-scale intervention trials occur-
ring over the past three decades are conceptually
close to social movements. These have related
to cardiovascular disease risk (e.g., the North
Karelia Project, the Stanford Five-City Project)
(Fortmann and Varady, 2000), smoking behav-
ior (e.g., COMMIT study, Project ASSIST)
(Stillman et al, 1999), and cancer risk (5-A-Day
Program) (Campbell et al, 1999). Such projects
have targeted whole communities, used multi-
ple strategies to modify individual behaviors and
concurrently change the social environment in
which behaviors are shaped (Elder et al, 1993;
Goodman et al, 1996; Merzel and D’Afflitti,
2003). However, available evaluations of multi-
strategy, community-wide, large-scale interven-
tions have shown limited effect on population
health risks (Merzel and D’Afflitti, 2003). As
noted, person–environment response and accom-
modation to health-related experiences is diffi-
cult to measure and analyze. Indeed, outside of
bona fide ineffectiveness or poor implementation
of strategies, it is believed that the modest effects
of such trials may be attributable to inadequate

evaluation methods (Craig et al, 2008; Hawe
et al, 2004a; Merzel and D’Afflitti, 2003).

Although experimental design and its quasi-
experimental approximations are considered
the most robust means to establish a causal
link between public health interventions and
observed effects (Zaza et al, 2000), these
are often difficult to use or inappropriate in
community-based research. A particular hurdle
for studies at the community or population level
is that often there are insufficient numbers of
subjects for statistical power to detect anything
other than large intervention effects. Further,
amassing data to discern financial, legal, or eth-
ical effects associated with an approach can be
prohibitively expensive or practically infeasible
(Lipsey and Cordray, 2000). Beyond design and
power questions, appropriate and valid measures
and evaluative tools are not always available.
However, new means hold promise.

6.1 Social Network Analysis

Social network analysis, or the study of social
structures, is becoming increasingly popular
as researchers better appreciate the linkages
between social relationships and health sta-
tus and/or health behavior. Network analysis is
quantitative and assesses the composition, pat-
terning, and function of social relationships (e.g.,
size, density or reciprocity, resources drawn
upon by the network) among people, groups,
or organizations (see Hawe et al, 2004; Heaney
and Israel, 1997). In population health, network
analysis is believed by some to be an important
means to understand how individual actions and
interactions affect health outcomes at the com-
munity or population level (Cattell, 2001; Hawe
et al, 2004).

6.2 Hierarchical Linear Modeling

Advances in statistical procedures, includ-
ing hierarchical linear modeling (HLM), have
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provided a fuller understanding of the rela-
tionships between intervention activities and
changes in health (see Chapter 56). HLM anal-
ysis can account for variation that exists at the
individual level (e.g., age, race/ethnicity, treat-
ment group) while examining effects at the pop-
ulation level (Weinfurt, 2000). To date, however,
few studies have sufficient data from process
and outcome evaluation activities to examine
whether lack of effect was explained by the
failure of strategy, implementation, or theory
(Lipsey and Cordray, 2000).

6.3 Geographical Information
Systems

Geographical Information Systems (GIS) are
computer-based tools that can enhance under-
standing of the spatial and temporal relationships
that affect health risks and outcome by digitally
linking data and geography, often in the form
of a map. Given that patterns among data are
often easier to observe when presented in map
format, GIS is thought to facilitate hypothesis
formation about causal relationships and pro-
mote evidence-based decision-making among a
wider range of stakeholders (Boulos, 2005).
Applications of GIS in the public health arena
are wide-ranging and are being used to identify
patterns of disease, strengthen emergency pre-
paredness, assess the impact of health initiatives,
and track health and social service resources
(CDC, 2009; WHO, 2009).

6.4 Health Impact Assessment (HIA)

HIA is defined as a blend of procedures, meth-
ods, and tools to provide decision-makers with
information about the potential effects of a pol-
icy, program, or project on population health
and the distribution of such effects between
population sub-groups (Dannenberg et al, 2006;
European Center for Health Policy, 1999).

Interest in HIA methods has grown out of recog-
nition that the advancement of many public
health objectives requires effective communi-
cation and action among stakeholders within
and outside of traditional public health arenas
(e.g., urban planners, city governmental officials,
health department officials). HIA processes to
assess cross-sector interests, actions, and collab-
orations can be prospective, concurrent, or ret-
rospective and incorporate qualitative and quan-
titative evidence. They can include the use of
tools ranging from simple checklists to com-
plex collaborative tracking (Parry and Kemm,
2005; Taylor et al, 2003). Examples of poli-
cies, programs, and projects examined using an
HIA approach include those related to residential
redevelopment, walk-to-school programs, land-
use planning, wage policies, and home energy
subsidies (Dannenberg et al, 2006; WHO, 2009).
Evidence accumulated in Europe, Canada, and
elsewhere that health impact assessments can be
a useful tool to improve public health fueled
recent interest in the development and use of
HIAs in the United States (Dannenberg et al,
2006).

6.5 Social Movement Assessment

Given parallels between large-scale interven-
tions and social movements, methodological
approaches or tools used by social movement
researchers and activists may prove particu-
larly useful in public health arenas. One such
tool, for example, is the Movement Action Plan
(MAP), a framework designed to help stakehold-
ers understand and evaluate social movements by
describing stages through which they progress
(Moyer, 2001). The MAP framework com-
prises eight stages: (1) Critical Social Problem
Exists; (2) Proven Failure of Official Institutions;
(3) Ripening Conditions; (4) Take Off; (5)
Perception of Failure; (6) Majority Public
Opinion; (7) Success; and (8) Continuation. For
each stage, the MAP outlines related advocacy
and implementation roles and goals.
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7 Conclusion

The role of behavior, often overlooked, has
become more prominent in both public health-
related research and practice. As health prob-
lems have become increasingly complex, more
holistic efforts to understand them have become
necessary and more evident. Recognition of the
influence of the social and physical environment
on behavior has also increased, particularly, as
disparities in health outcomes have become a
national concern. More robust and reliable tools
to assess behavior–environment–outcome rela-
tionships will be needed to determine the full
value of sociobehavioral approaches for improv-
ing the public’s health.
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Chapter 28

Quantitative Genetics in Behavioral Medicine

Eco de Geus

1 Introduction

A striking characteristic of almost all of the traits
of interest in behavioral medicine is that they
show large individual differences, which often
follow an approximate normal distribution. For
behavioral traits this distribution is thought to
derive from a number of nature/nurture variance
components, schematically depicted in Fig. 28.1.
Starting with the genes block, this scheme posits
that individual differences in the development of
physiological systems, including the central ner-
vous system governing behavioral disposition,
depend in part on the variation in the genetic
code stored in the deoxyribonucleic acid (DNA)
molecules of all cells. In parallel, individual
differences depend on the specific experiential
history of each person that involves exposure
to a multilayered environment that includes the
intrauterine environment (fetal programming),
diet, climate, parental rearing styles (harsh dis-
cipline, parental monitoring), peer affiliation,
illness and accidents, lifestyle factors, stressful
life events (e.g., abuse, neglect, poverty, parental
discord, residential instability, sibling or parental
psychopathology) and many other factors.

Genetic and environmental factors may exert
independent main effects on variation in behav-
ioral traits, but they can also interact to create
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various forms of gene–environment interaction.
From the first cell division onward, regulation
of gene expression at the right time and in the
right cells is strongly dependent on the appropri-
ate cues. Environmental stressors, either phys-
ical (e.g., infection) or mental (e.g., trauma),
can directly influence gene expression through
glucocorticoids, nutrient molecules, oxygen rad-
icals, or cytokines which are known to exert
powerful genomic effects. Hence, behavioral
outcomes can reflect an interaction of genetic
variation with environmental stressors.

Through the long entwined action of genetic
variation, environmental effects, and their inter-
actions, each individual will develop a unique
set of behavioral dispositions that predict the
behavior of the individual across a number of
situations. These dispositions are summarized
as intelligence, empathy, extraversion, creativ-
ity, neuroticism, hostility, etc. Ongoing behavior
will be determined by the interaction of these
dispositions and the subjects’ current environ-
ment, most prominently the social environment.
Since the variation in disposition is partly genet-
ically driven, this creates a second-order gene–
environment interaction.

Importantly, the past and current environ-
ments themselves are not independent of behav-
ior as indicated by the gene–environment cor-
relation loops in Fig. 28.1. Three different
forms of gene–environment correlation have
been described (Plomin et al, 2000). Active cor-
relation occurs when individuals with a certain
genetic makeup actively select certain environ-
ments over others. For instance, children that
are of above average intelligence because of a
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GENES
(past)
ENVIRONMENT

DISPOSITION
(current)
ENVIRONMENT

BEHAVIOR

GENE x ENVIRONMENT
INTERACTION

GENE x ENVIRONMENT
CORRELATION

Fig. 28.1 Genetic and environmental factors that cause individual differences in behavioral traits

small genetic advantage in brain development
will do well at school, will more actively seek
out new knowledge, and be selected for higher
and longer education. This increases their expo-
sure to materials that will further enhance brain
development.

Reactive correlation refers to the reaction of
others to the (partly genetically driven) behavior
of an individual that may give rise to individual-
specific social environments that are correlated
with their genotype. For instance, children that
are mildly obese because of small genetic disad-
vantages in energy metabolism and/or behavioral
responses to the current overabundance in food
may develop poor exercise abilities compared
to more lean children. Some emphatic teachers
or coaches may be able to compensate the poor
performance during sports activities, but peers
will be relentless and the child/adolescent may
start to dislike and actively avoid exercise activ-
ities. Non-exercising may then get correlated to
the genetic disadvantage in body build with both
contributing to a further development of obesity.
Reactive gene–environment correlation remains
at work in adults too. Higher innate levels of
aggression and hostility will lead to more mar-
ital conflicts and conflicts with colleagues at
work than seen in more agreeable colleagues
and may lead the individual to end up with

a smaller social network to buffer adverse life
events.

Cultural transmission finally gives rise to pas-
sive gene–environment correlation when parents
provide genes as well as environments to their
offspring. The classic example is again from the
field of intelligence, where the double advan-
tage hypothesis states that children from highly
educated parents receive genes that favor their
cognitive development as well as intellectually
more enriched environments (Jencks et al, 1972).

The scheme in Fig. 28.1 is not limited to
behavioral traits but also applies well to phys-
iological traits. Blood pressure, for instance,
evolves as a function of genetic endowment
and environmental influences during develop-
ment, including the intrauterine environment
(fetal programming), family diet, and stress
exposure. There are many possible sources of
gene–environment interaction in blood pressure
regulation where some genetic variants influ-
ence blood pressure most strongly when dietary
sodium levels are high or when chronic psy-
chosocial stress is present (Ge et al, 2009).
In addition, dispositional factors like hostility
and lifestyle choices like smoking or exercise
behavior can influence blood pressure lev-
els (Pickering, 2001), and any of the gene–
environment interactions and correlations that
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affect these behavioral traits can also become
determinants of blood pressure.

We can formalize the scheme in Fig. 28.1 by
first defining the value of a trait for individual i
as the population mean plus a genetic effect, an
environmental effect, and an interaction term:

Phenotype (Pi) = μ + Gi + Ei + Gi × Ei.
(28.1)

In Eq. (28.1), we use the term phenotype
rather than trait, in keeping with the terminology
in genetics. Following standard rules of vari-
ance computation, the phenotypic variance (VP)
in a group of individuals consists of genetic and
environmental variance and variance due to the
interaction term. In addition, if the genotype
and the environment are not independent (gene–
environment correlation), the non-zero covari-
ance terms should be added:

Variance (P) = variance (μ + G + E + G × E)
= variance (G) + var(E)

+ var(G × E) + 2 × Cov(G, E).
(28.2)

Below we first focus on the genetic variance
term.

2 Genetic Variance

Biobehavioral scientists typically observe the
effects of genetic variance at the far downstream
stage, for instance, as variation in blood pres-
sure levels or personality. It is important to keep
in mind that such variation starts upstream with
variation in the quantity and quality of proteins.
This protein variation then translates into varia-
tion in the organization of physiological systems,
like the endothelial function of blood vessels or
connectivity within limbic nervous system struc-
tures, and finally into variation in the observed
biobehavioral traits. Protein function variation
can arise from genotypic variation in the coding
parts (exons) of a gene, yielding functionally
less, or more, efficient isoforms. Most of this

variation is at the level of single base sub-
stitutions or single nucleotide polymorphisms
(SNPs). For SNPs causing disease, the severity
of the clinical manifestations often depends on
the location of the SNP in the coding triplets
(codons). SNPs in the first or second base of
a codon have usually more consequences than
mutations in the third base. More dramatic varia-
tions are the insertion of a stop codon (abolishing
translation), frame shift mutations (disturbing
the complete polypeptide sequence following the
codon change), insertions or deletions of one or
more bases, or repeat expansions that do not just
create normal variability in efficiency but lead
to absence of proteins (e.g., phenylketonuria, or
PKU) or dysfunctional proteins and even toxic
proteins (e.g., Huntington disease).1

2.1 Monogenetic Trait Variation

Although important, variation in the isoform of
proteins may actually make up only a very small
part of functional allelic variation. Much varia-
tion in physiology and behavior arises from a
difference in expression of the gene. That is,
much allelic variation may lead to more or less
of a protein, rather than a different form of the
protein. To illustrate the quantitative effects of
allelic variation we use a modification of the
example in the classical textbook on quantita-
tive genetics by Falconer (Falconer and Mackay,
1996) and hypothesize a bi-allelic gene for sys-
tolic blood pressure (SBP) that has a decreaser
allele “b” which causes lower blood pressure
and an increaser allele “B” which causes higher
blood pressure (see Fig. 28.2). For now, let us
assume that the mean effect of all other factors
translates into a SBP of 129 mm Hg and that
none of these factors leads to variation between

1 What was left out here is large-scale genetic variation,
including loss or gain of chromosomes or breakage and
rejoining of chromatids. This variation is rare but often
leads to profound developmental problems.
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Fig. 28.2 A hypothetical “SBP gene” with a bi-allelic
polymorphism that influences systolic blood pressure
level

individuals. We observe three types of individu-
als, one with a SBP of 117 mm Hg and genotype
“bb,” one with a SBP of 133 mm Hg and geno-
types “Bb,” and one with a SBP of 141 mm
Hg and genotype “BB.” The allelic effects are
typically defined with respect to the difference
between the homozygotes (bb, BB). They can
be formalized as “+a” and“–a,” which is the
difference between each of the two homozy-
gotes and the homozygote midpoint (m), and d,
which is the dominance deviation of the het-
erozygote from the homozygote midpoint. If the
alleles were perfectly additive, the heterozygote
(Bb) should have been equal to the homozygote
midpoint (129 mm Hg). However, the increaser
allele B of this SBP gene appears to “dominate”
the decreaser allele d. The SBP gene is said to
display dominance (d �= 0).

Now suppose we would do the following
breeding experiment (please note that this is a
thought experiment!). We select pairs of het-
erozygous parents for the SBP locus (both have
genotype Bb). Such parents will yield an off-
spring with genotypes BB, Bb, and bb and the
expected frequencies and genotypic effects as in
Table 28.1.

The contribution of this locus to the mean
SBP in the offspring (mean genetic effect μg) is
the sum of the genotypic effects multiplied by
their appropriate population frequencies, or

μg = �fi × xi. (28.3)

In the SBP gene example (a=12, d=4) the
μg in the offspring is 1/4 × 12 + 1/2 × 4 + −1/4 ×
12 = 2 mm Hg. The mean population SBP will
be 129 + 2 = 131 mm Hg. The genetic variance
(VG) around this mean is computed according
to standard variance rules as the sum over all
genotypes of the squared differences between
the genetic effect of the genotype and the mean
genetic effect weighted by the frequency of each
genotype, or

VG = �(fi × (xi − μg)2). (28.4)

In the example, the VG for SBP in the
offspring is 1/4 × (12 − 2)2 + 1/2 × (+4 − 2)2 +
1/4 × (−12 − 2)2 = 76 mm Hg2.

Selective breeding and inbreeding are daily
practice in animal and plant genetics, but
of course completely unthinkable in human
research, which must always be observational.
In a human sample all possible matings (e.g.,
BB×BB, BB×Bb, BB×bb) can occur and the
three genotype frequencies in the offspring will
not be 1/4, 1/2, and 1/4 but something else. Common
notation for the frequency of a bi-allelic gene in
a population is p for the frequency of one allele
and q for the frequency of the second allele, with
p, q probabilities varying between 0 and 1, and
summing to 1 (p = 1 − q). The genotype fre-
quencies for BB, Bb, and bb are then p2, 2pq, and
q2. The mean genetic effect and genetic variance
can still be derived exactly as before, but now p
and q are additional unknowns that need to be
estimated from a sample of the population (see
Table 28.2).

Under the assumption of random mating, lack
of selection according to genotype and absence
of mutation or migration, the frequencies of the
genotypes in the population are perfectly pre-
dicted by the frequencies of the alleles, which
is referred to as Hardy–Weinberg equilibrium
(HWE). As an example consider the SBP gene

Table 28.1 Expected
frequency and genotypic
effects of a heterozygous
mating Bb × Bb

Genotype (i) BB Bb Bb

Frequency (fi)
1/4

1/2
1/4

Genotypic effects (xi) a d –a
Frequency × genotypic effect (fi × xi)

1/4 a 1/2 d –1/4 a
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Table 28.2 Expected frequency and genotypic effects for a gene with frequency p
for the B allele and frequency q for the b allele

Genotype (i) BB Bb bb

Frequency (fi) p2 2pq q2

Genotypic effects (xi) a d –a
fi × xi p2a 2pqd –q2a

where we let the least frequent, or minor, allele
B take up 40% of all alleles in the popu-
lation (p=0.4). The expected frequencies for
the three genotypes BB, Bb, bb are then p2

(0.16), 2pq (0.48), and q2 (0.36), respectively.
We now genotype the 500 subjects in our sam-
ple and observe them to have genotypes BB,
Bb, bb at frequencies 75, 235, 190, respectively
(expected frequencies are 0.16×500, 0.48×500,
and 0.36×500, or 80, 240, and 180). A χ2 test
for HWE simply compares the expected geno-
type frequencies to the observed genotype fre-
quencies with a significant χ2 value indicating
that HWE does not hold. In the example the
χ2 = 0.97 with a p-value of 0.61, which means
that the HWE assumption is not violated.

Under the HWE assumption, the mean
genetic effect (μg) of Eq. (28.3) can now be more
generally computed as

μg = p2a + 2pqd − q2a
= (1 − q)2a + 2pqd − q2a
= a(p − q) + 2pqd.

(28.5)

The genetic variance around this genetic
mean will have two terms, reflecting additive
genetic effects and dominance effects respec-
tively or

VG = p2 × (2q(a − dp))2 + 2pq × (a(q − p)
+d(1 − 2pq))2 + q2 × (−2p(a + dq))2

= 2pq(a + (q − p)d)2 + 4(pqd)2.
(28.6)

where 2pq(a + (q − p)d)2 is the additive genetic
variance (VA) and 4(pqd)2 the dominance vari-
ance (VD). The contribution of the additive
genetic term to the total trait variance is often
referred to as the narrow sense heritability,
whereas the total contribution of additive plus
dominance effects is the broad sense heritability.

2.2 Polygenetic Trait Variation

This monogenetic example applies well to dis-
eases like Huntington and PKU but is obviously
wrong for blood pressure that is, in reality, influ-
enced by a great many genes (Newton-Cheh
et al, 2009). However, the core principles for a
single gene can be readily expanded to a polyge-
netic example (Mather and Jinks, 1971). Again,
we use a thought experiment to illustrate this.
Assume we cross double heterozygote parents
for two additive SBP loci, in our SBP gene B and
a second SBP gene C. The two heterozygous par-
ents (both BbCc genotype), can segregate four
different allele combinations to their offspring,
listed in bold in Fig. 28.3. The combinatorial
result of this mating yields 16 possible genotype
combinations in the offspring. As extensively
described by Punnett as early as 1905 (Punnett,
1905), a total of nine unique genotypes are actu-
ally observed (the general rule is 3n, where n is
the number of genes) because some genotypes
have the same genotypic value (e.g., bBcC =
BbCc = bBcC = bBCc). If the effect of both
decreaser alleles (“b” and “c”) is to add 0 to
the mean blood pressure and the effect of both
increaser alleles (“B” and “C”) is to add +2 to the
mean blood pressure, these two loci will increase
the SBP in the various genotypes as depicted in
the middle part of Fig. 28.3 (genotypic effects).
We now encounter up to five different levels of
the trait in the offspring (the general rule is 2n
+1, where n is the number of genes). A histogram
of these genotypic effects is shown in the lower
part of Fig. 28.3. For example, there are four
genotypes that produce an increase in SBP of
+2 mm Hg (bbcC, bBcc, bbCc, Bbcc) because
they all have exactly one increaser (+2) allele.

This Punnett square illustrates two core prin-
ciples in genetics: (1) Allelic variation is discrete
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Fig. 28.3 Genotypes, genotypic effects, and distribution
of phenotypes in a double heterozygous mating for two
hypothetical SBP genes

for all genes but when summed across multiple
genes allelic effects lead to a (semi)continuous
trait, (2) Segregation of parental allelic varia-
tion leads to resemblance within a family but
at the same time allows children in the same
family to differ substantially (one child may
have m+0, whereas another may have m+8).
Importantly, the Punnett square keeps working
its magic at 3-genic, 4-genic, or 100-genic traits.
As is already evident from the simple example
in Fig. 28.3, adding more and more genes acts
to create an increasingly normal-shaped distribu-
tion for the trait. This was the stroke of genius of
Sir Ronald Fisher who invoked the central limit
theorem to bring discontinuous Mendelian prin-
ciples of heredity in line with the continuous trait
variation observed for almost all traits (Fisher,
1918).

Note that we still make the (unreasonable)
assumptions that the parents are heterozygote
for all loci, that increasing alleles of all three
genes have the same effect size, that all alle-
les contribute additively such that there is no
interaction within (dominance) or between loci
(epistasis). If we, more realistically, move to a
polygenic trait of 1500 genes or more with ran-
dom allelic effect sizes and varying frequencies,
also allowing for dominance and epistatic non-
additivity while adding numerous environmen-
tal effects on the trait, empirical observation
still overwhelmingly suggests that the summed
effects of all determinants converge to a normal
distribution for many biological and behavioral
traits.

3 Heritability Estimation

Heritability, often abbreviated as h2, is the rel-
ative contribution of all additive and dominant
genetic effects to the total variation in a trait. To
determine heritability we have to resort to family
studies. The essence of all family studies is that
they relate the degree of allelic resemblance to
the degree of trait resemblance. To illustrate this
we again make use of the imaginary SBP gene
in Fig. 28.2. Table 28.3 shows the covariance in
SBP between all nine possible combinations of
the three genotypes found in the population.

To derive the covariance between the SBP
values of two randomly drawn individuals with
known genotypes we simply take the cross-
product of the genotypic values for their two
genotypes. For instance, the trait covariance
of two BB homozygotes would be (a − m) ×

Table 28.3 Cross-products of genotypic values of two
individuals for a gene with alleles b and B. Genotypic
values are expressed in deviation from the heterozygote

as depicted in Fig. 28.3. Note that the mean genetic effect
“m” equals a(p − q) + 2pqd (Eq. 28.5)

Individual 1
Individual 2

Genotype: BB
genotypic value: (a–m)

Genotype: Bb
genotypic value: (d–m)

Genotype: bb
genotypic value: (–a–m)

BB(a − m) (a − m)2 (d − m)(a − m) (−a − m)(a − m)
Bb(d − m) (a − m)(d − m) (d − m)2 (−a − m)(d − m)
bb(−a − m) (a − m)(−a − m) (d − m)(−a − m) (−a − m)2
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Table 28.4 Expected frequencies of the possible genotype combinations of two random drawn individuals from the
population under Hardy–Weinberg equilibrium

Individual 1
Individual 2

Genotype: BB
Frequency: p2

Genotype: Bb
Frequency: 2pq

Genotype: bb
Frequency: q2

BBp2 BBBB p4 BbBB 2p3q bbBB q2p2

Bb2pq BBBb 2p3q BbBb 4p2q2 bbBb 2pq3

bbq2 BBbb p2q2 Bbbb 2pq3 bbbb q4

Table 28.5 Expected frequency of the possible genotype combinations in parent–offspring pairs for a single locus
and, for each combination, the product of the frequency and the cross-products of genotypic values

Parent–offspring BB Bb bb Frequency × cross-products of genotypic values

BB p3 p2q 0 p3 × (a − m)2 p2q × (d − m)(a − m) 0
Bb p2q pq pq2 p2q × (a − m)(d − m) pq × (d − m)2 pq2 × (−a − m)(d − m)
bb 0 pq2 q3 0 pq2 × (d − m)(−a − m) q3 × (−a − m)2

(a − m) or (a − m)2. The expected covari-
ance between the trait values of two ran-
dom genotypes is the weighted average of all
nine cross-products, where each cross-product is
weighted by the frequency of that genotype com-
bination. Under HWE, the expected frequencies
for the three genotypes are p2, 2pq, and q2 and
the frequencies of the genotype combinations are
shown in Table 28.4.

Combining Tables 28.3 and 28.4 we predict
the covariance in SBP between two randomly
drawn individuals caused by our SBP gene as

Covariance (SBPindividual 1, SBPindividual 2) =

p4(a − m)2 + 2p3q(d − m)(a − m)
+ q2p2(−a − m)(a − m)
+ 2p3q(a − m)(d − m) + 4p2q2(d − m)2

+ 2pq3(−a − m)(d − m) + p2q2(a − m)
+ 2pq3(d − m)(−a − m) + q4(−a − m)2.

(28.7)

When we solve this somewhat intimidating
equation we find that the expectation for trait
resemblance between two randomly drawn indi-
viduals turns out be exactly zero! In fact, this
should not come as a surprise: when genes are
the only source of variation in SBP, genetically
unrelated individuals are not expected to show
any resemblance in SBP.

Things change when the covariance is com-
puted between individuals who do have a
genetic relationship. Relatives will more often

have identical alleles than unrelated individuals.2

Table 28.5 illustrates this for the expected covari-
ance in parent–offspring pairs. The expected
frequencies for the genotype combinations in the
pairs are shown on the left. Derivation of the
expected frequencies is non-trivial (Mather et al,
1971), but note that two of the cells are always
zero since a homozygous BB parent cannot yield
offspring without allele B and a homozygous bb
parent cannot yield offspring without allele b.

The expected covariance between SBP in the
parents and the offspring is the sum of the
frequency×cross-products in the nine possible
genotype combinations in the right-hand side of
Table 28.5 or

Covariance (SBPparent, SBPoffspring)
= p3(a − m)2 + 2p2q(a − m)(d − m)
+pq(d − m)2 + 2pq2(−a − m)(d − m)
+q3(−a − m)2 = pq(a + (q − p)d)2.

(28.8)

2 Alleles that are identical in family members fall into
two groups. Alleles are identical by descent (IBD) in off-
spring when the same allele is received from a common
ancestor in the grandparental generation. Alleles are iden-
tical by state (IBS) when the offspring shares alleles that
are physically identical but not necessary came from the
same grandparent. An AA homozygous father will give
an “A” to all offspring but sometimes the “A” may be
the grandpaternal “A” and at other times it may be the
grandmaternal “A”.
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Table 28.6 Expected frequency of the possible genotype combinations in sibling pairs for
a single locus

Sibling 1
Sibling 2 BB Bb bb

BB p4 + p3q + 1/4p2q2 p3q + 1/2p2q2 1/4p2q2

Bb p3q + 1/2p2q2 p3q + 3p2q2 + pq3 1/2p2q2 + pq3

bb 1/4p2q2 1/2p2q2 + pq3 1/2p2q2 + pq3 + q4

This example illustrates that the expected
covariance between family members in traits
that are partly under genetic control is non-zero.
When we tie the expected covariance between
parents and offspring back to Eq. (28.6), we see
that it exactly equals half the additive genetic
variance (= 1/2 VA). Note that no dominance vari-
ance is passed from parent to offspring. Since
only one allele is passed on per gene, parents
and offspring cannot be identical by descent for
both alleles. In contrast, the covariance between
full siblings, i.e., brother, sister, or brother sis-
ter pairs, can contain both additive and domi-
nance effects. Table 28.6 displays the expected
frequencies for the genotype combinations of
two full siblings.

The covariance again obtains as the sum of the
frequency×cross-products in the nine possible
genotype combinations or

Covariance (SBPsibling 1, SBPsibling 2)
= (p4 + qp3 + 1/4p2q2)(a − m)2

+ (p3q + 1/2p2q2)(a − m)(d − m)
+ 1/4p2q2(d − m)2

+ (p3q + 1/2p2q2)(a − m)(d − m)
+ (p3q + 3p2q2 + pq3)(d − m)2

+ (1/2p2q2 + pq3)(−a − m)(d − m)
+ (1/4p2q2)(a − m)
+ (1/2p2q2 + pq3)(d − m)(−a − m)
+ (1/2p2q2 + pq3 + q4)(−a − m)2

= pq(a + (q − p)d)2 + (pqd)2.
(28.9)

When we tie the expected covariance between
full siblings back to Eq. (28.6), we see that it
exactly equals half the additive genetic plus one
quart of the dominance variance (= 1/2 VA +
1/4 VD). More generally, the genetic covari-
ance varies systematically with the degree of
genetic relatedness and a general formula for the

genetic covariance between a trait measured in
two relatives is

Covariance (P1, P2) = u × VA × r × VD.
(28.10)

where P1 is a trait measured in relative 1, P2 the
same trait measured in relative 2, u the coeffi-
cient of relationship representing the correlation
between the relatives that would be found if all
of the contributing loci acted additive, and r the
coefficient of fraternity – the probability for all
of the contributing loci that the relatives share
both alleles identical by descent. For parent–
offspring pairs, u= 1/2 and r =0, for full siblings
u = 1/2 and r = 1/4, for uncles (aunts) with the
nephews (nieces) u = 1/4 and r = 0, for grand-
parent and grandchild u = 1/4 and r = 0, and for
single first cousins u = 1/8 and r = 0. When
the covariance between family members in a trait
is measured across many different family rela-
tionships (e.g., different values for u and r) this
yields a set of equations that can be algebraically
solved to estimate VA and VD.

3.1 Twin Design

Studying family resemblance remains a power-
ful tool in genetics, but as already noted by Sir
Francis Galton (Galton, 1869), a major short-
coming of this type of family studies is that the
degree of genetic relatedness can be confounded
with the degree of shared family environment.
Full siblings, for instance, do not only share
more genes than nieces and nephews but they
are also typically raised in the same household.
The shared family environment includes poten-
tially important factors like parental SES, neigh-
borhood, school, sports club, family diet, and
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parental attitudes and rearing style. The solution
to separating the genetic and shared environmen-
tal effects on the trait resemblance of family
members has been found in what Galton called
“a unique experiment of nature”: monozygotic
and dizygotic twin pregnancies.

Monozygotic (MZ) twinning occurs when,
for reasons that are still incompletely under-
stood, a fertilized egg divides before it nestles
in the uterus. MZ twins are usually said to
inherit identical genetic material. This is not
entirely correct. Genetic imprinting patterns can
be found to differ in MZ twins as is illus-
trated, for instance, in an MZ twin pair discor-
dant for Beckwith–Wiedemann syndrome due
to differential imprinting (Martin, Boomsma,
and Machin, 1997). A number of other occur-
rences can make the genetic identity of MZ
twins less than 100%. Since these occurrences
are all rare, the assumption that MZs have 100%
genetic identity is quite defendable, particularly
since deviation from perfect identity will lead to
an underestimation of genetic effects (i.e., the
assumption is a conservative one).

If more than one egg is released from the
ovaries during a menstrual cycle and each egg is
fertilized by a separate sperm, the result would
be non-identical twins also known as dizy-
gotic (DZ) or fraternal twins. DZ twinning rates
have risen in the last decades in most countries
because of artificial reproduction techniques and
the higher age at which mothers get their first
child which may be paired to higher levels of fol-
licle stimulating hormone. Genetically, DZ twins
do not differ from singleton brother–brother,
sister–sister, or brother–sister pairs, that is, they
share on average 50% of their genetic material.
Opposite-sex (OS) twins are always DZ twins.

When twins are reared together they share
part of their environment and this sharing of
the family environment is the same for MZ
and DZ twins. The important difference between
MZ and DZ twins is that the former share
(close to) all of their genotypes, whereas the
latter share on average only half of the geno-
types segregating in that family. This distinction
is the basis of the classical twin study. In a
twin study four possible components and their

interactions and correlations are thought to con-
tribute to the total variance in a trait: unique
environmental factors (“E”), shared environmen-
tal factors (“C”), additive genetic factors (“A”),
and dominant genetic factors (“D”). Shared envi-
ronmental factors (“C”) and additive (“A”) and
dominant (“D”) genetic factors can cause twin
resemblance, whereas the extent to which twins
do not resemble each other is ascribed to the
unique (or non-shared) environmental factors.
These include all unique experiences like dif-
ferential jobs or lifestyle, accidents or other life
events, and in childhood, differential treatment
by the parents and non-shared peers.

For simplicity, we first will consider the case
where there is no interaction between the A, C,
E, and D components. The phenotypic value for
a trait in individual i is now re-defined from
Eq. (28.1) as

Phenotype (Pi) = μ + Ai + Di + Ci + Ei.
(28.11)

where Ai and Di stand for the effects of the addi-
tive and dominant genetic factors and Ci and
Ei for the effects of shared and unique envi-
ronmental factors (with Ei also including the
residual variance due to measurement error).
Additionally assuming for the moment that
the variance components are uncorrelated, the
expectations for the total trait variance then
become

Variance (P) = VA + VD + VC + VE. (28.12)

The coefficients of relationship (u) and frater-
nity (r) are 1 and 1 in MZ twins and 0.5 and 0.25
in DZ twins, respectively. The shared environ-
ment is correlated as unity in both types of twins.
Hence, Eq. (28.1) can now be used to derive the
MZ and DZ twin covariances as

Covariance (P1, P2)MZ=VA + VD + VC.
(28.13)

Covariance (P1, P2)DZ = 1/2 VA

+1/4 VD + VC.
(28.14)
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This leaves us with four unknowns in three
equations and it is obvious that we cannot esti-
mate VA + VD + VC + VE at the same time. A
practical solution is to set either VC or VD to
zero. This is not to say that both VC and VD can-
not contribute to the variance in a trait, rather that
they cannot be estimated simultaneously with
data from MZ and DZ twins alone. The practical
approach in twin studies is to first inspect the MZ
and DZ correlations to see whether dominance or
shared environmental effects are actually likely
to play a role. The presence of dominance can
be recognized because it yields DZ correlations
that are much lower than half the MZ correlation.
In contrast, the presence of shared environmen-
tal effects yields DZ correlations that are much
higher than half the MZ correlations.

A few rules of thumb can be used to esti-
mate the contribution of additive genetic, shared,
and unique environmental influences to the total
variance by comparing the MZ and DZ twin cor-
relations, when no evidence for dominance is
found. Heritability or VA/VP can be estimated
as twice the difference between the MZ and DZ
correlations (VA/VP = 2(rMZ − rDZ)). Unique
environmentability or VE/VP is obtained by sub-
tracting the MZ correlation from unit correlation
(VEVP = 1 − rMZ). Shared environmentability
or VC/VP is estimated subtracting the MZ cor-
relation from twice the DZ correlation (VCVP =
2rDZ − rMZ). For example, the MZ correlation
for exercise behavior of 14-year-old adolescents
is 0.8 and DZ correlation is 0.6 (Stubbe et al,
2005) suggesting an influence of the shared fam-
ily environment on adolescent exercise behavior.
From these twin correlations, the estimates for
the contribution of VA, VC, and VE to the total
phenotypic variance in exercise behavior would
be 40, 40 and 20% respectively.

3.2 Structural Equation Models

Rather than relying on the rules of thumb above,
twin researchers prefer to use structural equation
modeling (SEM). In SEM, the relationships
between several latent unobserved variables

(e.g., genetic and environmental factors) and
observed variables are summarized by a series
of structural equations. Additional equations can
specify the correlation between the latent genetic
and environmental factors if these are known.
It is possible to derive the variance–covariance
matrix implied by the total set of equations (the
model) through the use of covariance algebra
(Bollen and Long, 1993). When the complexity
and number of the equations increases, the struc-
tural equation model can be formulated more
easily by application of path tracing rules on
the complete representation of all relationships
between observed and unobserved variables in a
so-called path diagram.

In a path diagram, observed variables are
represented by square boxes, whereas inde-
pendent variables are represented by circles.
Causal effects are represented by unidirectional
arrows, whereas correlations are represented by
double-headed arrows. An example is depicted
in Fig. 28.4 where SBP has been measured at rest
in two twins and an additional non-twin sibling.
Inspection of the twin correlations had suggested
that dominance does not play a role and that all
the genetic variance in SBP is additive genetic
variance. Hence only the latent factors A, C, and
E are used in the diagram and the latent D fac-
tor was omitted. Using our knowledge about the
twin covariances in Eqs. (28.13) and (28.14) we
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Fig. 28.4 Path diagram depicting correlated latent addi-
tive genetic (a) and shared environmental (c) factors that
can cause sibling resemblance in SBP, as well as unique
environmental (e) factors that are uncorrelated in the
siblings
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set the correlation of the latent genetic factors for
MZ twins to 1 and for DZ twins to 0.5. The cor-
relation of shared environmental factors is set to
1 for both types of twins and their siblings. The
latent unique environmental factors are (per defi-
nition) uncorrelated. Unobserved latent variables
have no scale: their variance is arbitrarily set to 1
(the double arrows that start and end in the latent
factors). Path coefficients a, c, and e represent the
factor loadings of SBP on the latent factors.

To derive the expected covariance between
two observed variables we identify all pathways
that start at one variable and end at the other,
such that (1) a pathway begins by tracing back-
ward, against the direction of one or more single
or double-headed arrows; (2) a pathway changes
direction at a double-headed arrow and moves
thereafter only in the direction of single-headed
arrows; (3) no pathway goes through more than
one double headed arrow; (4) no pathway is
counted twice. To obtain the covariance between
two variables, we multiply the path coefficients
along all distinct pathways connecting the two
variables and sum these products. For instance,
the derivation of the SBP covariance of two DZ
twins begins by tracing backward from the SBP
in twin 1 through the arrow labeled a to the latent
genetic factor of twin 1. Through the double-
headed arrow labeled 0.5 we reach the latent
genetic factor of twin 2 and change direction to
end up in the SBP of twin 2 through the for-
ward a arrow. Multiplication yields a × 0.5 × a
or 1/2a2. When we repeat this for the only
other pathway linking the two twins (through
C) we find that the expected covariance for DZ
twins is 1/2a2 + c2. The covariance between
a twin and a non-twin sibling is also a × 1 ×
a + c × 1 × c or a2 + c2. The expected variance,
which is the covariance between the variable and
itself, derives as a × 1 × a + c × 1 × c + e × 1
or a2 + c2 + e2 for all twins and siblings alike.3

3 The reasonable assumption that the trait variances in
MZ twins, DZ twins, and non-twin siblings are the same
is often explicitly tested before the actual ACE or ADE
models are fitted.

Using maximum likelihood estimation we
can now iteratively test the fit of the expected
covariances/ variance to the actual observed
covariances/variance in a sample of hundreds
of twins and siblings over a range of possi-
ble values for the path coefficients. From the
best fitting model we take the estimates for the
path coefficients (e.g., a,c, and e) and determine
the relative contribution of the latent factors to
the total variance in resting SBP. Heritability
of SBP, for instance, obtains as the ratio of
a2/(a2 + e2 + c2) which is often expressed as
a percentage. An additional round of iterations
that varies the estimates for the path coeffi-
cients around the optimal level can be used to
establish the confidence intervals around these
estimates.

The huge advantage of SEM becomes appar-
ent if we want to test various alternative descrip-
tions of the observed data. Each model comes
with a statistic of how likely the data are under
the specified model and parameter estimates for
the causes of familial resemblance, which can
be expressed as a χ2 or a log likelihood ratio.
For instance in Fig. 28.4, we could hypothe-
size that the shared environment has no effect
on SBP and simplify the ACE model to an AE
model by dropping the latent C factor. The fit
statistic of this AE model may indicate that the
new model fits almost as good as the former
but since it needs 1 degree of freedom (df) less
to describe the data it is a more parsimonious
model. The difference in fit statistics of various
alternative models has a χ2 distribution. Testing
the loss of fit against the differences in dfs of
various models can determine which of the mod-
els is the most parsimonious description of the
data. Because all model fitting are based on a set
of regression equations, the effects of covariates
like age or SES can be easily removed from the
trait mean, before estimating the parameters a2,
c2, and e2.

Often the parameter estimates and the fit
statistics of various models are displayed in
tables like Table 28.7, which displays model
fitting results for ambulatory measured SBP in
the evening in adult Dutch twins and one or
more of their non-twin siblings (Hottenga et al,
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Table 28.7 Proportion of variance in SBP explained by additive genetic factors and shared and unique environmental
factors with goodness-of-fit parameters. Best model in bold face font

Model Sex a2 c2 e2 −2ll df �χ2 �df p-value

ACE full Males 0.39 (0.00;0.64) 0.05 (0.00;0.40) o.56 (0.36;0.81) 7117 971
Females 0.51 (.17;.67) 0.00 (0.00;0.19) 0.49 (0.33;0.70)

ACE nosex M+F 0.48 (0.19;0.60) 0.52 (0.40;0.68) 7123 974 6 3 0.894
AE nosex M+F 0.48 (0.34;0.60) 0.52 (0.40;0.66) 7123 975 6 4 0.962

2005). The first two rows show the full ACE
model that estimates a2, c2, and e2 separately
for males and females on the raw data,4 yield-
ing a log likelihood value at 971 df. The third
and fourth rows show the estimates and fits of
two nested models. For instance, in the third
row (ACE nosex), leaving out sex differences
in the parameter estimates does not result in a
model that fits significantly worse than the full
ACE model.

There is a mild loss of fit (�χ2 = 7123 −
7117 = 6) but the simpler model needs three
parameters less to describe the data (it gains 3
df). This is indicated by the p-value for the test
of a worsening of the fit, which remains well
above the p = 0.05 threshold. The model in the
fourth row has dropped the shared environmental
factor leaving only additive genetic and unique
environmental factors as causes of variation in
evening SBP. This model again does not fit worse
than a full ACE model and can be considered the
most parsimonious model (which is indicated by
the bold face font).

It is important to stress that the parameter
estimates derived from twin studies are to be
understood as applying to a population, not an
individual. Heritability estimates do not give
information on the contribution of genes to a
trait in a single individual – a common mis-
conception in the popular press. When we esti-
mate the heritability of SBP to be 50% this
does not mean that 70 mm Hg of the observed
blood pressure of 140 mm Hg in a particular

4 It is also possible to fit the model directly to the vari-
ance and covariance matrices rather than the raw data
but this has a number of disadvantages, including listwise
deletion of families where one member has missing data.

individual is determined by genes and 70 mm
Hg by something else. It means that genetic
variation explains 50% of the individual dif-
ferences in blood pressure in this sample. Just
like estimates for the mean SBP or the standard
deviation of SBP, heritability and its environ-
mental pendants (shared environmentability and
unique environmentability) are descriptive statis-
tics for the sampled population and should be
regarded as such. They may or may not gen-
eralize to other samples, although empirically,
a surprising stability of heritability estimates
is found across cultures and age groups for
many traits. Heritability estimates for resting
SBP in the Netherlands, for instance, change
only very little from adolescence to late adult-
hood (Hottenga et al, 2005, 2006) and are
remarkable comparable to those in Australia
(52%), Denmark (66%), Finland (53%), Sweden
(54%), and the UK (53%) (Evans et al,
2003).

A second note of caution is that the twin
method assumes that twins in the same house-
hold are exposed to shared environmental factors
to the same extent whether they are MZ or DZ
(equal environment assumption). If this is not the
case, and MZ twin pairs are exposed to more
similar environments than DZ pairs, then any
excess similarity between MZ pairs compared
with DZ pairs may be the result of shared envi-
ronmental rather than genetic factors. The equal
environment assumption has been a main tar-
get for skeptics of the twin method. All of its
empirical tests, however, have shown that the
assumption holds very well even for behavioral
traits (e.g., intelligence and personality) that
should be most sensitive to its effects (Bouchard,
1994; Derks et al, 2006; Kendler et al, 1993,
1994).
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4 Twin Studies on Cardiovascular
Traits Often Used in Behavioral
Medicine

Cardiovascular research in twin samples has sug-
gested a clear-cut genetic contribution to hyper-
tension (Kupper et al, 2005b; McCaffery et al,
2008), diabetes (Poulsen et al, 1999), stroke
(Bak et al, 2002), and coronary heart disease
(Zdravkovic et al, 2002). A landmark paper was
published by twin researchers of the Karolinska
Institute in Sweden (Marenberg et al, 1994).
They searched the National Death Registry for
death certificates on ∼21,000 twins born in
Sweden between 1886 and 1925, where both
twins within a pair still lived within the coun-
try in 1961. The risk to have died from coronary
heart disease when one’s co-twin died before the
age of 55 years was 8.1 among male monozy-
gotic (MZ) twins as compared to 3.8 among
male dizygotic (DZ) twins. Re-analysis using a
correlated c-frailty model, which translates dis-
crete yes/no traits into a continuously distributed
latent liability, yielded a heritability to die from
coronary heart disease of 57% in males and 38%
in females (Zdravkovic et al, 2004).

The genetic contribution to cardiovascular
disease end points most likely results from
the joint effects of risk genes on the large
number of biological and behavioral risk fac-
tors that impact on the atherosclerotic pro-
cess. Table 28.8 summarizes the heritabil-
ity estimates for many of these risk factors
based on the study of twins and their fam-
ily members registered in the Netherlands Twin
Registry (NTR). The NTR was established in
1987 as a resource for prospective studies in
behavior genetics and genetic epidemiology
(www.tweelingenregister.org). The adult branch
of register now includes over 23,000 participants
that can be MZ or DZ twins, parents, siblings,
children, or spouses of twins. They have been
longitudinally assessed for a large number of
behavioral and medical traits using biennial sur-
veys and multiple visits to the laboratory or the
university hospital. It is clear from Table 28.8
that all cardiovascular risk factors assessed were

significantly heritable and often more than half
of the variance in the traits was explained by
genetic factors.

Again, I stress that the heritability estimates
in Table 28.8 are based on a single population
in a single country. Many twin studies in dif-
ferent countries and ethnicities, however, have
confirmed the importance of genetic factors not
just in the established risk factors like smoking
(Li et al, 2003), physical inactivity (Stubbe et al,
2006; Beunen and Thomis, 1999), blood pres-
sure (Evans et al, 2003), cholesterol (Beekman
et al, 2002; Iliadou et al, 2005), and BMI
(Schousboe et al, 2003; Silventoinen et al, 2003)
but also for insulin resistance (Poulsen et al,
2001), inflammation (Su et al, 2008; Worns et al,
2006), hemostasis (Peetz et al, 2004), cardiac
autonomic control (Wang et al, 2009), personal-
ity (Wray et al, 2007), and depression (Sullivan
et al, 2000), with very comparable heritability
estimates to those in the Dutch population.

5 Multivariate Structural Equation
Models

Structural equation models of twin family data
can very easily be extended from the univariate
to the multivariate case, which allows a whole
new set of hypotheses to be tested because the
observed information now includes all cross-
twin cross-trait correlations. In addition to esti-
mating the heritability of multiple traits, we can
test the extent to which the heritability of these
traits is caused by common genetic factors that
influence all of the traits, and the extent to which
heritability is caused by genetic factors that are
specific to each trait. To illustrate this, Fig. 28.5
presents a bivariate extension of the ACE model
of two different phenotypes: SBP measured at
rest and SBP during mental stress. There are now
two genetic factors, common genetic factor A
influences SBP in both conditions, whereas spe-
cific genetic factor As influences only SBP under
stress. Path coefficient a11 quantifies the effect of
genetic factor A on SBP at rest, a21 quantifies the
effect of A on SBP during stress. Coefficient a22
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Table 28.8 Heritability estimates for cardiovascular disease risk factors in the Netherlands

Heritabilitya Reference

Smoking
– Initiation 44% Vink et al (2005)
– Quantity smoked 51% Vink et al (2004)
– Nnicotine dependence 75% Vink et al (2005)
Physical inactivity
– Exercise less than 60 min weekly 50–68% Stubbe et al (2006)
Blood pressure
– Systolic blood pressure 48–60% Kupper et al (2005b); Hottenga et al (2005);

de Geus et al (2007)
– Diastolic blood pressure 34–67% Hottenga et al (2005); Kupper et al (2005b);

de Geus et al (2007)
Lipids
– LDL cholesterol 77–83% Beekman et al (2002)
– HDL cholesterol 61–80% Beekman et al (2002)
Obesity
–Body Mass Index 64–81% Schousboe et al (2003)
–Waist-to-Hip ratio 70% Unpublished
Insulin resistance and beta cell function
–Fasting glucose 38–66% Simonis-Bik et al (2008)
–Insulin sensitivity (hyperinsulinemic

euglycemic clamp)
60% Unpublished

–Insulin response during hyperglycemic clamp
First phase
Second phase

52%
77%

Unpublished

Inflammation
–Cytokine response to LPS 55–68% Posthuma et al (2005)
–Fibrinogen 39% de Lange et al (2006)
Coagulation and Fibrinolysis
–Tissue plasminogen activator 67% de Lange et al (2006)
–Von Willibrand factor 72% de Lange et al (2006)
Cardiac autonomic control
–Heart rate 37–68% Kupper et al (2005a); Snieder et al (1997)
–Sympathetic control (pre-ejection period) 40–70% Kupper et al (2006); de Geus et al (2007)
–Parasympathetic control (respiratory sinus

arrhythmia)
28–55% Kupper et al (2005a) ; Snieder et al (1997)

Personality
–Type A behavior 45% Rebollo and Boomsma (2006)
–Type D personality 52% Kupper et al (2007)
Psychopathology
–Major depression 36% Middeldorp et al (2005)
–Anxiety disorders 36–51% Distel et al (2008); Middeldorp et al (2005)
a Heritability estimates are ranged for some traits (e.g., 50–68%) because they were assessed in multiple stud-
ies in non-overlapping samples, e.g., young adults versus middle-aged, or by different assessment strategies, e.g.,
ambulatory recording versus laboratory-based measurements

quantifies the additional effect of genetic factor
As on SBP during stress. In a similar way, path
coefficients e11, c11, e21, c21, e22, and c22 quan-
tify the effects of common and specific factors
E and C on SBP at rest and during stress. The
heritability of SBP at rest is the variance due to

the genetic factor A divided by the total vari-
ance in SBP at rest and obtains as the ratio
of a2

11/(a2
11 + c2

11 + e2
11). The heritability of SBP

during stress is the variance due to the genetic
factors A and As divided by the total variance
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Fig. 28.5 A bivariate ACE model for SBP

in SBP under stress and obtains as the ratio of
(a2

21 + a2
22)/(a2

21 + a2
22 + c2

21 + c2
22 + e2

21 + e2
22).

We used the model depicted in Fig. 28.5
to test the hypothesis that stress increases the
variance in SBP due to amplification of exist-
ing genetic variance and the emergence of new
genetic variance (de Geus et al, 2007). Amplified
genes are genes that have an effect on individ-
ual differences in a cardiovascular trait at rest,
but these effects become stronger under stress.
Emerging genes are genes that are expressed
only during stress. To test for amplification (or
deamplification) of genetic factors we compared
the fit of a model in which a21 is freely estimated
to the fit of a model in which a21 is constrained
to be the same as a11. If a11 and a21 are the same
there is no evidence of amplification, but if a21

is significantly larger than a11 the effects of the
genes acting on SBP at rest are amplified dur-
ing stress. To test for emergence, we compared a
model in which the path loading a22is freely esti-
mated to a model in which a22 was constrained
to be zero.

Results first of all showed that the total vari-
ance in SBP increased from 59.5 mm Hg2at rest
to 94 mm Hg2 during stress. In both conditions
DZ correlations were about half of the MZ corre-
lations and model fitting confirmed that C did not
influence SBP at rest or during stress and that an
AE model fitted best. Under the AE model, the

a21 coefficient was significantly larger than the
a11 coefficient (ratio a21/a11 = 1.23) providing
evidence for the amplification of the genetic fac-
tors active at rest during times of stress. The a22

coefficient was significantly different from zero
(a22 = 4.0) providing evidence for the emer-
gence of stress-specific genetic variation in SBP
in a cohort of adolescent twins. Total heritabil-
ity of SBP was 59% at rest but increased to 72%
during stress. The ratio of genetic variance at rest
and under stress was 35.1/67.8 = 1.9, whereas
the ratio of unique environmental variance at rest
and under stress was 24.4/26.4 = 1.1. Hence the
increase in heritability reflected a true increase in
genetic variance, not simply a reduction in envi-
ronmental variance (e.g., because stress is a more
standardized condition).

5.1 Genetic and Environmental
Correlation

Alternatively, the bivariate twin model in
Fig. 28.5 can be used to decompose a phenotypic
correlation between two traits into its three pos-
sible sources: overlapping genetic, overlapping
shared environmental, or overlapping unique
environmental factors. The word “overlapping”
can be defined more precisely as the correlation
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between the latent genetic (Rg), shared envi-
ronmental (Rc), or unique environmental (Re)
factors influencing SBP at rest (A, C, E) and
SBP under stress (As, Cs, Es). More gener-
ally Rg between two traits is derived as the
genetic covariance between the traits divided by
the square root of the product of their genetic
variances:

Rg = (a11 × a21)/
√(

a2
11

) ×
√(

a2
21 + a2

22

)
(28.15)

If the genetic correlation is close to 1, the two
genetic factors (A and As) overlap completely. In
this case a22 will be zero and there are no genes
that emerge specifically for the second trait. If
the genetic correlation is significantly less than
1, there may be overlap in the genetic factors (A
and As) that influence both traits but the over-
lap is imperfect and a22 will be non-zero (this
was the case in our SBP example above). If
the genetic correlation is close to 0, there is no
overlap in the genetic factors that influence both
traits and the heritability of the second trait is
determined completely by a22.

Analogously, the environmental correlations
Rg and Rc between two traits are derived as the
environmental covariance divided by the square
root of the product of the environmental vari-
ances of the two traits:

Rc = (c11 × c21)/
√

(c2
11) × √

(c21 + c2
22).
(28.16)

Re = (e11 × e21)/
√

(e2
11) × √

(e2
21 + e2

22).
(28.17)

The actual observed or phenotypic (Rp) cor-
relation between two traits is a function of Rg,
Rc, Re and the square roots of the standard-
ized genetic (a2), shared environmental (c2), and
unique environmental (e2) variances of these two
traits. In a general notation for traits x and y, the
phenotypic correlation is

Rxy = √
a2

x × Rg × √
a2

y + √
c2

x × Rc × √
c2

y

+√
e2

x × Re
√ × e2

y .
(28.18)

In the adolescent sample used above, the
observed phenotypic correlation between SBP
at rest and during stress in our study was Rp =
0.81. Only additive genetic and unique envi-
ronmental factors contributed to the variance
in SBP at rest (a2

rest = 0.59 e2
rest = 0.41) and

under stress (a2
stress = 0.72 e2

stress = 0.28) with
Rg = 0.874, Rc = 0, and Re = 0.707. Hence,
Eq. (28.18) correctly estimates the phenotypic
correlation:

√
0.59 × 0.874 × √

0.72 + √
0 ×

0 × √
0 + √

0.41 × 0.707 × √
0.28 = 0.81.

The extent to which the phenotypic cor-
relation is explained by the correlation at
the genetic level (

√
a2

rest × Rg × √
a2

stress) is
often reported as a percentage and repre-
sents the “heritability of the covariance.” For
the phenotypic correlation between SBP at
rest and SBP under stress, the percentage
explained by correlation at the genetic level is
(
√

0.59 × 0.874 × √
0.72)/0.81 = 70%.

The bivariate model in Fig. 28.5 can be fur-
ther expanded to a multivariate design when
more than two measurements are available,
e.g., during ambulatory blood pressure recording
(Kupper et al, 2005b). More importantly, these
multivariate models can also be used to compute
genetic and environmental correlations between
different traits, rather than the repeated measures
of the same trait. A typical example is given in
the left-hand side of Fig. 28.6, where three com-
ponents of the metabolic syndrome, body mass
index (BMI), SBP, and oral glucose tolerance
test-derived insulin sensitivity (INS) have been
assessed in Danish MZ and DZ twins. The study
set out to detect the source of the clustering of a
group of symptoms related to insulin resistance
(obesity, glucose intolerance, hypertension, dys-
lipidemia) (Benyamin et al, 2007).5 This cluster
may be a better predictor of diabetes and cardio-
vascular disease than each of these risk factors
separately.

5 The original study computed genetic and environmen-
tal correlations between nine phenotypes, of which three
were selected for the example figure used here.
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Fig. 28.6 A multivariate AE model for SBP, body mass index (BMI), and insulin sensitivity (Insul_Sens)

When multivariate models are depicted in
a path diagram, the amount of arrows (and
path loadings) can be become overwhelming so
Fig. 28.6 differs from Fig. 28.5 in that only
the part of one twin is depicted (the other twin
and non-twin sibling is still used in the analy-
ses with their latent factors correlated as before;
they are just no longer drawn). The multivariate
model drawn on the left is a so-called Cholesky
decomposition, where n traits load on exactly n
latent A, C, E factors with all traits loading on
the first factor, n–1 loading on the second fac-
tor, and so on. The right-hand side of Fig. 28.6
describes exactly the same model but it uses a
different notation. In a correlated factors model
the pathways from the latent factor of a trait to
the observed value of the other traits are now
replaced by correlations between the latent fac-
tors. The Cholesky model is the preferred model
when there is a clear theoretical causal or tem-
poral ordering of the traits (as in repeated mea-
surements), but when the ordering of the traits is
arbitrary a correlated factors model may be more
appropriate.

Using the model on the right in Fig. 28.6 as
the null model we can test the relative fit of var-
ious nested models. For instance, we can test
a model that freely estimates Rg but fixes Rc
and Re to zero. This would test the hypothesis

that the associations between SBP and BMI
and between SBP and insulin sensitivity derive
entirely from a common set of genetic factors.
Empirical data showed this hypothesis to be false
(Benyamin et al, 2007). The phenotypic corre-
lations between SBP and INS (r = −0.31) as
well as between SBP and BMI (r = 0.26) were
due to not only genetic (Rg = −0.23 and 0.26)
but also unique environmental (Re = −0.26 and
0.27) factors. Furthermore, the genetic correla-
tions were rather modest which argues against
the idea that all variables in the metabolic syn-
drome have a common (genetic) etiology.

6 Gene–Environment Interaction

Let us now return to Eq. (28.11), where the
terms that capture the interactive effects between
the genetic and environmental factors (A×E,
A×C) were “conveniently” set to zero. The clas-
sical twin design needs to assume these terms
to be zero simply because it is not possible
to estimate the contribution of these effects to
the total phenotypic variance with a twin study
unless the environmental factors are measured
or experimentally controlled. If the assumption
on the absence of gene–environment interaction
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is wrong, the estimates for a2, c2, and e2 may
be biased. True A×C effects that are not mod-
eled will inflate heritability estimates as well as
the effects of the shared environment, whereas
true A×E effects that are not modeled will act to
inflate the estimates of the unique environmental
contribution (Purcell, 2002). Perhaps counter-
intuitively, the latter means that twin studies will
underestimate the importance of genetic vari-
ance, if the relevant environmental factor is a
person-specific factor, like the amount of life
stress or level of job strain.

Fortunately, if the relevant environmental fac-
tors have been measured they can be readily
incorporated in the twin design. Their interaction
with genetic effects can be formally tested and
the relative contribution of gene–environment
interaction effects to the total trait variance
estimated. There are a number of ways to do
this. First, the classic twin analyses can be
stratified for the measured environmental fac-
tor, such that the analyses are performed in
subgroups of MZ and DZ twins that are con-
cordant for the degree of environmental expo-
sure (Heath et al, 1998). Significantly different
heritability estimates in these subgroups sig-
nal gene–environment interaction. An example
for blood pressure is provided by McCaffery
and colleagues (2008) who investigated A×E
gene–environment interaction in hypertension
by examining the extent to which educational
attainment modifies the heritability of hyperten-
sion in Vietnam-era twins. Thousands of MZ
and DZ male twins provided data on their edu-
cation and self-report physician diagnosis of
hypertension or medication usage. From these,
the MZ and DZ pairs were selected to be con-
cordant for low or high educational attainment
such that either both of them had received more
than 14 years of education or both of them
had received less than 14 years of education.
Heritability of hypertension was 63% in the
higher educated twins versus 46% in the lower
educated twins. In view of the higher incidence
of hypertension in lower educational attainment
groups, individual differences in genetic vulner-
ability to hypertension seem to be swamped by
the environmental risk factors in subjects with
lower education levels. In contrast, in subjects

with high educational attainment only those at
high genetic risk will develop hypertension.

A second way to test gene–environment inter-
action is to add the observed environmental
factor as a moderator variable to the path load-
ings of the genetic factor on the observed vari-
able. This extension of the twin model does
not need to be restricted to the interaction of
genetic with shared or unique environmental fac-
tors and can also be used to test for interaction
within the two types of environment, i.e., C×E
or E×E interactions (Purcell, 2002). Figure 28.7
depicts two ways of doing this. The left-hand
side is a modified version of the models used
by studies that aimed to detect possible moder-
ating effects of regular physical activity on the
genetic risk for obesity (McCaffery et al, 2009;
Mustelin et al, 2009). A classical ACE decom-
position is used, but now the effects of the latent
factors are allowed to be modified by the mea-
sured environmental variable. Physical activity
was allowed to act as an environmental mod-
ulator of the genetic effects on BMI (β1) as
well as of the unique and shared environmental
effects (β2, β3). Significance of, for instance, the
gene–physical activity interaction can be tested
by comparing this full model to a model with β1
set to zero.

The moderator variable in this model can
be dichotomous, for instance, by contrasting
non-exercisers (activity = 0) versus vigorous
exercisers (activity = 1) based on the endorse-
ment of one or more of five common vig-
orous intensity aerobic exercises (McCaffery
et al, 2009).6 The moderator can also be con-
tinuous for instance when a physical activity
index is calculated from the product of self-
reported exercise intensity, duration, and fre-
quency as was done in thousands of Finnish
twin pairs (Mustelin et al, 2009). Of note, both
approaches showed that physical activity signif-
icantly modified the heritability of BMI, with
a high level of physical activity decreasing the

6 In the latter case the model resembles the approach
above in that it computes the heritability separately in
non-exercisers (a2/VP) versus and vigorous exercisers
((a2 + β1∗activity)/VP).
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Fig. 28.7 Twin models testing the interaction of A, C, and E with physical activity on BMI, while accounting for
potential correlation between A, C, or E and physical activity

additive genetic component in BMI (Mustelin
et al, 2009; McCaffery et al, 2009). This sug-
gests that genetic variation significantly influ-
ences variation in adiposity in sedentary sub-
jects, but that in physically active individuals the
effects of this genetic variation is diminished.
The often-replicated effect of the FTO gene on
BMI appears to be one of the genes modified
by physical activity, as the association between
FTO and BMI was blunted in people with high
physical activity assessed either by self-report
(Andreasen et al, 2008) or 7-day accelerometry
(Rampersaud et al, 2008).

7 Gene–Environment Correlation

A new element in the left-hand side of Fig. 28.7
is the triangle with an effect of the moderator
(physical activity) on the mean of the observed
levels of BMI. This indicates that the effect of
physical activity was regressed from the BMI
level and that the ACE decomposition was per-
formed on the residual BMI. In this way twin
researchers try to deal with the possibility that
the genes that influence BMI may also influence
physical activity. This ties in directly with the
second omission in Eq. (28.11) where we not

only assumed the absence of gene–environment
interaction but also left out the terms that capture
possible gene–environment (A–E, A–C) corre-
lations. As indicated in the introduction, such
gene–environment correlation is quite likely to
occur, particularly in behavioral traits.

In both active and reactive gene–environment
correlation the non-random aspects of the envi-
ronment are a consequence of the genetic effects
on the behavior of the individual and should
be considered to reflect an extended pheno-
type (Dawkins, 1982). In this case the heritabil-
ity of the phenotype meaningfully incorporates
the effects of gene–environment correlation. For
instance, the genes that cause individual differ-
ences in the drive to be physically active may
also influence BMI because low levels of phys-
ical activity may cause high levels of BMI. In
this case estimating heritability of the residual
BMI, i.e., after regressing out (partly genetic)
individual differences in physical activity may
not be correct. In contrast, when parents trans-
mit the genes for high BMI to their offspring
together with low encouragement to engage in
physical activity, it makes more sense to take
this passive gene–environment correlation into
account before attempting a genetic decomposi-
tion of the variance in BMI, because such gene–
environment correlation may bias estimation of
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heritability and mask gene–environment interac-
tion (Purcell, 2002).

To detect the gene–environment in the pres-
ence of potential gene–environment correlation,
twin researchers first compute the genetic cor-
relation between the moderating environmental
variable and the trait of interest. If such a correla-
tion is low or absent, the gene–environment cor-
relation may be set to zero without dire effects
on the estimates for the remaining final variance
components. Both studies on BMI and physical
activity, for instance, did not find a significant
genetic correlation between BMI and physical
activity in males. In females, however, a low
but significant Rg of −0.22 was found. Such
gene–environment correlation can be taken into
account by regressing the effects of the modera-
tor on the mean as is done in the left-hand side of
Fig. 28.7. This removes genetic and environmen-
tal effects common to both physical activity and
BMI. Similar reasoning applies to the potential
E × activity and C × activity interactions.

A second approach is to perform combined
test of gene–environment interaction and gene–
environment correlation. This is shown in the
right-hand side of Fig. 28.7, where the genetic
factors that influence BMI are split up in those
that are common to BMI and physical activ-
ity (A1) and those that are not in common to
these traits (A2). Here A1 is a hypothetical set
of pleiotropic genes that lower BMI and increase
the drive to exercise regularly. A2 are genes
specific to BMI. Importantly physical activity
is now allowed to moderate the effects of the
genetic and environmental factors it has in com-
mon with BMI (a21, c21, e21) and/or the effects
of the genetic or environmental factors that are
specific to BMI (a22, c22, e22). The test for gene–
environment interaction is simply the test of a
model with β1 and β2 freely estimated versus
models that constrain these parameters to be
zero.7

7 It should be noted that this solution seems to work
well for A–E correlations but may not always work for
A–C correlations that arise from cultural transmission
where parents provide genes as well as a shared family

By far the best opportunity to test gene–
environment interaction arises when the environ-
ment can be experimentally controlled (Falconer,
1952). The same trait is then measured repeat-
edly in MZ and DZ twins under different
environmental conditions. This rules out gene–
environment correlation since all subjects are
exposed to all relevant environments. When
the genetic correlation between the trait in dif-
ferent environments is found to be less than
unity this constitutes robust evidence for gene–
environment interaction. Figure 28.5 already
presented an example of this approach where
SBP was measured at rest and under stress.
The genetic correlation was non-unity (0.87),
signaling gene-by-stress interaction. Indeed the
emergence of new genetic variance in a stress-
ful environment versus a resting environment
is exactly what geneticists mean by gene–
environment interaction, namely that the effects
of the individual’s genotype on the phenotype
are conditional on the environment.

8 Ongoing Evolution of Structural
Equation Models for Twin Family
Data

This chapter focused on quantitative traits, but
virtually all models discussed can also be applied
to measures that are categorical or dichotomous
(e.g., diseased yes/no) by assuming some con-
tinuous underlying liability distribution of which
the categories are a reflection (threshold models
(Neale and Cardon, 1992)). In addition to esti-
mating heritability, genetic and environmental
correlations, and gene–environment interaction,
twin studies can be used to detect differences
in gene expression between the sexes, sibling
rivalry or cooperation effects (Eaves, 1976),

environment to both twins (Purcell and Koenen, 2005).
Also, nonlinear correlation of the environmental moder-
ator and the trait of interest may sometimes be mistaken
for gene–environment interaction (Rathouz et al 2008).
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and rater bias, e.g., when father, mother, and
teacher rate the behavior of a child (Bartels
et al, 2003). Also, in longitudinal twin data,
changes in genetic architecture over time can be
modeled using Markov chains (simplex models)
or growth curves (Neale and McArdle, 2000).
There are various software packages available
to fit different (nested) models to observed twin
family data and to estimate all relevant param-
eters under these models. Often used packages
include LISREL (Joreskog and Sorbom, 1999),
Mplus (Muthén and Muthén, 2007), and Mx
(Neale et al, 2006). For Mx, a large library
of annotated jobs (http://www.psy.vu.nl/mxbib/)
has been created that can deal with all models
discussed in this chapter and many more.

The evolution of twin studies is still very
much ongoing because the twin method makes
a number of assumptions that, in contrast to the
equal environment assumption, have been shown
to be invalid for various traits (see Table 28.9).
Twin researchers have expanded the twin design
to involve a larger amount of family members
than just the twins and their siblings to allow
an explicit test of some of the assumptions
in Table 28.9. (Eaves, 2009). The newer “cas-
cade” models add the parents, spouses, and the
offspring of DZ and MZ twins to obtain esti-
mates of the genetic and environmental (inter-
action) effects that take potential violations of
these assumptions into account as explained in
detail elsewhere (Keller et al, 2009; Medland
and Keller, 2009). Clearly, to maintain suffi-
cient statistical power to test all assumptions
at once, sufficient numbers of twins and of

these extra relatives are required. Hence, the
need for a number of large-scaled well-organized
Twin Family Registries worldwide remains
high.

9 Conclusion

This chapter aimed to provide students in behav-
ioral medicine with an introduction to the quan-
titative biometrical principles underlying the
genetic variation in biological and behavioral
traits. For a full treaty of quantitative genetics
the interested readers are referred to the clas-
sic textbooks (Crow and Kimura, 1970; Falconer
et al, 1996; Lynch and Walsh, 1997; Mather et al,
1971). This chapter further aimed to introduce
the principles of twin studies since virtually all
introductions of papers describing actual genetic
and gene–environmental interactive effects on
biobehavioral traits start by citing evidence for
(multivariate) heritability on these traits from
twin studies. Although a lot of ground was cov-
ered much was left untouched and the interested
reader is referred to more detailed treaties of twin
studies (Neale et al, 1992).

At this point it is good to stress that twin stud-
ies serve to tells us whether, how many and how
strongly genetic factors contribute to the varia-
tion in biobehavioral traits and to their covari-
ance. However, twin studies do not identify any
actual genetic variants at the level of DNA. This
requires molecular genetic approaches, which
will be addressed in the next chapters.

Table 28.9 Examples of strong assumptions made in the classical twin design, which are amended by extended twin
family designs that add the parents, spouses, or children of twins

Assumption Violation

Random mating There is “assortative” mating on the basis of (1) phenotypic resemblance between
spouses or (2) similarity of social backgrounds (social homogamy)

No cultural transmission
from parents to
offspring

The behavior of the parents acts as a shared environment for the children and influences
the offspring-phenotype directly. There may be additional sex differences in vertical
transmission where father’s behaviors have a different influence on sons and
daughters than the behaviors of the mothers

Results from twins
generalize to the
non-twin population

There is a twin-specific shared environment that is not shared with singleton siblings.
For instance twins may be at a disadvantage to singleton births because of fetal
disadvantages specific to a twin pregnancy
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Chapter 29

Candidate Gene and Genome-Wide Association
Studies in Behavioral Medicine

Ilja M. Nolte, Jeanne M. McCaffery, and Harold Snieder

1 Introduction

Mapping of disease genes relies on the idea that
patients more often carry a disease-predisposing
DNA variant than healthy individuals do. Until
20 years ago genetic research mainly concen-
trated on rare so-called Mendelian diseases.
Such diseases are characterized by aggregation
of the phenotype of interest within families
and are typically caused by a single gene with
large effect. Linkage methods were developed
to study the co-segregation of these Mendelian
diseases with genetic variants or markers within
pedigrees, which proved to be very success-
ful, including, for example, the identification
of genetic variation contributing to rare, famil-
ial forms of obesity such as variants within
MC4R (Vaisse et al, 1998; Yeo et al, 1998) (see
Chapter 33).

In the 1990s the focus shifted toward common
diseases to which linkage analysis was applied
as well. The success rate of identification of
genes for complex traits and diseases through
positional cloning (i.e., fine-mapping of linkage
peaks) was disappointingly low, with the notable
exception of the discovery of the diabetes risk
locus, TCF7L2 (Grant et al, 2006). The rea-
sons for the limited success are that (i) many
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genes play a role; (ii) these genes interact with
each other and with various environmental fac-
tors; (iii) the gene variants that cause the disease,
i.e., the risk alleles, are commonly observed in
the general population; (iv) each individual risk
allele confers low risk of the disease or trait.
As such, affected individuals within a family
might not carry a particular risk allele while
unaffected individuals do. Hence the inheritance
of the disease or trait does not fit a simple
Mendelian pattern. As a consequence gene find-
ing efforts for complex traits increasingly rely on
association approaches, because linkage analy-
sis has minimal power as shown by Risch and
Merikangas (Risch and Merikangas, 1996). In
contrast to linkage analysis, association studies
compare unrelated individuals from the general
population and test whether a particular allele
and a trait co-occur more often than expected.

The conduct of association studies has been
greatly facilitated by two large projects that
were completed in the last decade. Early this
century the Human Genome Project and Celera
Genomics in parallel completed the human
genome sequence of the four chemical building
blocks (or bases) of the DNA (A, T, C, and G).
These always occur in pairs (A with T; C with
G) and are hence called base pairs (bp). In the
process they identified and mapped the approx-
imately 25,000 genes of the human genome
(International Human Genome Sequencing
Consortium 2004). Subsequently, the HapMap
consortium (Frazer et al, 2007; International
HapMap Consortium, 2005; The International
HapMap Project, 2003) characterized millions
of common DNA sequence variations of a single
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base, called single nucleotide polymorphisms
(SNPs), across the genome in various human
populations. Other major variation discovery
efforts have a candidate gene focus (Crawford
et al, 2005; Packer et al, 2006). These publicly
available resources constitute the first steps
toward a future where all variants of human
genes will be known.

The increased availability of SNPs gener-
ated in projects such as the HapMap has
already spawned two important developments
in association studies. Rather than focusing on
one or two functional SNPs candidate gene
studies increasingly consider all common vari-
ants within the gene jointly (i.e., gene-wide)
(Neale and Sham, 2004). The second devel-
opment is that of the genome-wide associa-
tion (GWA) study (Hirschhorn and Daly, 2005;
Kruglyak, 2008; Pearson and Manolio, 2008;
Wang et al, 2005). Rapid improvements in geno-
typing technology and reductions in cost have
now made it feasible to conduct these studies,
using sets of hundreds of thousands anony-
mous SNP markers distributed across the entire
genome. This hypothesis-free GWA approach
has led to an explosion in the number of newly
identified genes for complex traits and dis-
eases (Frayling, 2007; Manolio et al, 2008;
The Wellcome Trust Case-Control Consortium,
2007) since its first successful application in
2005, which uncovered a functional SNP under-
lying age-related macular degeneration (Klein
et al, 2005). By October 14, 2009, 417 stud-
ies on 482 diseases or traits (successful and
unsuccessful) were recorded in the Catalog of
Published Genome-Wide Association Studies of
the National Human Genome Research Institute
(www.genome.gov/gwastudies) (Hindorff et al,
2009a, b).

These recent developments in genetic asso-
ciation studies have also impacted the field of
behavioral medicine, with the recent identifica-
tion of new loci for obesity (Frayling et al, 2007;
Loos et al, 2008; Thorleifsson et al, 2009; Willer
et al, 2009), diabetes (Frayling, 2007; Saxena
et al, 2007; Zeggini et al, 2008), blood pressure
(Levy et al, 2009; Newton-Cheh et al, 2009), and
cigarette smoking (Thorgeirsson and Stefansson,
2008) to name a few. Therefore, the aim of

the current chapter is to provide an overview
of concepts and approaches used in candidate
gene and GWA studies illustrated with exam-
ples of traits and genes relevant to behavioral
medicine.

2 A (Very) Short Introduction
to Molecular Genetics

The DNA between any two persons is almost
exactly the same (99.9%). The 0.1% difference
in the sequence of DNA among individuals is
the source of all genetic variation and is respon-
sible not only for, for example, eye color or
blood group but also for susceptibility to dis-
ease. Variation in a single gene is responsible
for Mendelian disorders such as cystic fibrosis
and sickle cell disease (Ingram, 1956; Riordan
et al, 1989). Variation in multiple genes, environ-
mental factors, and gene–gene, and gene envi-
ronment interactions is thought to account for
complex traits, including most of those of inter-
est in behavioral medicine (Burton et al, 2005;
McCaffery et al, 2007).

The DNA is organized in 22 autosomal chro-
mosomal pairs and one pair of sex chromosomes.
Together they constitute the genome. Large-scale
genetic variation includes loss or gain of chro-
mosomes, or breakage and rejoining of different
chromosomes. This variation is abnormal and
often leads to profound developmental problems.
On an intermediate scale, deleted or duplicated
genomic regions of >1000 bp, which may con-
tain (parts of) genes, are called copy number
variants (CNVs) (Iafrate et al, 2004; Redon et al,
2006; Sebat et al, 2004) (see also Section 4.8).
Smaller scale genetic variation is at the level of a
single or small number of base pairs and con-
tributes to most of the normal variation in the
population. This variation can be classified into
three groups: insertion/deletion polymorphisms,
variable number of tandem repeats (VNTR), and
SNPs. A deletion occurs when one or more
nucleotides are eliminated from a sequence,
whereas an insertion occurs when one or more
nucleotides are duplicated and inserted into the
sequence. VNTRs (which include very short
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repeats or microsatellites) are repetitions of short
identical segments of DNA with the number of
repeated segments varying between individuals.
A SNP is defined as a single base substitu-
tion and is the most abundant form of DNA
variation in the human genome, which harbors
approximately 10 million common SNPs with a
minor allele frequency (MAF) >5% (Frazer et al,
2007; International HapMap Consortium, 2005;
Kruglyak, 2008).

For each chromosomal pair one chromosome
is inherited from the father and one from the
mother. If for a particular genetic marker a per-
son inherited the same allele from both parents
that person’s genotype for that marker is homozy-
gous and if he or she inherited different alleles
it is heterozygous. Under a simple Mendelian
inheritance model, and assuming random mat-
ing, lack of selection according to genotype,
and absence of mutation or migration, the fre-
quencies of the genotypes in the population are
perfectly predicted by the frequencies of the two
alleles, which is referred to as Hardy–Weinberg
equilibrium (HWE) (Hardy, 1908; Weinberg,
1908). As an example consider a genetic marker
with two alleles, denoted “short” (S) with fre-
quency p and “long” (L) with frequency q =
1–p. Let the least frequent or minor allele S take
up 40% of all alleles in the population (p =
0.40). There are three potential genotypes SS, SL,
and LL with expected frequencies p2 (0.16), 2·pq
(0.48), and q2 (0.36), respectively. A chi-square
test with 1 degree of freedom for HWE com-
pares these expected genotype frequencies to the
observed genotype frequencies with a significant
chi-square p-value indicating that HWE does not
hold. This test is often used for quality control
purposes and deviation of HWE may indicate
genotyping error (Gomes et al, 1999; Hosking
et al, 2004). Many of the association analyses
discussed below require HWE to hold.

3 Candidate Gene Association
Studies

For heritable traits and diseases genetic variants
must exist that influence that trait or disease,

but which variants in which of the ∼25,000
genes does that concern? Candidate gene asso-
ciation studies test whether a particular allele
in a candidate gene and a trait co-occur above
chance level, given the frequency of the allele
and the distribution of the trait in the popu-
lation (Cordell and Clayton, 2005; McCaffery
et al, 2007). These studies are hypothesis-based,
which means that selection of genes as plausi-
ble candidates is required a priori. The selection
may be based on the biological role of the gene
in a causative pathway (physiological candidate)
or a location close to a peak from a linkage
or genetic mapping study (positional candidate).
Ideally, the candidate gene fits both criteria. It
should be noted that for most complex traits,
our knowledge of underlying causative pathways
is likely incomplete. Limiting the search for
contributing genetic variation to known candi-
date genes will likely prevent the identification
of potentially novel pathways that contribute to
complex traits.

Two types of candidate gene association study
designs can be distinguished (Fig. 29.1). In a
direct association study, one or more putatively
functional variants are typed and associated with
the outcome of interest. It is presumed that the
variants selected for genotyping are causative
for the trait of interest. Genetic variants are
prioritized by apparent functional significance
or location within coding or promoter regions.
Variability in coding regions can impact amino
acid sequence and possibly protein structure
(e.g., splice variants). Promoter variants located
upstream of the gene may be associated with
transcriptional efficiency and ultimately the
amount of protein synthesized. One example
of a putatively functional variant is the 44 bp
insertion/deletion polymorphism (5HTTLPR)
in the promoter region of the serotonin trans-
porter gene (SLC6A4). In vitro studies suggest
that the polymorphism affects transcriptional
efficiency, resulting in altered transporter
expression and serotonin uptake (Heils et al,
1995, 1996; Lesch et al, 1996). More recent
work also suggests that a SNP within the
inserted or long allele alters the functional
significance of the marker, resulting in a version
of the long allele that is functionally similar to
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the short allele and yielding the “tri-allelic”
version of the marker (Wendland et al,
2006).

SNPs within a gene are often strongly asso-
ciated (i.e., in linkage disequilibrium [LD]) with
each other due to co-inheritance as a result of
lack or absence of recombination events between
the SNPs (Gabriel et al, 2002). A series of alle-
les at correlated SNPs on the same chromosome
is called a haploid genotype or in short haplo-
type. Throughout the genome haplotype or LD
blocks exist with SNPs from the same block
being strongly and from different blocks being
weakly correlated. If a haplotype block consists
of k SNPs, 2k possible haplotypes could exist.
However, due to LD the number of observed
haplotypes is often much lower implying that
many SNPs can be predicted from a limited num-
ber of representative SNPs (haplotype tagging
SNPs or tagSNPs) (Johnson et al, 2001). In an
indirect association analysis only the tagSNPs
have to be genotyped, hence reducing the geno-
typing costs, but these SNPs remain representa-
tive of and can be extrapolated to all common
SNPs within a gene (Figs. 29.1 and 29.2). Such
an approach affords gene-based replication and
offers a promising solution to the lack of replica-
bility that continues to plague association studies
of complex diseases and traits (Neale and Sham,
2004).

TagSNPs are selected in such a way that
all non-genotyped SNPs are strongly correlated
with one or more of them (Fig. 29.2). The selec-
tion is ideally performed in a subset of the
sample under study, but more often samples of
the same ethnicity from freely available web

Fig. 29.1 Direct versus indirect association analysis. In
direct association analysis the causal variant is genotyped
and tested itself. In indirect association analysis multi-
ple tagSNPs within a genic region are genotyped and
tested in the hope that one or more of them are strongly
correlated with the untyped causal variant

Fig. 29.2 Principle of tagSNPs selection. For eight
SNPs four different haplotypes exist. In the single-marker
tagging approach shown by the light gray boxes it would
suffice to genotype SNPs 1, 4, and 8. SNP 1 discrimi-
nates haplotype 4 from the others, SNP 4 does the same
for haplotype 3, and SNP 8 for haplotype 1. It is redun-
dant to genotype SNP 6 as this SNP is highly correlated
with SNP 8. In addition, SNP 3 is tagged by SNPs 4
and 8. However, in this case it is possible to tag all
four haplotypes by only two SNPs. The more aggressive
multi-marker approach shown by the dark gray boxes
identifies SNPs 2 and 5 as tagSNPs discriminating all
four haplotypes from each other through the combina-
tion of alleles. Combinations T-A, T-T, C-A, and C-T
discriminate haplotypes 1 through 4, respectively

resources such as the HapMap are used. There
are different approaches to identify tagSNPs
(e.g., reviewed by Stram, 2005). Figure 29.2
shows the difference between single- and multi-
marker tagging approaches. In a single marker
approach each tagSNP discriminates one hap-
lotype from the others. The more aggressive
multi-marker approach allows haplotypes to be
tagged by multiple SNPs and results in a fur-
ther drop in number of SNPs needed for geno-
typing to cover all SNPs within the region of
interest. In Fig. 29.2 the multi-marker approach
used combinations of two SNPs, but more
advanced methods use (many) more. They also
allow for less than perfect correlation, usu-
ally a threshold for r2 of 0.8 is regarded as
a sufficiently strong correlation. The tagSNPs
or their haplotype combinations inferred by
estimation algorithms (Stephens and Donnelly,
2003) are then examined for association with
the trait of interest in the total sample and
the effects of unassayed SNPs would then be
detected through LD with tagSNPs (Carlson
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et al, 2004; Neale and Sham, 2004). Therefore,
this procedure ensures reasonably good cover-
age of common variation throughout the gene.
Even VNTRs and insertion/deletion polymor-
phisms can often be tagged. For example, a
recent study by Wray and colleagues identified a
two-SNP haplotype proxy for 5HTTLPR (Wray
et al, 2009). The International HapMap project
(http://www.hapmap.org) has characterized >3
million SNP markers on a genome-wide scale
in multiple ethnic groups, greatly facilitating the
use of tagSNPs in association studies (Frazer
et al, 2007).

The statistical approach to candidate gene
association studies depends on the research
design of which cohort and case–control studies
are the most common. For these designs we also
discuss gene × gene and gene × environment
interaction and provide some power and sample
size considerations.

3.1 Cohort Studies:
Continuous/Quantitative Traits

For individual diallelic polymorphisms such as
SNPs, genotype is the unit of analysis and serves
as the independent variable. Covariates and addi-
tional predictors of the dependent variable may
also be incorporated. Within a regression frame-
work, the most general model for genetic effects
at a single locus includes a term for linear effects
of a given allele and an additional parameter
for the deviation from this linear effect, i.e., a
dominance term (Cordell and Clayton, 2005).
The general regression framework for a diallelic
locus is given by

Y = α + βaA + βdD + βcC + e

where Y is a quantitative trait, α is the base-
line mean of Y, A and D are dummy vari-
ables reflecting coding for linear (additive) and
nonlinear (dominance) effects of the underly-
ing genotype at a single locus, C represents
other covariates such as age or sex, and e is

a residual error term assumed to be normally
distributed.

For the linear term, genotypes (e.g., GG, GC,
and CC) are assumed to function in an additive
manner and the corresponding regression vari-
able A is coded as 0, 1, and 2 reflecting dose
of the C allele. The associated beta estimate
is the additive effect of the C allele. This lin-
ear model alone predicts that the mean of the
heterozygotes (GC) will be located at the mid-
point between the means of the two types of
homozygotes (GG, CC); however, in practice,
this may not be the case. Deviation of the mean
of the heterozygotes from the midpoint between
the means of the homozygotes suggests that one
allele is dominant over the other. To quantify
this effect, an additional regression term is nec-
essary. Specifically, the regression variable D for
the dominance effect is coded 0, 1, and 0 with the
associated beta estimate reflecting deviation of
the heterozygotes from the midpoint of the two
homozygous groups. One degree of freedom (df)
is required to test each of the linear and nonlin-
ear terms. In addition to the additive model (D
= 0), other specific disease models with only 1
df are the (completely) dominant model (i.e., the
effect is the same for GC and CC: D = A) and
the recessive model (i.e., only CC is at increased
risk: D = –A). In practice, when no hypothesis
exists on the nature of the trait model, the 2 df
model is often tested first and subsequently, the
most appropriate and more powerful 1 df model
is applied. Simply testing all 1 df models is inef-
ficient because of the multiple testing penalty
(see Section 4.4).

In genetic association studies of quantitative
traits, assuming a simple additive model (i.e.,
no dominance effect), effect size of a locus is
a function of mean trait differences between
homozygotes (e.g., the CC versus GG genotype)
and allele frequency (Blangero, 2004). It is usu-
ally described by the coefficient of determination
R2, in a regression analysis that is the percent-
age of variance explained by the genetic variant.
An R2 value >5% for a single gene is consid-
ered a large effect in genetic epidemiology, for
complex diseases R2 <2% are expected for each
contributing gene.
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3.2 Case–Control Studies: Disease
Traits

Case–control genetic association studies are typ-
ically comprised of a group of cases with a
disease of interest and well-matched controls.
Ideally, the cases and controls should represent
“identical” subsamples from a single population
differing only on the trait of interest (Sullivan
et al, 2001). Statistical analyses compare allele
frequencies or genotypes across cases and con-
trols. In samples well-matched for ethnicity,
but possibly also for age, sex, or other predic-
tors, differences in genotypes across cases and
controls may be tested using chi-square tests.
Alternatively, the risk of having the disorder may
be modeled using logistic regression. The log
odds of expressing the disease trait is modeled
as a function of the additive effects of the dose
of one of the alleles and a dominance term repre-
senting deviance from this additive pattern simi-
lar to the model for quantitative traits discussed
in Section 3.1:

ln (Y/(1 − Y)) = α + βaA + βdD + βcC + e

where Y is the binary expression of a phenotype,
α is the baseline log odds of Y, and A, D, C, and
e are the same as before. The term eβa reflects
the change in odds of expression of the pheno-
type based on a unit increase in allele dose and
is called the odds ratio (OR). The GG genotype
becomes the reference group (0 alleles) and the
effect of genotype is quantified by the additive
beta estimate determining if there is a significant
change in odds of the disease for each additional
C allele and the dominance beta estimate reflect-
ing the deviation of heterozygotes from the mid-
point of the log odds for the two homozygous
groups. Alternatively, genotypes are modeled by
two dummy variables coded as 0, 1, 0 and 0, 0,
1 for GG, GC, CC, respectively, estimating sep-
arately the ORs for hetero- and homozygotes.
Again, one of the more powerful 1 df models
(dominant, recessive, or additive) can be tested
based on the ORs observed in the 2 df model.

3.3 Gene × Gene and Gene ×
Environment Interaction

Nearly all traits in behavioral medicine are con-
sidered “complex,” meaning that the causal path-
ways are likely to involve multiple genes of
small effect, environmental factors, and gene
× gene and gene × environment interaction
(Burton et al, 2005; McCaffery et al, 2007).
Interaction between two loci is termed epistasis.
However, a distinction between epistasis refer-
ring to a statistical interaction and that referring
to a physical interaction of gene products is war-
ranted, as the presence of statistical interaction
does not necessarily imply an underlying biolog-
ical interaction (Cordell, 2002). Similarly, sta-
tistical gene × environment interactions should
be interpreted with caution as the mathemati-
cal model may again have no obvious biological
interpretation (Clayton and McKeigue, 2001).
Finally, if the genotype is correlated to the envi-
ronmental risk factor (e.g., genetic susceptibility
to aggression and parental maltreatment), the
interpretation of the statistical interaction is not
straightforward (Turkheimer et al, 2005).

Modeling statistical gene × gene or gene ×
environment interaction may be accomplished
by incorporating all interaction terms between
two genetic predictors or between one genetic
and one environmental predictor, respectively,
into linear or logistic regression as described
above (Cordell, 2002; Moffitt et al, 2005).
Statistical epistasis implies that at least one of
the gene × gene interaction coefficients differs
significantly from zero.

3.4 Power and Sample Size
Considerations

As mentioned in the previous paragraph, behav-
ioral medicine traits are likely to be influ-
enced by multiple genes and interactions.
Therefore, effect sizes of individual genes are
expected to be small. Consequently, required
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sample sizes to detect genetic main effects or
gene × environment interactions with sufficient
statistical power are expected to be rela-
tively large. Excellent online resources spe-
cific to power and sample size calculations
for genetic association studies exist (e.g.,
Quanto (Gauderman and Morrison, 2006) avail-
able at http://hydra.usc.edu/gxe or the Genetic
Power Calculator (Purcell et al, 2003) at
http://statgen.iop.kcl.ac.uk/gpc/).

As examples, we present sample size cal-
culations for genetic main effects and gene ×
environment interactions for a continuous trait
using Quanto (Gauderman and Morrison, 2006).
In all models, statistical power is set at 0.80
and we assume additive genetic effects only.
Effect sizes are quantified in terms of f, defined
as the ratio of the standard deviation between
genotype groups to the common standard devi-
ation within genotype groups. Sample sizes for
small (f = 0.10), medium (f = 0.25), and large
effect sizes (f = 0.40) were calculated (Cohen,
1988). “Gene 1” is modeled after the 5HTTLPR
upstream from the serotonin transporter gene
(Caspi et al, 2003; Lesch et al, 1996; Risch et al,
2009) with an allele frequency of 0.40 for the
risk allele. The outcome is depressive symptoms
measured continuously (although binary traits
can easily be accommodated) and the environ-
mental risk is modeled after “severe adverse life

events” with a prevalence of 30% (Caspi et al,
2003). Sample size requirements for gene main
effects (Model A) and gene × environment inter-
actions (Model B) by effect size are presented in
Table 29.1.

As can be seen from the table, sample size
required varies dramatically with effect size,
desired significance level α, and the complexity
of the model, as would be expected. A sample
size of 500 affords sufficient power to detect a
medium effect size for gene main effect models
but may pose difficulty in detecting gene × envi-
ronment interactions of even large effect size.
To detect gene × environment interaction of a
medium effect, a sample size of about 1500 is
required. The required sample size will be even
larger if the allele is relatively rare (e.g., 5–10%)
or – as shown in Table 29.1 – a large num-
ber of markers is typed such as in GWA studies
for which the statistical significance criterion is
adjusted to 5.0 × 10–8 to take multiple compar-
isons into account (see Section 4.4). Differing
modes of inheritance (additive, dominant, reces-
sive) will also impact effect size and have result-
ing effects on power and sample size. On the
other hand, careful selection and adjustment for
environmental covariates may increase the trait
heritability and improve power to detect main
effects of the gene for a given sample size
(Sabatti et al, 2009).

Table 29.1 Sample size calculations for a gene main effect and gene × environmental interaction with 80% power
stratified by effect size and α level for additive genetic effects

Model A Model B
Effect “Gene” onlya “Gene × environment” interactionb

size (f)c α = 0.05 α = 0.001 α = 5.0 ×10−8 α = 0.05 α = 0.001 α = 5.0 ×10−8

0.10 1631 3549 8230 7667 16678 38681
0.25 258 561 1300 1200 2611 6055
0.40 98 214 496 453 986 2288
aModel A – main effect of one gene (risk allele frequency of 0.40)
bModel B – interaction effect of one genetic variant with a risk allele frequency of 0.40 and one environmental expo-
sure with a prevalence of 30%, assuming main effect contributions of f = 0.10 for the variant and the environmental
factor
cEffect size in f from Cohen (Cohen, 1988). In this example, f indicates the ratio of the standard deviation between
genotype groups to the common standard deviation within genotype groups. Effect size of f = 0.10 corresponds to a
small effect size, f = 0.25 corresponds to a medium effect size, and f = 0.40 corresponds to a large effect size (Cohen,
1988)
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3.5 Non-significance,
Non-replication,
and Inconsistency

A negative finding does not necessarily mean
that the candidate gene is not associated with
the outcome. In this respect sample size plays
an important role. Many prior studies used small
samples and had little power to find true asso-
ciations. Furthermore, note that even if a study
is adequately sized (i.e., power = 80%), there
is still 20% chance of not finding the associ-
ation even if it truly exists. Negative results
could also be due to inadequate coverage of
a gene, for example, in studies of single vari-
ants. In addition, non-significant results may be
attributable to a true lack of etiological relation-
ship (Sullivan et al, 2001). Given the importance
of non-replications in the literature, calls have
been made for convenient formats to publish
negative results (Colhoun et al, 2003; Moffitt
et al, 2005; Sullivan et al, 2001).

Another issue in candidate gene studies is
non-replication. Many initial significant associ-
ations could not be replicated by other studies
or gave inconsistent results (Ioannidis, 2003;
Ioannidis et al, 2001; Wacholder et al, 2004). A
major reason is again that either the initial or
the replication studies lacked sufficient statisti-
cal power (at least 80%). Low power could result
in a false-positive finding in the first study or
in false-negative ones in the replication studies.
The latter in particular could be due to the “win-
ner’s curse” (Goring et al, 2001). This means that
the initial study typically overestimates the effect
size, which leads to non-replication in follow-up
studies of similar sample size. Incomplete cov-
erage of the gene could also lead to incorrect
conclusions. The genetic marker showing signif-
icant association in the initial study may not be
the causal variant, but only in strong LD with it.
Follow-up studies in populations lacking this LD
structure may be unable to confirm the associa-
tion with the same marker locus and the initial
finding will be falsely regarded as a replication
failure. Non-replication could also arise from
true heterogeneity, meaning that a gene variant

might be associated in one population but not in
another.

In conclusion, even if a candidate gene study
is negative or if initial positive results are not
replicated in follow-up studies it is very difficult
to completely rule out the gene as a candidate.

4 Genome-Wide Association (GWA)
Studies

In the last 5 years it has become feasible to
perform large-scale GWA studies as a result of
the development of high-throughput genome-
wide genotyping arrays or chips (Affymetrix
Inc., Santa Clara, CA, USA; Illumina Inc., San
Diego, CA, USA) and the consequent reductions
in cost per genotype. These chips contain hun-
dreds of thousands of SNPs. The entire human
genome has an approximate length of 3.3 ×
109 base pairs, of which ∼1 in 1000 is poly-
morphic. A well-selected sample of 300,000
tagSNPs already provides reasonable coverage
of the European Caucasian genome (Illumina
HumanHap 300 chip: correlation r2 >0.8 with
77% of all HapMap Phase I SNPs) (The
International HapMap Project, 2003; Manolio
et al, 2008).

GWA studies allow interrogation of the entire
genome (and thus every gene) at levels of reso-
lution that were previously unattainable and aim
to identify common genetic variations underly-
ing disease. This GWA approach relies on the
“common disease, common variant” hypothesis,
which states that common disease susceptibil-
ity is the result of the joint action of multiple
common variants (Pritchard and Cox, 2002).
The alternative to this hypothesis is the “com-
mon disease, rare variant” or disease hetero-
geneity hypothesis, which claims that many low-
frequent variants are the cause of common dis-
eases with different variants present in different
individuals (Smith and Lusis, 2002). The truth
for complex diseases is likely to be somewhere
in the middle.
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4.1 Quality Control

An important aspect of GWA studies is that a
huge amount of data is generated in a highly
automated way. This requires strict quality con-
trol (QC) of the data before analyzing it for asso-
ciation with the disease or trait of interest. It is
impossible to inspect each individual data point
for its quality in a GWA study, therefore strict
procedures have to be followed. Useful software
packages facilitating the GWA QC are PLINK
(Purcell et al 2007) or GenABEL (Aulchenko
et al, 2007). In the next paragraphs we discuss
the QC steps required to ensure reliable genotype
data and association results.

– Step 1: Inspection of genotype calling and
signal intensity plots. Genotypes are being
called based on signal intensities of the two
alleles of a SNP. The difficulty in call-
ing genotypes is that the intensities may
vary between chips because of DNA con-
centration or differences in probe affinities.
Furthermore, all individuals should be ana-
lyzed together; otherwise bias may be intro-
duced due to batch effects (Clayton et al,
2005). In particular when cases and controls
are called separately, spurious associations as
a result of differences in genotype calling
may occur. Usually, only the plots from those
SNPs that survive the other QC steps and that
show some evidence of association in the sta-
tistical analysis are assessed through visual
inspection.

– Step 2: Reproducibility. To assess the geno-
typing error rate a small number of individ-
uals are usually re-genotyped. It is also pos-
sible to include HapMap individuals in your
data set. The reproducibility of genotypes
should be >99.5%.

– Step 3: Missingness per individual. A low
percentage of successfully called genotypes
(usually <95%) for an individual indicates
low DNA quality and potentially dubious
genotype calls. Individuals failing this crite-
rion should be removed.

– Step 4: Accidental mix-ups. GWA data are
well-suited to study relationships between
individuals. The concordance rate between
two individuals defined as the percentage
of SNPs with identical genotypes can be
used to identify accidental mix-ups in sam-
ples. A concordance rate of 1 indicates either
sample duplication or monozygotic twins. If
observed unexpectedly, either one or both
individuals should be removed.

– Step 5: Ethnicity. Differential ethnic distribu-
tion between cases and controls, also known
as population stratification, can lead to sub-
stantial inflation of the test statistic (Knowler
et al, 1988). It is therefore essential to inves-
tigate the population structure of the sam-
ple for which several programs are available
(e.g., STRUCTURE (Pritchard et al, 2000)
or PLINK (Purcell et al, 2007)). Small num-
bers of individuals different from the non-
dominant ethnic group should be removed.
Otherwise stratified analyses may be per-
formed. Association results should again be
checked for evidence of population stratifica-
tion (see Section 4.5).

– Step 6: Heterozygosity per individual. Based
on their allele frequencies it can be deter-
mined how many autosomal SNPs are
expected to be heterozygous. A typical
approach is to estimate the mean and stan-
dard deviation (SD) of the heterozygosity
across all individuals. If the heterozygosity
of a single individual is >3·SD below the
mean it might indicate a uniparental disomy
(i.e., when a person receives two copies of (a
part of) a chromosome from one parent and
none from the other); if it is >3·SD above
the mean it could point to DNA contami-
nation. Deviating heterozygosity could also
be evidence for low chip quality. Individuals
with deviating heterozygosity should be
excluded.

Once the sample is cleared of individuals fail-
ing one or more of the above criteria, SNPs can
be subjected to quality checks in the remaining
individuals.
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– Step 7: Missingness per SNP. SNPs are
of questionable quality when the genotype
call rate (i.e., the percentage of individuals
assigned a genotype) is low (<95%). It should
be noted that SNPs can exhibit low genotype
call rates as a result of a CNV (see Section
4.8). Signal intensity plots can be examined
to determine if that is the case and if so,
SNPs can be rescored as CNVs and analyzed
accordingly (Franke et al, 2008).

– Step 8: Minor allele frequency. SNPs that are
present on the genome-wide chip may not be
polymorphic in all populations. In addition,
SNPs that have low MAFs (<1% or <5%,
depending on the sample size) are difficult
to measure reliably and have low power to
detect association with the trait of interest.
Such SNPs need to be excluded.

– Step 9: Violation of HWE. Departure from
HWE in controls or in a cohort may indi-
cate genotyping errors (Gomes et al, 1999;
Hosking et al, 2004). HWE testing must only
be applied to controls, since cases might show
deviation from HWE for SNPs associated to
the disease. SNPs showing departure from
HWE should be removed for classical dial-
lelic association analysis. However, there is
no consensus on the significance threshold to
be used. It should be noted that SNPs can also
show deviation from HWE as a result of a
CNV (see also step 7).

– Step 10: Comparison of control groups.
If the sample consists of multiple control
groups, like in the Wellcome Trust Case
Control Consortium (The Wellcome Trust
Case-Control Consortium, 2007), genotype
frequencies should be comparable between
the groups. If these frequencies are different
for a SNP, this SNP should be removed from
the data set.

4.2 Imputation of SNPs

In order to be able to compare and com-
bine GWA results generated from different

genotyping platforms, imputation of non-
genotyped SNPs, i.e., prediction of unknown
genotypes based on LD with genotyped SNPs,
is widely used. The HapMap Phase II database
on 120 Caucasian, 120 African, or 180 Asian
haplotypes consisting of ∼2,500,000 SNPs
can be used as a reference set. The principle
of imputation is the inverse of the selection of
tagSNPs. If a SNP is not genotyped but it is
strongly correlated in the reference set with
one or a combination of genotyped SNPs, the
genotypes of this SNP can be predicted with
great accuracy. Imputation algorithms like those
incorporated in MACH (Li and Abecasis, 2006),
IMPUTE (Marchini et al, 2007), or BEAGLE
(Browning and Browning, 2009) not only use
information on haplotypes in the reference
database but also account for the possibility of a
recombination.

4.3 Association Analysis

Association with genotyped SNPs can be tested
using linear or logistic regression as discussed
in Sections 3.1 and 3.2 using PLINK (Purcell
et al, 2007) or GenABEL (Aulchenko et al,
2007). The analysis of imputed SNPs is more
complicated than for genotyped SNPs since the
uncertainty of genotypes has to be taken into
account. Such analysis can be performed using
SNPTEST (Marchini et al, 2007), MACH2DAT
(binary trait)/MACH2QTL (continuous trait) (Li
and Abecasis, 2006), ProbABEL (Aulchenko
et al, 2007), or BEAGLE (Browning and
Browning, 2009). These programs also pro-
vide a quality score for each of the imputed
SNPs and standard criteria for exclusion
of SNPs based on low imputation qual-
ity are information score <0.5 (SNPTEST)
and r2 <0.3 (MACH2DAT/MACH2QTL and
BEAGLE). Similar to genotyped SNPs, imputed
SNPs with a low MAF or deviation from HWE
should be discarded. Usually only the additive
model is tested to reduce the number of tests and
because this model has reasonable power to also
detect dominant or recessive effects.



29 Candidate Gene and Genome-Wide Association Studies 433

Fig. 29.3 Manhattan plot for QT interval based on
GWAS meta-analysis of TwinsUK, BRIGHT, and
DCCT/EDIC cohorts. SNPs are ordered along the chro-
mosomes on the x-axis. The –log10 (P) results are plotted

for 2,399,142 SNPs of the meta-analysis of TwinsUK,
BRIGHT, and DCCT/EDIC cohorts for 3558 individuals.
The red dots indicate SNPs with p <10−6. (From Nolte
et al, 2009)

WGAViewer is a useful software package
for visualizing GWA results (Ge et al, 2008)
(Fig. 29.3 (Nolte et al, 2009)). It also facilitates
zooming in on regions, making a selection of
top hits (i.e., most significant SNPs), annotat-
ing SNPs or genomic regions in order to check
for location of the SNPs with respect to genes
that are located nearby, and looking for asso-
ciation with gene expression data, to name but
a few of the options. Nice informative plots of
associated regions incorporating information not
only on significance but also on LD structure
and gene positions can be created with the R
script developed by De Bakker and colleagues
(Saxena et al, 2007) or the web-based module
SNAP (Fig. 29.4) (Johnson et al, 2008).

4.4 Multiple Testing

Next comes the crucial question regarding which
p-values can be considered significant in a GWA
study. In contrast to hypothesis-driven candi-
date gene association studies, GWA studies are
hypothesis-free. This means that every SNP is
tested without any assumption regarding genetic
association with disease and hence, a huge mul-
tiple testing correction needs to be applied.
For example, with 500,000 SNPs tested for
association the standard significance level of
0.05 would already yield 25,000 false-positive
results, assuming independence between all
SNPs. Furthermore, in addition to the large
number of SNPs a multiple testing correction
should also be applied if multiple phenotypes

Fig. 29.4 Regional association plot for the
SLC35F1/c6orf204/PLN locus on chromosome 6.
Shown is the region extending to 500 kb either side
of the most associated SNP rs11153730. The SNPs
are illustrated on −log10(P) scale as a function of
chromosomal position (NCBI build36.3). The sentinel
SNP is illustrated in blue. Surrounding SNPs are colored
according to their r2 with rs11153730 (red indicates an
r2 >0.8, orange an r2 of 0.5–0.8, yellow an r2 of 0.2–0.5,
and gray an r2 of less than 0.2). (From Nolte et al, 2009)

or multiple genetic models are tested. However,
as there is correlation between SNPs, between
phenotypes, and between models, it is diffi-
cult to assess the true number of independent
tests. Correction techniques for multiple compar-
isons based on the original Bonferroni criterion
are in general too conservative (Manly et al,
2004). New procedures based on the false dis-
covery rate effectively control the proportion of
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false discoveries without sacrificing the power to
discover (Benjamini et al, 2001).

Recently, 5 × 10−8 has emerged as the con-
sensus threshold for declaration of genome-wide
significance (International HapMap Consortium,
2005). This threshold maintains a 5% genome-
wide type I error rate based on estimations of
the number of independent tests for common
sequence variation (1 million tests), at least
in Caucasians (Dudbridge and Gusnanto, 2008;
Pe’er et al, 2008). Stricter thresholds are needed
for populations with lower LD. For example,
the genome-wide testing burden in Africans was
estimated to be 2 million independent tests,
which translates into a genome-wide signifi-
cance threshold of 2.5 × 10−8 (Pe’er et al, 2008).

The downside of setting a stringent threshold
for the type 1 error in order to avoid false-
positive findings is that the probability of miss-
ing a true positive association (type II error or
false-negative finding) becomes large, especially
in small samples. Therefore a SNP is only con-
sidered a true positive result when it is replicated
in other samples. In practice, a more lenient sig-
nificance threshold (e.g., 10−6) is often used
for those SNPs taken forward for replication.
Alternatively, the top 100 or 1000 SNPs are
selected for follow-up and can be genotyped
cost-effectively using custom-made chips.

4.5 Population Stratification

As mentioned in Section 4.1 cohort-based and
case–control analysis of unrelated individuals
may give rise to spurious genetic associations
due to differences in both allele frequencies and
the prevalence of the disease of interest among
subgroups of different ancestry within the larger
population, often reflecting racial or ethnic back-
ground (i.e., population stratification). It has
been argued that there have been relatively few
documented instances of bias due to population
stratification reported in the literature and that
population-based studies are relatively robust to
this type of bias (Cardon and Palmer, 2003).

However, more recent empirical tests do find evi-
dence of stratification effects, particularly among
populations that recently originated from two
or more distinct parental populations (genetic
admixture), including African-Americans and
Hispanic-Americans (Freedman et al, 2004).

If cases and controls are not matched for race,
two methods are available to control for strati-
fication using markers throughout the genome.
In structure assessment, genetic markers, either
anonymous markers or markers that differ sub-
stantially among ethnic groups, are used to
predict membership to homogeneous subgroups
within a stratified population (Hoggart et al,
2003; Price et al, 2006; Pritchard et al, 2000).
Once identified, association analysis may be
conducted within these subgroups to ensure a
similar genetic background of cases and con-
trols. A second method, genomic control, uses
anonymous genetic markers to estimate the
degree of inflation of the chi-square statistic due
to population stratification and yields a correc-
tion factor lambda (λ) to account for the inflated
significance (Devlin and Roeder, 1999).

In a GWA study both methods are applied.
The first method, which identifies population
substructures, is used as a QC step (see Section
4.1), while the second method is applied after
the association analysis. A quantile–quantile (Q–
Q) plot of test statistics or –log(p-values) of
non-associated SNPs visualizes the degree of
inflation (Fig. 29.5). Deviation from the line of
identity would indicate the presence of popula-
tion stratification.

4.6 Interaction and Haplotype
Analysis

In addition to single SNP tests, interaction of
SNPs in different genes or haplotypes of SNPs
within a gene can be analyzed. Analysis of
interaction is to be performed in the same
way as for candidate gene studies (see Section
3.3). However, since the number of SNPs in a
GWA study usually is >100,000, the number of
two-way interactions is >5 billion. Testing all
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Fig. 29.5 Quantile–quantile plots of association results
for QT interval of the meta-analysis from TwinsUK,
BRIGHT, and DCCT/EDIC cohorts based on 2,399,142
SNPs in 3558 individuals from the combined cohorts.
The –log10(P) of association test for QT interval is
shown for all SNPs (black diamonds) and for all SNPs
except those located within 1 Mb of the most significant
SNPs of the five associated regions (dark gray). Genomic
Control λ was 1.016. The lower horizontal line denotes
the 95% percentile of the results of all SNPs, values lower
than this threshold were used for calculating the λ. The
upper line indicates the point from where p-values of the
complete data set deviate from the expected line. (From
Nolte et al, 2009)

these interactions would demand a huge multi-
ple testing correction. Hence the set of gene ×
gene interactions to be tested should be selected
wisely, for instance, looking only at genes in the
same pathway or at SNPs that were at least sug-
gestively associated (p < 10−5) in the single SNP
analysis.

Haplotype analysis of SNPs in LD with each
other can also be used to further scan the genome
for significant loci. Haplotype approaches rely
on the hypothesis that chromosomal segments
surrounding the disease mutation are still shared
among cases and that disease mutation carrying
haplotypes have a more recent common ances-
tor than other haplotypes (Nolte et al, 2007;
Te Meerman et al, 1995). Exploiting the evo-
lutionary history of haplotypes provides extra
information on presence and location of a dis-
ease mutation in a genomic region and hence

haplotype analyses can be more powerful than
single SNP analyses (Allen and Satten, 2007;
Nolte et al, 2007).

To date most published GWA studies have
focused on single SNP analyses and did not
perform in-depth analyses like interaction or
haplotype analyses implying that a potentially
relevant source of information in GWA data is
still unexplored.

4.7 Meta-analysis

GWA studies have identified large numbers
of novel loci for complex traits and diseases,
but these loci explain only a small fraction
of the total genetic variation. For example,
NOS1AP explains only 0.8–1.5% of the vari-
ance in QT interval (Arking et al, 2006; Nolte
et al, 2009) whereas the total heritability is esti-
mated to be around 50% (Dalageorgou et al,
2008). Typically, effect sizes of the newly iden-
tified common variants are modest requiring
large sample sizes for detection. Thousand case–
control pairs are needed to detect associations
with 80% power of SNPs with a MAF of 35%
and a OR of 1.51 or R2 of 3.9% in a GWA,
but this number increases rapidly to >10,000
for small effects (OR<1.14/R2<0.39%) or low
risk allele frequencies (<2.0%) (Gauderman and
Morrison, 2006). Research groups involved in
GWA studies quickly realized that collaborations
in large consortia were a prerequisite for contin-
ued gene discovery through meta-analyses (Loos
et al, 2008; Newton-Cheh et al, 2009; Nolte et al,
2009; Psychiatric GWAS Consortium Steering
Committee, 2009; Saxena et al, 2007). These
meta-analyses combine large numbers of cohorts
to reliably show modest effects of susceptibility
alleles (see Chapter 58). Although meta-analyses
are useful for providing a composite effect mea-
sure for the genetic association, they may not
properly capture the heterogeneity of designs,
phenotype definitions, and variation in environ-
mental exposures across studies (Arnett et al,
2007). Hence, a negative finding of a meta-
analysis with significant results in some of the
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individual studies may indicate true heterogene-
ity between studies (see also Section 3.5).

4.8 Copy Number Variants (CNVs)

As already mentioned, identified risk variants
underlying complex traits or diseases explain
only a modest fraction of the heritable phe-
notypic variation. Increasing sample sizes by
combining multiple GWA studies in meta-
analyses will probably uncover more disease
genes. However, the effects of such variants are
expected to be even smaller than those found to
date and the combined effects of these common
SNPs will still only be able to explain a small
part of the heritable variation in complex pheno-
types (Lango et al, 2008). Discovering potential
sources of this “missing” heritability constitutes
a major challenge (Maher, 2008). CNVs may
constitute one such source.

A few years ago two research groups first
described the abundant presence of CNVs in the
human genome (Iafrate et al, 2004; Sebat et al,
2004). Genomic regions of hundreds of thou-
sands of bases are found to be either duplicated
or deleted in multiple individuals. They affect
as much as one-tenth of the human genome
and encompass more nucleotide content per
genome than SNPs (Redon et al, 2006). Many
of these CNVs overlap with genes suggesting
that CNVs might affect disease risk. Further
evidence for this hypothesis comes from the cor-
relation of CNVs with gene expression levels
(Stranger et al, 2007) and associations of specific
CNVs with clinical phenotypes (e.g., Aitman
et al, 2006; Gonzalez et al, 2005). GWA stud-
ies facilitate the exploration of this hypothesis as
genotyping arrays used to perform GWA studies
increasingly include large numbers of CNVs.

4.9 Genetical Genomics

GWA studies are not limited to outcomes like
diseases or traits, but they can also be applied to,
for example, transcriptomic data. One of the first

GWA studies on global gene expression includ-
ing ~400,000 SNPs and ~55,000 transcripts rep-
resenting ~20,000 genes was published a few
years ago (Dixon et al, 2007). Combinations of
genome-wide with transcriptomic or proteomic
data or the metabolic response to drugs will pro-
vide further insight into the role of genes in
complex diseases.

5 Beyond Genome-Wide
Association Studies

5.1 Rare Variants

GWA studies are often not capable of detect-
ing risk variants with MAF <5% since this
is commonly used as a QC exclusion crite-
rion. Furthermore, these rare SNPs are never in
strong LD (r2>0.8) with more common variants,
which limits detection of their signals through
LD. Nevertheless, evidence is accumulating that
these rare variants may be another important
source of the “missing” heritability of com-
mon complex traits. For example, a recent study
by Ji and colleagues (Ji et al, 2008) clearly
showed that rare variants in renal salt handling
genes known to be involved in Mendelian syn-
dromes of salt wasting and hypotension can
also produce clinically significant blood pressure
reduction in the general population. Detection
of such rare variants underlying common com-
plex traits might be achieved using medical
sequencing approaches in selections of individ-
uals from large population-based cohorts such
as the prospective LifeLines study, which will
eventually encompass 165,000 individuals from
the Northern Netherlands (Stolk et al, 2008).
Furthermore, linkage analysis in large pedigrees
may remain an efficient approach to map the
location of such rare variants (Botstein and
Risch, 2003).

5.2 Identification of Causal Variants

Confirmed signals emerging from GWA scans
may not be causal themselves. Associated SNPs
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are often located in introns of genes or in
intergenic regions that to date have no known
function. Thus, they may simply be markers in
LD with the causal variants. Replication sam-
ples from other ethnic groups with different LD
structures may facilitate fine mapping of causal
variants (McCarthy et al, 2008). In addition,
bioinformatic tools may sometimes give a short-
cut to functional (e.g., gene expression) informa-
tion (Ge et al, 2008). In other cases sequencing
of associated regions may be needed (McCarthy
et al, 2008).

5.3 Clinical Relevance and Disease
Prediction

As described by McCarthy and colleagues
(McCarthy et al, 2008) clinical translation of
recent GWA successes in the identification of
susceptibility variants for complex diseases can
take two routes. In the first, detection of novel
loci – even with small effect sizes – may reveal
new insights into disease pathogenesis leading
to identification of new therapeutic targets. Such
treatments may well be effective in individuals
without the specific genetic variant that led to
its discovery. Perhaps the best example is the
development of HMG-CoA reductase inhibitors
(statins) that effectively lower cholesterol lev-
els in nearly everyone, except in individuals
with homozygous absence of LDL-receptors
who were instrumental in identifying this key
metabolic pathway (Manolio et al, 2008).

The second translational route is through the
use of genetic knowledge to develop more per-
sonalized approaches to disease prediction, pre-
vention, and management. The major limitation
here for most complex diseases is that the vari-
ants so far identified provide limited information
on disease risk above and beyond conventional
risk factors. For example, a recent study con-
cluded that the combined impact of 18 risk
variants for type 2 diabetes does not provide
strong predictive value at the population level
in addition to age, sex, and body mass index

(Lango et al, 2008). Before genetic profiling can
be widely applied in clinical practice, the accu-
racy of risk prediction needs to be improved
through identification of additional susceptibil-
ity variants and demonstration of their predictive
value in prospective studies (Arnett et al, 2007;
McCarthy et al, 2008).

6 Conclusions

In this chapter we aimed to provide a compre-
hensive overview of contemporary methodolog-
ical approaches to identification of genes for
complex traits and diseases. Nowadays associ-
ation analysis, particularly through GWA scans,
is the preferred tool. Within a few years it will be
feasible to obtain complete human sequence data
at relatively low cost (i.e., <$1000), which may
render large-scale SNP genotyping – although
developed only recently – a technique of the
past. Future GWA studies will face major com-
putational challenges in meaningfully relating
complete sequence data to disease susceptibility
traits, but offer the prospect of revealing parts of
the missing heritability.
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Chapter 30

Functional Genomic Approaches in Behavioral
Medicine Research

Gregory E. Miller and Steve W. Cole

Since the completion of the Human Genome
Project in 2003, interest in genetics has grown
rapidly in the behavioral medicine commu-
nity. Most of the research to date has focused
on structural genomics and pursued questions
such as To what extent are variations in spe-
cific genomic sequences, i.e., polymorphisms,
responsible for individual differences in biobe-
havioral characteristics (Collado-Hidalgo et al,
2008; McCaffery et al, 2006; Wust et al,
2004)? Do these sequence variants accentuate
the impact that major life stress has on risk for
mental and physical illness (Binder et al, 2008;
Capitanio et al, 2008; Caspi et al, 2003)? By con-
trast, relatively little attention had been paid to
functional genomic processes in the behavioral
medicine community. We know almost nothing
about how thoughts, feelings, and stressors influ-
ence patterns of gene expression, despite the fact
that most regulation of biological systems occurs
at the level of transcription. Thus, functional
genomic approaches have much to offer our field
as it seeks to understand mechanisms linking
the social world to biology and health outcomes.
Gene expression studies also are fairly easily
to undertake, are cost-effective, and yield high-
quality data. In this chapter we provide a brief
primer on functional genomics and then use our
own research to illustrate how assessing those
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processes can yield unique insights into mind–
body mechanisms.

1 Genomics Primer

This section provides a simplified overview of
functional genomics. It focuses on the basics
of protein synthesis – how genes are “switched
on” to produce messenger RNA (mRNA), which
later serves as template for the assembly of pro-
teins – and the methods that biologists use to
measure these processes. Readers seeking more
detailed accounts of these issues should con-
sult other sources. For those seeking an acces-
sible, nontechnical overview of genomics, we
highly recommend the book Molecular Biology
Made Simple and Fun (Clark and Russell, 2005).
Textbooks such as Human Molecular Genetics
(Strachan and Read, 2004) and Molecular
Biology of the Cell (Alberts et al, 2002) are
excellent resources for more advanced readers
and so is a recent review by Johannes and col-
leagues (2008) on the significance of epigenetic
processes.

1.1 Basics of Protein Synthesis

Francis Crick introduced the “central dogma” of
molecular biology in 1958 to describe the flow of
biological information within cells (for an elab-
orated version of this model, see Crick, 1970).
He argued that DNA contains the blueprint for
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assembling the protein molecules that carry out
most cellular functions. These proteins are syn-
thesized in two stages. First, the nucleotide
sequence from a short string of DNA, called a
gene, is transcribed into a complementary strand
of mRNA. Next, the nucleotide sequence from
the strand of mRNA is decoded, or translated,
into a string of amino acids that are joined to
form a protein.

Research over the past 50 years has shown
that, in most cases, protein synthesis pro-
ceeds along the lines that Crick hypothesized.
However, there are cases in which the flow
of biological information diverges from the
sequence outlined in the central dogma. For
example, in retroviruses, RNA is the basic
genomic material that encodes hereditary infor-
mation. When these viruses enter a host cell,
their RNA is reverse-transcribed into DNA. The
DNA then integrates into the host genome and
directs assembly of viral proteins. The virus that
causes AIDS, human immunodeficiency virus,
operates in this fashion. It has also been shown
that some viral RNA molecules replicate them-
selves without any DNA involved in the process.
And in recent years, scientists have recognized
that RNA plays a much more versatile role in
regulating cellular dynamics than the central
dogma envisioned. While much of the RNA that
gets transcribed is eventually translated into pro-
tein, RNA can serve other functions as well,
including blocking the activity of other RNA
molecules through a process called interference.

Finally, the central dogma’s notion that pro-
tein synthesis entails a highly faithful transmis-
sion of biological information has been called
into question. Crick argued that each gene codes
for one specific mRNA molecule that has a
non-fungible nucleotide sequence. And in turn,
each mRNA molecule was thought to code for
one specific protein with a non-fungible amino
acid sequence. However, in recent decades it has
become evident that this one gene/one protein
hypothesis is inaccurate. After they have been
transcribed, most mRNA molecules undergo an
editing process, in which some segments are
spliced out. This editing process enables a gene
to give rise to more than one type of mRNA

molecule and, in turn, more than one type of
protein. As a result human cells, which contain
roughly 30,000 genes, can synthesize upward of
100,000 different proteins.

When a gene’s DNA sequence has been tran-
scribed into an mRNA molecule, biologists say
that a “transcript” has been formed or that the
gene has been “expressed.” The actual pro-
cess of transcription begins when a complex
of molecules binds to a segment of DNA that
is located upstream of the gene itself (its pro-
moter). This complex is typically comprised
of RNA polymerase and a transcription factor.
RNA polymerase is an enzyme that unwinds the
DNA double helix around the gene and then
stitches together strings of nucleotides to form
an mRNA strand. A transcription factor is a pro-
tein that shepherds RNA polymerase to a specific
DNA segment so that it can initiate assembly of
mRNA. (Or in some cases, blocks its access to
a DNA segment in an effort to suppress activity
of a gene.) After an mRNA molecule has been
assembled, segments of it are edited through
a splicing process, and the final transcript is
transported to an organelle in the cell known
as the ribosome. It is here that the nucleotide
sequence of the mRNA molecule is translated
into an amino acid sequence that is later joined
and folded to form a protein.

1.2 Determinants of Gene Expression

How often protein synthesis takes place depends
on a number of factors. Some genes are
expressed in a steady-state fashion, or consti-
tutively, because there is constant demand for
the proteins they encode. Others are expressed
according to a circadian schedule or induced on
as-needed basis in response to stimuli, such as
heat, light, hormones, or a signaling molecule
from the host cell. In most cases these stimuli
operate by activating transcription factors, which
serve as the molecular switches on the genome,
controlling which genes get expressed, at which
rate, and in which tissue. Of special importance
for readers of this chapter is the fact that many
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stimuli can activate transcription factors, includ-
ing “signals” like hormones and cytokines which
are themselves responsive to events in the social
environment. For example, when epinephrine
released from the adrenal medulla encounters a
white blood cell, it can bind to a β2-adrenergic
receptor on the cell surface, initiating a sig-
naling cascade that eventually results in acti-
vation of the transcription factor cyclic AMP
response element binding (CREB) protein. The
activated CREB protein can then bind to spe-
cific segments of DNA (called cAMP response
elements) located in promoters of some genes.
Depending on the structure of the promoter and
what other molecules are present, CREB could
then serve to enhance or suppress transcription
of that gene. Thus, CREB and other transcrip-
tion factors can function as conduits through
which the social world modulates activity of the
genome. (Other hormones can influence gene
expression in the same basic fashion. For exam-
ple, cortisol can bind to glucocorticoid recep-
tors located inside cells, and this newly formed
complex can then attach to promoter segments
specific for it.) Besides external triggers like hor-
mones, there are also a number of more local
regulatory factors that modulate gene expres-
sion. Their influences are important to consider
because they could augment or curtail the effects
that socially driven hormonal signals have on
genome activity.

Variations in the nucleotide sequence of a
gene’s promoter can also influence its rate of
expression. For example, there is a polymor-
phism in the promoter of the serotonin trans-
porter gene, which influences how efficiently
its DNA nucleotide sequence is transcribed
into mRNA (and ultimately translated into pro-
tein). This differential transcription efficiency
is thought to explain why people who carry
a “short” allele are more prone to depression
following major life stress than those who do
not (Caspi et al, 2003). As this example illus-
trates, structural (DNA) and functional (RNA)
genomics are closely intertwined, and in many
cases the former only matters to the extent that
it affects the latter. In other words, the biolog-
ical significance of most of the polymorphisms

we study, particularly those located in promoter
regions, is that they influence how efficiently
a gene can be transcribed. When this is true,
researchers may gain the most insight by assess-
ing gene expression directly, rather than using
genotype as a proxy for it. Of course, this
approach is more plausible in some research con-
texts than others. For example, it is fairly easy
for a researcher interested in genomic activity in
the immune system to gain access to patients’
white blood cells so as to assess mRNA produc-
tion. This would be much more challenging for
a researcher whose focus is on genes that reg-
ulate neurotransmitter metabolism in the central
nervous system.

Genes are also subject to epigenetic alter-
ations, defined as stable changes in expression,
which arise without modifications to the DNA
sequence (Jaenisch and Bird, 2003). This can
occur in two main ways: methylation of the DNA
itself or remodeling of the chromatin structure in
which DNA is packaged. In DNA methylation,
enzymes cause methyl groups to bind to cyto-
sine residues in a gene’s promoter. These methyl
groups prevent transcription factors from inter-
acting with DNA to modulate gene expression.
In chromatin remodeling, various chemicals are
attached to (or removed from) the histone pro-
teins that package DNA within the cell’s nucleus.
These proteins cause the DNA near the gene to
become more or less tightly coiled, which makes
it more or less difficult for RNA polymerase
and transcription factors to access its promoter
(Whitelaw and Garrick, 2006).

In the last few years there has been mounting
interest in epigenetics in the biomedical com-
munity (Feinberg, 2008). Much of this interest
grows out of discoveries suggesting that epige-
netic processes serve as pathways through which
various chemical, biological, and social expo-
sures can bring about long-term changes in the
activity of genes and thereby contribute to the
pathogenesis of disease. For example, studies in
animal models have shown that some in utero
or early-life exposures, like cigarette smoking,
vitamin B12, and folic acid, result in epigenetic
alterations to genes that regulate metabolism and
other key biological processes. Over the long
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term, these alterations can give rise to impor-
tant phenotypic differences between organisms,
including vulnerability to medical conditions
like obesity, diabetes, and cancer (Jirtle and
Skinner, 2007; Richards, 2006).

Of particular interest to the behavioral
medicine community is a program of research
by Meaney and Szyf demonstrating that social
exposures in early life can have long-lasting
epigenetic and phenotypic influences (Meaney
and Szyf, 2005). This work shows that neona-
tal rodents who receive high levels of nurturing
from their mothers in the first week of life
exhibit diminished cortisol responses to stress-
ful experience when they reach adulthood (Liu
et al, 1997). This hormonal resilience to stres-
sors arises from nurturing-induced epigenetic
modifications, such as demethylation of DNA
and acetylation of histone proteins, that facilitate
expression of the gene that codes for the gluco-
corticoid receptor in hippocampal tissue (Weaver
et al, 2004). Greater expression of this receptor
enables tighter regulation of the hormonal sys-
tem that controls release of cortisol. In summary,
this work shows that early social experiences
can get biologically embedded in the genome
through epigenetics and by doing so give rise
to important biobehavioral characteristics that
persist across the lifespan.

1.3 Measuring Gene Expression

Biologists use a variety of techniques to measure
gene expression, including quantitative reverse
transcriptase polymerase chain reaction (qPCR),
in situ hybridization, and an electrophoretic
method called Southern blotting. Of these meth-
ods, qPCR is the one likely to be of most use
to researchers in behavioral medicine, because
it is sensitive and reproducible, requires limited
technical expertise, can be done in large quan-
tities, and is relatively inexpensive in terms of
reagents and manpower (approximately $15 per
sample). Another major advantage is that com-
panies like Applied Biosystems have developed
extensive libraries of validated qPCR assays

(see http://www.appliedbiosystems.com). From
them, one can purchase kits that measure mRNA
from nearly any human gene of interest. Each
kit runs on the same platform under the same
conditions, so once a lab has mastered the
basic qPCR technique, it is simple to expand
the pool of outcomes a project is going to
assess.

qPCR is an extremely helpful technique in
cases where a study’s primary outcome is the
expression of one (or a handful) of candi-
date genes for which there is a clear a priori
hypothesis. However, in the past 5 years newer
approaches have become available that allow
projects to measure the activity of tens of thou-
sands of genes simultaneously. When they are
used in conjunction with advanced bioinformatic
strategies, these microarrays can provide deep
insights into cellular dynamics, which would
be difficult to achieve with a qPCR approach
that focuses on candidate genes. These deeper
insights are possible because microarrays can (a)
quantify the activity of networks of genes that
are biologically interrelated and (b) reveal new
genetic loci that are central to the phenomenon
of interest, but which the investigator may not
have considered previously. The downsides of
microarray technology are its high costs (which
are several hundred dollars per sample), its lim-
ited availability (the infrastructure may exist in
only a handful of core labs at a major university),
and the technical skills necessary to acquire and
analyze the data (a microarray operator and a
bioinformatics specialist).

2 Functional Genomics in Action

Having provided an overview of functional
genomic processes, we now turn to their appli-
cation in behavioral medicine research. To do
so, we describe a project where genomic meth-
ods provided us with the leverage to address an
important mechanistic question, which did not
lend itself easily to approaches that are more
conventional in behavioral medicine.
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2.1 Background

The goal of this work was to identify the
mechanisms through which chronic psycholog-
ical stressors – such as caring for a demented
family member, having a severely troubled mar-
riage, or working in a hostile environment –
contribute to the development and progression
of various medical illnesses (Cohen et al, 2007;
Krantz and McCeney, 2002; Schneiderman
et al, 2005). Historically, there has been much
speculation that these effects are mediated
by activation of the hypothalamic-pituitary-
adrenocortical (HPA) axis, which releases the
hormone cortisol into circulation following
exposure to many life stressors (Dickerson and
Kemeny, 2004; McEwen, 1998; Miller et al,
2007). Cortisol has wide-ranging effects on
a variety of biological processes in the ner-
vous, metabolic, skeletal, and immune sys-
tems. Because one of its most well-documented
effects is to inhibit various leukocyte functions,
e.g., cell proliferation and cytokine production
(Webster et al, 2002), a prevailing assumption
has been that it contributes to stress-evoked dis-
ease through immuno-suppressive mechanisms
(Cohen, 1996). However, with increasing recog-
nition that inflammation is a key pathogenic
mechanism in many infectious, autoimmune,
and cardiac diseases, the adequacy of this expla-
nation has been called into question (Miller et al,
2002; Raison and Miller, 2003). This is because
when taken to its logical end, this hypothesis
suggests a paradoxical and inaccurate conclu-
sion: that in boosting cortisol output and slowing
immune activity, chronic stressors should ame-
liorate the symptoms of many diseases.

To resolve this paradox, we have proposed an
alternative hypothesis focusing on cellular resis-
tance to cortisol-mediated signaling (Miller et al,
2002). It specifies that chronic stressors elicit
sustained elevations in cortisol which, over time,
prompt immune cells to undergo a compensatory
downregulation of glucocorticoid receptor (GR)
activity. This adaptively limits cortisol’s ability
to further dampen immune responses. However,
in cells like monocytes that are tightly regulated

by cortisol, this dynamic also diminishes the
potency of an important hormonal constraint,
which acts to tonically inhibit the activity of
signaling molecules that initiate and maintain
inflammation. The long-term result of this pro-
cess is mild, low-grade inflammation, fostered
by monocytes that have acquired resistance to
cortisol.

Support has emerged for the basic tenets of
this hypothesis in studies of both humans and
animals (Avitsur et al, 2001; Miller and Chen,
2006; Miller et al, 2002, 2009; Rohleder et al,
2001; Stark et al, 2001). Most of this work has
made use of an ex vivo assay system, where
leukocytes are stimulated with a bacterial prod-
uct (endotoxin) in the presence of varying levels
of cortisol, which is expected to suppress their
ability to synthesize inflammatory cytokines. In
most studies, cortisol does have this suppressive
influence on cytokine production, but it is signif-
icantly attenuated in people and animals who are
in the midst of a chronic stressor. While these
findings are consistent with the cortisol resis-
tance hypothesis we have articulated, we have
found it difficult to draw definitive conclusions
from them because they rely on ex vivo methods
and used high doses of endotoxin and cortisol to
stimulate white blood cells. To thoroughly evalu-
ate the cortisol-resistance hypothesis, we needed
a model system that captured the dynamics of the
interactions of cortisol with leukocytes in vivo.

This dilemma led us to consider a func-
tional genomics approach. One such approach
uses microarray technology to monitor the activ-
ity of ∼22,000 genes in a tissue of inter-
est (e.g., immune cells collected from periph-
eral blood). This analysis identifies a subset
of genes that are differentially expressed by
two groups of patients, e.g., those who have
and have not been exposed to some chronic
stressor. Bioinformatics technology is then used
to discern what these genes have in common.
This can be done by grouping the differen-
tially expressed genes into functional categories
that correspond to their biological activities
(e.g., metabolism, inflammation, motility). It
can also be done by scanning the promoter
regions of the differentially expressed genes
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to determine the prevalence of response ele-
ments (binding sites) for transcription factors
(Cole et al, 2005). With these data in hand,
one can make reverse inferences about how
active certain signaling pathways have been in
vivo. For example, if the genes that tend to
be over-expressed in one set of patients show
a disproportionate prevalence of transcription
factor-binding motifs (TFBMs) for CREB, one
can infer that their tissue has been exposed to
greater adrenergic signaling. Hence, these meth-
ods enable researchers to quantify how “loudly”
certain signals are being “heard” by the genome
and what effect this is having on the ability of
genes to get switched on to initiate protein syn-
thesis. This approach was particularly appeal-
ing in our situation because the molecule that
binds cortisol in leukocytes – the GR – is itself
a transcription factor that upon activation can
migrate into a cell’s nucleus and switch genes
on and off. Furthermore, because immunologists
have extensively characterized the actions of
glucocorticoids in leukocytes (Schoneveld and
Cidlowski, 2007), we could easily form hypothe-
ses about which pro-inflammatory transcription
factors might be affected if cells had devel-
oped resistance to cortisol-mediated signaling.
Of special importance in this regard was nuclear
factor-kappa B (NF-κB), a transcription factor
that is key to initiating and maintaining most
inflammatory responses.

2.2 Differential Gene Expression

Recognizing the inferential leverage this func-
tional genomic approach would provide, we con-
ducted microarray assays on peripheral blood
monocytes collected from two groups of subjects
– those who were caring for a family member
with brain cancer and controls who were simi-
lar demographically but free of major life stress
(Miller et al, 2008). The first wave of our anal-
yses indicated that a total of 614 genes were
differentially expressed by the groups (defined as
>1.5-fold difference in mRNA, corresponding to
a false discovery rate of 5%), 127 (21%) of these
transcripts were over-expressed in caregivers,
and 488 (79%) were under-expressed, reflecting
a net repressive effect of chronic stress on tran-
scription in monocytes (p < 0.0001 by binomial
test). The heatplot in Fig. 30.1 displays these
findings visually. Red intensity indicates the
magnitude of a gene’s relative over-expression
in caregivers versus controls and green intensity
denotes the magnitude of under-expression.

Next, we used bioinformatics technology to
discern what these differentially expressed genes
had in common. We started by identifying com-
mon functional characteristics with the Gene
Ontology Database (http://www.geneontology.
org) and a software program called GOstat
(http://gostat.wehi.edu.au) that finds statistically
over-represented categories within it. These

Fig. 30.1 Differential gene expression in chroni-
cally stressed individuals. Microarray analysis of gene
expression in peripheral blood monocytes identified 614
transcripts showing >50% difference in mean expression

levels across groups (green = under-expression in
chronic stress, red = over-expression). Reprinted from
Biological Psychiatry, vol. 64, G.E. Miller et al.,
pp. 266–272, 2008, with permission from Elsevier
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analyses revealed that the Gene Ontology
categories over-represented among genes upreg-
ulated in caregivers included wound healing
(e.g., THBS1, EREG; GO:0042060), chemotaxis
(e.g., VEGF, IL8; GO:0050918), and angio-
genesis (e.g., VEGF, EREG; GO:0001525).
Functional characteristics of the caregivers’
downregulated genes included involvement in
catabolism (e.g., PSMB5, PRDX3; GO:009056),
lytic activity (e.g., ASAHL, LIPA; GO:0000323),
and immune defense (e.g., TLR1, HLA-DQA1,
GO:006952). These patterns suggest that chronic
stress generally activates genes that not only
support pro-inflammatory activities but may also
inhibit some genes involved in microbial defense
operations and monocyte pathogen catabolism.

We then used the TELiS bioinformatics pro-
cedure to evaluate our primary hypotheses about
chronic stress and resistance to glucocorticoid
signaling. TELiS (http://www.telis.ucla.edu)
quantified the prevalence of 192 transcription
factor-binding motifs in the promoters of differ-
entially expressed genes (Cole et al, 2005). As
noted above, these data enable the researcher to
make reverse inferences about how active cer-
tain signaling pathways have been in vivo. The
analyses indicated that among caregivers versus
controls, there was a relative downregulation of
glucocorticoid-responsive genes. Specifically,
glucocorticoid receptor TFBMs occurred at
23.3% lower prevalence in the promoters of
genes over-expressed by caregivers versus
those over-expressed by controls (2.13 ± 0.21
versus 2.77 ± 0.11 sites/promoter for caregivers
and controls; p = 0.007). These findings are
consistent with our hypotheses in suggesting
a stress-linked diminution of glucocorticoid-
mediated transcription (see Fig. 30.2a).

Further TELiS analyses revealed a parallel
upregulation of NF-κB-responsive transcription
among caregivers. There was a 1.54-fold greater
prevalence of NF-κB TFBMs in promoters of
genes over-expressed by caregivers relative to
those over-expressed by controls (1.66 ± 0.19
versus 1.08 ± 0.06 sites/promoter for care-
givers and controls; p = 0.005; Fig. 30.2b).
These findings are consistent with our hypoth-
esis in suggesting that by blunting GR-mediated

Fig. 30.2 Transcriptional activity of GR and NF-κB
signaling pathways. In TELiS bioinformatics analysis
of response element prevalence in promoters of dif-
ferentially expressed genes, (a) GR response elements
are under-represented in genes upregulated in stressed
caregivers, whereas (b) transcripts bearing response
elements for NF-κB are over-represented. Reprinted
from Biological Psychiatry, vol. 64, G.E. Miller et al.,
pp. 266–272, 2008, with permission from Elsevier

signaling, chronic stress facilitates activation of
the pro-inflammatory transcription factor NF-
κB. In fact, with the coupling of increased NF-
κB activity (1.54-fold difference) and decreased
GR activity (0.77-fold difference), there is a
net 2.01-fold skew toward inflammation in the
structure of promoter TFBMs across genes over-
expressed in caregivers versus controls.

2.3 Inflammatory Consequences

To determine whether these transcriptional dis-
parities were manifested in systemic immune
activation, we used ELISA methods to assess
serum levels of three widely used protein
biomarkers of inflammation: C-reactive pro-
tein, interleukin-1 receptor antagonist, and
interleukin-6. As Fig. 30.3a illustrates, care-
givers had about twice as much of the inflam-
matory biomarker C-reactive protein in circu-
lation as controls (3.14 + 0.65 versus 1.62 +
0.54 mg/L; t = 2.09, p = 0.05). They also
had more than twice as much serum interleukin-
1 receptor antagonist (433.21 + 61.87 versus
203.56 + 29.19 pg/ml; t = 3.25, p = 0.005;
Fig. 30.3b), a molecule released by monocytes
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Fig. 30.3 Expression of inflammatory biomarkers in
circulation. Caregivers display significantly higher con-
centrations of the inflammatory biomarkers (a) C-reactive
protein and (b) interleukin-1 receptor antagonist than
controls. Reprinted from Biological Psychiatry, vol. 64,
G.E. Miller et al., pp. 266–272, 2008, with permission
from Elsevier

to neutralize the pro-inflammatory activities of
interleukin-1. There were no caregiving-related
differences in serum interleukin-6 (1.18 + 0.20
versus 0.96 + 0.14 pg/ml in caregivers versus
controls; t = 0.88, p = 0.39). However, much
of the interleukin-6 found in circulation derives
from adipose tissue, so any stress-related effects
on monocytes are likely to have been obscured.

2.4 Underlying Mechanisms

To identify mechanisms linking chronic stress
and differential transcription, we compared the
diurnal output cortisol of caregivers and controls.
Subjects collected saliva six times daily for a
3-day period, according to a schedule that cap-
tures the hormone’s diurnal rhythm. Figure 30.4
illustrates that caregivers and controls displayed
similar patterns of cortisol secretion over the
day. Although caregivers showed higher cortisol
than controls 4 h after waking (t = 4.19, p =
0.029), there were no significant differences at
other times of day, and the groups were simi-
lar on global indices such as the diurnal rhythm
of secretion and total output over the day (p’s >
0.59). We also considered whether differences
were attributable to reduced expression of the
GR among caregivers; i.e., that glucocorticoid-
mediated transcription arose because this group

Fig. 30.4 Diurnal cortisol cycles in caregivers and con-
trols. Caregivers showed higher cortisol than controls
4 h after waking (t = 4.19, p = 0.029), but did not
differ significantly at other times of day or on global
indices such as diurnal rhythm of secretion and total out-
put over the day (p’s >0.59). Reprinted from Biological
Psychiatry, vol. 64, G.E. Miller et al., pp. 266–272, 2008,
with permission from Elsevier

simply had less bioavailable GR to bind cortisol.
However, the groups showed similar quantities
of monocyte GR mRNA both on the microarray
(9.80 + 0.12 versus 10.05 + 0.18 log2 relative
gene expression units, p = 0.29) and in more
sensitive RT-PCR analyses (4.88 + 0.92 versus
4.65 + 0.66 log2 GAPDH-normalized relative
expression units, p = 0.12). Together, these find-
ings suggest that although caregivers are secret-
ing normal volumes of cortisol and have suffi-
cient GR available to transduce hormone signals,
this message is not registered equivalently at the
level of monocyte gene transcription.

2.5 Implications

The results of this project illustrate how a func-
tional genomic approach can be used to address
a difficult mechanistic question in behavioral
medicine. They show that chronically stressed
individuals had diminished expression of genes
bearing response elements for GR, and at the
same time heightened expression of transcripts
with response elements for pro-inflammatory
transcription factors like NF-κB. In other words,
these data showed that caregivers’ monocytes
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were registering fewer cortisol signals than were
controls’. As a result, genes that cortisol usually
switches on were not being expressed as strongly
in monocytes from caregivers as those from con-
trols and genes that cortisol usually silences were
more active in caregivers than controls. This
in vivo readout suggests an intriguing scenario
for how chronic stressors influence disease: by
interfering with cortisol’s ability to deliver sig-
nals to white blood cells, stressors may facilitate
the kinds of pro-inflammatory gene expression
cascades that contribute to coronary disease,
autoimmune disorders, and infectious diseases

The project also shows how functional
genomic approaches can help researchers
uncover patterns that may have been missed by
focusing on traditional biological mechanisms.
For example, in the above study we collected
daily saliva samples from participants, but
chronic stress was not associated with differ-
ential cortisol levels. Similarly, we measured
the expression of GR in white blood cells, but
this too was unrelated to chronic stress. If we
had constrained our analysis to include only
hormonal outputs or receptor expression, we
would have mistakenly concluded that cortisol
and the tissues it regulates are unaffected by
caregiving. But as the gene expression profile
revealed, this was not the case. Instead, we
were able to discover that the monocytes of
chronically stressed individuals are not “hear-
ing” cortisol signals from the body as loudly
as they should, even though this hormone is
being secreted in sufficient quantities and there
are a sufficient number of receptors available
to bind it. As a consequence of that alteration,
pro-inflammatory genes were over-expressed,
leading to a change in circulating indicators of
inflammation.

2.6 Applicability

One criticism sometimes leveled at microarrays
is based on the assumption that they inherently
involve non-hypothesis-driven exploratory anal-
yses. However, the application we describe

above shows how microarrays can be used to
test a priori mechanistic hypotheses (i.e., that
stress-induced alterations in inflammation are
mediated by desensitization of the GR-mediated
gene transcription control pathway). Of course,
microarray technology can also be used for
“unbiased discovery” studies to reveal patterns
in the data that an investigator may not have pre-
viously considered. We believe that hypothesis-
free discovery-based approaches can be quite
useful, especially in areas where there is little
pre-existing biological theory to guide research,
and only a fraction of the potential mechanisms
have been seriously explored. Theory-driven
research is of course preferable in cases where
strong theories exist. In that sense, microarrays
are much like any other tools (e.g., an inferen-
tial statistical test or a blood pressure reading) –
their epistemological strength derives from the
research context in which they are used (e.g., in
experimental studies or hypothesis-driven obser-
vational analyses) and is not a property of the
methodology per se.

3 Conclusions

Though interest in genetics is growing rapidly
in behavioral medicine, most of the work in
this area to date has focused on structural
genomic questions. In this chapter we have
argued that functional genomic approaches have
much to offer our field, particularly as it seeks
to understand mechanisms that link the social
world to biology and health outcomes. In the
coming decade, these approaches are likely to
become more widespread in behavioral medicine
research as they help the field acquire deeper
insights into the nature of mind–body relation-
ships and ways in which they can be used to
improve health and ameliorate disease.
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Chapter 31

Genetics of Stress: Gene–Stress Correlation
and Interaction

Stephen B. Manuck and Jeanne M. McCaffery

1 Introduction

Psychological stress figures prominently in
behavioral medicine research and, with the
advent of new molecular technologies, has
attracted interest as a key environmental com-
ponent in gene–environment interactions affect-
ing health. Here, we review two recent devel-
opments in behavioral genetics that are infor-
mative with respect to the role of stress in
genetically influenced disease risk and behav-
ior. The first addresses an unanticipated, but now
well-established, observation that many envi-
ronmental exposures have a heritable etiology.
Thus, genetic factors influence many experi-
ences of individuals, including the occurrence
of traumatic or other stressful life events, self-
appraisals of recent life circumstances, and envi-
ronments of early rearing, as well as the avail-
ability of social resources for ameliorating reac-
tions to stress. The second development involves
an emerging literature describing interactions
between measured features of the environment
and specific genetic variation. While long serv-
ing as a conceptual model of genetically mod-
ulated vulnerability to disease (the diathesis-
stress model) and, perhaps also, as a rhetor-
ical truce between proponents of exclusively
environmental and partly genetic perspectives

S.B. Manuck (�)
Behavioral Physiology Laboratory, Department of
Psychology, University of Pittsburgh, 506 OEH, 4015
O’Hara Street, Pittsburgh, PA 15260, USA
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on development, gene–environment interaction
is now routinely tested empirically. These efforts
stem from widely cited findings of a few seminal
studies published in the early 2000s (Caspi et al,
2002, 2003). As in the study of simple gene–
behavior associations (genetic “main effects”),
attempts to replicate these and similar reports
of gene–environment interaction have met with
mixed success, which may be due, at least in
part, to methodological differences among stud-
ies. In this chapter, we review both evidence of
gene–environment correlation and several recent
literatures exploring gene–environment interac-
tions, with an emphasis on environmental factors
defined by adversity or stress.

1.1 Conceptualization
and Measurement of Stress

Conceptualizations of stress vary, but most
investigators would cite among its defining
attributes environmental demands that chal-
lenge or surpass an organism’s ability to adapt,
along with ensuing behavioral and physiolog-
ical responses that heighten risk for disease
(Cohen et al, 1995, 2007; Lazarus and Folkman,
1984). Implicit in this definition is a distinc-
tion between antecedent events or circumstances
(stressors) and consequent behavioral and bio-
logical reactions (stress responses). Hence, one
longstanding tradition of stress research attempts
to inventory naturally occurring stressors and
to link their occurrence to clinical sequelae or

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_31, 455
© Springer Science+Business Media, LLC 2010
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preclinical disease processes. In a second, exper-
imental tradition, exposures to laboratory stres-
sors are manipulated in order to evaluate their
effects on aspects of behavior or physiology that
might be implicated in psychiatric or physical
illness.

Psychological models of stress also com-
monly postulate cognitive processes that inter-
vene between stressor and stress response to
determine the latter’s likelihood, kind, chronic-
ity, and magnitude. These processes involve
evaluations of the threat or demands posed by
a stressor (primary appraisal) and of the individ-
ual’s ability and resources to cope with the stres-
sor (secondary appraisal) (Lazarus and Folkman,
1984). Primary appraisals reflect both objec-
tive features of the stressor (e.g., potential for
harm, intensity) and psychological attributes of
the individual, such as expectations derived from
prior experiences in the same or similar cir-
cumstances or traits of personality or tempera-
ment (e.g., threat sensitivity). In turn, secondary
appraisals focus on means of removing or oth-
erwise altering a stressor or of mitigating its
emotional impact (Cohen et al, 1995). Efforts to
cope are abetted, too, by external resources, such
as social supports and networks of social engage-
ment that may buffer an individual against the
threat implied by a stressor. The stress response
is therefore the outcome of encountering a sit-
uation that one both perceives as harmful or
demanding and feels unable to counter or avoid.
Appraisals are also recursive, because actions
taken to deal with a stressor may prove effective
or exposure to a stressor may be time limited.
In both circumstances, reevaluating a previously
stressful situation may return a benign appraisal
that then terminates the stress response. In con-
trast, threat-affirming appraisals may occasion-
ally persist long after removal of the stressor,
as in posttraumatic stress reactions. And finally,
physiological responses akin to those induced by
stress can conceivably occur even when an envi-
ronmental threat has been handled satisfactorily
as a result (or correlate) of actions taken in cop-
ing with the stressor (Cohen et al, 1993; Manuck
et al, 1978).

Stress is generally thought to affect health
either through behavioral changes that increase
disease risk (e.g., smoking, curtailed sleep,
physical inactivity) or in conjunction with
negative emotional states (e.g., depression)
and their physiological concomitants. Among
the latter, the most frequently studied stress
responses are those of the body’s principal neu-
roendocrine axes, particularly the sympathetic-
adrenomedullary (SAM) and hypothalamic-
pituitary-adrenal (HPA) systems. These, in turn,
promote systemic biological changes conducive
to disease, such as altered metabolic, immune,
respiratory, and cardiovascular functioning. It is
the impact of these processes on disease-specific
pathophysiologies, along with changes in health
behaviors, that is held to account for much of the
association between stress and predicted clinical
outcomes.

In practice, most stress research encom-
passes only selected components of this over-
all model. In epidemiologic investigations, for
instance, stressful life events are commonly
assessed using checklists of common life stres-
sors or, to circumvent limitations of this method,
life stress interviews that probe for details of
reported events and their surrounding context
(Cohen et al, 1995; Monroe and Kelley, 1995;
Turner and Wheaton, 1995). Other approaches
de-emphasize discrete events and, instead, focus
on respondents’ appraisals of their recent life
circumstances along such dimensions as pre-
dictability, controllability, and overload (e.g.,
the Perceived Stress Scale) (Cohen et al, 1983;
Monroe and Kelley, 1995) or, alternatively, con-
centrate on a particular category of stressful
experience, such as trauma, marital discord, or
work stress, and in developmental studies, phys-
ical or sexual abuse, family constellation (e.g.,
father absence, parental death or divorce), and
psychosocial attributes of the family environ-
ment (e.g., conflict, emotional neglect) (Ellis,
2004; Lyons et al, 1993; Plomin, 1994; Spotts
et al, 2004; Theorell and Karasek, 1996). Finally,
laboratory studies of stress typically evaluate the
physiological, affective, or behavioral responses
of individuals exposed to punctate stressors,
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usually of standardized format and brief duration
(see Chapter 41).

2 Gene–Environment Correlation

Perhaps because we often tend to reify the dual-
ism of heredity and environment, as in nature
versus nurture, our first impulse is to see environ-
ments as acting on people, somewhat as a ham-
mer acts on a nail. Yet, scant reflection recalls
that people commonly have a hand in their own
experiences. If personal characteristics, such
as dispositional attributes, lead individuals to
create or select certain environmental experi-
ences, and if these characteristics are genetically
influenced, environmental “exposures” may also
be genetically influenced. This circumstance is
referred to as gene–environment correlation and,
when involving the selection of environmental
experiences based on heritable predispositions,
as active gene–environment correlation (Plomin
et al, 2008). For instance, a heritable propensity
for impulsive risk taking might engender prefer-
ences for activities that increase the likelihood
of experiencing such adverse events as finan-
cial loss (from gambling) or traumatic injury
(reckless driving). A second pathway, termed
reactive (or evocative) gene–environment corre-
lation, occurs when individuals’ heritable char-
acteristics (e.g., an antagonistic temperament)
create adverse environments (e.g., interpersonal
problems) by leading others to respond in ways
they do not respond to persons lacking these
characteristics. And finally, a third form of gene–
environment correlation is of particular interest
in developmental contexts because it is specific
to relationships among genetically related indi-
viduals. Consider, for example, that exposure to
punitive parenting might predict later behavioral
problems in children, not as a direct consequence
of the parenting practice, but via shared genetic
variation that is expressed in the parent as a pro-
clivity to discipline harshly and in the child as
a predisposition to oppositional or other prob-
lematic behavior. This is referred to as passive

gene–environment correlation. Thus, there are
several means by which heritable qualities of
individuals might shape the environments they
experience.

3 Gene–Stress Correlation

Is there evidence of gene–environment correla-
tion for environments definable as stressors, and
if so, how pervasively do genetic factors influ-
ence exposure to stressors? These questions have
been investigated extensively in twin and adop-
tion studies of the past 2 decades, and much of
this literature was evaluated recently in a system-
atic review by Kendler and Baker (2007). The
short answer is that gene–environment correla-
tion is now well documented and that genetic
variation typically accounts for a small to mod-
erate proportion of individual differences in
environmental exposures, including stressful life
events, traumatic experiences, interpersonal rela-
tionships, parenting and family environments,
and stress-related appraisals. We briefly sum-
marize these associations in the following sec-
tions. It should be noted that while genetic
analyses reported in this literature can detect
heritable influences on measures of stressor
exposure or appraisal, generally they cannot
discriminate among the various pathways to
gene–environment correlation described above.

3.1 Stressful Life Events

Numerous twin investigations have examined
the heritability of stressful life events using
checklists or other inventories of diverse life
stressors. Among studies that included a score
reflecting the sum of all recently experienced
events, Kendler and Baker (2007) report a mean
heritability of 28% for total life events, when
weighted for variation in sample sizes. A dis-
tinction is also commonly made between events
that could be dependent, in part, on actions of
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the individual experiencing them (e.g., finan-
cial problems; marital discord, separation, or
divorce; legal difficulties) and those that are truly
adventitious (e.g., illness or death of a relative;
natural disasters). When dependent (or control-
lable) events are examined separately, genetic
influences account for an estimated 31% of the
variation in their occurrence, whereas “indepen-
dent” (or uncontrollable) events are much less
heritable, with a weighted average heritability
of 17%. Some life event scales include items
that are clearly positive (e.g., marriage, improved
financial circumstances), often based on a model
of stress that emphasizes the amount of readjust-
ment required to adapt to recent events, rather
than the undesirability or threat implied by those
events (Turner and Wheaton, 1995). The three
studies that administered such scales nonetheless
permit a distinction between positive and nega-
tive life events, and interestingly, when analyzed
separately the aggregate heritability of positive
events (34%) is nearly the same as that of neg-
ative events (39%) (Plomin et al, 1990; Thapar
and McGuffin, 1996; Wierzbicki, 1989). This
is seen also in relation to the specific domain
of marriage, where having a spouse and hav-
ing ever been married exhibit heritable variation
(57 and 70%, respectively) (Johnson et al, 2004;
Middeldorp et al, 2005), as does experienc-
ing divorce (weighted average heritability, 35%)
(Kendler and Baker, 2007; McGue and Lykken,
1992; Middeldorp et al, 2005). Finally, Kendler
and Baker (2007) suggest that the true heritabil-
ity of life events may be underestimated in this
literature owing to reliance on event scales that
commonly index exposures occurring within a
single year. When events were reported over two
1-year intervals, for instance, the heritability of
stable (as opposed to occasion specific) differ-
ences in the propensity to experience stressful
life events (65%) was very much larger than
customary estimates (Foley et al, 1996)

Because it is implausible that people pos-
sess genetic predispositions to have particu-
lar experiences, it must be asked how genetic
factors might conceivably affect exposure to
stressful life events. There is abundant evi-
dence that heritable personality traits predict the

likelihood of experiencing recent life events,
as seen in studies employing event inventories
that are the same or similar to those showing
life events subject to genetic influence (Billig
et al, 1996; Headey and Wearing, 1989; Kendler
et al, 2003b; Magnus et al, 1993; Poulton
and Andrews, 1992; Saudino et al, 1997). In
multivariate models, moreover, Saudino and
colleagues (1997) reported that genetic vari-
ance common to Neuroticism, Extraversion, and
Openness to Experience accounted for all her-
itable influences on life events reported by
women in the Swedish Adoption/Twin Study
of Aging. These findings held for all life
event categories exhibiting genetic covariance in
unadjusted models – namely, dependent (con-
trollable), negative (undesirable), and positive
(desirable) life events. Similarly, Billig and col-
leagues (1996) found the phenotypic correlation
of dependent life events with individual differ-
ences in Constraint largely mediated by over-
lapping genetic variation among late adolescent
males. Although these associations could pos-
sibly reflect disposition-related reporting biases
rather than actual event occurrences, personal-
ity traits have been shown to predict life events
even in analyses restricted to events consid-
ered “objective” and verifiable (e.g., divorce, job
loss) (Headey and Wearing, 1989; Magnus et al,
1993; Saudino et al, 1997). Using data from
the Virginia Twin Registry, Kendler (2003a) also
found many stressful life events (e.g., marital,
financial, work-related, legal, and interpersonal
difficulties) to be predicted by Neuroticism,
whether self-reported or reported by an infor-
mant (co-twin). And among monozygotic (MZ)
twin pairs, one twin’s stressful life events could
be predicted almost as well by their co-twin’s
self-reported Neuroticism as by their own, and
when extended to the full sample, this cross-
twin correlation was significantly greater for
MZ than same-sex dizygotic (DZ) twin pairs.
These results indicate that Neuroticism predicts
life events beyond any personal reporting biases
associated with this trait and, like preceding
studies, suggest that genetic factors substantially
mediate a dispositional influence on stressful life
events.
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3.2 Traumatic Experiences

Identifying the origins of individual differ-
ences in risk of encountering traumatic (or
life-threatening) events is of particular impor-
tance since traumatic experiences are a pred-
icate for posttraumatic stress reactions and
their associated disorder. Analyses based on the
Vietnam Era Twin Registry show, for instance,
that twin-pair concordance for requesting ser-
vice in Vietnam was greater for MZ than DZ
twins enlisted in the US military during the
Vietnam War, with genetic factors accounting
for over a third of the variance in such volun-
teering (Lyons et al, 1993). And among those
assigned to service in Southeast Asia, extent
of self-reported combat experience had an esti-
mated heritability of 47%. The latter finding
was corroborated independently by the analy-
sis of combat decorations received for service
in the war, which showed 54% heritable vari-
ation. Lyons and colleagues (1993) note that
requesting a Vietnam assignment is not a for-
tuitous event, but a personal act, yet much of
the genetic variance associated with volunteering
for service in Vietnam was shared with genetic
variance in extent of combat exposure (57%).
This suggests that whatever genetically influ-
enced attributes prompted individuals to volun-
teer for Vietnam service also predisposed them
to become more extensively involved in com-
bat. Among these attributes may be prior conduct
problems and substance abuse, which subse-
quent research found to predict combat exposure
in this population (Koenen et al, 2002).

A second twin study examined the heritabil-
ity of non-combat trauma in a sample comprised
predominantly of women (Stein et al, 2002).
Exposure to “assaultive” trauma (e.g., physical
or sexual assault, robbery) was influenced by
both genetic and environmental factors, whereas
non-assaultive traumas (e.g., motor vehicle acci-
dents, sudden death of a family member, nat-
ural disasters) showed no genetic influence.
Among twin pairs in which both members had
had a traumatic event, moreover, genetic fac-
tors accounted for 38% of the variance in

total posttraumatic stress disorder (PTSD) symp-
toms (with individual symptom categories show-
ing slightly lower heritabilities: reexperiencing
[36%], avoidance [28%], numbing [36%], and
hyperarousal [29%]). Although it is reasonable
to think that etiologic factors affecting the likeli-
hood of traumatic exposures might differ from
those influencing PTSD symptomatology after
the occurrence of a traumatic event, additive
genetic effects on the experience of assaultive
trauma correlated highly with genetic variance in
PTSD symptoms (all r’s > 0.70). These results
suggest that liability to both trauma and PTSD
symptomatology involves overlapping genetic
influences. Finally, other research on this sam-
ple has shown personality variables, particularly
adult and juvenile antisocial traits, to account for
a significant proportion of the genetic variance
in assaultive trauma (Jang et al, 2003). Like the
literature on stressful life events, then, heritable
personality characteristics and associated psy-
chopathologies affect the likelihood of trauma
exposure.

3.3 Parenting and Family
Environments

Developmental studies have focused less on dis-
crete events of childhood than on parenting
behaviors and qualities of the family environ-
ment, some dimensions of which may reflect
adversities of early rearing (Plomin, 1994).
Parental warmth (and by its absence, affectless,
chilly, or remote parental attention) has been
studied extensively and shown to have substan-
tial genetic variance. In their review, Kendler and
Baker (2007) report weighted mean heritabili-
ties of 37 and 34% for child-reported maternal
and paternal warmth, respectively, and 35% for
parents’ descriptions of their own behaviors.
Genetic influences appear to be substantially
weaker for other parenting dimensions, such
as negativity, control, and protectiveness, and
again, whether reported by child (heritabilities
of 15–26%) or parent (19–23%) (Kendler and
Baker, 2007).
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Along with absence of the father, family
environments prone to discord and lacking in
close interpersonal relationships have been of
interest, in part, due to their association with
girls’ early pubertal development, which in turn
increases the likelihood of a number of ado-
lescent health outcomes, including problems of
mood and conduct, early sexual activity, and
teen pregnancy (Ellis, 2004). In twin studies,
measures of family conflict and family cohe-
sion show modest to moderate genetic influ-
ence, with weighted mean heritabilities in the
Kendler and Baker (2007) review of 30 and
24%, respectively (Plomin et al, 1988, 1989;
Jacobson and Rowe, 1999; Jang et al, 2001).
In one other twin study, Krueger et al (2003)
reported on the heritability of a retrospective
measure of “perceived cohesion versus conflict
in the family environment” derived from multi-
ple environmental scales. The 16% of variance
in this measure that could be attributed to her-
itable variation, moreover, was fully explained
by genetic covariance with two personality fac-
tors, Negative Emotionality and Constraint. This
finding suggests that people who, for genetic
reasons, readily experience negative emotions
and exhibit limited inhibitory control of their
affect and behavior either tend to recollect their
early family environments in ways colored by
their personality (i.e., biased recall) or accu-
rately recollect a family environment in which
conflict was promoted and cohesion eroded via
relatives’ reactions to dispositional characteris-
tics of the respondent, as expressed within the
family. Unfortunately, the typical twin design
is not well suited to detecting particular forms
of gene–environment correlation, but adoption
studies do provide examples of reactive gene–
environment correlation. In one such study, for
instance, antisocial and substance abuse disor-
ders among biological parents predicted both
adolescent antisocial behaviors in their adopted-
away offspring and harsher discipline and less
nurturant parenting in the adolescents’ adoptive
parents. Importantly, structural modeling indi-
cated that the adoptees’ conduct problems medi-
ated the relationship between psychopathologies
of the biological parent and parenting behaviors

of the adoptive parents (Ge et al, 1996; see also,
O’Connor et al, 1998).

3.4 Perceived Stress and Social
Support

As noted previously, most models of stress dis-
tinguish between stressors and their subjective
evaluation (appraisals), even if this distinction
is blurred in the wording of questions used
to assess environmental exposures in specific
instruments. Appraisals define the meaning of
stressors to individuals, as in their perceptions
of the threat or demands posed by a life event
or circumstance, as well as individuals’ sense
of their capacity and resources to cope with a
stressor effectively. Appraisal-based measures of
stress tap these perceptions, either globally or
within particular domains of activity. Compared
with life event scales and early family envi-
ronments, though, less is known about the her-
itability of stress appraisals. In a twin study
of “organizational climate,” genetic influences
accounted for 22% of the variance in a compos-
ite measure of respondents’ perceptions of their
work environment as supportive (versus unsup-
portive) and 27% of the variance in reported
“annoyance” associated with identified physical
stressors in the work place (Hershberger et al,
1994). In contrast, respondents’ perceptions of
job-related time pressures showed no heritabil-
ity in this study. Among more general measures
of stress appraisals, the perceived stress scale
(PSS) is perhaps the most widely used index of
stressful experience referenced to the recent past
(month) and the trier inventory for the assess-
ment of chronic stress (TICS) is a prominent
multidimensional measure of perceived stress
referenced to the past year that has been shown
to predict dysregulation of the HPA system
(e.g., heightened cortisol response to awaken-
ing) (Cohen and Wills, 1985; Pruessner et al,
2003; Schlotz et al, 2004; Wust et al, 2000).
Administering both measures to a young adult
sample of MZ and DZ twins, Federenko and



31 Genetics of Stress 461

colleagues (2006) reported a heritability of 30%
for the PSS and, among TICS scales, 23% for
chronic worries and 45% for stress attributed to
a “lack of social recognition.” However, esti-
mated heritabilities were consistently low for the
remaining TICS scales – work overload (6%),
social stress (5%), work discontent (16%), and
intrusive memories (13%). Thus, there is signif-
icant genetic influence on the extent to which
people generally perceive their recent life cir-
cumstances as stressful (PSS), but quite vari-
able genetic variance among differentiated com-
ponents of perceived chronic stressors (TICS
scales).

Social support, perceived or tangible, rep-
resents an important resource for dealing
with stressful life experiences, and so also,
for appraising one’s ability to cope (sec-
ondary appraisal) (Lazarus and Folkman, 1984).
Framing social support as a resource encourages
its interpretation as an environmental asset that
promotes adaptation or ameliorates the impact
of a stressor. Sources of support are not acquired
fortuitously, though. They are embedded in inter-
personal relationships that require effort to estab-
lish and maintain (e.g., the parents’ admonition,
“to have a friend, be a friend”), which may, in
turn, depend on the heritable attributes of indi-
viduals. For instance, 59% of the variance in
levels of social support indexed by one com-
mon support measure, the Interpersonal Support
Evaluation List, was accounted for by genetic
factors in a study of young adult MZ and DZ
twins (Raynor et al, 2002). In the same inves-
tigation, participants having the least support
reported a more hostile disposition and more
depressive symptomatology than those scoring
higher in social support, and shared genetic
influence explained the major portion of these
phenotypic associations (61–72%). Several anal-
yses based on data of the Virginia Twin Registry
show significant, if smaller, genetic effects on
several support dimensions, with weighted mean
heritabilities of 17% for support available from
friends and 31% each for relative support, hav-
ing a confidant with whom one can disclose
private feelings, and social integration (defined
by the density of friends, frequency of friend

contacts, and involvements in clubs and recre-
ational, religious, or other community organi-
zations) (Agrawal et al, 2002; Kendler, 1997;
Kendler and Baker, 2007; Kessler et al, 1992).
As with stressful life events, moreover, the
estimated heritability of stable variation in the
these support indices, derived from measure-
ments taken on two occasions 5-years apart, was
much stronger than estimates based on single
measurements (43–75%) (Kendler, 1997). It is
also noteworthy that these genetic effects were
greatest for social integration (75%) and the
availability of confidants (66%), two dimensions
of support that presumably are among the most
objectively assessed. Finally, recent data on ado-
lescent twins show heritable variation even in the
fine structure of social networks, such as network
transitivity (e.g., the likelihood that friends in a
respondent’s network are friends of each other)
and centrality (where one is positioned between
the center and periphery of a social network),
for which genetic factors accounted for 47 and
29% of interindividual variability, respectively
(Fowler et al, 2009).

3.5 Summary of Gene–Stress
Correlation

In sum, biometric family studies document her-
itable variation in the likelihood of experienc-
ing environmental stressors and do so across
nearly all categories of stressors examined in
this research. These associations include self-
reported stressful life events (especially those
that may be construed as controllable to some
extent by the individual), exposure to trau-
matic (life-threatening) events, adverse par-
enting environments (particularly family con-
flict and absence of parental warmth), personal
appraisals of recent life stress and some dimen-
sions of perceived chronic stress, as well as
resources for coping with stressors, such as con-
fidants and engagement in social networks. The
genetic variance in these environmental mea-
sures is relatively consistent across the several
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domains, but typically not large. The modest to
moderate effect sizes describing genetic influ-
ences on exposure to stressors and resources for
coping may reflect, in part, arbitrary reporting
intervals that imperfectly capture stable individ-
ual differences in event occurrences and social
support (Kendler and Baker, 2007). When these
variables were assessed on even two occasions,
estimated heritabilities were shown to be appre-
ciably higher (∼65%), suggesting that prevail-
ing methodologies may significantly underesti-
mate genetic effects (Foley et al, 1996; Kendler,
1997). Finally, heritable variation in the likeli-
hood of experiencing various stressors does not
appear to be an artifact of reporting biases and,
where tested, genetic factors have been shown
to mediate influences of personality on environ-
mental exposures (e.g., Billig et al, 1996; Ge
et al, 1996; Kendler et al, 2003a; Krueger et al,
2003; Raynor et al, 2002; Saudino et al, 1997).

4 Gene–Environment Interaction

Genotype-dependent interactions affecting
health and behavior are emerging as a prominent
focus of research in behavioral and psychiatric
genetics, genetic epidemiology, and the new field
of pharmacogenetics. This reflects an increasing
recognition that the effects of genetic variation
(polymorphisms) on measured phenotypes can
differ greatly by context and circumstances,
be they genetic (gene–gene interaction, or
epistasis) or environmental (gene–environment
interaction). Gene–environment interaction in
this sense refers neither to the ecumenical plat-
itude that development entails both nature and
nurture nor to the genetic control of biochemical
processes such as cell–cell communication
or intracellular signaling cascades involving
interdependent transduction molecules. Rather,
it refers to a statistical interaction between
genetic and environmental variables in which
genetic factors affect measured phenotypes dif-
ferently as a function of different environmental
exposures, or alternatively, environments affect

phenotypes differently against different genetic
backgrounds (Talmud, 2004).

4.1 Examples of Gene–Environment
Interaction

Many examples of gene–environment interac-
tions involving health-related behaviors may
be cited. For instance, high density lipopro-
tein cholesterol (HDL) concentrations have been
shown to vary by interaction of dietary fat intake
and genetic variation in hepatic lipase, a key
enzyme in HDL metabolism (Ordovas et al,
2002; Tai et al, 2003). In addition, the degree
of cholesterol lowering achieved by consump-
tion of a polyunsaturated, compared to satu-
rated, fat diet may be predicted by polymor-
phic variation in genes encoding the choles-
terol ester transfer protein (CETP) and lipopro-
tein lipase (LPL) (Wallace et al, 2000). An
asparagine/aspartic acid substitution in LPL has
also been shown to magnify effects of cigarette
smoking on risk of incident ischemic heart dis-
ease (Talmud et al, 2000). Likewise, the ε4 allele
of the apolipoprotein E gene (APOE) increases
smoking-related risk for coronary disease events
in prospective investigations (Humphries et al,
2001, 2003). A third health behavior, physical
inactivity, has been found to moderate an asso-
ciation of the Pro12Ala polymorphism of parox-
ysome proliferator-activated receptor γ (PPAR-
γ) on type 2 diabetes (Nelson et al, 2007).
In African Americans (but not whites), each T
allele of the 825 C>T polymorphism of the gene
coding for the G-protein β3 subunit (SNB3) was
found associated with a 20% lower prevalence
of obesity among physically active individuals
and a 23% increased prevalence of obesity in the
physically inactive (Grove et al, 2007). Notably,
on completion of a physical training program,
African Americans homozygous for the T allele
also achieved a greater reduction in body fat,
compared to those of other 825 C>T genotypes
(Rankinen et al, 2002).

It is noteworthy that genetic effects in some
of these studies were magnified several fold
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when examined among individuals having cer-
tain health behaviors (Humphries et al, 2001,
2003; Talmud et al, 2000). In others, genetic
effects were only seen when the study sam-
ple was stratified by relevant health behaviors
(Nelson et al, 2007) or gene polymorphisms pre-
dicted opposite effects at high and low levels
of a behavioral moderator (Grove et al, 2007;
Ordovas et al, 2002; Tai et al, 2003). These
context-dependent relationships, in turn, may
help to explain the worrisome fragility of genetic
“main effects” that characterizes candidate gene
association studies generally (Munafo and Flint,
2004), since such effects may conceivably come
and go when study cohorts are sampled from
different locations along a gradient of environ-
mental variation.

In view of the extensive gene–environment
correlations described in the preceding section,
though, it might be asked whether the environ-
ments party to these interactions – diet, smok-
ing, physical activity – represent truly envi-
ronmental moderators. It might be asked, but
generally is not. Few reports of putative gene–
environment interaction even acknowledge that
their environmental variables may have some
genetic origin. On this point, there is some evi-
dence (albeit mixed) that caloric intake, dietary
preference for fat, and fat consumption are heri-
table (e.g., Keskitalo et al, 2008; see McCaffery
et al, 2001, for a summary review). Genetic
factors are known to account for about half of
interindividual variability in smoking initiation
and for an even larger proportion of the variabil-
ity in smoking rate, persistence of smoking, and
nicotine dependence (Schnoll et al, 2007). And
with respect to physical activity, participation in
elective exercise exhibited a median heritabil-
ity of 62% (48–71% across seven countries)
in a multinational study of 37,000+ twin pairs
(Stubbe et al, 2006). At the least, such findings
render the interpretation of literatures on gene–
environment interaction confusing, since one
scientist’s environmental variable often proves
to be another’s target of genetic influence.
Because the potential contamination of gene–
environment interaction by unappreciated gene–
environment correlation extends also to studies

of gene–stress interactions, we will return to this
issue in the final section of the chapter.

5 Gene–Stress Interaction

Gene–environment interaction can be detected
by both quantitative genetic analyses and
molecular studies of specific genetic variation
(gene polymorphisms). Among the former, for
instance, the heritability of body mass (body
mass index) has been found lower among men
who engage in vigorous exercise than in the
less physically active (McCaffery et al, 2009),
and the heritability of hypertension appears to
rise with higher levels of educational attain-
ment (McCaffery et al, 2008). Molecular studies
of gene–stress interaction are more common
than quantitative genetic studies, though, and
these generally fall into two categories: (1) those
that examine how naturally occurring stressors
moderate genetic influences on aspects of dis-
ease risk and, in psychiatric genetics, liability
to psychopathologies of mood or conduct; and
(2) studies examining the genetic modulation
of physiological responses to acute psycholog-
ical stressors, as manipulated experimentally.
The latter investigations add to a longstanding
focus of research in behavioral medicine on psy-
chophysiological reactivity as a possible risk
factor for disease (Krantz and Manuck, 1984;
Manuck, 1994; Marsland et al, 2002). Candidate
genetic variation in these studies commonly tar-
gets genes encoding components of neurotrans-
mitter systems acting in the brain or peripherally
(e.g., enzymes effecting synthesis, release and
reuptake, receptor activation, or metabolism),
as well as intracellular signaling molecules,
hormonal influences on gene expression (e.g.,
steroid receptors), and other elements of sys-
temic physiology (e.g., inflammatory cytokines
and other immune parameters). In the following
sections, we discuss selected literatures involv-
ing genetic interactions with life events or other
natural stressors and experimental studies of
genetically modulated physiological responses
to laboratory stressors.
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5.1 Gene–Stress Interaction: Life
Events and Other Natural
Stressors

A dominant model of occupational stress posits
the combination of high job demands and lim-
ited control over job-related decision making
(low decision latitude) as pernicious attributes
of the work environment, and job strain defined
in this manner has been associated with both
elevated blood pressure and heart disease (e.g.,
Kivimaki et al, 2006; Landsbergis et al, 2003;
Ohlin et al, 2007). Because the sympathetic ner-
vous system is a key determinant of cardiac and
vascular function, obvious candidate genes for
studies of gene–environment interactions affect-
ing blood pressure are those of the several adren-
ergic receptors. In a large, middle-aged sample
of employed individuals, for instance, homozy-
gosity for the deletion allele of a common
insertion/deletion polymorphism in the α2B-
adrenoreceptor (ADRA2B) was found associated
with higher systolic and diastolic blood pres-
sure in men, relative to those of other ADRA2B
genotypes, but only when accompanied by job
strain (Ohlin et al, 2007). In addition, the deci-
sion latitude component of job strain alone cor-
related inversely with systolic blood pressure
in men. In another study of the same sam-
ple, job strain interacted only marginally with
genotypes of an argenine/glycine substitution in
the β1-adrenoreceptor gene (ADRB1), although
systolic blood pressure covaried inversely with
extent of job demands among men carrying
the glycine-encoding allele of this polymor-
phism (Ohlin et al, 2008). Another model of
occupational stress construes the work envi-
ronment as a balance of implied obligations
whereby the employee’s work effort is compen-
sated by salary, recognition, security, and oppor-
tunities for advancement (Siegrist et al, 2004).
Job stress is defined in this context as a rel-
ative imbalance between effort and reward. In
the one study following this model, presence of
hypertension was predicted by an interaction of
job stress and another argenine/glycine substi-
tution, in the β2-adrenoreceptor gene (ADRB2:

β2 -AR-16) (Yu et al, 2008). Hypertension was
about 3.5 times more prevalent among indi-
viduals with any glycine-encoding allele than
in those homozygous for the alternate arge-
nine allele, but only in conjunction with high
job stress (effort/reward imbalance) and, again,
only in men. All three of these studies suggest
that attributes of the work environment moder-
ate effects of adrenoreceptor gene variation on
blood pressure and do so in men alone, although
variability in their operational definitions of job
stress (job strain, effort-reward imbalance) and
in the components of genotype-dependent job
strain associated with blood pressure (latitude,
job demands) leaves these gene–environment
interactions preliminary.

Activation or dysregulation of the HPA sys-
tem is the most frequently invoked mechanism
to explain effects of psychological stress on dis-
ease, both physical and psychiatric (see Chapter
43). This is undoubtedly due to actions of
the glucocorticoid hormone, cortisol, on diverse
physiological functions and tissues of the body,
including metabolism and activities of the car-
diovascular, immune, and central nervous sys-
tems. Some HPA phenotypes are also heritable.
For instance, genetic variance appears to account
for half or more of interindividual variability
in basal cortisol levels aggregated across multi-
ple measurements in the morning (Bartels et al,
2003; Meikle et al, 1988) and similar, if some-
what lesser, heritabilities are seen in the cor-
tisol response to morning awakening (Kupper
et al, 2005; Wust et al, 2000). With respect to
molecular variation, a series of investigations
has focused on the corticotropin-releasing hor-
mone type 1 receptor (CRHR1) gene. In the first
of these, individual single nucleotide polymor-
phisms (SNPs) and a TAT haplotype at mark-
ers rs7209436, rs110402, and rs242924 were
found associated with lower levels of depres-
sive symptomatology, when compared to other
CRHR1 genotypes, among African American
women who were abused in childhood (Bradley
et al, 2008). The apparently protective effects
of this CRHR1 variation against early adver-
sity/abuse were replicated in relation to life-
time history of major depressive disorder in an
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independent sample of predominantly Caucasian
women (Bradley et al, 2008) and in relation
to both past year and recurrent depression in
a midlife sample of British women (Polanczyk
et al, 2009). A similar interaction was not
observed among participants of the Dunedin
(New Zealand) Multidisciplinary Health and
Development Study (Polanczyk et al, 2009).
However, one other investigation has shown the
“protective” alleles at rs110402 and rs242924 to
mitigate the heightened cortisol responses to a
dexamethasone/corticotropin-releasing hormone
(dex/CRH) challenge otherwise seen among
adults maltreated as children (Tyrka et al, 2009).

Another series of studies has examined poly-
morphic variation in FKBP5, which encodes a
co-chaperone of heat stress protein-90, FK506
binding protein-5, that helps regulate binding
affinity of the glucocorticoid receptor (GR). In
a depressed patient sample, TT genotype at
rs1360780 was found to be associated with a
more rapid response to antidepressant treatment
and greater recurrence of depressive episodes,
higher levels of FKBP5 expression in lympho-
cytes, and a blunted adrenocorticotropin hor-
mone (ACTH) response to dex/CRH challenge,
relative to those carrying one or more copies
of the alternate C allele (Binder et al, 2004).
This polymorphism and another FKBP5 SNP,
rs3800373, also predicted peritraumatic disso-
ciation, a risk factor for PTSD, among med-
ically injured children (Koenen et al, 2005),
and these and two other SNPs analogously pre-
dicted adult PTSD symptomatology in interac-
tion with childhood abuse (but not adult trauma
exposure) among predominantly low-income,
African American men and women (Binder
et al, 2008). Interestingly, in the latter inves-
tigation, CRHR1 SNPs previously reported to
interact with childhood abuse in the prediction
of depressive symptoms in the same study sam-
ple (Bradley et al, 2008) did not similarly predict
PTSD symptoms here, suggesting some speci-
ficity of association.

Other recent studies have investigated PTSD
risk in relation to varying exposure to hurri-
canes occurring in Florida in 2004. In one, the
C allele of a SNP in the “regulator of G-protein

signaling 2” (RGS2) gene, rs4606, predicted
post-hurricane PTSD symptomatology, but only
among individuals with high hurricane exposure
(viz., a combination of hurricane force winds
or flooding, material losses, and extended dis-
placement) and low levels of social support
(Amstadter et al, 2009). And in the same study,
lifetime PTSD symptoms were likewise pre-
dicted by the interaction of RGS2 variation with
lifetime exposure to traumatic (life-threatening)
events. Two prior investigations of the same
study cohort genotyped common regulatory vari-
ation in the serotonin transporter gene-linked
polymorphic region (5-HTTLPR), one variant
of which (typically termed the short [S] allele)
reduces transcriptional efficiency of the sero-
tonin transporter gene compared to the alternate,
long (L) allele. In one study, the low expression
allele increased risk of post-hurricane PTSD in
interaction with area-level socioeconomic indi-
cators (crime and unemployment rates) (Koenen
et al, 2009), and in the second, the same genetic
variation predicted both PTSD and major depres-
sion in persons with high hurricane exposure
and low social support, relative to all other
combinations of genotype, exposure and sup-
port (Kilpatrick et al, 2007). To the extent that
a high exposure to hurricanes, as defined by
these investigators, is an impactful life event,
it is perhaps surprising that the RGS2 and 5-
HTTLPR polymorphisms did not interact with
exposure alone, but only in three-way interaction
with social support or community characteris-
tics. This may indicate that the presence of
social support or socioeconomic advantage ame-
liorates genotype-dependent risk of PTSD and
depression associated with hurricane exposure.

5.1.1 Gene–Stress Interaction
and the Challenge of Replication

At present, studies of gene–stress interactions
have produced only small literatures, often just
one or two investigations addressed to a partic-
ular gene, environmental moderator, and phe-
notype or to phenotypes studied in multiple
studies, but with respect to different genes (e.g.,
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PTSD). Two exceptions are literatures gener-
ated by two early gene–environment studies
(Caspi et al, 2002, 2003), in which a suffi-
cient number of investigations testing the same
hypothesis are available to evaluate the replica-
bility of gene–stress interactions. In the first of
these, the initial study found self-rated aggres-
siveness, conduct disorder, symptoms of adult
antisocial personality disorder, and commission
of a violent crime potentiated by childhood mal-
treatment among males with low-transcription
variants of a functional promoter polymorphism
of monoamine oxidase-A (MAOA), relative to
men having an alternate, high-activity MAOA
allele (Caspi et al, 2002). Two meta-analyses,
the latter of which included the initial study
and seven attempted replications, have now been
reported (Kim-Cohen et al, 2006; Taylor and
Kim-Cohen, 2007). In the second meta-analysis,
the authors derived the correlation of adversity
with antisocial outcomes for each MAOA geno-
type and expressed the MAOA × Adversity inter-
action as the difference in correlation between
genotypes. The pooled estimate of effect size
(correlation) across studies was 0.30 for the
low-activity MAOA genotype and 0.13 for the
high-activity genotype. The test of the inter-
action yielded a modest, but significant, effect
size (for the difference in correlation) of 0.17
(95% CI: 0.09, 0.24; p < 0.001). This outcome
was only minimally affected by the removal
of either the original investigation or the two
studies having effect sizes larger than the sen-
tinel report, or by serial deletion of each study
individually. This suggests the presence of a
robust gene–stress interaction. More recent stud-
ies have tended also to confirm the interaction
of MAOA variation and childhood maltreatment
on later externalizing and antisocial behaviors
(Ducci et al, 2008; Enoch et al, 2010), although
this relationship may be less stable in women
(Prom-Wormley et al, 2009) and less apparent at
very severe levels of early adversity (Weder et al,
2009).

The second sizable literature on gene–stress
interactions derives from a widely publicized
study in which childhood maltreatment and
recent stressful life events predicted depression

in proportion to the number of S, relative to
L, alleles of 5-HTTLPR that individuals pos-
sessed (Caspi et al, 2003). Over 30 investiga-
tions of widely varying design, methodology,
and study population have been reported since,
and this literature has been the subject of numer-
ous commentaries, narrative reviews, and meta-
analyses. With respect to the latter, two meta-
analyses reported in 2009 covered largely (but
not entirely) overlapping studies and both failed
to confirm an interactive effect of 5-HTTLPR
variation and life events on depression (Munafo
et al, 2009; Risch et al, 2009). These results
cast a long shadow over this most frequently
cited instance of gene–stress interaction and may
seem especially disconcerting given strong ratio-
nale for the hypothesis. For instance: (1) seroton-
ergic dysregulation has long been implicated in
depression and mood regulation (Thase, 2009);
(2) the serotonin transporter is a primary target of
pharmacotherapy for depression (Gitlin, 2009);
(3) the S allele of orthologous 5-HTTLPR vari-
ation in the rhesus macaque lowers brain sero-
tonin turnover in monkeys, but only among ani-
mals reared without maternal contact (Bennett
et al, 2002); and (4) in vivo brain serotonergic
responsivity (assessed by neuropharmacologic
challenge) is attenuated in euthymic individuals
with a history of depression (Bhagwagar et al,
2002; Flory et al, 1998) and among carriers
of the 5-HTTLPR S allele (Reist et al, 2001;
Whale et al, 2000). One environmental parame-
ter, socioeconomic status, has also been shown to
modulate the influence of 5-HTTLPR variation
on central serotonergic responsivity (Manuck
et al, 2004).

Stressful life events likewise warrant consid-
eration as an environmental “pathogen” due to
abundant evidence that they predict depression
onset, particularly first episodes (Kendler et al,
2000; Uher and McGuffin, 2008) and, in twin
research, have been found to do so in interac-
tion with genetic liability (Kendler et al, 1995).
A 30-year literature indicates that life events
most germane to depression are those that occur
abruptly and within 3–6 months preceding onset,
that are impactful and directly affect the respon-
dent, and that commonly involve situations of
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significant threat, loss, or humiliation (Brown
and Harris, 1978; Brown, et al, 1995; Kendler
et al, 2003; Monroe et al, 2009). Yet almost none
of the studies of 5-HTTLPR-stress interactions
for depression appear to have been informed
by these observations. In reviewing the method-
ologies of 13 5-HTTLPR-life stress studies, for
instance, Monroe and Reid (2008) found that
only one study could appropriately distinguish
acute stressors from chronic conditions, only
three could appropriately distinguish major from
minor events, only five restricted event assess-
ments to the last 6 months (others extending
measurements even to 5 years or lifetime expo-
sure), only three assessed participant-focused
events, and only one study satisfied all four of
these conditions. They also report that instru-
ments for assessing life events were diverse in
format and content across studies, that nearly all
lacked provenance in the life stress/depression
literature, that procedures for determining total
exposure to life events were different in every
study, and that in only four studies could it
be assumed that life events even preceded the
onset of depression. Regarding this last consid-
eration, a significant main effect of life events
on depression, as reported in the two cited meta-
analyses, could reflect, in part, reverse causa-
tion (events consequent on depression) or, where
events and outcomes were assessed at the same
time, biased event recall (Monroe and Reid,
2008).

Also addressing the heterogeneity of study
methods, Uher and McGuffin (2010) recently
stratified, by format of life event assessment, 34
studies that purposed to test interactive effects of
5-HTTLPR variation and environmental adver-
sity on depression. By their analysis, the hypoth-
esized interaction was demonstrated in 11 of
15 studies employing event measurements that
were either “objective” (i.e., ascertained inde-
pendently of participants’ reports) or derived
from contextually sensitive life stress interviews,
while the four remaining studies reported at
least partial replications (e.g., findings delimited
by gender or event kind). On the other hand,
all non-replications emerged in investigations
using life event checklists or other self-report

instruments, yielding a distribution of six repli-
cations, four partial replications, and ten non-
replications. The authors note as well that the
two previously cited meta-analyses (Munafo
et al, 2009; Risch et al, 2009) included only a
minority of all studies and, by sampling dispro-
portionately from those relying on participants’
self-reported life stress, may have confounded
study outcomes with variability and quality of
investigational methods (Uher and McGuffin,
2010).

As noted previously, the sentinel study in this
literature (Caspi et al, 2003) reported that both
childhood maltreatment and life events predicted
depression in interaction with 5-HTTLPR vari-
ation. The interval of event reporting in this
study was 5 years, suggesting that events per
se were not a proximal cause of depression. In
another recent commentary, Brown and Harris
(2008) note that childhood maltreatment is itself
a potent risk factor for depression and that in
the study of Caspi and colleagues (2003) the
genotype-dependent relationship between child-
hood adversity and depression appears to have
been stronger than that for life events. Presenting
evidence that early maltreatment also predicts
the frequency of events experienced over a 4–
5-year period in adulthood, Brown and Harris
argue that life events occurring outside the
canonical range for life event/depression asso-
ciations may be a marker of early childhood
adversities that, in interaction with allelic vari-
ation at 5-HTTLPR, affect neurodevelopmen-
tal processes. In turn, these neurodevelopmental
changes may promote behaviors that increase the
likelihood of experiencing stressful life events
over the lifecourse and also heighten risk of
depression in adulthood. In contrast, recent life
events may predict depressive episodes inde-
pendently or interact only minimally with 5-
HTTLPR genotype. Such speculation is also
consistent with a paucity of evidence show-
ing allelic differences at 5-HTTLPR to affect
serotonin transporter availability, binding, and
mRNA expression in the adult brain (e.g., Mann
et al, 2000; Parsey et al, 2006; Shioe et al,
2003; Sibille and Lewis, 2006; van Dyck et al,
2004).
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5.2 Gene–Stress Interaction: Acute
Stressors

Individual differences in the magnitude of car-
diovascular reactions to laboratory stressors have
attracted interest as a potential risk factor for
cardiovascular disease and have been shown
to predict extent and progression of preclini-
cal atherosclerosis (e.g., Gianaros et al, 2002;
Jennings et al, 2004; Krantz and Manuck, 1984).
A number of investigators have also examined
genetic effects on physiological responses to
acute stressors in both twin studies and can-
didate gene association studies. In a recent
meta-analysis of twin studies of heart rate and
blood pressure responses to common experimen-
tal stressors (e.g., mental arithmetic or other cog-
nitive challenges, video games, stressful inter-
views, or the Stroop color-word interference
test), the pooled heritability estimate for change
in heart rate was 43%, with no effects of gen-
der or genetic dominance. For change in diastolic
blood pressure, both additive genetic and dom-
inance effects were observed, yielding a total
heritability of 29%. Significant heritability was
also observed for change in systolic blood pres-
sure, although this was greater in females (38%)
than males (26%) (Wu et al, in press).

Variation in genes within a number of path-
ways may moderate cardiovascular reactions to
psychological stressors, with genes encoding
components of the sympathetic nervous sys-
tem, the renin–angiotensin–aldosterone system
(RAAS), endothelial function, and serotonergic
neurotransmission serving as potential exam-
ples (Snieder et al, 2002). At present, however,
research on individual genes within these path-
ways is both sparse and mixed. In one study,
for example, two SNPs that appear to affect
adrenoreceptor function, the G allele of a C>G
SNP at base pair (bp) 1165 of ADRB1 and
the G allele of an A>G substitution at bp 46
in ADRB2, were associated with higher rest-
ing systolic and diastolic blood pressure respec-
tively, relative to the alternate alleles of these
polymorphisms (McCaffery et al, 2002). In the
same study, the variant at bp 1165 in ADRB1

also predicted elevated diastolic blood pressure
responses to acute laboratory stressors (mental
arithmetic, Stroop task). In contrast, higher rest-
ing systolic and diastolic blood pressure and
heightened diastolic reactions to mental and
physical stressors were associated with the A
allele at bp 46 in ADRB2 in a second study (Li
et al, 2001). Among other preliminary studies,
stress-elicited pressor responses have been found
related to genetic variation in tyrosine hydroxy-
lase, the dopamine type 1 receptor, the G-protein
α subunit, and multilocus analyses of RAAS sys-
tem polymorphisms (Ge et al, 2007; Lu et al,
2006; Rao et al, 2008).

Individual differences in cardiovascular reac-
tions to psychological stressors have also been
examined in relation to 5-HTTLPR variation. In
a first study, individuals homozygous for the 5-
HTTLPR S allele showed attenuated heart rate
and blood pressure responses to an anger chal-
lenge (Williams et al, 2001), and a similar find-
ing was later reported by the same group in
a larger study sample (Williams et al, 2008).
However, 5-HTTLPR genotype showed a main
effect in the opposite direction in a study of
young adult twins, and this association was
qualified by gender (McCaffery et al, 2003).
Whereas males showed no genotype-dependent
variability in cardiovascular reactivity, females
homozygous for the 5-HTTLPR S allele exhib-
ited greater cardiac acceleration to cognitive
stressors than females carrying any L allele.
This association was also observed in geneti-
cally independent samples and corroborated by
sib-pair linkage analysis. The paucity of stud-
ies overall and early inconsistencies among the
few tests involving the same gene polymor-
phisms obviously precludes even interim inter-
pretation, although the appreciable heritability of
reactivity phenotypes demonstrated across mul-
tiple biometric studies should encourage further
exploration of genetic variation moderating car-
diovascular reactions to acute stressors.

Few investigations have examined the her-
itability of HPA responses to psychological
stressors, although findings of gene association
studies in this area are somewhat more consis-
tent than those for cardiovascular responses. In
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children, genetic influences accounted for 55–
60% of the variance in salivary cortisol measured
at baseline and following performance of a chal-
lenging video game and for 44% of baseline-
to-task cortisol reactivity (Steptoe et al, 2009).
Also, similar heritability was observed for sali-
vary and total cortisol, ACTH, and heart rate
responses to the trier social stress test (TSST),
a composite stress protocol involving mental
arithmetic and public speaking before an audi-
ence, in an earlier study of adolescent/young
adult twins (Federenko et al, 2004). Not sur-
prisingly, one target of molecular studies has
been the GR gene (NR3C1). Genotyping four
putatively functional NR3C1 polymorphisms,
labeled N363S, ER22/23EK, 9β, and an intronic
marker of unknown function, Bcl1, Wust and
colleagues (2004) found TSST-elicited salivary
cortisol responses in males to be greatest among
carriers of the 363S allele and blunted in partic-
ipants homozygous for the Bcl1 GG allele. In a
subsequent study, the Bcl1 GG genotype again
predicted diminished HPA (ACTH) responses to
the TSST in males, but heightened responses
in females (Kumsta et al, 2007). Along with
the GR, the mineralocorticoid receptor (MR)
acts centrally in the coordination of HPA stress
responses and enhanced salivary and plasma cor-
tisol, as well as heart rate, reactions to TSST
exposure have been found among carriers of the
MR180V allele of the MRI180V polymorphism
(DeRijk et al, 2006). Finally, the same variants of
FKBP5 cited previously as predictors of recur-
rent depression, antidepressant response and,
in interaction with childhood adversities, peri-
traumatic dissociation, and adult PTSD symp-
tomatology (Binder et al, 2004, 2008; Koenen
et al, 2005) retarded cortisol recovery following
administration of the TSST (Ising et al, 2008). In
the same study, effects of the GR and MR poly-
morphisms examined in earlier studies did not
replicate, which the authors suggest may stem
from the limited statistical power of this rather
small investigation.

Finally, two studies have examined
monoamine-regulating polymorphisms as
predictors of HPA responses to laboratory
stressors. In the first, rises in plasma ACTH

among healthy volunteers administered a mod-
ified TSST (Groningen Acute Stress Test) were
greater in those who were both homozygous
for the met (methionine) allele of a val158met
amino acid substitution in the catechol-O-methyl
transferase (COMT) gene and of low activity
MAOA genotype, when compared to individuals
with any COMT val (valine) allele or those
of high-activity MAOA genotype (Jabbi et al,
2007). In this study as well, stressor-induced
plasma ACTH and cortisol responses were more
pronounced among participants homozygous for
the 5-HTTLPR S allele, compared to carriers
of the L allele, although the cortisol effect
was observed only in females. In a second
investigation that also examined 5-HTTLPR
variation, increases in salivary cortisol evoked
by combined mental arithmetic and stressful
interview were likewise greater in children
homozygous for the S allele, relative to children
with any L allele (Gotlib et al, 2008).

Genetic variation has also been shown to
moderate behavioral responses to laboratory
stimuli. When deprived by a study confeder-
ate of money earned in an experimental task,
for instance, individuals of low-activity MAOA
genotype were more likely to punish the confed-
erate than were their high-activity MAOA coun-
terparts (McDermott et al, 2009). This effect was
seen when participants suffered an 80% earnings
loss, but not at a more modest 20% loss, suggest-
ing that MAOA variation is not related directly to
an aggressive motivation, but to the disinhibited
expression of such motivation when elicited by
provocation.

As noted previously, a central component of
most stress models is the primary appraisal of
potential stressors along dimensions of threat
or demand. A heightened sensitivity to threat-
related cues might be expected therefore to
enhance threat appraisals and potentiate stress
responses. In this regard, genotypes containing
the 5-HTTLPR S allele have been found to pre-
dict attentional biases toward words of negative
emotional content (anxiety) in psychiatric inpa-
tients (Beevers et al, 2007), pictures of phobic
stimuli (spiders) in college students (Osinsky
et al, 2008), and facial expressions of anger
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in adolescent volunteers (Perez-Edgar et al,
2010). In the corticolimbic circuitry of emotion
processing, the amygdala plays a key role in
detecting stimuli of psychological significance,
including cues to environmental threats, and is
readily engaged by emotional words and pic-
tures or by facial displays of negative affect (see
Chapter 52). Studies employing neuroimaging
techniques have shown the 5-HTTLPR S allele
to increase amygdala reactivity to such stimuli,
compared to the L allele, and this association has
been confirmed on meta-analysis of over a dozen
investigations (Munafo et al, 2008). Moreover,
polymorphic variations in several other rele-
vant genes have been found to modulate threat-
related amygdala reactivity as well, including
those encoding the serotonin 1A receptor (Fakra
et al, 2009); MAOA (Meyer-Lindenberg et al,
2006), neuronally active tryptophan hydroxylase
(Brown et al, 2005; Canli et al, 2005); fatty acid
amide hydrolase, a component of endocannabi-
noid signaling (Hariri et al, 2009), neuropeptide
Y (Zhou et al, 2008); and the androgen receptor
(Manuck et al, 2010).

6 Conclusions

We have addressed two topics in this chapter,
gene–stress correlation and gene–stress inter-
action. This first of these – genetic influences
on exposure to stressful environments – is now
strongly supported, whereas research on the
second topic – the moderation of genetic asso-
ciations by stress-related environmental vari-
ation – has only recently emerged as an
important focus of research in behavioral and
health genetics. Thus, gene–stress correlation
has been demonstrated for virtually all envi-
ronmental dimensions investigated, from early
family environments to stressful life events and
traumatic experiences, and, with respect to pro-
tective factors, networks of social engagement
and support. Genetic influence on these variables
is not trivial and, when environmental mea-
sures are assessed more than once, can account
for a half or more of individual differences in

exposures. Since heritable characteristics help
determine the experiences people have, either
as a result of their own actions or via reactions
they elicit from others, it follows that studies
that show measures of psychological stress to
predict behavioral or health-related outcomes
cannot be interpreted automatically as evidence
of environmental impacts.

As noted, gene–stress interactions, and par-
ticularly those involving specific gene poly-
morphisms, are only beginning to be reported.
Most literatures in this area contain only a
few studies, often of diverse methodology or
focusing on different genes in a common bio-
logical pathway. Nonetheless, several interesting
and plausible gene–stress interactions have been
reported, as in studies of adrenoreceptor varia-
tion, work stress, and blood pressure; HPA sys-
tem polymorphisms, trauma, and PTSD; MAOA
promoter variation, childhood maltreatment, and
aggressive disposition; and genotype-dependent
physiological responses to acute psychological
stressors. The single most frequently investi-
gated gene in studies of gene–stress interac-
tions is that coding for the serotonin transporter
and, within this gene, the 5-HTTLPR promoter
polymorphism. 5-HTTLPR genotypes have been
examined in relation to cardiovascular and HPA
responses to laboratory stressors, attentional
biases and neural sensitivity to threat, and a spec-
trum of psychopathologies (most notably, PTSD
and depression). Interestingly, these 5-HTTLPR-
dependent relationships may be detected more
reliably with neuroimaging and experimental
probes of emotional processing than in studies
of distal behavioral phenotypes, such as depres-
sion. It is likely that investigations that examine
genetic associations and gene–stress interactions
for the purpose of predicting clinical outcomes
require appreciably larger sample sizes than
those in which the study phenotype lies closer
to the gene’s biological actions. In specific refer-
ence to the interaction of 5-HTTLPR variation
and life events on depression, however, repli-
cation difficulties may be attributable as much
to methodological deficiencies and dissimilari-
ties among studies, and possibly, insufficiently
refined hypothesis, as to inadequate statistical
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power (Brown and Harris, 2008; Monroe and
Reid, 2008; Uher and McGuffin, 2008).

In concluding, we want to briefly address
two additional considerations germane to gene–
environment interactions, and so by implication,
gene–stress interactions. The first concerns cri-
teria for identification and selection of candi-
date genes, and the second, criteria for select-
ing candidate environmental moderators. It is
argued, often by geneticists, that only genes
already known to predict dependent variables of
interest (that is, genes exhibiting strong main
effects on study outcomes) should be inter-
rogated for possible interaction with pertinent
environmental exposures (Risch et al, 2009). In
their thoughtful commentaries on strategies for
studying gene–environment interactions, Moffitt
and colleagues (2005, 2006) argue just the oppo-
site, that exploiting environmental variation can
aid in gene discovery since gene associations
may be amplified in risk-enriched environments,
and they point to many instances of gene–
environment interaction in which genetic main
effects were negligible. On the environmental
side, in contrast, it is sometimes posited that
only environmental factors already known to
predict outcomes of interest should be enter-
tained as potential moderators of genetic asso-
ciations (Moffitt et al, 2005, 2006). Again in
reference to studies of 5-HTTLPR variation, life
events, and depression, for instance, the failure
to assess life events in a manner informed by
accumulated understanding of the environmental
antecedents of depression may account for many
inconsistencies seen in this literature (Monroe
and Reid, 2008). On the other hand, the logic
that suggests that testing for gene–environment
interaction can unmask unrecognized genetic
effects may be invoked equally to argue that test-
ing for gene–environment interactions has the
potential to unmask novel environmental effects.
Moreover, predicating gene–environment anal-
yses on variables having known main effects,
either genetic or environmental, tends to pre-
sume an ordinal form of interaction in which out-
comes differ only at the conjunction of a suscep-
tibility allele and environmental risk factor (e.g.,
diathesis-stress models) (Manuck, in press).

Another possibility, however, is that genetic vari-
ation modulates susceptibility to environmen-
tal influences in general, so that some geno-
types confer greater plasticity than others in the
face of differing environments. Terming such
genotype-dependent plasticity “differential sus-
ceptibility,” Belsky and colleagues (2009) cite
numerous studies in which people carrying puta-
tive “risk” alleles of several gene polymorphisms
were more likely to experience negative out-
comes in adverse environments and, conversely,
less likely to experience the same outcomes
in salutary environments, relative to individu-
als with other genotypes. Importantly, disordinal
gene–environment interactions of this form will
tend to be associated with smaller or absent
main effects of both genetic and environmental
predictors.

These arguments notwithstanding, propo-
nents of a “strong” environmental predicate
for gene–environment interaction maintain that
candidate environmental variables should not
only have mechanistic (e.g., biological) plau-
sibility, but also exert a causal influence on
the study outcome (Moffitt et al, 2005, 2006).
The latter condition, although ignored by most
investigators, tacitly acknowledges that puta-
tive environmental factors may be genetically
influenced – that is, gene–environment correla-
tion. As a result, an apparent gene–environment
interaction might actually reflect, in part, an
interaction of measured genotypes with unrec-
ognized genetic variance in the “environmen-
tal” predictor. Obviously, this is not an inter-
pretive problem when the environmental vari-
able is manipulated experimentally, as in stud-
ies of acute stress responses or using other
paradigms in which an experimental probe is
evaluated in comparison to a control stimulus
(e.g., functional neuroimaging) or to individu-
als not exposed to the experimental condition
(e.g., placebo-controlled clinical trials). But as
reported earlier, gene–environment correlation is
well documented for many common environ-
mental measures and, with respect to psycho-
logical stressors, pervasive. Quantitative genetic
studies can potentially distinguish environmental
effects that are causal from those associated with
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correlated genetic variation, and indeed, there
is some evidence that stressful life events have
both causal and non-causal effects on behav-
ioral outcomes (e.g., depression) (Kendler et al,
1999). However, analogous claims cannot be
made for most molecular genetic studies, which
commonly examine population samples of unre-
lated individuals and are therefore ill-designed to
identify causal environmental effects (Uher and
McGuffin, 2008). Moreover, showing that can-
didate genes are unrelated to an environmental
moderator in a given study, which some investi-
gators have reported (e.g., Foley et al, 2004), is
unpersuasive as a control for genetic confound-
ing because it considers only a single source of
potentially correlated genetic variation.

In the end, though, one might ask how impor-
tant it is anyway to demonstrate “pure” gene–
environment interaction if, to some extent, her-
itable influences contribute to interindividual
variability in most all categories of experience,
including exposure to psychological stressors.
From a practical standpoint, for instance, genetic
variance in behaviors or exposures detrimental to
health does not preclude environmental interven-
tions to ameliorate health risks by modifications
of either behavior or environment. Similarly, rec-
ognizing that adversities of early rearing may
have a heritable component is no more an argu-
ment against interventions to prevent the mal-
treatment of children than is the observation that
individuals of high-activity MAOA genotype are
resilient in the face of abuse. Finally, in view
of the extent of demonstrated gene–stress cor-
relations, it seems reasonable to assume that
most dimensions of measured experience will
have both environmental and genetic determi-
nants and that most researchers addressing gene–
environment interactions will not be able to fully
account for the etiology of their environmen-
tal moderators. In this sense, it may be prudent
to acknowledge the interpretative limitations of
gene–environment (or gene–stress) interactions
by referring instead, and more modestly, to inter-
actions between genes and environmental expo-
sures, where exposures denote experiences in the
environment that may stem from a variety of
undetermined causes.
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Chapter 32

Nicotine Dependence and Pharmacogenetics

Riju Ray, Robert Schnoll, and Caryn Lerman

1 Introduction

1.1 The Magnitude of the Problem

Nicotine dependence is among the most sig-
nificant worldwide public health problems with
approximately 1 billion current smokers world-
wide (WHO, 2008). In the United States, the
decline in smoking rates witnessed over the
past several decades has stalled and, currently,
20.8% of American adults are current smok-
ers (CDC, 2004, 2006); even worse, the rates
of tobacco use in developing nations are ris-
ing rapidly (WHO, 2008). It is predicted that
tobacco-related mortality will affect as many as
500 million people across the world (Levine and
Kendler, 2004; WHO, 2008). Cigarette smok-
ing causes 80–90% of all lung cancer deaths
and increases the risk of other cancers, as
well as cardiovascular disease, lung disease,
and infectious diseases (CDC, 2004). The eco-
nomic burden of tobacco-related morbidity and
mortality worldwide is estimated to be several
hundred billion dollars every year (Guindon,
2006). The current available treatment options
for nicotine dependence are nicotine replace-
ment therapy (NRT; transdermal patch, spray,
inhaler, gum, or lozenge), bupropion (Zyban R©,
GlaxoSmithKline) and varenicline (Chantix R©,
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Pfizer). However, the long-term quit rates asso-
ciated with these treatment options is only about
20%, with the majority of smokers relapsing to
smoking within 1 year (Schnoll and Lerman,
2006).

1.2 The Neurobiology of Nicotine
Dependence

Animal research has demonstrated that nico-
tine exerts its reinforcing effects via the ventro-
striatal pathway by increasing dopamine (DA)
release in the nucleus accumbens and the pre-
frontal cortex (PFC), in a similar way as other
drugs of abuse (Nestler, 2005). Nicotine binds
to the neuronal α4β2 nicotinic acetylcholine
receptors (nAChRs) located on the dopaminer-
gic cell bodies in the ventral tegmental area
(VTA) (Mifsud et al, 1989). Stimulation of
these nAChRs by nicotine produces a shift from
tonic firing of dopaminergic neurons to burst
firing, resulting in increases in DA levels in
the nucleus accumbens (Grenhoff et al, 1986;
Mansvelder et al, 2003; Nisell et al, 1994).
The meso-limbic dopaminergic pathway is under
the influence of other neurochemical modula-
tors such as GABA-ergic interneurons (Kalivas,
1993) and GABA-ergic innervations from the
nucleus accumbens (Walaas and Fonnum, 1980),
both of which provide inhibitory control over
DA neurons. In addition, glutamergic projec-
tions from the prefrontal cortex (PFC) (Sesack
and Pickel, 1992) and cholinergic inputs from
the tegmental pedunculopontine nucleus (TPP)
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(Chen et al, 2006) have stimulatory effects on
DA firing in the VTA. The GABA-ergic neu-
rons are predominantly α4β2 nAChR subtype
(Klink et al, 2001) causing them to desensi-
tize quickly, whereas the presynaptic nAChRs on
the glutamergic terminals are mainly α7 nAChR
subtype (Jones and Wonnacott, 2004), which are
slower to desensitize (Mansvelder et al, 2002).
Thus, with continuous nicotine exposure, the
inhibitory GABA-ergic control is reduced while
the positive glutamergic control increases, con-
tributing to long-term plasticity of behavior. The
α5 subunit can also combine with the α4 and
β2 nAChR subunits, and the inclusion of the α5
subunit may increase conductance of the α4β2
receptors and cause a higher rate of desensitiza-
tion (Ramirez-Latorre et al, 1996). Lastly, there
is evidence of involvement of the endogenous
opioid pathway in nicotine dependence as nico-
tine administration causes release of endoge-
nous opioid peptides (e.g.,: β-endorphin) that
binds to mu-opioid receptors (MOR), which are
located on the GABA interneurons in the VTA
(Davenport et al, 1990). This stimulation of
the mu-opioid receptors also produces disinhi-
bition of the GABA-ergic interneurons thereby
increasing DA release in the nucleus accumbens
(Bergevin et al, 2002).

2 Heritability of Nicotine
Dependence

2.1 Smoking Initiation
and Dependence

Several twin studies have demonstrated that
there are strong genetic factors that contribute
to smoking behavior (Hopfer et al, 2003; Li,
2003). Meta-analyses of twin studies suggest
that 50–60% of the variability in smoking initi-
ation is attributable to genetic factors (Li et al,
2003; Sullivan and Kendler, 1999; Vink et al,
2005). There is evidence to suggest that the her-
itability estimate for smoking initiation might
be greater for males (Hamilton et al, 2006),

though the opposite has also been observed
(Li et al, 2003). Adoption studies (that control
for confounding factors) have demonstrated that
adoptees raised in separate environments had a
greater likelihood of being a current smoker if
their biological siblings were smokers (OR =
3.2) or ex-smokers (OR = 2.6) (Osler et al,
2001). In addition, genetic factors account for
60–70% of the variability in smoking rate and
level of nicotine dependence (Haberstick et al,
2007; True et al, 1999; Vink et al, 2005), with
greater heritability among men (Hopfer et al,
2003). Osler and colleagues also demonstrated
that an adoptee was twice as likely to be a heavy
smoker if their biological sibling was also a
heavy smoker (Osler et al, 2001).

2.2 Smoking Cessation
and Persistence

Results from recent twin studies and a meta-
analysis indicate that heritability estimates asso-
ciated with smoking persistence range from 60
to 70% (Hamilton et al, 2006; Hardie et al, 2006;
Sullivan and Kendler, 1999). Genetic factors also
contribute significantly toward determining the
results of cessation attempts and self-reported
level of withdrawal symptoms (Xian et al, 2003),
as well as the duration of cessation (Hardie et al,
2006). Adoptee smokers who had quit smoking
had a three times greater odds that their biologi-
cal siblings were ex-smokers as well (Osler et al,
2001).

3 Genetic Studies of Smoking
Among Adolescents

3.1 Pharmacokinetic Candidate
Genes

The primary enzyme responsible for break-
down of nicotine is cytochrome P450 2A6
(CYP2A6), which has several well-characterized
variants that decrease enzymatic activity either
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partially or completely (http://www.imm.ki.se/
CYPalleles/cyp2a6.html). Studies have com-
pared individuals with variants associated with
slower nicotine metabolism (one or two copies
of the null alleles (CYP2A6∗2 or CYP2A6∗4),
or with two copies of the reduced activity
alleles (CYP2A6∗9 or CYP2A6∗12)), interme-
diate nicotine metabolism (carriers of a single
CYP2A6∗9 or CYP2A6∗12 allele), and normal
nicotine metabolism (those with CYP2A6∗1 alle-
les) (Benowitz et al, 2006).

A few longitudinal studies of smoking adop-
tion have examined associations with CYP2A6
alleles. In a cross-sectional study, adolescents
carrying the slow or reduced activity alleles of
CYP2A6 had an increased odds of being smok-
ers at 18 years of age; however, no associa-
tion was observed at 13–15 years (Huang et al,
2005). A second prospective study following
7th grade students in Montreal for 54 months
demonstrated that the carriers of null alleles for
CYP2A6 genotype (∗2 or ∗4) had significantly
greater likelihood of progressing to tobacco
dependence (Karp et al, 2006; O’Loughlin et al,
2004). However, findings differed in a recent
study of smoking adoption among adolescents
followed from 9th to 12th grade (Audrain-
McGovern et al, 2007). Specifically, adolescents
with CYP2A6 genotypes associated with normal
metabolism exhibited faster and steeper accel-
eration in nicotine dependence compared with
slower metabolizers. Adolescents who were nor-
mal metabolizers also smoked more cigarettes
at grade 12 compared to the slow metaboliz-
ers. The results reported by Audrain and col-
leagues (Audrain-McGovern et al, 2007) differ
in direction of association from the prior stud-
ies (Huang et al, 2005; O’Loughlin et al, 2004).
While the reason for the divergence in findings is
not entirely clear, there were differences across
studies in the age of samples (early to mid-
adolescence vs. mid- to late adolescence), how
nicotine dependence was measured (ICD-10 vs.
mFTQ), analytic approaches (survival analy-
sis vs. latent growth modeling), and the con-
ceptualization of nicotine dependence (binary
vs. continuous). For example, the earlier stud-
ies utilized a dichotomous measure of nicotine

dependence and Cox Proportional Hazards mod-
els (Karp et al, 2006; O’Loughlin et al, 2004),
while the latter study (Audrain-McGovern et al,
2007) used latent growth modeling and a con-
tinuous measure. The Huang et al study used a
cross-sectional study design and measured asso-
ciations that also included never smokers; plus
the adolescents in the age groups (18 years
and 13–15 years) were different. The geno-
type groups between the studies also differed
as slow metabolizers in the Audrain-McGovern
study were adolescents with either one or two
copies of the null variants or two copies of
the decreased activity variants; the prior study
only included individuals with one or two copies
of the null variants in the slowest metabo-
lizers group. Further, Audrain-McGovern and
colleagues (2007) combined individuals with
reduced activity (intermediate metabolizers, i.e.,
one copy of either CYP2A6∗9 or CYP2A6∗12) or
null activity (slowest metabolizers, i.e., one or
two copies of inactive variants (CYP2A6∗2 and
CYP2A6∗4) or two copies of CYP2A6∗9 and/or
CYP2A6∗12) alleles into one group while the
previous study (Karp et al, 2006; O’Loughlin
et al, 2004) examined slow metabolizers based
on the presence of null activity alleles (one
or two copies of inactive variants CYP2A6∗2
and CYP2A6∗4). Additional research will be
required to fully understand the role of the
CYP2A6 gene in smoking adoption.

3.2 Pharmacodynamic Candidate
Genes

3.2.1 Nicotinic Pathway Genes

The genes encoding the nAChR α5-α3-β4
subunits (CHRNA5, CHRNA3, CHRNB4) are
located in a locus on chromosome 15q24 (Duga
et al, 2001). Polymorphisms from the con-
served region on this gene cluster and their
haplotypes have been associated with an ear-
lier age of tobacco initiation in a sample of
young adults (ages 17–21) (Schlaepfer et al,
2008). An independent set or markers from
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the CHRNA5-CHRNA3-CHRNB4 locus and their
haplotypes have been associated with the sever-
ity of nicotine dependence if daily smoking was
initiated by or before 16 years of age (Weiss et al,
2008). This genetic association was lost among
the smokers who started daily smoking after 16
years of age pointing toward a link between
haplotypes on this locus and early nicotine expo-
sure. Ehringer et al (2007) observed that a SNP
located upstream of the CHRNB2 gene was asso-
ciated with initial subjective response to tobacco,
however, failed to observe any association of the
CHRNA4 gene and nicotine dependence among
young adults.

3.2.2 Dopaminergic Pathway Genes

The neurotransmitter, dopamine, is considered to
be centrally involved in nicotine addiction. Thus,
several studies have examined the associations
of smoking with members of the dopaminer-
gic pathway among adolescents. The ANKK1
gene, located upstream of the dopamine recep-
tor 2 gene (DRD2), has a common variant
referred to as Taq1A (rs1800497). This variant
has been associated with nicotine dependence
(Laucht et al, 2008), as well as smoking pro-
gression in adolescents, with each minor (A1, or
T) allele doubling the odds of smoking progres-
sion (Audrain-McGovern et al, 2004). Another
intronic SNP in DRD2 has been associated with
smoking progression among adolescents (Laucht
et al, 2008). The dopamine receptor 4 (DRD4)
has a 7-repeat functional polymorphism that
decreases dopamine binding and blunts the intra-
cellular response. Adolescents with the 7-repeat
allele had a greater odds of lifetime smoking
and initiated tobacco smoking at an earlier age
(Laucht et al, 2008); however, a previous study
observed these effects only among male smok-
ers (Laucht et al, 2005). The dopamine trans-
porter (SLC6A3), which transports extra-cellular
dopamine out of the synapse, has a 40 bp func-
tional repeat polymorphism, and the 9-repeat
allele lowers transporter expression and protein
levels. Young adults with the 9-repeat allele have
a greater likelihood of being a non-smoker and

there is evidence of greater transmission of the
9-repeat allele among never and non-smokers
(Timberlake et al, 2006). Conversely, adoles-
cents who are homozygous for the 10-repeat
allele smoke daily at an earlier age and express
lower levels of interest in quitting (Laucht et al,
2008). The presence of both the ANKK1 ∗/T
(Taq1A) allele and the SLC6A3 10-repeat allele
is related to greater risk of smoking among
adolescents who did not participate in team
sports (Audrain-McGovern et al, 2006). Tyrosine
hydroxylase (TH) is the rate-limiting step for DA
synthesis and also has a functional repeat poly-
morphism that affects meso-limbic transmission.
The 4-repeat allele (K4) at TH is protective
against the development of nicotine dependence
(Anney et al, 2004), as adolescents with K-4
allele have a threefold lower odds of developing
nicotine dependence (Olsson et al, 2004).

3.2.3 Serotonergic Pathway Genes

The promoter region of the serotonin transporter
has a repeat polymorphism (5-HTTLPR), and the
short (S) form decreases the rate of transcription
compared with the long (L) form. High-school
students who were homozygous for the S-form
were more likely to be smokers, have had an
earlier onset of smoking behavior, and to be
heavier smokers (Gerra et al, 2005). Skowronek
et al (2006) observed an interaction between
the 5-HTTLPR and the DRD4 7-repeat poly-
morphism with smoking among adolescent girls
(Skowronek et al, 2006); girls who did not pos-
sess the 7-repeat allele and were homozygous
for the L allele at 5-HTTLPR had the highest
smoking activity (Skowronek et al, 2006).

4 Genetic Studies of Smoking
Among Adults

4.1 Linkage Studies

Linkage studies help to identify susceptibility
loci for nicotine dependence using polymorphic
markers that are distributed across the entire
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genome. There have been several linkage studies
from various populations that have been pub-
lished in the literature. Here, we focus only
on findings that have been successfully repli-
cated. Linkage findings have been replicated on
regions on chromosomes 9 (91.9–136.5 cM),
10 (62–158 cM), 11 (2–76.1 cM), and 17
(31.9–65 cM) (Li, 2008). The regions on these
chromosomes have been associated with nico-
tine dependence in both Caucasian and African
American populations in four or more inde-
pendent studies (Li, 2008). These regions con-
tain biologically relevant genes such as GABA-
B receptor subunit 2 (GABBR2), neurotrophic
tyrosine kinase receptor 2 (NTRK2), and Src
homology domain-containing transforming pro-
tein C3 (SHC3), B-arrestin 1 (ARRB1), GABA-
A receptor-associated protein (GABARAP), and
Beta-arrestin 2 (ARRB2). Other chromosomes
that have suggestive areas of linkage include
chromosomes 1, 5, 10, 11, 12, 16, 20, and 22,
but these findings have not been fully repli-
cated possibly due to differences across studies
in terms of sample size and ethnicity, density
of markers, definition and assessment of the
nicotine dependence phenotype, and statistical
approaches used.

4.2 Pharmacokinetic Candidate
Genes

Case–control association studies have doc-
umented significant associations between
CYP2A6 genotype and smoking status (Munafo
et al, 2004). Individuals who were slow nicotine
metabolizers were less likely to be smokers
(Malaiyandi et al, 2005; Pianezza et al, 1998;
Schoedel et al, 2004) and reported smoking
fewer cigarettes per day (Kubota et al, 2006;
Malaiyandi et al, 2006; Schoedel et al, 2004).
Faster nicotine metabolizers had greater lev-
els of nicotine dependence (Kubota et al,
2006; Malaiyandi et al, 2006), smoked their
first cigarette of the day earlier in the day,
and experienced greater nicotine withdrawal
symptoms after a quit attempt (Kubota et al,

2006). In contrast, slow nicotine metabolizers
had smoked for fewer years (Schoedel et al,
2004), were more likely to quit smoking (Gu
et al, 2000), and were less likely to experience
nicotine withdrawal symptoms after a quit
attempt (Kubota et al, 2006). The lower rate of
cigarette consumption among slow metabolizers
is associated with lower plasma cotinine and
lower expired breath carbon monoxide (CO)
levels (Rao et al, 2000). These lower CO levels
among slow metabolizers could be due to
smoking fewer cigarettes per day or a decreased
puff volume (Strasser et al, 2007). Methoxsalen,
an inhibitor for CYP2A6 activity, has been
shown to decrease smoking rate and desire to
smoke (Sellers et al, 2000; Sellers et al, 2003).
There is no evidence linking CYP2B6 (which
plays a minor role in nicotine metabolism) to
nicotine dependence or self-reported smoking
rate among treatment seeking smokers (Lee
et al, 2007b).

4.3 Pharmacodynamic Candidate
Genes

4.3.1 Nicotinic Pathway Genes

Several recent studies have identified and
replicated associations between markers in
the CHRNA5-A3-B4 gene cluster and nicotine
dependence. A large genome wide and candidate
gene association study simultaneously identified
a non-synonymous SNP (rs16969968) located
on CHRNA5 associated with nicotine depen-
dence (Bierut et al, 2007; Saccone et al, 2007).
In vitro and binding studies have demonstrated
that this polymorphism causes a decrease in
transcription level of the CHRNA5 gene (Wang
et al, 2008a) and dampens response of the
receptor to a nicotine agonist (Bierut et al,
2008). Subsequent studies have identified other
markers on this CHRNA5-A3-B4 gene cluster
associated with nicotine dependence (Berrettini
et al, 2008; Bierut et al, 2008; Chen et al,
2009; Saccone et al, 2009; Sherva et al, 2008;
Spitz et al, 2008; Thorgeirsson et al, 2008),
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cigarettes per day (Caporaso et al, 2009), and
susceptibility to heavy smoking (Stevens et al,
2008). A separate study reported no association
between the CHRNA5-A3-B4 cluster and abil-
ity to quit smoking, suggesting that smoking
cessation and nicotine dependence have differ-
ent genetic influences (Breitling et al, 2008).
Other neuronal nicotinic receptor genes that have
been associated with nicotine dependence are
CHRNB3 (Bierut et al, 2007; Saccone et al,
2007), CHRNA4 (Hutchison et al, 2007; Li
et al, 2005), CHRNB1 (Lou et al, 2006; Saccone
et al, 2009), and CHRNA6 (Hoft et al, 2009).
Polymorphisms on the CHRNB3 gene also have
been associated with number of quit attempts
(Hoft et al, 2009).

4.3.2 Dopaminergic Pathway Genes

Associations between dopaminergic genes and
nicotine dependence have been evaluated in sev-
eral studies. The ANKK1 gene has been associ-
ated with nicotine dependence (Gelernter et al,
2006). However, associations of the common
Taq1A (T) allele, described above, with smok-
ing behavior have not been consistent (Bierut
et al, 2000; Comings et al, 1996; Johnstone
et al, 2004a; Radwan et al, 2007); associa-
tion of this polymorphism with smoking behav-
ior was also not confirmed in a meta-analysis
(Munafo et al, 2009b). Another functional
variant (rs2734849) located in the c-terminal
of ANKK1 has been associated with nicotine
dependence in an African-American popula-
tion (Huang et al, 2009). Dopamine receptor 3
(DRD3) has a functional non-synonymous poly-
morphism that has been associated with nicotine
dependence (Huang et al, 2008b) and time to
first cigarette and heaviness of smoking index
(Vandenbergh et al, 2007) among Caucasians.
Individual SNPs and a 3-SNP haplotype on the
dopamine receptor 1 (DRD1) have also been
associated with measures of nicotine dependence
in an African-American population (Huang et al,
2008a). Results linking the SLC6A3 repeat
polymorphism with smoking have been mixed
(Lerman et al, 1999; Vandenbergh et al, 2002).

The catechol o-methyl transferase enzyme
(COMT) is responsible for the breakdown of
DA in the brain and a common Val/Met poly-
morphism affects enzymatic activity. The Val
(high activity) allele has been associated with
nicotine dependence (Redden et al, 2005) and
smoking persistence amongst Caucasian women
(Colilla et al, 2005). In addition, several studies
have confirmed the relationship of the COMT Val
allele with risk of smoking relapse (Johnstone
et al, 2007; Munafo et al, 2008). Other studies,
however, have failed to observe any associations
with the Val/Met polymorphism and smoking
status (David et al, 2002; McKinney et al, 2000).

Dopamine decarboxylase (DDC) is involved
in the synthesis of DA; several SNPs and their
haplotypes on DDC have been associated with
nicotine dependence in both Caucasians and
African-American populations (Ma et al, 2005;
Yu et al, 2006; Zhang et al, 2006a). Individuals
with the DRD4 7-repeat allele had a greater risk
for smoking (only among African-Americans)
(Shields et al, 1998) and greater craving symp-
toms and attention to smoking cues (Hutchison
et al, 2002). Depressed smokers homozygous
with the DRD4 S allele were more likely to
smoke for self-medication purposes (stimula-
tion and negative affect reduction) (Lerman
et al, 1998). Other dopaminergic genes that have
been associated with smoking are the MAO-
A (monoamine oxidase A), VNTR (Wiesbeck
et al, 2006), and TPH1 and TPH2 (tryptophan
hydroxylase 1 and 2) (Reuter et al, 2007).

4.3.3 Serotonergic Pathway Genes

The L allele (greater transcription) at the 5-
HTTLPR was more common among current
smokers vs. never smokers (Ishikawa et al,
1999; Kremer et al, 2005); however, subse-
quent studies have failed to observe any asso-
ciation between the 5-HTTLPR polymorphism
and smoking behavior (Rasmussen et al, 2008;
Trummer et al, 2006). Two studies also observed
that the interaction between the S allele at the
5-HTTLPR locus and neuroticism was positively
correlated with smoking behavior (Hu et al,
2000; Lerman et al, 2000).



32 Nicotine Dependence and Pharmacogenetics 485

4.3.4 Endogenous Opioid Pathway Genes

The endogenous opioid system underlies the
development and persistence of nicotine depen-
dence. The reduced activity allele (G) at the
functional A118G polymorphism on the mu-
opioid receptor gene (OPRM1) has been associ-
ated with level of nicotine dependence (Schinka
et al, 2002). Another study observed that a 3-
SNP haplotype (lacking the A118G polymor-
phism) on OPRM1 was associated with risk for
smoking initiation but only marginally associ-
ated with level of nicotine dependence (Zhang
et al, 2006b). In a human laboratory study, the
OPRM1 A118G was associated with nicotine
reward and self-administration via smoking (Ray
et al, 2006). Haplotypes on two genes, β-arrestin
1 (ARRB1) and β-arrestin 2 (ARRB2), that inter-
act and regulate the trafficking of the mu-
opioid receptors, have been associated with nico-
tine dependence among Caucasians (Sun et al,
2008).

4.3.5 GABA-ergic Pathway

The GABA-ergic system plays an important
role in controlling the DA levels in the meso-
limbic system, suggesting that genes in this path-
way may influence smoking phenotypes. Several
SNPs located on GABA type A receptor subunit
4 (GABRA4) and subunit 2 (GABRA2) have been
associated with nicotine dependence at a single-
marker and haplotype level (Agrawal et al, 2008,
2009). The GABA-A receptor-associated pro-
tein (GABARAP) has been linked to measures of
nicotine dependence in a Caucasian sample (Lou
et al, 2007). Significant associations between
SNPs on the GABA type B receptor subunit 2
(GABA-B2) and smoking have been observed
in Caucasian and African-American populations
(Beuten et al, 2005a).

4.3.6 Miscellaneous Genes

Genome wide association studies (GWAS)
examining markers across the entire human

genome have nominated several genes that are
involved in cell adhesion, intra-cellular signal-
ing, transcription regulators, and molecules that
regulate DNA, RNA, and proteins (Bierut et al,
2007; Uhl et al, 2008). Src homology 2 domain-
containing transforming protein C3 (SHC3) lies
within the region containing a linkage peak on
chromosome 9. SNP and haplotype analyses of
markers on SHC3 are associated with nicotine
dependence in both Caucasians and African-
Americans and account for 40–59% of the signal
from the linkage peak on chromosome 9 (Li et al,
2007). Neurexin-1 (NRXN-1), which plays a
key role in synaptogenesis and synaptic mainte-
nance, has been associated with nicotine depen-
dence from a GWAS (Bierut et al, 2007) and a
candidate gene (Nussbaum et al, 2008) study.
A functional (Val66Met) polymorphism on the
brain-derived neurotrophic factor (BDNF) gene
predisposes individuals to initiate and maintain
smoking (Lang et al, 2007), and a haplotype
that lacks the functional SNP has a gender-
specific association with nicotine dependence
among Caucasians (Beuten et al, 2005b). Other
genes that have been associated with nicotine
dependence include the cannabinoid receptor 1
(CNR-1) (Chen et al, 2008b), neurotrophic tyro-
sine kinase receptor 2 (NTRK2) (Beuten et al,
2007b), protein phosphatase 1 regulatory sub-
unit 1B (PPP1R1B) (Beuten et al, 2007a), Rho
GTPAase (RHOA) (Chen et al, 2007), and amy-
loid precursor protein-binding protein family B
member 1 (APBB1) (Chen et al, 2008a).

5 Pharmacogenetic Studies of
Nicotine Replacement Therapy

5.1 Pharmacokinetic Candidate
Genes

Studies have examined the role of variability
in nicotine metabolism on treatment outcome
after NRT. Treatment seeking smokers who were
slow metabolizers (carriers of one null allele
or two reduced activity alleles of the CYP2A6
gene) had significantly greater levels of plasma
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nicotine from the nicotine patch than normal
metabolizers, despite equivalent rates of patch
usage between both groups (Malaiyandi et al,
2006). In addition, fast metabolizers used the
nicotine nasal spray more to obtain equal levels
of plasma nicotine, compared to slow metaboliz-
ers (Malaiyandi et al, 2006). In a separate trial,
the rate of nicotine metabolism estimated using
the phenotypic marker of CYP2A6 activity (3-
hydroxycotinine/cotinine or nicotine metabolite
ratio; NMR) predicted quitting success using the
nicotine patch (Lerman et al, 2006b). Among
individuals who used the nicotine patch, there
was a 30% drop in the odds of remaining absti-
nent with each increasing quartile of the metabo-
lite ratio (measured in quartiles) (Lerman et al,
2006b). There was no association of the nico-
tine metabolite ratio with smoking cessation in
the nasal spray arm of this study, which may be
explained by the greater variability in nasal spray
use (Lerman et al, 2006b). Further, the CYP2A6
genotype data from this trial (Malaiyandi et al,
2006) indicated that the normal metabolizers had
significantly greater usage of the nasal spray
than the slow metabolizers, suggesting that this
variability in use is related to metabolism rate.
The association of nicotine metabolism rate and
smoking cessation was replicated in an open-
label nicotine patch study with participants in
the first quartile for nicotine metabolite ratio
(slow metabolizers) more likely to be abstinent
vs. those in the other three quartiles (Schnoll
et al, 2009). The nicotine metabolite ratio also
predicted abstinence at 6-month follow-up, indi-
cating that nicotine metabolism rate may influ-
ence quitting success independent of treatment
(Lerman et al, 2006b). There was no effect of
CYP2B6 genotype on quit rates after NRT (Lee
et al, 2007b).

5.2 Pharmacodynamic Candidate
Genes

5.2.1 Nicotinic Pathway Genes

A functional polymorphism on the CHRNA4
gene (rs2236196) has been associated with
response to NRT (Hutchison et al, 2007).

Compared to participants with a TC genotype
at this SNP locus, participants in other genotype
groups were more likely to be abstinent on the
nicotine nasal spray, but not the nicotine patch
(Hutchison et al, 2007).

5.2.2 Dopaminergic Pathway Genes

The ANKK1 T allele was associated with greater
response to the nicotine patch among women
(Yudkin et al, 2004), as well as individuals
who had the A/∗ genotype for dopamine beta-
hydroxylase (DBH) (Johnstone et al, 2004b).
However, these findings were not confirmed in
a larger cohort study (Munafo et al, 2009a).
Two functional polymorphisms on DRD2 (-141
Ins/DelC & C957T) were tested for association
with response to NRT. At the end of treatment
participants homozygous for the DelC allele had
a more favorable response to NRT (Lerman et al,
2006a); and, there was evidence for an interac-
tion between this polymorphism and a dopamine
receptor interacting gene (FREQ) for predicting
abstinence after NRT (Dahl et al, 2006). For the
C957T polymorphism, participants possessing
the C/∗ allele were more likely to be abstinent
after NRT regardless of treatment form (patch vs.
spray) (Lerman et al, 2006a). The Met/Met (low
activity) COMT genotype group was associated
with greater likelihood of abstinence with nico-
tine patch (Johnstone et al, 2007; Munafo et al,
2008) and a threefold increase in quitting suc-
cess in women regardless of NRT form (patch vs.
spray) (Colilla et al, 2005). The DRD4 7-repeat
allele has been associated with lower abstinence
rates on the nicotine patch (David et al, 2008),
while no effect on abstinence was observed for
the –521 promoter polymorphism located on
DRD4 (Munafo et al, 2006b). Smokers carry-
ing the 9-repeat allele for the SLC6A3 VNTR
were more likely to be abstinent than individu-
als that possessed the 10/10 genotype (O’Gara
et al, 2007; Stapleton et al, 2007).

5.2.3 Serotonergic Pathway Genes

The 5-HTTLPR VNTR repeat polymorphism
has not demonstrated any pharmacogenetic



32 Nicotine Dependence and Pharmacogenetics 487

associations with NRT in two published studies
(David et al, 2007b; Munafo et al, 2006a).

5.2.4 Endogenous Opioid Pathway Genes

The OPRM1 gene has been associated with
NRT treatment outcome in two studies. The first
study observed that the G allele at the A118G
locus was associated with better quit rates on
the nicotine patch, quicker recoveries from a
cigarette lapse, significant decline in negative
mood symptoms during the first two weeks of
abstinence, and lower weight gain compared to
A/A genotype individuals (Lerman et al, 2004).
The second study observed an opposite find-
ing in that participants with the A/A genotype
had higher quit rates on nicotine patch, com-
pared with placebo, with no difference in quit
rates on either nicotine patch or placebo for
the ∗/G allele participants (Munafo et al, 2007).
However, when these results were examined by
gender, female participants with the ∗/G allele
were more likely to quit on nicotine patch com-
pared to placebo patch (Munafo et al, 2007).
Further, the discrepancy between the two stud-
ies could be due to the fact that the latter study
(Munafo et al, 2007) was able to only collect
genetic information retrospectively on 50% of
the original population that participated in the
clinical trial whereas Lerman and colleagues
collected genotype data prospectively on all par-
ticipants in their study; partial ascertainment in a
genetic study can contribute bias. Additional rea-
sons for the opposing findings could be the dif-
fering ancestries of the two populations tested;
however, the similar minor allele frequencies
across the populations argue against this. The
two studies also differ in terms of study design
as all the study population studied by Lerman
and colleagues received NRT (patch vs. spray)
while the population studied by Munafo and
colleagues compared active NRT (i.e., nicotine
patch) to placebo treatment. Lastly, the differing
findings between one or both studies could be
reflective of a type 1 error. Mu-opioid receptor
interacting proteins ARRB2 and protein kinase-
c inhibiting proteins (HINT1) did not show any

evidence for interaction with OPRM1 genotype
and quitting success on NRT (Ray et al, 2007a).

6 Pharmacogenetic Studies
of Bupropion

6.1 Pharmacokinetic Candidate
Genes

The NMR phenotypic marker of CYP2A6
activity was recently examined in a placebo-
controlled bupropion study (Patterson et al,
2008). The results indicated that there was a
dose–response effect of nicotine metabolism in
the placebo arm in terms of quit rates at the end
of treatment. Specifically, the quit rates across
the NMR quartiles for those in the placebo
group, from slowest to fastest metabolizer, were
32, 25, 20, and 10%. In contrast, bupropion
increased the quit rate for the fastest metaboliz-
ers (4th quartile) to 34% at the end of treatment.
Thus, there was a significant interaction effect
between NMR status and treatment group, indi-
cating a significant benefit from bupropion for
the fast metabolizers and no incremental benefit
for the slow metabolizers.

The CYP2B6 enzyme is the primary enzyme
involved in the metabolism of bupropion to its
metabolites and the CYP2B6∗5 (C1459T) vari-
ant has been associated with reduced bupro-
pion metabolism. In a placebo-controlled clin-
ical trial of bupropion, smokers with one or
two CYP2B6∗5 T alleles who received placebo
reported higher levels of abstinence-induced
cravings and were less likely to be abstinent
at the end of treatment (Lerman et al, 2002).
Bupropion helped to overcome this increased
relapse risk among female carriers of the T
allele at the end of treatment, with quit rates
for bupropion for female T allele carriers of
54%, compared to 15% for female T allele car-
riers on placebo (Lerman et al, 2002). The T
allele at CYP2B6∗5 also moderated the effect
of the ANKK1 polymorphism on abstinence in a
placebo-controlled bupropion trial (David et al,
2007a). The CYP2B6∗6 (G516T and A785G)
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polymorphism has also been found to be asso-
ciated with response to bupropion, although this
effect is driven by a poorer placebo response in
the ∗6 group (Lee et al, 2007a).

6.2 Pharmacodynamic Candidate
Genes

6.2.1 Nicotinic Pathway Genes

A Bayesian analysis nominated SNPs located
in the CHRNA5, CHRNA2, and CHAT (choline
acetyltransferase) genes as potential pharmaco-
genetic associations with bupropion response
(Heitjan et al, 2007). A system-based genetic
approach also identified a SNP located on 3′
untranslated region of CHRNB2 as a potential
pharmacogenetic correlate of smoking cessation
with bupropion among smokers that possessed
the wild-type allele (Conti et al, 2008).

6.2.2 Dopaminergic Pathway Candidate
Genes

In contrast to the findings with NRT, a phar-
macogenetic analysis of response to bupropion
indicated that participants with the ANKK1 C/C
genotype had a greater reduction in cravings
and higher quit rates with bupropion treat-
ment (David et al, 2007a; David et al, 2007c).
Individuals with the ∗/T allele did not report
reductions in their withdrawal symptoms with
bupropion (David et al, 2003) and had a greater
likelihood of withdrawing from treatment due
to side effects, although these effects were only
found among female participants (Swan et al,
2005). Participants with the ANKK1 ∗/T allele
receiving bupropion were more likely to be non-
abstinent at the end of the treatment if they were
lacking the SLC6A3 9-repeat allele (Swan et al,
2007). In a separate placebo-controlled bupro-
pion trial, individuals with the C/C genotype at
ANKK1 and 9-repeat allele for SLC6A3 VNTR
were more likely to be abstinent regardless

of treatment assignment (Lerman et al, 2003).
Smokers that were homozygous for the InsC
allele at the DRD2 -141 locus had a more favor-
able response to bupropion treatment, compared
to smokers with the DelC allele (Lerman et al,
2006a). Though the COMT Val/Met was not
associated with bupropion treatment response,
a haplotype comprising two COMT SNPs was
associated with higher quit rates with bupropion,
compared to placebo (Berrettini et al, 2007).

6.3 Summary of Pharmacogenetic
Findings

Consistent associations with smoking cessa-
tion have been observed for genotypic and
phenotypic measures of variation in nicotine
metabolism (Lerman et al, 2006b; Malaiyandi
et al, 2006; Patterson et al, 2008; Schnoll et al,
2009). Findings for association of the COMT
val158met polymorphism with response to nico-
tine patch therapy are also largely consistent,
suggesting that smokers who carry the val allele
have a greater risk for relapse (Colilla et al,
2005; Johnstone et al, 2007; Munafo et al, 2008).
Findings for association of OPRM1 with smok-
ing cessation warrant further attention.

Although associations of the CHRNA5-A3-B4
gene cluster with nicotine dependence have been
replicated in several studies (Bierut et al, 2008;
Saccone et al, 2007; Thorgeirsson et al, 2008),
evidence for association with smoking cessa-
tion is not consistent across studies (Baker et al,
2009; Breitling et al, 2008; Conti et al, 2008).

7 Genetic Studies of Nicotine
Dependence Endophenotypes

7.1 Genetic Associations
with Nicotine Reward

The relative reinforcing value of nicotine can be
evaluated using the cigarette choice paradigm. In
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this procedure, participants are given the oppor-
tunity to choose between smoking a regular
nicotine cigarette vs. a denicotinized cigarette,
but they are blinded as to which cigarette con-
tains nicotine. Female participants with the low-
activity (G or Asn40) allele at the OPRM1 gene
showed reduced reinforcement from cigarettes in
this paradigm since they chose equally between
the nicotine and the denicotinized cigarette (Ray
et al, 2006). Individuals with the G allele were
also less likely to distinguish between either
cigarette based on self-report measures of satis-
faction and strength (Ray et al, 2006). In a sep-
arate trial, haplotypes on the cyclic AMP bind-
ing protein 1 (CREB1) interacted with OPRM1
genotype to effect nicotine reward; specifically,
while the CREB1 genotype had little effect on
nicotine reinforcement between naltrexone and
placebo for those with the OPRMI G allele,
there was a reduction in the reinforcing value
of smoking (i.e., fewer puffs from the nicotine
cigarette) for those homozygous for the OPRM1
A allele and possessing CREB1 rs2551640 A/A
genotypes (Ray et al, 2007b).

7.2 Genetic Associations
with Nicotine Sensitivity

Nicotine sensitivity was tested by administering
nicotine nasal spray to non-smokers and record-
ing self-reported mood changes. Individuals with
the DRD4 7-repeat allele reported higher lev-
els of aversive reactions to nicotine exposure
as well as reduced nicotine choice (Perkins
et al, 2008a). Men with the TT genotype at
DRD2 C957T had greater subjective effects after
nasal spray administration (Perkins et al, 2008a).
In a separate study, the non-synonymous SNP
located on CHRNA5, which has been linked with
nicotine dependence, was associated with self-
reported pleasurable rush or ‘buzz’ during the
first cigarette of the day (Sherva et al, 2008).
Two polymorphisms on CHRNB3 also have been
associated with subjective responses to initial
tobacco use among adolescents (Zeiger et al,

2008). A functional SNP on CHRNA4 has been
associated with nicotine sensitivity with smok-
ers possessing the TC genotype, compared to
the CC genotype, reporting increased physiolog-
ical and cognitive effects after smoking a single
high-nicotine (1.1 mg) cigarette (Hutchison et al,
2007).

7.3 Genetic Associations
with Mood-Related Measures

There has been limited research investigating the
effects of genetic variants on smoking-related
changes in mood states. A recent study published
by Perkins and colleagues (2008b) observed that
cigarette liking was greater during negative vs.
positive mood induction among participants that
had the ANKK1 ∗/T allele and the OPRM1 AA
genotype. Latency to first puff was significantly
shorter after negative vs. positive mood induc-
tion among smokers with the SLC6A3 9-repeat
allele and the ANKK1 ∗/T allele (Perkins et al,
2008b). Individuals with SLC6A3 9-repeat allele
and the DRD2 C957T CC genotype also took
a greater number of puffs during negative vs.
positive mood induction (Perkins et al, 2008b).

7.4 Genetic Associations
with Smoking Phenotypes
in Neuroimaging Studies

A recent PET study examined associations
of dopaminergic gene variants with smoking-
induced DA release using the radio-tracer
[11C]raclopride and observed that smokers car-
rying variants associated with reduced dopamin-
ergic tone (i.e., SLC6A3 9-repeat allele, DRD4
S allele, or the COMT Val/Val genotypes) had
greater smoking-induced decreases in raclopride
binding in the striatum, indicative of greater
DA release in this region (Brody et al, 2006).
A perfusion-MRI study after overnight absti-
nence found that genetic variants associated
with reduced dopaminergic tone (DRD2-141
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DelC variant and COMT Val/Val genotype) and
increased endogenous opioid binding (OPRM1
AA genotype) had greater regional abstinence-
induced rCBF increases that may increase risk
for relapse (Wang et al, 2008b). Jacobsen and
colleagues (2006) investigated the association
between the DRD2 C957T polymorphism and
brain activation during a working memory task
called the N-back task following pretreatment
with either nicotine or placebo patch. The N-
back task requires responses based on certain
rules if the current stimulus is identical to the
stimuli that have appeared previously. For exam-
ple in the 1-back condition the participant is
required to respond if the stimulus on the screen
is identical to the one that appeared right before
the current one. The task is progressively more
difficult as the participant has to keep in their
working memory stimuli that have appeared 2
(2-back) or 3 (3-back) times before the cur-
rent one, increasing their working memory load
(Loughead et al, 2009). Carriers of the 957T
allele had greater activation during the most
challenging condition of the task in the left
anterior insula, left cerebellum, right and mid-
dle occipital gyri, right fusiform, and the right
middle temporal gyrus while they were on the
nicotine patch. Conversely, individuals with the
DRD2 957 C/C genotype showed decreased acti-
vation in these areas on the nicotine patch. This
difference by genotype could be due to imbal-
ances in levels of dopamine among participants
with the ∗/T allele after nicotine patch admin-
istration (Jacobsen et al, 2006). A subsequent
study examined the effects of COMT genotype
on abstinence-induced cognitive deficits using
a visual N-back task (Loughead et al, 2009).
During abstinence the Val/Val homozygotes had
lower activation in the bilateral dorsolateral pre-
frontal cortices and medial prefrontal cortex
while they performed the toughest condition of
the task, compared to the other genotype groups.
The Val/Val homozygotes also had slower reac-
tion times during this condition of the N-back
task (Loughead et al, 2009). Abstinence-induced
cognitive deficits in the Val/Val group may con-
tribute to the greater relapse risk observed in
this group (Colilla et al, 2005). McClernon

and colleagues (2007) observed an association
between the DRD4 VNTR and smoking cue-
reactivity; individuals with the longer-repeat
alleles had greater BOLD (blood oxygen-level
dependent) activation to the smoking cues in the
right superior frontal gyrus and the right insula
(McClernon et al, 2007).

8 Conclusions and Future Directions

This review highlights the important role of
genetics as one factor in determining the acqui-
sition of smoking, the transition to nicotine
dependence, and response to standard smoking
cessation pharmacotherapies. The genetic stud-
ies examining associations with pharmacoki-
netic and pharmacodynamic targets of nicotine
add support to the basic understanding of the
neurobiology of nicotine dependence.

8.1 Nicotine Dependence

In studies of adolescent smoking, associations of
the ANKK1 Taq1A and SLC6A3 repeat polymor-
phism and smoking acquisition are suggestive.
However, there is also evidence that environ-
mental factors moderate this effect. Evidence for
association of CYP2A6 with smoking progres-
sion in adolescents is not completely consistent
and requires further research to clarify.

In studies of adult smokers, there is strong
evidence linking the CYP2A6 gene with nico-
tine dependence, with fast metabolizers being at
greater risk for developing dependence. There is
also substantial evidence linking the CHRNA5-
A3-B4 gene cluster to nicotine dependence in
several different populations. The dopaminer-
gic system is thought to play a key role in the
experience of nicotine reward, and this is sup-
ported by some genetic evidence for associations
of nicotine dependence with the ANKK1 gene.
Associations of the DRD4, COMT, and OPRM1
genes with nicotine dependence remain sugges-
tive and additional studies are needed to confirm
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these results. Inconsistent results across these
studies could be due to variability across studies
in terms of sex, race, and additional undiscov-
ered genetic variants.

8.2 Smoking Cessation

The phenotypic marker for CYP2A6 activity,
the nicotine metabolite ratio, is differentially
associated with treatment response to both NRT
and bupropion. These findings suggest that
slower metabolizers derive greater nicotine from
a standard dose of nicotine patch and have
greater success with this treatment, compared to
faster metabolizers. Alternatively, bupropion is
an effective medication with efficacy for this risk
group. Thus, one mechanism is likely to focus
on the reduced dose of treatment achieved from
nicotine replacement products in the slow vs. fast
metabolizers, while bupropion targets a different
neurobiological mechanism (dopaminergic sys-
tem). The CYP2B6 enzyme is responsible for
bupropion metabolism, and polymorphisms that
are known to decrease CYP2B6 activity have
been associated with a more favorable treatment
response with bupropion across studies.

The COMT val158met polymorphism has
been related to success with nicotine replace-
ment therapy in independent studies. Nicotine
increases dopamine release and genetic differ-
ences in brain dopamine levels are one plau-
sible mechanism for this genetic association.
The val allele is the high-activity allele associ-
ated with increased enzyme and decreased brain
dopamine levels (Chen et al, 2004), as well
as with dopamine release following smoking.
Associations of other genes, such as OPRM1,
with smoking cessation and treatment response
are suggestive and warrant further attention.

8.3 Future Directions

Moving forward, pharmacogenetic studies that
prospectively randomize participants based on

genotype should be conducted in order to repli-
cate the ‘retrospective’ findings obtained thus far
in the context of treatment trials. Studies that
investigate whether randomizing participants to
different treatments based on nicotine metabo-
lite ratio (as a pretreatment screening) increases
smoking cessation rates would be a vital step
toward extending the field from controlled clin-
ical trials to clinical practice. Further, since
varenicline is the most efficacious medication
available, pharmacogenetic studies are needed to
identify sub-groups of smokers who would ben-
efit most from this treatment. Pharmacogenetic
studies that focus on treatment efficacy should
also focus on other longitudinal outcome mea-
sures such as lapses, relapses, and changes in
smoking rate over time. Since treatment com-
pliance is a significant issue in the context
of treating nicotine dependence, pharmacoge-
netic studies of nicotine dependence trials should
focus on medication side effects or discontinua-
tion of therapy to help tailor medication choice
or dose in an attempt to improve long-term quit
success. Lastly, additional genetic studies are
needed to examine more biologically promixal
markers (i.e., endophenotypes) to help increase
our understanding of nicotine dependence and
identify novel candidates that can be poten-
tial targets for medication development (Lerman
et al, 2007). Conducting these studies may even-
tually help researchers, clinicians, and policy
makers to capitalize on the understanding of
the genetics of nicotine dependence to develop
more effective approaches to treating smokers
and reducing the global public health impact of
nicotine addiction.
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1 Introduction

The continuing rise in obesity and diabetes
prevalence is becoming an increasingly impor-
tant clinical and public health challenge through-
out the world (see Chapter 46). Obesity has
reached epidemic proportions and is the major
cause of the vast increase in the prevalence of
type 2 diabetes. By current estimates, nearly
70% of adults in the USA and more than 60%
in the UK are overweight; half of these are
obese (International Association for the Study
of Obesity). Changes in diet and physical activ-
ity habit are likely the main drives of the rise
in obesity and diabetes prevalence during the
last three decades (Hill et al, 2003). However,
the contribution of hereditary influences can-
not be ignored, especially at a time when we
are beginning to develop an understanding of
the molecular pathways involved in the control
of energy homeostasis and of how variation in
genes encoding proteins in these pathways can
influence common obesity and type 2 diabetes.

The genetic contribution to obesity and dia-
betes has been established through family, twin
and adoption studies (Maes et al, 1997; Stunkard
et al, 1986; Permutt et al, 2005). Results from
twin studies have suggested that genetic factors
explain 40–80% of the variance in body mass

index (BMI) and in risk of obesity (Allison
et al, 1996; Herskind et al, 1996), while family
studies have typically reported lower heritabil-
ities of 20–50% (Luke et al, 2001; Rice et al,
1999). Data from adoption studies confirm the
importance of a genetic contribution (20–60%)
to obesity as evidenced by stronger correlations
in BMI between adoptees and biological par-
ents than between adoptive parents and adoptees
(Stunkard et al 1986). The considerable range in
heritability estimates is likely not only due to the
differences in study design but also due to sam-
ple size, characteristics of the population (such
as age) and the environment they live in, such as
their dietary and physical activity habits (Maes
et al, 1997).

There is also ample evidence that diabetes
has a substantial genetic component. The con-
cordance of type 2 diabetes in monozygotic
twins ranges between 50 and 70% compared to
20–37% in dizygotic twins (Kaprio et al, 1992;
Newman et al, 1987; Poulsen et al 1999). Further
evidence comes from studies that compare the
risk in offspring with a family history of type
2 diabetes with offspring without such a fam-
ily history. While the lifetime risk of developing
type 2 diabetes is 7% in the general popu-
lation, this risk is four- to sixfold (30–40%)
higher in offspring of whom one parent had
type 2 diabetes and almost 10-fold (70%) if
both parents had diabetes (Köbberling and Tillil,
1982).

Despite serious efforts over the past two
decades to identify genetic variants that con-
tribute to the predisposition to obesity and type
2 diabetes using traditional genetic epidemi-
ological approaches, such as candidate gene
approach and linkage studies, progress until
recently has been slow and success limited. The
availability of genome-wide association studies
through the advancements of the International
HapMap Project, the Human Genome Project
and the progress in high-throughput genotyping
has accelerated the potential to uncover genetic
variants influencing common traits and diseases
(Manolio et al, 2008).

In this chapter, we review the main findings
of candidate gene studies, genome-wide linkage
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and genome-wide association studies for com-
mon obesity and type 2 diabetes. We, then,
discuss how lifestyle factors such as diet and
physical activity can influence the genetic sus-
ceptibility to obesity and diabetes. Finally, we
discuss the impact of validated obesity and dia-
betes loci on public health and conclude by
speculating about the discoveries that the future
might bring.

2 Obesity

2.1 Candidate Gene Studies

The number of candidate gene studies
(Box 33.1) for common obesity has grown
steadily over the past 15 years. The latest update
of Human Obesity Gene Map, which covers the
literature available at the end of October 2005,
reports 127 candidate genes associated with
obesity-related traits (Rankinen et al, 2006).
Among those, findings for 12 genes (ADIPOQ,
ADRB2, ADRB3, GNB3, HTR2C, NR3C1, LEP,
LEPR, PPARG, UCP1, UCP2 and UCP3) were
replicated in 10 or more studies. Despite this
number of replications, many other studies have
shown no or even opposite association, and thus
the overall conclusion for most of these genes
remains inconclusive (Rankinen et al, 2006).

Box 33.1 – Candidate Gene
Approach

• The candidate gene approach, which
has been used since the early 1990s,
is a hypothesis-driven approach that
relies on current understanding of
the biology and pathophysiology of
the disease. Genes that are thought
to be involved in the pathogene-
sis of the disease based on ani-
mal models, cellular systems or

extreme/monogenic cases are con-
sidered candidates.

• The candidacy of a gene is based on
the following sources:

(i) Linkage and positional cloning
studies using extreme cases (e.g.
morbidly obese/severe insulin
resistance) and their families
have provided evidence that sev-
eral genes are implicated in
monogenic forms of a disease.

(ii) Animal models using gene
knockout and transgenic
approaches have identified the
functional aspects of genes in
relation to disease.

(iii) Cellular model systems are used
to identify biological networks
and provide insight into molec-
ular and regulatory aspects of
genes responsible for pheno-
types of interest, such as obesity
and diabetes.

• Genetic variations in these candidate
genes are then studied for association
with the disease (obesity/diabetes) in
the general population.

• For detecting the expected small
effects of genetic variants involved
in common traits and diseases, can-
didate gene studies need to be large
scale (such as meta-analysis) and well
powered.

The major problem that has plagued the
candidate gene approach is that many studies
are small and thus often underpowered (see
Chapter 29). Obesity is a heterogeneous con-
dition and it is expected that many common
genetic variants contribute to BMI and obesity,
each conferring only modest risk. Thus, large
sample sizes are required to identify such vari-
ants. This can be achieved by combining the pre-
viously published studies or by doing large-scale
studies.
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Large-scale analyses were instrumental in
more firmly establishing the role of genetic vari-
ation in the MC4R (melanocortin 4 receptor),
ADRB3 (beta 3 adrenergic receptor), PCSK1
(prohormone convertase 1/3), BDNF (Brain-
derived neurotrophic factor) and CNR1 (endo-
cannabinoid receptor 1) genes in common
obesity.

MC4R encodes a seven-transmembrane, G
protein-linked receptor that is widely expressed
in the central nervous system and plays a key
role in the regulation of food intake and energy
homeostasis (Huszar et al, 1997). Mutations in
MC4R are the most common monogenic cause
of obesity, with approximately 5% of severely
obese children carrying pathogenic mutations in
the MC4R gene (Farooqi et al, 2003). Its role in
common forms of obesity remained unexplained
until recently. The two most frequently stud-
ied and most common non-synonymous MC4R
variants are the V103I and I251L, which have
been shown to have potential functional impli-
cations (Xiang et al, 2006). Both variants have
been studied frequently for association with BMI
and obesity. So far, only one sizeable population-
based study (7937 individuals) on the V103I
variant has reported a significantly reduced risk
of obesity in 103I allele carriers [odds ratio
(OR): 0.69, 95% confidence interval (CI) 0.50–
0.96; p = 0.03] (Heid et al, 2005), whereas
other smaller studies found no evidence of such
association. However, a meta-analysis including
29,563 individuals from 25 populations (Young
et al, 2007) confirmed the protective effect of the
103I allele (OR: 0.82, 95% CI 0.70–0.96; p =
0.015) on obesity risk, which was further estab-
lished with the latest meta-analyses (Stutzmann
et al, 2007), including a total of 39,879 indi-
viduals (OR: 0.80, 95% CI: 0.70–0.92; p =
0.002). In addition, strong evidence for a protec-
tive effect of the I251L MC4R variant on BMI
and risk for adult and childhood obesity was
obtained in eight out of nine populations exam-
ined (Stutzmann et al, 2007). The meta-analysis
of all case–control studies found a nearly 50%
reduced risk for obesity among carriers of the
251L-allele (OR: 0.52, 95% CI 0.38–0.71; p =
3.6 × 10−5).

The Arg64Trp ADRB3 variant is one of
the first genetic variants for which associa-
tion with obesity was reported (Clement et al,
1995; Widen et al, 1995; Walston et al, 1995).
ADRB3 is an obvious candidate gene given its
involvement in the regulation of lipolysis and
thermogenesis. A meta-analysis of 97 studies
(n = 44,833) examining the association between
ADRB3 Trp64Arg variant and BMI showed sig-
nificant association in East Asians between the
Arg64Trp variant and BMI, with Arg64 allele
carriers having a 0.31 kg/m2 (p = 0.001) higher
BMI compared to non-carriers, but not in popu-
lations of white European origin (0.08 kg/m2, p
= 0.36) (Kurokawa et al, 2008). In vitro experi-
ments in rodent and human cell lines showed that
stimulation of cell lines with the Arg64 variant
had a reduced ability to stimulate adenyl cyclase
activity compared with cell lines stimulated with
the Trp variant (Pietri-Rouxel et al, 1997). Also,
lipolysis in human adipocytes was lower in cells
with the Arg64 variant compared with cells with
the Trp variant (Umekawa et al, 1999).

The PCSK1 gene is another candidate for obe-
sity as it encodes the prohormone convertase 1/3
enzyme that converts prohormones into func-
tional hormones involved in energy metabolism
regulation. Rare mutations in the PCSK1 gene
have been found to cause monogenic obesity
(Jackson et al, 1997). In a comprehensive large-
scale study, the role of common variants in
the PCSK1 gene was studied in relation to
the risk of obesity (Benzinou et al, 2008b).
Two non-synonymous variants, N221D (located
in the catalytic domain of prohormone con-
vertase 1/3) and the Q665E-S690T pair, were
consistently associated with obesity in adults
and children. Each additional minor allele (fre-
quency: 4-7%) of the N221D variant increased
the risk of obesity 1.34-fold, while each addi-
tional minor allele (frequency: 25-30%) of the
Q665E-S690T pair increased the risk 1.22-
fold. Functional characterization of these vari-
ants showed a significant impairment of the
N221D mutant PC1/3 protein catalytic activity,
but no significant functional role for the Q665E-
S690T amino acid substitutions (Benzinou et al,
2008).



33 Genetics of Obesity and Diabetes 503

Rodent studies have shown that BDNF is
involved in eating behaviour, body weight reg-
ulation and hyperactivity (Rios et al, 2001).
Rare mutation in BDNF likely causes severe
obesity and hyperphagia (Gray et al, 2006).
A large-scale study, including 10,109 women,
found that individuals homozygous for Met
allele (frequency: 4.5%) of the Val66Met variant
have a significantly lower BMI (−0.76 kg/m2)
than Val66 allele carriers (Shugart et al, 2009).
Genome-wide association studies have further
confirmed the association of BDNF variant with
BMI (Thorleifsson et al, 2009).

Because of the physiological role in the reg-
ulation of energy metabolism and food intake,
CNR1 has been considered as a biological candi-
date for human obesity. A study on 5750 individ-
uals showed that CNR1 variations increase the
risk of obesity and modulate BMI in European
children (odds ratio (OR): 1.52. p = 3 ×
10−5) and adults (OR: 1.85, p = 1.1 × 10−6)
(Benzinou et al, 2008).

Large-scale studies have also been well pow-
ered to prove that an association is truly negative.
In this regard, the role of ENPP1 (ectoenzyme
nucleotide pyrophosphate phosphodiesterase) in
the development of obesity was shown to be
likely limited. Four studies each with more than
5000 participants and with a combined sample
size of 27,781 individuals found no association
between the Lys121Gln variant and the obesity-
related traits (Meyre et al, 2007; Grarup et al,
2006; Lyon et al, 2006; Weedon et al, 2006).
Also, the association between the –174G→C
IL6 (interleukin-6) variant and the obesity was
challenged by a large meta-analysis (Qi et al,
2007) combining data from 26,944 individuals
from 25 populations, which showed no associ-
ation between the –174G→C IL6 variant and
obesity risk. In a large meta-analysis (Jalba et al,
2008), the Glu27Gln and the Arg16Gly poly-
morphisms of the beta 2-adrenergic receptor
(ADRB2) gene were examined for their associ-
ation with obesity in 10,404 and 4328 individ-
uals, respectively. The presence of the Glu27
allele in the ADRB2 gene was found to be
a significant risk factor for obesity in Asians,
Pacific Islanders and American Indians, but not

in Europeans. However, the Arg16 allele was
not associated with obesity. Although it might
be premature to fully discount the involvement
of ENPP1, IL6 and ADRB2 in obesity develop-
ment, it would take more large-scale studies and
meta-analyses to reverse current observations.
For other genes tested in large-scale studies or
in meta-analyses and for most of the candidate
genes reported in the Human Obesity Gene Map
(Rankinen et al, 2006), further studies will be
required to prove or refute their role in obesity
susceptibility.

In summary, by means of large-scale stud-
ies and meta-analyses, at least five variants in
four candidate genes have been found to be
robustly associated with obesity-related traits
(Loos, 2009). The candidate gene approach will
continue to contribute to our understanding of
obesity susceptibility, as it is useful for deter-
mining the association of a genetic variant with
obesity and for identifying genes of modest
effect.

2.2 Genome-Wide Studies

2.2.1 Genome-Wide Linkage Studies

Although genome-wide linkage studies
(Box 33.2) have proven to be successful for
monogenic disorders with large genetic effects
(Dean, 2003), its success in common diseases
and continuous traits such as obesity and BMI
has been limited (Saunders et al, 2007). Results
of the first genome-wide linkage scan on body
fat percentage were published in 1997 (Norman
et al, 1997) and, similar to the candidate gene
approach, the number of studies and QTLs
(Quantitative trait loci) has grown exponentially
over the past 10 years. The latest Human Obesity
Gene map (Rankinen et al, 2006) reported more
than 250 genetic regions, distributed across
all chromosomes (except the Y chromosome),
from more than 60 genome-wide linkage scans
of which 15 loci have been replicated in at
least three studies. Thus far, however, none of
these loci could be narrowed down sufficiently
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to pinpoint the genes or variants that underlie
the linkage to the obesity-related traits. This is
likely due to lack of power and resolution to
identify genetic variants of small effects that
we expect for common obesity. A meta-analysis
of 37 genome-wide linkage studies containing
data on over 31,000 individuals from more than
10,000 families showed only a nominal evidence
for linkage at chromosomes 13q13.2-q33.1,
12q23-q24.3, 11q13.3-22.3 and 16q12.2, of
which the latter harbours the FTO (fat mass
and obesity-associated) locus (Saunders et al,
2007).

Box 33.2 – The Genome-Wide
Approaches

Genome-wide approaches are hypothesis
generating and aim to identify new, unan-
ticipated genetic variants associated with
traits or diseases through screening of the
whole genome.

Genome-Wide Linkage
Approach

• The genome-wide linkage approach,
used since the mid-1990s, tests
whether certain chromosomal regions
across the genome co-segregate with
a trait or disease of interest from one
generation to the next.

• The approach requires populations of
related individuals, such as siblings,
nuclear families or extended pedi-
grees, hence, limiting the likelihood
of achieving large sample sizes.

• Genome-wide linkage can only iden-
tify broad chromosomal regions that
harbour hundreds of genes and it is
often impossible to pinpoint which
variant is causing the linkage with the
disease.

Genome-Wide Association
Approach

• The genome-wide association
approach, which was first published
in 2005, also examines the entire
genome with no prior assumptions
and aims to identify previously
unsuspected genetic loci associated
with a disease or trait of interest.

• It does not rely on familial related-
ness and can therefore achieve larger
sample sizes than typical family-
based linkage studies.

• This approach screens the whole
genome at higher resolution levels
than genome-wide linkage studies
and, thus, is able to narrow down the
associated locus more accurately.

• Two major advances have set the
stage for genome-wide association
studies. First are the recent advance-
ments in the International HapMap
Project (International HapMap
Consortium et al, 2007) and the
completion of the human genome
project and second is the substantial
progress in high-throughput geno-
typing, which has made it possible
to genotype more than 1 million
genetic variants in a single analy-
sis. Together, these breakthroughs
have enabled production of single
nucleotide polymorphism (SNP)
chips that can capture more than
80% of the common genetic variation
reported in the HapMap (Magi et al,
2007).

• Study design: Genome-wide associ-
ation studies typically comprise two
stages; a discovery stage, followed
by at least one replication stage.
The discovery stage involves high-
density genotyping of hundreds of
thousands of genetic variants across
the genome. Each variant is tested
for association with a trait or disease
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of interest. Studies with large sam-
ple sizes at this stage tend to be
more successful, in particular for
common traits such as obesity and
diabetes as, they are better pow-
ered to identify associations of small
effect size. Associations that meet the
genome-wide significance threshold
(p < 5.0×10–8) are taken forward
for replication to validate the initial
observation. Only variants of loci for
which the association observed at the
discovery stage is confirmed at the
replication stage are considered “true
hits”.

Genome-wide linkage has now largely been
replaced by genome-wide association as the
hypothesis-generating approach, at least for
common diseases and traits. This is because not
only the latter has become more affordable to
the general scientific community but it also has
much greater resolution and does not require
recruitment of related individuals, which is often
a tedious task that limits sample size and thus
power.

2.2.2 Genome-Wide Association Studies

Genome-wide association is the latest gene-
finding tool in genetic epidemiology (Box 33.2)
and has already resulted in an unprecedented
chain of discoveries in the genomics of com-
plex diseases. Since the introduction of the
genome-wide association approach, three waves
of discoveries based on large-scale high-density
genome-wide association studies for obesity-
related traits have been performed. The first
wave, in 2007, comprised two high-density
genome-wide association studies that each con-
firmed FTO as the first gene, incontrovertibly
associated with common obesity and related
traits. Interestingly, the first study (Frayling
et al, 2007) identified FTO through a genome-
wide association study for type 2 diabetes in
which a cluster of common variants in the

first intron of the FTO gene showed a highly
significant association with type 2 diabetes
mediated through BMI. Subsequently, the asso-
ciation with BMI and obesity was unequivocally
replicated in 13 cohorts comprising more than
38,000 individuals. The second study (Scuteri
et al, 2007) was the first large-scale high-
density genome-wide association study of BMI,
conducted in more than 4000 Sardinians. In
the initial analyses, variants in the FTO and
PFKP (platelet-type phosphofructokinase) genes
showed the strongest association, but only those
in FTO were significantly replicated in European
Americans and Hispanic Americans. Each risk
allele increased BMI by 0.10–0.13 standard
deviations (equivalent to about 0.40–0.66 kg/m2)
and the risks for overweight and obesity by 1.18-
fold and 1.32-fold, respectively. Taken together,
homozygotes for the risk allele weighed about
3 kg more and had a 1.67-fold increased risk
for obesity compared with those who did not
inherit a risk allele (Frayling et al, 2007;
Scuteri et al, 2007). The frequency of the FTO
risk alleles is high in populations of European
decent; 63% carry at least one risk allele and
16% are homozygous. Although the population
attributable risk for obesity (∼20%) and over-
weight (∼13%) was rather high, the FTO vari-
ants explained only 1% of the variation in BMI
(Frayling et al, 2007).

In the second wave of discoveries, col-
laborative efforts were initiated to combine
individual genome-wide association studies,
thereby increasing sample size and power to
identify more common variants with small
effects. The GIANT (Genomic Investigation of
Anthropometric Traits) consortium is an interna-
tional collaborative initiative that brings together
research groups specifically focussing on anthro-
pometric traits from across Europe and the USA.
In their first meta-analysis, data of 7 genome-
wide association scans for BMI including 16,876
individuals were combined (Loos et al, 2008).
Despite a quadrupling increase in sample size
compared to the first wave of genome-wide asso-
ciation studies, only FTO and one new locus –
out of 10 loci that were taken forward for replica-
tion – were unequivocally confirmed. The newly
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identified locus mapped at 188 kb downstream of
MC4R (near-MC4R). The same locus was also
identified by a genome-wide association study
in 2684 Indian Asians and confirmed in 11,955
individuals of Indian Asian and European ances-
try (Chambers et al, 2008). While the effect size
is the same in both ethnic groups, the frequency
of the risk allele in Asian Indians (36%) is higher
than in white Europeans (27%). This explains in
part why this locus could be identified with a
relatively small sample of Asian Indians in the
discovery stage.

For the third wave of discoveries, the GIANT
consortium increased the sample size to 32,387
adults of European ancestry from 15 cohorts
(Willer et al, 2009). Of the 35 loci that were
taken forward for follow-up in an indepen-
dent series of 59,082 individuals, eight loci
were firmly replicated. These include the previ-
ously established FTO and near-MC4R loci and
six new loci, i.e. near NEGR1, near TMEM18,
in SH2B1, near KCTD15, near GNPDA2 and
in MTCH2. In parallel with the analyses
of the GIANT consortium, deCODE genetics
performed a meta-analysis of four genome-
wide association studies for BMI, including
30,232 Europeans and 1,160 African Americans
(Thorleifsson et al, 2009). A total of 43 single
nucleotide polymorphisms (SNPs) in 19 chro-
mosomal regions were taken forward for repli-
cation genotyping in 5,586 Danish individuals
and for confirmation in discovery stage data of
the GIANT consortium. Besides the FTO and
near-MC4R loci, eight additional loci reached
genome-wide significance. Of these, four loci
(near NEGR1, near TMEM18, in SH2B1, near
KCTD15) had also been identified by the GIANT
consortium, whereas four loci were novel, i.e. in
SEC16B, between ETV5 and DGKG, in BDNF
and between BCDIN3D and FAIM2. Variation
in the BAT2 gene was consistently associated
with weight, but not BMI, suggesting that this
locus might contribute to overall size rather
than adiposity. While the studies by the GIANT
consortium and deCODE genetics focused on
BMI as the main outcome, a third genome-
wide association study examined association
with the risk of early-onset and morbid adult

obesity in 1380 cases and 1416 controls (Meyre
et al, 2009). A total of 38 highly significant
markers were taken forward for genotyping in
14,186 adults and children to test for replica-
tion with BMI and obesity risk. In addition to
FTO and near-MC4R, three new markers were
identified; in NPC1, near MAF and near PTER
(Table 33.1).

The discovery of these novel loci has
already started to provide valuable insights into
pathophysiological mechanisms and pathways
that underlie obesity development, in partic-
ular for the first discovered FTO gene. Two
studies (Gerken et al, 2007; Sanchez-Pulido
and Andrade-Navarro, 2007) pointed out that
FTO is a member of the non-heme dioxy-
genase superfamily, encodes a 2-oxoglutarate-
dependent nucleic acid demethylase and local-
izes to the nucleus. Studies in rodents indicated
that Fto mRNA is most abundant in the brain,
particularly in the hypothalamic nuclei govern-
ing energy balance (Gerken et al, 2007). Another
study (Fischer et al, 2009) has shown that loss
of Fto in mice leads to a significant reduction in
adipose tissue and lean body mass, which was
found to develop as a consequence of increased
energy expenditure despite decreased sponta-
neous locomotor activity and relative hyperpha-
gia. A peripheral role for FTO was proposed
by a study in healthy women showing that FTO
mRNA levels in adipose tissue increase with
BMI, and carriers of the risk allele had reduced
lipolytic activity, independent of BMI (Wahlen
et al, 2008). For other loci, except SH2B1 (Ren
et al, 2007), BDNF (Nakagawa et al, 2003) and
MC4R (Farooqi et al, 2003), the physiological
role in relation to obesity risk is not or poorly
understood.

Taken together, the three waves of high-
density multistage genome-wide association
scans, over the past 2 years, have identified
15 new loci convincingly associated with obe-
sity traits, proving this approach more pro-
ductive than any other gene-discovery methods
previously applied for common traits. To date,
of all identified loci, the genetic variation in
the FTO has still the largest effect on obesity
susceptibility.
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2.3 Obesity Susceptibility Genes,
Food Intake and Energy
Expenditure

The identification of the novel obesity suscepti-
bility loci has instigated new studies exploring
through which arm of the energy balance, i.e.
food intake or energy expenditure, these loci lead
to obesity.

In particular for the FTO locus, which was
discovered as the first obesity susceptibility
locus, new insights have begun to accumulate.
Some studies have provided evidence for a role
of the FTO locus in food intake. For example,
two studies in a total of >8000 British children
consistently showed that the BMI-increasing
allele of the FTO locus was associated with
increased energy intake, independent of body
size (Cecil et al, 2008; Timpson et al, 2008).
A third study in 3337 children showed that
homozygotes for the FTO risk allele had a sig-
nificantly reduced satiety responsiveness score
(Wardle et al, 2008). This observation was con-
firmed in a smaller study of 131 children with
careful registration of the children’s consump-
tion of palatable food presented after having
eaten a meal (Wardle et al, 2009). Homozygotes
for the BMI-lowering FTO-allele ate signifi-
cantly less than the heterozygotes or homozy-
gotes of the BMI-increasing allele, suggesting
that those with BMI-lowering allele are pro-
tected against overeating by promoting respon-
siveness to internal satiety signals (Wardle et al,
2009). However, not all studies have been able to
support a role for the FTO locus in energy intake
(Bauer et al, 2009; Hakanen et al, 2009; Johnson
et al, 2009). While data from fto-deficient mice
have suggested that fto might induce obesity
through an effect on energy expenditure (Fischer
et al, 2009), there is no evidence to support such
role in humans (Berentzen et al, 2008; Cecil
et al, 2008; Goossens et al, 2009; Hakanen et al,
2009; Haupt et al, 2009; Rampersaud et al, 2008;
Speakman et al, 2008; Wardle et al, 2008).

For the locus identified in the second wave
on genome-wide association studies (Chambers
et al, 2008; Loos et al, 2008), the MC4R gene

is the nearest and most obvious candidate gene.
Mutations in the MC4R gene are known to result
in extreme obesity through hyperphagia (Farooqi
et al, 2003). However, it is still unclear whether
the near MC4R locus indeed reflects the func-
tions of MC4R. A few studies, which were
performed even before the genome-wide asso-
ciation era, have examined the potential role of
genetic variation near MC4R gene in contribut-
ing to the physical activity energy expenditure
based on evidence from studies of Mc4r knock-
out mice (Butler et al, 2001; Ste Marie et al,
2000). A study in 669 individuals showed that
homozygotes for a variant located downstream
of the MC4R gene had the lowest moderate-
to-strenuous activity scores (p= 0.005) and the
highest inactivity scores (Loos et al, 2005). The
same locus was found to be linked to physical
activity levels in a genome-wide linkage study
in 1030 siblings from 319 Hispanic families (Cai
et al, 2006).

Little is known about the more recently dis-
covered loci and genes. The neuron-specific
over-expression of SH2B1 has been shown to
be protective against high-fat diet-induced obe-
sity in mice (Ren et al, 2007), whereas the
BDNF variant has been shown to be associated
with eating behaviour in humans (Bauer et al,
2009; Shugart et al, 2009). A recent study in
1700 Dutch women (Bauer et al, 2009) exam-
ined the majority of the newly discovered obesity
loci found that the SH2B1, KCTD15, MTCH2,
NEGR1, and BDNF loci were associated with
dietary macronutrient intake.

Although the above-mentioned studies pro-
vide some first evidence of association with
energy intake and expenditure, replication of
these observations in larger cohorts will be
required to confirm the reported findings.

3 Type 2 Diabetes

3.1 Candidate Gene Studies

Candidate genes for type 2 diabetes are selected
based on their involvement in pancreatic β-cell
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function, insulin action/glucose metabolism, or
other metabolic conditions that increase type 2
diabetes risk (e.g. energy intake/expenditure and
lipid metabolism) (Barroso et al, 2003). To date,
more than 50 candidate genes for type 2 dia-
betes have been studied in various populations
worldwide. However, most candidate gene stud-
ies for diabetes typically tested a limited number
of genetic variants and often in only small sam-
ples or in cases and controls that were poorly
matched or diagnosed, frequently resulting in
lack of replication of the weak associations
detected (Moore and Florez, 2008). In this sec-
tion, we focus on a few of the most promising
candidate genes (PPARG, KCNJ11 and WFS1)
for which the results are most convincing and the
samples sizes are large.

The PPARG (peroxisome proliferatoracti-
vated receptor-γ) gene has been widely studied
because of its importance in adipocyte and lipid
metabolism (Tontonoz and Spiegelman, 2008).
In addition, it is a target for hypoglycemic
drugs known as thiazolidinediones. A proline-
to-alanine (Pro12Ala) change in codon 12 of
PPARG was the first genetic variant to be defini-
tively implicated in the common form of type
2 diabetes. The rare Ala allele is present in
∼15% of white Europeans and was shown to
be associated with increased insulin sensitivity.
A study that combined data on a Finnish and a
second generation Japanese cohort (Deeb et al,
1998) found that Pro allele homozygotes had
4.35 times higher risk for developing type 2 dia-
betes compared to those who do not carry the
allele (p = 0.028). Although a number of sub-
sequent small studies were not able to replicate
this initial finding, a meta-analysis combining
the results from 16 studies published before 2000
confirmed the association with type 2 diabetes
(Altshuler et al, 2000). In addition, a meta-
analysis of data from 57 studies comprising
approximately 32,000 non-diabetic individuals
further established the role of Pro12Ala vari-
ant in association with greater insulin sensitivity
(standardized effect size 0.227, P = 0.0067)
(Tönjes et al, 2006).

The beta-cell adenosine triphosphate-
sensitive potassium (KATP) channel plays a

critical role in insulin secretion. The channel
is composed of two subunits: the sulfonylurea
receptor-1 (SURl) and an inward rectifying
potassium channel (Kir6.2) that are encoded
on chromosome lp15.1 by genes ABCC8 and
KCNJII, respectively. SNP E23K of KCNJ11
has been shown to be associated with type 2 dia-
betes. Although initial smaller studies failed to
replicate the association of the E23K polymor-
phism with type 2 diabetes, large-scale studies
and meta-analyses have consistently associated
the lysine variant with type 2 diabetes, showing
a 1.15 times higher risk for developing type 2
diabetes compared to those who do not carry
this variant (Florez et al, 2004; Gloyn et al,
2003; Van Dam et al, 2005). Genome-wide
association studies have further confirmed the
association of PPARG and KCNJ11 variants
in association with type 2 diabetes (Diabetes
Genetics Initiative of Broad Institute of Harvard
and MIT et al, 2007; Scott et al, 2007; Zeggini
et al, 2007).

WFS1 gene encodes wolframin, a protein that
is defective in individuals with the Wolfram syn-
drome. This syndrome is characterized by dia-
betes insipidus, juvenile diabetes, optic atrophy
and deafness. Disruption of Wfs1 in mice causes
overt diabetes or impaired glucose tolerance,
depending on genetic background (Ishihara et al,
2004; Riggs et al, 2005). Both humans and
mice deficient in Wolframin show pancreatic β-
cell loss, possibly as a result of an enhanced
endoplasmic reticulum stress response leading
to increased β-cell apoptosis (Riggs et al, 2005;
Yamada et al, 2006). Hence, WFS1 is critical
for survival and function of insulin-producing
pancreatic beta cells. The first evidence that vari-
ation in the WFS1 gene influences susceptibility
to type 2 diabetes was shown in a family-
based association study (Minton et al, 2002).
A study on 1,536 SNPs in 84 candidate genes
using a gene-centric approach showed that only
WFS1 gene was associated with type 2 dia-
betes (Sandhu et al, 2007). This finding was
further replicated in 9533 cases and 11,389 con-
trols. Following this study, a meta-analysis of
11 studies (Franks et al, 2008), comprising up
to 12,979 cases and 14,937 controls, further
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confirmed association between the WFS1 gene
variant, rs10010131 and type 2 diabetes (OR:
0.89, 95% CI 0.86–0.92; p = 4.9 × 10−11).

In summary, large-scale studies and meta-
analyses have identified only three candidate
genes to be robustly associated with type 2
diabetes traits.

3.2 Genome-Wide Studies

3.2.1 Genome-Wide Linkage Scans

So far, more than 20 genome-wide linkage stud-
ies have been carried out to localize type 2 dia-
betes predisposing variants (Huang et al, 2006;
Guan et al, 2008). Although these genome-wide
linkage scans have suggested that type 2 dia-
betes susceptibility loci reside across the whole
genome, only one study has so far successfully
pinpointed the gene underlying linkage with type
2 diabetes, with the discovery of the TCF7L2
gene (Grant et al, 2006). The susceptibility effect
was identified through a search for microsatellite
associations across a large region of chromo-
some 10 that showed suggestive evidence of
linkage with type 2 diabetes (Reynisdottir et al,
2003). Subsequent fine mapping of this region
localized the variants associated with increased
risk of type 2 diabetes to an intron in the TCF7L2
gene. These findings were further replicated in
two independent populations from the USA and
Denmark (Grant et al, 2006). Overall, the effect
was considerable, with each additional risk allele
increasing the odds of type 2 diabetes 1.5-fold
(p = 10−18) (Grant et al, 2006).

TCF7L2, also known as TCF-4, is a tran-
scription factor and forms part of the WNT
signalling pathway, acting as a nuclear recep-
tor for CTNNBL1 (β-catenin) (Florez, 2007;
Jin and Liu, 2008). The evidence implicating
variants within TCF7L2 in type 2 diabetes sus-
ceptibility has instigated efforts to understand
the mechanisms involved. It has been shown
that the alteration of TCF7L2 expression or
function disrupts pancreatic islet function, pos-
sibly through dysregulation of proglucagon gene

expression, leading to reduced insulin secretion
and enhanced risk of type 2 diabetes (Lyssenko
et al, 2007).

To date, genetic variation in the TCF7L2 gene
has still the largest effect on type 2 diabetes
susceptibility.

3.2.2 Genome-Wide Association Studies

The genome-wide association approach has led
to the identification of at least 15 novel type
2 diabetes susceptibility loci (Frayling, 2007;
Doria et al, 2008). Similar to obesity, the field
of type 2 diabetes genetics has witnessed three
waves of large-scale high-density genome-wide
association studies so far. The three waves
comprise six genome-wide association scans
performed in European populations (Diabetes
Genetics Initiative of Broad Institute of Harvard
and MIT et al, 2007; Sladek et al, 2007;
Steinthorsdottir et al, 2007; Scott et al, 2007;
Wellcome trust case control consortium, 2007;
Zeggini et al, 2007) and one in East Asians
(Unoki et al, 2008).

The first wave of discoveries was based
on a relatively small genome-wide associa-
tion study (Sladek et al, 2007) including 661
cases and 614 controls from France identify-
ing three novel loci, a non-synonymous poly-
morphism (rs13266634) in the zinc transporter
SLC30A8, which is expressed exclusively in
insulin-producing beta-cells and two loci that
contain genes potentially involved in beta-cell
development or function (IDE–KIF11–HHEX
and EXT2–ALX4).

The second wave of discoveries involved
three further scans performed by the WTCCC,
DGI and FUSION (Diabetes Genetics Initiative
of Broad Institute of Harvard and MIT et al,
2007; Scott et al, 2007; Wellcome trust case
control consortium, 2007; Zeggini et al, 2007)
that identified CDKAL1 locus. These three
studies collaborated by sharing data and co-
ordinating replication studies and further identi-
fied CDKN2A/2B, FTO and IGF2BP2, in addi-
tion to other previously reported loci such
as PPARG, KCNJ11 and TCF7L2. Another
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genome-wide association study, which was con-
ducted in 1399 cases and 5275 controls from
Iceland, reported an intronic variant (rs7756992)
in the CDKAL1 gene as a novel type 2 diabetes
locus (Steinthorsdottir et al, 2007). Furthermore,
this study showed that the insulin response
for homozygotes was approximately 20% lower
than for heterozygotes or non-carriers, suggest-
ing that this variant confers risk of type 2 dia-
betes through reduced insulin secretion. During
the same time, a genome-wide association study
for prostate cancer in 1501 cases and 11,290
controls identified two variants on chromosome
17. One of these was in the first intron of
TCF2 (HNF1β) gene, in which mutations are
known to cause maturity-onset diabetes of the
young type 5. As a follow-up, the TCF2 variant,
rs7501939, was examined in eight case–control
groups comprising 9936 type 2 diabetic cases
and 23,087 controls and the variant showed a
significant protection against the development of
type 2 diabetes (OR: 0.91, p = 9.2 × 10−7)
(Gudmundsson et al, 2007).

In the third wave, a large-scale collab-
orative meta-analysis of genome-wide asso-
ciation scans for type 2 diabetes was per-
formed as a three-stage study design by
the Diabetes Genetics Replication and Meta-
analysis (DIAGRAM) consortium (Zeggini et al,
2008). The DIAGRAM consortium combined
data from the WTCCC, DGI and FUSION scans
including 4549 cases and 5579 controls. A total
of 69 genetic variants, showing the strongest
associations in the genome-wide association
meta-analysis, were taken forward for replica-
tion in a set of 22,426 individuals of which 11
variants were further replicated in an additional
∼57,000 individuals. Eventually, six variants
[Notch homologue 2, Drosophila (NOTCH2),
ADAM metallopeptidase with thrombospondin
type I motif 9 (ADAMTS9), calcium/calmodulin-
dependent protein kinase 1D (CAMK1D), jux-
taposed with another zinc finger gene 1
(JAZF1), tetraspanin 8 (TSPAN8)/leucine-rich
repeat-containing G protein coupled (LGR5) and
thyroid adenoma associated (THADA)] showed
consistent association with the risk of type 2 dia-
betes. The putative functional mechanisms by

which they may affect type 2 diabetes risk are
listed in Table 33.2. As part of the third wave,
a study in 1561 cases and 2824 controls from
Japan (Unoki et al, 2008) that genotyped over
200,000 tagSNPs, identified KCNQ1 as a novel
type 2 diabetes susceptibility locus and also con-
firmed the association of CDKAL1 and IGF2BP2
loci. KCNQ1 locus was also identified by a sec-
ond, smaller scan, again performed in a Japanese
population (Yasuda et al, 2008). Another study
(Wu et al, 2008) replicated the association of
17 common variants in the genes identified
from previous genome-wide scans in 3210 unre-
lated Chinese Hans. This study showed that
the common variants in CDKAL1, CDKN2A/2B,
IGF2BP2 and SLC30A8 loci independently or
additively contribute to type 2 diabetes risk. The
risk alleles of the CDKAL1 and CDKN2A/2B
variants increased diabetes risk by ∼1.4- and
∼1.3-fold, respectively, which is higher than that
observed in Europeans (Wellcome Trust Case
Control Consortium, 2007; Zeggini et al, 2007).
The risk allele frequencies of these variants
were also higher in Chinese Hans compared to
Europeans (Wu et al, 2008).

Besides the genome-wide scans for type 2
diabetes, scans for traits related to type 2 dia-
betes have also been performed. Two genome-
wide association studies independently reported
previously unknown genetic loci in association
with fasting glucose concentrations. The first
study (Prokopenko et al, 2009) showed that the
variants in the gene encoding melatonin recep-
tor 1B (MTNR1B) were consistently associated
with fasting glucose across all the 10 genome-
wide association studies (n = 36,610). The risk
allele of the MTNR1B locus was associated with
an increase of 0.07 (95% CI: 0.06–0.08) mmol/l
in fasting glucose levels (p = 3.2 × 10−50) and
with reduced beta-cell function as measured by
homeostasis model assessment (HOMA-B, p =
1.1 × 10−15). The same allele was also associ-
ated with an increased risk of type 2 diabetes
(odds ratio = 1.09 (1.05–1.12), per G allele p
= 3.3 × 10−7) in a meta-analysis of 13 case–
control studies (18,236 cases and 64,453 con-
trols). This study also confirmed the previous
associations of fasting glucose with variants
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at the G6PC2 (rs560887, p = 1.1 × 10−57)
and GCK (rs4607517, p = 1.0 × 10−25) loci.
Another study (Bouatia-Naji et al, 2009) iden-
tified rs1387153, near MTNR1B, as a modulator
of fasting plasma glucose (p = 1.3 × 10−7) in
genome-wide association data from 2151 non-
diabetic French individuals and also showed an
association with the risk of developing type 2
diabetes (OR: 1.15, 95% CI = 1.08–1.22, p =
6.3 × 10−5). In addition, this study observed
cumulative effects of the MTNR1B locus and the
three previously identified genetic determinants
of fasting plasma glucose (G6PC2, GCK and
GCKR). Those carrying six or more high FPG
alleles showed a mean 0.36 mmol/l increase in
fasting plasma glucose compared to individuals
with zero or one high fasting plasma glucose
allele.

So far, 18 loci for type 2 diabetes (Table 33.2)
and four loci for fasting glucose have been iden-
tified through genome-wide association scans. In
comparison to the candidate gene and genome-
wide linkage approaches, the genome-wide asso-
ciation studies have been extremely successful
for both type 2 diabetes and BMI.

4 Genetic Prediction of Obesity
and Diabetes

There is growing interest in the potential for
the increasing numbers of genetic susceptibil-
ity variants to contribute towards individual-
ized medical care. However, at this stage, the
prospects for individual prediction seem limited.

In a recent study (Willer et al, 2009), the
predictive value of eight validated obesity sus-
ceptibility loci (TMEM18, KCTD15, SH2B1,
MTCH2, NEGR1, GNPDA2, FTO and MC4R)
on obesity risk was examined in 14,409 men
and women of the population-based EPIC-
Norfolk cohort. A genetic predisposition score
for each individual, summing the number of
BMI-increasing alleles, was calculated. The
average BMI of individuals carrying 13 or more
risk alleles (<2% of the population) was 1.46 kg

m−2 (or 3.7–4.7 kg in body weight) higher com-
pared to those carrying three or fewer risk alleles
(<2% of the population). However, together, the
eight variants explained less than 1% of the vari-
ation in BMI and had very limited power in pre-
diction of obesity, contributing only 2–3% to the
prediction on top of classical clinical predictors
such as age and gender.

Similar results were observed for type 2
diabetes. Two studies examined the cumula-
tive effects of 18 polymorphisms chosen from
genome-wide association scans on type 2 dia-
betes (Lango et al, 2008; van Hoek et al, 2008).
Both studies found a similar predictive value
showing only a marginal improvement in the
prediction of type 2 diabetes beyond classical
clinical characteristics.

Thus, despite overwhelming significances and
repeated replications, the explained variance and
predictive value of the currently identified sus-
ceptibility loci is too low to be clinically useful.

5 Gene–Environment Interactions
in Obesity and Diabetes

Susceptibility to obesity and diabetes is deter-
mined by both genetic and lifestyle factors.
Suggestive evidence of gene–lifestyle interac-
tion (Box 33.3) in the development of common
diseases such as obesity and type 2 diabetes was
first provided by descriptive epidemiological
studies such as migration studies that compare
the disease risk between genetically related pop-
ulations who live different lifestyles. A classical
example is the comparison of the risk of obesity
and type 2 diabetes between Pima Indians liv-
ing in the “obesogenic” environment of Arizona
(69% of whom are obese and 55% have type
2 diabetes) and those living in the “restric-
tive” environment of the remote Mexican Sierra
Madre Mountains (13% of whom are obese with
only 6% having type 2 diabetes) (Esparza et al,
2000; Ravussin et al, 1994). These findings illus-
trate that despite a similar genetic predisposition,
different lifestyles result in different prevalences
of obesity and type 2 diabetes.
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Box 33.3 – Gene–Environment
Interaction

Seeing Gene–Environment
Interaction from Different
Perspectives

• Genetic perspective: The genetic
perspective starts from a main-effect
hypothesis that tests for association
between a genetic variant and a dis-
ease or trait (e.g. whether a genotype
is associated with BMI). Next, the
interaction hypothesis tests whether
the genotype disease association is
different across different levels of
environmental exposure (e.g. whether
the genotype-BMI association is dif-
ferent in individuals on a low-fat
diet compared with individuals on a
high-fat diet). The gene–environment
interaction would be statistically sig-
nificant if the slopes of the two
associations (low-fat diet vs. high-
fat diet) differ significantly from each
other.

• Public health perspective: The pub-
lic health perspective first ques-
tions the association between an
environmental factor and disease or
trait (e.g. whether physical inactiv-
ity is associated with BMI/ dia-
betes). Subsequently, the interaction
hypothesis tests whether carriers of
a certain genotype are more suscep-
tible to the influence that the envi-
ronment has on disease than non-
carriers (e.g. whether the detrimen-
tal effects of physical inactivity on
BMI/ diabetes are more pronounced
in the carriers of a specific allele
than the non-carriers). Again, the
gene–environment interaction will be
statistically significant if the slopes
of the two associations differ signif-
icantly from each other.

Besides descriptive epidemiological studies,
genetic association studies have also identified
gene–lifestyle interactions as can be seen in
TCF7L2 and FTO genes. The effect of the
TCF7L2 risk allele on the progression towards
type 2 diabetes was abolished in the lifestyle
intervention group, but evident in the placebo
control group. This suggests an interaction
between common variants in the TCF7L2 gene
and lifestyle in the risk of progression to type 2
diabetes (Florez et al, 2006; Wang et al, 2007).
Studies in European populations have shown that
the association between the FTO gene and the
BMI was attenuated by physical activity lev-
els (Andreasen et al, 2008b; Rampersaud et al,
2008; Vimaleswaran et al, 2009). However, oth-
ers have failed to find such interaction (Tan et al,
2008; Lappalainen et al 2009), which could be
due to insufficient power and differences in the
physical activity measurements.

Unidentified gene–environment interaction
may mask the presence of a genetic effect in a
certain environment or it may mask the presence
of an environmental effect for a given genotype.
As an example, studies involving genome-wide
associations (Loos et al, 2008; Zeggini et al,
2008) and large-scale meta-analyses of candi-
date genes (Kurokawa et al, 2008; Ludovico
et al, 2007; Young et al, 2007) have shown
that the overall effect size of a genetic poly-
morphism on the risk of a disease or on vari-
ation of a trait is generally very small. Often
these meta-analyses show significant hetero-
geneity of effect sizes across studies, raising the
possibility that the genetic contribution may be
modified by unobserved environmental factors.
Because of these reasons, association studies
looking at main effects require data from tens
of thousands of individuals to identify convinc-
ing and robust associations. In addition, gene–
environment interaction studies may hold impor-
tant public health messages. Individuals might
be genetically susceptible to develop disease,
but this does not mean that they are destined to
become diseased. Changes in lifestyle can over-
come genetic susceptibility, as illustrated by the
FTO-physical activity example (Andreasen et al,
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2008; Rampersaud et al, 2008; Vimaleswaran
et al, 2009) or the TCF7L2-lifestyle intervention
studies (Florez et al, 2006; Wang et al, 2007).

6 Future Directions

The next step forward will be the discovery of
more susceptibility loci that are currently unde-
tected and to explore the physiological mecha-
nisms and pathways that underlie the observed
association using various approaches.

One approach is to initiate a fourth wave
of genome-wide association studies to further
increase the sample size of the initial discov-
ery stage. This will further improve the power
to uncover common variants with even smaller
effect sizes (Li and Loos, 2008). The power
to reveal novel loci might vary across popula-
tions because of differences in effect sizes and
allele frequencies; hence, the study of ethnicities
other than white Europeans might also provide
new gene-discovery opportunities. For example,
a study in Asian Indians required only a small
discovery sample to identify the near-MC4R
because the frequency of the risk-allele was sub-
stantially higher than in Europeans (Chambers
et al, 2008; Loos et al, 2008). Similarly, a
relatively small study in Japanese individuals
(Unoki et al, 2008) was sufficient to discover
KCNQ1 variants to be associated with type 2
diabetes.

Most of the studies, so far, have used BMI
as a simple and inexpensive proxy measure
of adiposity, which is easy to collect in large
samples. More accurate measures of adiposity
might further improve power, yet these are often
more expensive and harder to collect. Genome-
wide association studies for body fat percentage,
waist circumference, extreme obesity risk and
for mediating traits that underlie obesity, such
as food intake and energy expenditure, may
reveal new obesity susceptibility loci that are
currently hidden in studies that use BMI as the
main outcome. Similarly for type 2 diabetes,
genome-wide association studies for fasting glu-
cose, fasting insulin levels, HbA1C and other

intermediary phenotypes for type 2 diabetes such
as insulin resistance and impaired glucose toler-
ance might identify novel diabetes susceptibility
loci.

Another strategy would be to examine the
contribution of other sources of genetic vari-
ations such as copy number variants and rare
variants to the predisposition to obesity and
diabetes, which have so far been unexplored.
Further advances in technology will be required
before the analyses of copy number variants can
be implemented at a larger scale. Yet, the obser-
vation that the NEGR1 locus might represent
a copy number variant indicates the potential
importance of this source of variation (Willer
et al., 2009).

Finally, follow-up of the established loci in
molecular and physiological studies will be
important to determine the mechanisms through
which the loci confer disease susceptibility. A
prime challenge before these loci can be passed
on to physiologists is pinpointing the causal vari-
ant or gene. This will require high-throughput
sequencing of the region of interest in extreme
cases and controls from different ethnicities.
It is only when the causal locus is identi-
fied and its modes of action are completely
understood that this information can be trans-
lated into mainstream health care and clinical
practice.

Genome-wide association studies have led
to an era of gene discovery for common dis-
eases such as obesity and type 2 diabetes.
Although candidate gene studies have identified
a few genetic variants convincingly associated
with obesity and diabetes traits, genome-wide
association studies have identified at least 15
loci in less than 3 years of time. This recent
progress has also provided valuable insights
into pathophysiological mechanisms and path-
ways that underlie the disease development. This
offers great hopes for genetic risk profiling and
therapeutic intervention; however, implementa-
tion of such strategies in health care remains
in the future, as we need first to learn more
about the causal variants and their functional
implications in relation to obesity and type 2
diabetes.
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Chapter 34

A Life Course Approach to Health Behaviors: Theory
and Methods

Gita D. Mishra, Yoav Ben-Shlomo, and Diana Kuh

1 Introduction

The second half of the 20th century saw a blos-
soming of the adult lifestyle model of chronic
disease epidemiology as it was applied suc-
cessfully to identify some key causes, such as
smoking, on disease risk (Doll and Hill, 1950).
Observational epidemiology has now linked a
range of adult behaviors to later disease risk and
can show that changes in these behaviors also
change these risks. However, the limited effec-
tiveness of interventions to change adult behav-
ior led, in the last quarter of the 20th century,
to studies of young people to understand better
the origins and etiology of disease and of healthy
lifestyles and so recognized the possibilities for
early interventions.

At the same time, ideas were developed that
adverse environments in utero (Barker, 1994)
and during childhood (Forsdahl, 1977) played
a potentially important role in the long-term
development of chronic disease risk. Initially,
the focus was on birth weight as a marker of
prenatal exposure, and then on markers of post-
natal growth, childhood cognition, and child-
hood social conditions (Kuh and Ben-Shlomo,
2004b). In these models adult health behaviors
were seen by some as confounding variables that
needed to be taken account of in order to reveal
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the direct relationship between early exposures
and later health, whereas by others they were
treated as potential mediating or modifying vari-
ables on the causal pathway to disease. More
recently, it has become clear that the cumula-
tive and interactive effects of risk factors on later
health outcomes are at least as important, and
perhaps more important, than their independent
effects (Kuh and Ben-Shlomo, 2004a).

Both of these developments in epidemiology
have further increased the spotlight of research
on the role of early life factors. A number
of books on life course epidemiology have
reviewed the increasing evidence of their asso-
ciations (Kuh and Ben-Shlomo, 2004a; Kuh and
Hardy, 2002); further effects and key associa-
tions can be found in recent systematic reviews,
pooled analysis, and meta-analyses (dos Santos
Silva et al, 2008; Harder et al, 2009; Nobili
et al, 2008; Whincup et al, 2008). This has been
accompanied by the development of life course
models and the novel application of statistical
techniques to test these models and elucidate
pathways between early life factors and adult
health (De Stavola et al, 2006; Mishra et al,
2009; Pickles et al, 2007). In the process life
course epidemiology has become a field of study
in its own right (see Section 2).

This chapter presents life course epidemi-
ology as a highly complementary approach to
the lifestyle model of disease etiology, since
it recognizes the fundamental importance of
health behaviors for chronic diseases (Schooling
and Kuh, 2002). We begin by outlining theo-
retical models used in life course epidemiol-
ogy (Section 2) and show how the approach
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integrates and enhances existing behavioral
change theories (Section 3). We then set out a
developmental framework (Section 4) as a way
of delineating the pathways for social, psycho-
logical, biological, and environmental factors
and the importance of timing for these fac-
tors in the initiation and continuation of health
behaviors through life. The following Section 5
discusses the implications of this approach for
health policies and interventions and we con-
clude with a brief outline of future directions for
research in this area (Section 6).

2 Life Course Epidemiology

A life course approach to epidemiology is
concerned with the effects on health and
health-related outcomes of biological (includ-
ing genetic), environmental, and social expo-
sures during gestation, childhood, adolescence,
young adulthood, and across generations (Kuh
et al, 2003). It specifically investigates how risk
and protective factors across life act indepen-
dently, cumulatively, and interactively. Much of
the interest in life course epidemiology has cen-
tered on chronic diseases (Kuh and Ben-Shlomo,
2004a), such as coronary heart disease, diabetes,
and cancer, but its concepts can also be used
to understand health behaviors (Schooling and
Kuh, 2002). The life course approach to health
behaviors can address a range of questions that
are highly pertinent to the development of health
policy. Does childhood socioeconomic environ-
ment influence the consumption of excessive
alcohol or binge drinking and is this modified
by education and adult socioeconomic position?
Could the link between adverse health behav-
iors and chronic diseases be due to a common
set of factors that affect them both and if so
when should one intervene, and what are the
best ways of avoiding adverse health behaviors?
Do the methods and cost-effectiveness of differ-
ent interventions differ for children and adults?
Would family-based interventions, aimed at pre-
venting adverse health behaviors in all family
members (adults and children), provide the most

cost-effective means of preventing poor health
behaviors and their health consequences (Lawlor
and Mishra, 2009b), or should one go for a pop-
ulation approach that aims to shift the whole
distribution of behaviors in a more favorable
direction? (Rose, 1992).

At the heart of this life course perspective
lies a unique theoretical framework that assumes
and tests for a temporal ordering of exposure
variables and their inter-relationships with the
outcome measure, both directly and through
intermediary (mediating or modifying) variables
(Ben-Shlomo and Kuh, 2002; Kuh et al, 2003).

2.1 Life Course Epidemiology:
Theoretical Models

The underlying purpose of life course epidemi-
ology is to build and test theoretical models that
postulate pathways linking exposures across the
life course to later life health outcomes (Ben-
Shlomo and Kuh, 2002). Given the wide range
of exposures over the life span and the potential
importance of timing and duration, exposures
may affect disease risk in a variety of ways.
Four broad hypothetical life course models that
can operate for exposures acting at different
points across the life course have been proposed
(Fig. 34.1).

The critical period model pays attention to
the timing of an exposure and assumes that the
irreversible changes in body systems that occur
during a particularly vulnerable phase of life,
usually during early development, have impli-
cations on later health (Ben-Shlomo and Kuh,
2002; Kuh and Ben-Shlomo, 2004b). The basic
critical period model, also known as biologi-
cal programming or as a latency model, under-
lies the fetal origins of adult disease hypothe-
sis (Ben-Shlomo and Kuh, 2002). An expanded
version of this model includes the possibility
of the exposures in early life interacting with
later life exposures, thereby either enhancing or
decreasing the risk of chronic disease in later
life; this model can be described as the critical
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Fig. 34.1 Life course causal models. Adapted from Kuh et al (2003)

period with later effect modifiers (Ben-Shlomo
and Kuh, 2002; Kuh et al, 2003). For instance,
the low level of fitness in early adolescence of
extremely low birth weight (<800 g) teenagers
could be due to the interactive effects of pre-
mature birth on the motor system together with
a more inactive lifestyle (Rogers et al, 2005;
Whitfield and Grunau, 2006).

In contrast to the critical period models, the
accumulation of risk model assumes that cumu-
lative insults or exposures during the life course
increase the risk of chronic disease irrespective
of the timing. This idea corresponds to the notion
of allostatic load (Ben-Shlomo and Kuh, 2002)
so that as the number, duration, and severity of
exposures increase, there is a cumulative damage
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to biological systems. Risk exposures may cause
long-term, gradual damage to health in separate
and independent ways (accumulation model with
independent and uncorrelated insults). For exam-
ple, an individual may experience a variety of
unrelated exposures such as being burgled, sub-
sequent death of a child, and finally being made
redundant at work that cumulatively impact on
their pattern of health behaviors.

It is far more common, however, for the
environmental or behavioral insults to cluster
together in socially patterned ways (accumula-
tion model with risk clustering). For example,
low childhood socioeconomic position is asso-
ciated with low birth weight, fewer educational
opportunities, more family stress, inadequate
diet, and passive smoke exposure (Kuh and Ben-
Shlomo, 2004a). Here, understanding the effects
of childhood socioeconomic position by identi-
fying the specific aspects of early physical or
psychosocial environment or possible mecha-
nisms (such as nutrition, infection, or stress) that
are associated with adult disease/behaviors may
provide further etiological insights (Ben-Shlomo
and Kuh, 2002).

The chain of risk model is a special version of
the accumulation model and refers to a sequence
of linked events where one adverse (beneficial)
exposure or experience tends to lead to another,
and so on. For example, smoking will lead to
poor lung function, which in turn will increase
the likelihood of sedentary lifestyle and obesity
leading to heart disease. Here, each exposure in
a chain of risk may not only increase the risk
of subsequent exposure in a probabilistic way,
but they may also have an independent addi-
tive effect on later health. Alternatively, it may
be that only the final link in the chain leads to
the adverse outcome, for instance it is having
the Helicobacter Pylori infection that leads to
gastric cancer (trigger effect) (see Fig. 34.1).

2.2 Critical Period Versus Sensitive
Periods

In life course epidemiology, a critical period
is defined as a limited time window in which

an exposure can have adverse or protective
effects on development and subsequent dis-
ease outcomes (Ben-Shlomo and Kuh, 2002).
Outside this window, there is no excess disease
risk associated with the exposure. A sensitive
period is a time period when an exposure has
a stronger effect on development and hence dis-
ease risk than it would at other times. Critical
periods may be more evident for chronic dis-
ease risk associated with developmental mech-
anisms in biological subsystems, whereas sen-
sitive periods are likely to be more common in
behavioral development (Ben-Shlomo and Kuh,
2002).

2.3 How Do We Disentangle the
Different Life Course Models?

Recently we demonstrated that the critical period
models, accumulation models, the effect mod-
ification models (such the critical period with
later modifier) were each a special case of
the saturated model, which contains the effects
of all possible combinations of the exposure
measures across the life course (Mishra et al,
2009). By comparing the model fit of a set of
nested models – each corresponding to the accu-
mulation, critical period, and effect modifica-
tion hypotheses – to an all-inclusive (saturated)
model, the model that best describes the data
can be selected. As the life course models may
operate simultaneously, this standard approach
to model building can provide a more detailed
understanding of the processes operating across
the life course.

This framework was used on a prospec-
tive British cohort study to investigate life
course models that best described the relation-
ship between socioeconomic position measured
once in childhood and twice in adulthood and
adult BMI (Mishra et al, 2009). This nationally
representative birth cohort study consists of a
socially stratified sample of 2547 women and
2815 men born during 1 week in March 1946
(http://www.nshd.mrc.ac.uk/). There have been
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22 follow-ups of the whole cohort from birth to
the current day, with information about sociode-
mographic factors and medical, cognitive, and
psychological functions being obtained by med-
ical examination and postal questionnaire. We
found that for men, the data supported the critical
period model with those from manual back-
ground, regardless of their socioeconomic posi-
tion in adult life, having higher BMI compared
with those from non-manual background. For
women, there was more evidence to support the
accumulation model, with those spending more
time in adverse social conditions having higher
BMI (Mishra et al, 2009).

2.4 Methodological Challenges
Encountered in Studying the Life
Course

In recent years, there have been developments of
new statistical approaches and epidemiological
thinking in relation to causal models that can be
usefully applied to etiological questions framed
within life course paradigm (De Stavola et al,
2006; Pickles et al, 2007). However, it remains
essential to have an understanding of the biolog-
ical mechanisms underlying the effect of expo-
sures on specific health outcomes upon which to
base the statistical modeling. It is also impor-
tant to consider the potential for confounding,
such as due to exogenous events between time
points and to consider the possibility for reverse
causality, for instance a chronic condition asso-
ciated with high BMI that leads to a lowering
of socioeconomic position from childhood to
adulthood. Regardless of which statistical meth-
ods have been selected – including structural
equations models, path analysis, G-estimation,
and multi-level models – issues of measurement
errors, missing data, survival bias, and confound-
ing factors are inevitable in life course studies
and hence results may still be biased and caution
is required in their interpretation (Ben-Shlomo
and Kuh, 2002).

3 Life Course Perspective on Health
Behavior Models

A number of behavioral change theories have
emerged over recent decades that aim to under-
stand the influences on health behaviors of
both individuals and social groups; why people
engage in unhealthy behaviors; and to inform
the development of behavioral interventions
(Murphy, 2005). Behavior change theories fall
into one of the three broad categories according
to the level of influence where the desired change
is meant to occur, ranging from the theories of
individual health to community-level and related
models (US National Cancer Institute, 2005).

3.1 Individual-Level Models

While disciplines such as health psychology rec-
ognize that an individual’s behavior does not
occur in a vacuum, they tend to highlight the
role of the individual in shaping their own behav-
ior with their personal attitudes and feelings (see
Chapter 2). Specifically, individual-level models,
including the stages of change and health beliefs
models, refer to the readiness and ability of an
individual to adopt healthier behaviors accord-
ing to their characteristics: level of knowledge,
skills, perceptions, beliefs, values, motivation,
levels of self-efficacy (‘Can I do this?’) and
self-esteem (‘Do I deserve to be healthy?’), and
their need for approval from others (Murphy,
2005). Personality traits and genetic predisposi-
tion, such as reticence or a depressive nature, are
also important factors. Although measures that
concentrate on individuals are still the default
mode for many health interventions, from the
life course perspective the individual-level mod-
els should be seen as components embedded
within a broader socioecological perspective
for widespread and sustained behavior change
to occur (Ben-Shlomo and Kuh, 2002). This
approach also prompts the life course researcher
to investigate the early origins of individual atti-
tudes and feelings.
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3.2 Interpersonal Models

These are reflected in the disciplines of soci-
ology, anthropology, and social epidemiology
where the emphasis is placed on the role of social
context in shaping behavior. It recognizes that
an individual’s health behaviors are informed
by the behavior of the other people, particu-
larly family members and peers who can act
as role models. A recent sophisticated network
analysis has shown how mutual friends, spouse,
and siblings all contribute to a person-to-person
social transmission of obesity risk that was unre-
lated to geographic proximity (Christakis and
Fowler, 2007). Other individuals also provide
ideas, advice, assistance, and emotional support,
such as encouragement; equally they may dis-
rupt, discourage, and withhold assistance. The
main interpersonal model is social learning the-
ory that analyses psychosocial influences aris-
ing from the interactions of individual factors,
the social environment, and personal experience.
The life course approach embodies this model,
but in addition emphasizes the timing of factors
and their long-term influence, for instance the
effect of childhood socioeconomic environment
on adult health behaviors (Kuh et al, 2004c).

3.3 Community-Level Models

Public health messages are designed with the
intention of changing the health behaviors of
entire communities or specific groups, rather
than specific individuals. Regulatory and fiscal
measures also apply across society. Community-
level models provide a way to understand
how social systems function and therefore how
communities can be mobilized for change or
at least be supportive of health interventions
(Murphy, 2005). Societal change, such as the
widespread adoption of innovative technology
like the mobile phone, may alter not only the way
communities function but also the way health
messages can be delivered. Again a life course
perspective recognizes that cultural values held

by a community may shift over time or may
vary for community members at different stages
in life, for instance differences in attitudes
and social norms toward alcohol consumption
among young compared with older women and
how these may have altered over the time.

3.4 Ecological Perspective

This brings together the various behavioral dis-
ciplines and their behavioral change models by
recognizing explicitly that influences on health-
related behaviors occur across multiple levels:
individual and interpersonal factors, institutional
or organizational factors, community and soci-
etal characteristics, as well as the factors that
characterize public policy itself. The second key
idea is that reciprocal causation occurs between
individuals and the environment they inhabit:
that behavior both influences and is influenced
by the social environment in which it occurs. If
families spend considerable time watching tele-
vision then it may alter their physical exercise
patterns; if enough families watch television,
then it can provide a medium to deliver targeted
public health messages about exercising more
(US National Cancer Institute, 2005). The eco-
logical perspective captures the impossibility of
understanding an individual’s behaviors without
also considering the social context in which they
live or analyzing group behaviors without appre-
ciating differences among the individuals who
compose the group, and then considering how
these factors interrelate. In epidemiology this has
been referred to as the ‘eco-social model’ where
different levels of organization from the micro to
the macro operate embedded within each other
like Russian dolls or Chinese boxes (Susser and
Susser, 1996a, b). However, like many of the
behavioral change models, this approach does
not address the timing of factors on the devel-
opment of an individual through life. Herein
lies the advantage of the life course perspective,
whereas we have seen the main emphasis is on
the timing and duration of factors and how this
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varies their influence on health behavior in later
life.

The integration of the behavioral change
models within the life course approach can be
illustrated as a series of socioecological contexts
that change over time, as represented by ellipses
at each level: national, community, and house-
hold (Ben-Shlomo and Kuh, 2002). Common
genetic and/or social influences link grandpar-
ents, parents, and children across generations
(see Fig. 34.2). The potential role of house-
hold, neighborhood, and national influences is
illustrated acting across time and across indi-
viduals. For example, adverse neighboring con-
ditions could affect a mother and her child
(A). Similarly national exposures (e.g., wartime
rationing) may be specific to a single popula-
tion cohort (B) or period effects (e.g., economic
recession) may be experienced by all individ-
uals (C). When exploring patterns of health
behaviors and their underlying mechanisms,
the life course approach enables researchers
to concentrate on factors involved with the

initiation and maintenance of health behaviors,
as well as those that lead to their sustained
change. Thus, it can inform policymakers not
only of type and targeting of interventions but
when their timing would be most effective (Kuh
et al, 2004c; Schooling and Kuh, 2002).

4 Life Course Framework for Health
Behavior

A developmental framework is inherent in
the life course approach to health behaviors.
Figure 34.3 shows the hypothesized pathways
from childhood socioeconomic environment to
health behaviors in adult life, influenced by
the various factors at different stages through
life (Kuh et al, 2004c; Schooling and Kuh,
2002). The life course models that under-
pin this diagram help to distinguish between
variables acting through different pathways or

Grand-
parent

parent

offspring

Joint
neighbourhood/community
effects (A)

Period effect acting on all three
generations (C)

Childhood cohort
effect (B)

time

National

Neighbourhood/
Community

Household

Fig. 34.2 Multi-factorial schema representing the integration of the behavioral change models with life course
approach. Adapted from Ben-Sholmo and Kuh (2002)
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Childhood socioeconomic
environment

Adult socioeconomic
environmentEducation

Life transitions and events:
 employment, marriage,
parenthood, illness… 

Health behaviours 
in adult life 

Self image, role models, and
 behavioural capital 

Parents, Siblings, Peers, Fashion, Neighbourhood, Cultural Norms, Health Policy…

Health behaviour in
childhood and adolescence 

Genetic
predisposition 

Fig. 34.3 Developmental life course framework showing the pathways between childhood socioeconomic environ-
ment and adult health behaviors

mechanisms and force one to consider the timing
(critical), duration (accumulation), and tempo-
ral ordering (chains of risk or interactions) of
exposures. These a priori visual box diagrams
can assist with identifying the etiological path-
ways to be modeled and the need to distin-
guish confounders from mediators or modifiers
(Ben-Shlomo and Kuh, 2002). The key elements
of the life course framework on health behav-
iors are defined and discussed in the following
sections.

It is worthwhile clarifying the definition of
socioeconomic environment used here, since the
different approaches to the role of social inequal-
ities on health behaviors reflect the different
traditions in social epidemiology (Kuh et al,
2004c). Socioeconomic position emphasizes the
impact of economic resources and material con-
ditions – it includes measures based on occu-
pation, education, income, or wealth. The alter-
native approach studies health in relation to
social integration and social roles and empha-
sizes psychosocial factors generated by human
interaction (Kuh et al, 2004c). In this framework
the term socioeconomic environment covers any
measure of socioeconomic position or associ-
ated dimension of social inequality, including
social integration and other psychosocial factors.
In practice, we need to distinguish the differ-
ent dimensions of socioeconomic environment

and that there are particular adverse or protective
experiences which vary with social context and
influence later health behaviors.

4.1 Socioeconomic Environment in
Childhood and the Initiation and
Maintenance of Health Behaviors

The framework illustrates the pathways from
childhood to adult socioeconomic environment
and from there the link to adult health behav-
iors. The socioeconomic environment in child-
hood directly constrains that of the adult through
the availability of material wealth and social
resources or via the accessibility to educa-
tional opportunities and other learning expe-
riences. In addition to the ‘health capital’
(the accumulated biological resources inherited
and acquired in early life that determine cur-
rent health and future health potential) (Kuh
et al, 2004c), childhood socioeconomic envi-
ronment also shapes the development of health
behaviors in adolescence, primarily through
impacting on self-image and ‘behavioral capi-
tal’ (discussed in Section 4.6), that can endure
and have long-term effects on adult health
behaviors.
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4.2 Initiation

Growing up in a disadvantaged socioeconomic
environment, where there is poverty, unemploy-
ment, and low parental education, is associated
with the initiation of some adverse health behav-
iors that may be carried through to adult life. In
developed countries children from lower socioe-
conomic families have been found to have a
higher consumption of unhealthy foods, includ-
ing soft drinks, confectionary, and crisps; they
have higher fat intakes and lower consumption
of fruit, vegetables, and fiber (Neumark-Sztainer
et al, 2003; Osler et al, 2008; Riediger et al,
2007; Sweeting et al, 1994; van Lenthe et al,
2001). Results for other health behaviors, such
as physical activity, are less clear (Brodersen
et al, 2007; Salmon and Timperio, 2007). This
may be due to difficulties in obtaining accurate
self-reported data for the type and duration of
activities, which may vary widely for different
socioeconomic groups. For instance, supervised
sports have a considerably stronger socioeco-
nomic differential than unsupervised activities
(Offord et al, 1998). In a large-scale study of
British adolescents, socioeconomic status (SES)
differences in physical activity level were only
seen in girls and not in boys, whereas SES
differentials in sedentary behavior were found
for everyone (Brodersen et al, 2007). Results
from a longitudinal study of US children from
ages 9 to 15 years, where accelerometers were
used to measure physical activity levels, found
that teenagers from low-income families had a
greater rate of decline in moderate-to-vigorous
physical activity (Nader et al, 2008).

For most of the developed world, teenage
smoking is associated with lower parental
socioeconomic status, though this relationship
varies by gender and across culture. In the USA,
although girls from minority groups are more
likely to be less affluent than their white peers,
they are less likely to take up smoking (2006;
Johnson and Hoffmann, 2000). The relation-
ship between parental socioeconomic status and
alcohol consumption in adolescence is also not
clear-cut (Hanson and Chen, 2007; Wiles et al,
2007).

4.3 Maintenance

With respect to the maintenance of health behav-
iors, a number of studies have examined the
extent that childhood socioeconomic status has
a long-term impact on adult behavior, indepen-
dent of socioeconomic status in adulthood. For
instance, after adjusting for current social class
(at age 36), findings from the 1946 British birth
cohort indicate that women from manual class
in childhood were more likely to be a smoker,
remain a smoker, be inactive, and have an
unhealthy diet, but had lower alcohol consump-
tion than women from non-manual backgrounds
(Schooling and Kuh, 2002). However, findings
from other studies are not consistent, possi-
bly due to temporal trends, birth cohort effects,
and eco-social differences between countries
(Brunner et al, 1999; Leino et al, 1999).

4.4 Education

Childhood socioeconomic position greatly influ-
ences educational opportunities and other learn-
ing experiences (Kuh et al, 2004c), though the
size of this effect may vary by culture, coun-
try, and location. Education can have an impor-
tant role in shaping health behaviors, both in
conjunction with and outside of the childhood
socioeconomic status, and often provides an
important setting for the delivery of targeted
health messages. Findings from a number of
studies indicate that the educational characteris-
tics of students, such as having low aspirations,
leaving school at an earlier age, and poor edu-
cational performance are associated with the
uptake of smoking (McDermott et al, 2009;
Tyas and Pederson, 1998), less healthy eating
(Neumark-Sztainer et al, 2003; Sweeting et al,
1994), less physical activity, and more alco-
hol use and binge drinking (Crum et al, 2006,
1998; Sweeting et al, 1994). In contrast, other
findings show that in adolescence the adoption
of healthy lifestyle occurs prior to educational
attainment and suggests that common factors
may be behind the better outcomes in both these
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domains (Koivusilta et al, 2001, 2003) which we
refer to as ‘behavioral capital’ and discuss in
Section 4.6.

In addition, education characteristics have
effects on some adult health behaviors inde-
pendent of childhood and adult socioeconomic
status. In the 1946 British birth cohort, after
adjustment for socioeconomic effects, lower
educational attainment remained strongly asso-
ciated with smoking, less physical inactivity, and
unhealthy diet (low fiber and vitamin C intake),
but was not associated with alcohol consumption
(Schooling and Kuh, 2002). Thus in addition to
the influence of socioeconomic status in adult-
hood, the independent associations of childhood
social class and educational characteristics with
adult health behaviors suggest that attachments
to cultural norms and the effects of psychoso-
cial conditions first experienced in the home
or classroom play a role in the maintenance of
health behaviors into adult life. For example the
ASSIST cluster randomized school-based trial
found that informal peer support from influen-
tial role-model students was associated with a
reduction of smoking (Campbell et al, 2008).

4.5 Tracking from Childhood and
Adolescence into Adult Life

Tracking can be defined as the stability of health
behavior over time or the ‘preservation of rel-
ative position in rank of behavior over time’
(Wardle, 1995) occurring from childhood to
adulthood. Longitudinal studies have shown that
smoking tracks strongly in adolescence and up
until the late twenties (Twisk et al, 1997); find-
ings from other studies indicate that alcohol
use, dietary habits and preferences, and physi-
cal activity (Herman et al, 2008; Ovesen, 2006)
do not track as strongly from adolescence into
young adult life. During adolescence, individu-
als form identity, shaping their values, beliefs,
and morals (Bissonnette and Contento, 2001).
These processes, together with their past experi-
ences in relation to the different health behaviors

and their individualized characteristics such as
gender and socioeconomic position, contribute
to their choice of behaviors. It is therefore not
surprising that behaviors only track moderately
from adolescence to young adulthood. Much
research remains, however, to characterize track-
ing of health behaviors further over adult life.

4.6 Behavioral Capital

Behavioral capital has been defined as ‘the
accumulation of positive individual attributes
such as social competence, decision making and
problem-solving skills, coping strategies, per-
sonal efficacy, self-esteem, attitudes and values
that help the individual remain resilient in times
of adversity or take advantage of talents and
opportunities’ (Schooling and Kuh, 2002). It
involves the kinds of adverse and protective
childhood experiences with short- and possi-
bly long-term effects on behavioral choices and
the underlying mechanisms through which they
may operate. Many of the attributes of behav-
ioral capital are acquired more easily during
child and adolescent development, and while
they may be acquired later, it is often harder
to do so (Hertzman and Wiens, 1996; Kuh
et al, 2004c). Behavioral capital is likely to lead
to healthy behavioral choices throughout life,
either directly or indirectly by influencing many
aspects of adult life that shape adult behaviors.
Furthermore, as many aspects of behavioral cap-
ital affect educational aspirations and achieve-
ment as well as the adoption of health behav-
iors, the relationship found between educational
achievements and health behaviors may reflect
their common origins in behavioral capital (Kuh
et al, 2004c)

4.7 Adult Transitions

There are many transitions in adult life that can
greatly influence health behaviors, such as types
of employment, partnership and marriage, and
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parenting. There is some evidence that spouses
influence each other more with respect to health
behaviors (Ellison et al, 1999; Pyke et al, 1997;
Wood et al, 1997) than parents influence children
or siblings influence each other (Mattocks et al,
2008). For example, in the Family Heart Health
study from the National Heart, Lung and Blood
Institute, familial associations for behaviors –
alcohol consumption, exercise, and smoking –
were strongest for spouses and notably weaker
for parent–offspring and siblings correlations
(Ellison et al, 1999).

5 Implications for Policy

The comprehensive nature of life course epi-
demiology which allows researchers to map
pathways through life that lead to patterns of
health behaviors has major implications for
the development of health intervention policies.
First, the time dimension of the life course
approach highlights the progression of health
behaviors from their initiation to their main-
tenance and their susceptibility to change at
different life stages. As has been described in
Section 2.2, sensitive time periods such as early
in life can provide an opportunity to initiate
beneficial health behaviors. For instance, intro-
ducing children to fruit and vegetables as part
of their regular diet may influence their life-
long dietary choices. Alternatively many adverse
health behaviors are taken up during adoles-
cence, such as smoking, so leading up to this
life stage represents a key period for behavior
modification.

Equally important, a life course perspective
identifies groups of people in their social context.
It can identify the combination of characteristics
in specific sectors of the population that leaves
them at risk of adverse health behaviors, such as
poor diet among people of low socioeconomic
background. Furthermore, the social and envi-
ronmental context in which those behaviors are
more likely to occur may be identified. Thus it
facilitates intervention policy not only to target
at risk groups but to recognize the social context

as an opportunity to change health behaviors, for
instance in the use of role models in schools to
influence adolescent smoking.

All these strands should inform an integrated
approach to health intervention that spans edu-
cation and economic and regulatory incentives.
Policies should recognize that generic interven-
tions have varying levels of effectiveness and
relevance for different parts of the population,
whereas policies targeting particular groups and
in certain social contexts may be applied at
key stages in life (Thomas and Perera, 2006;
van Sluijs et al, 2007). Thus, health behavior
policies should be developed as a systematic
program of sustained interventions in multiple
domains and across the life course. As Berkman
notes, for successful health policies there need
to be acknowledgment of the dynamic interplay
between interventions and the social, economic,
and environmental contexts in which they oper-
ate (Berkman, 2009).

6 Future Research

As the value of the life course approach to health
is increasingly recognized, a number of areas
have emerged as important directions for future
research. With the proliferation of studies on
health behaviors, the field would greatly benefit
from more systematic reviews and meta-analyses
of existing findings, particularly to explore the
potential sources of differences in their results.
Not only would this bring greater clarity to the
understanding of established risk factors, but it
is essential to inform the implementation of new
and current cohort studies so that the right vari-
ables can be measured at the appropriate times
through life (Baird et al, 2009; Flynn et al, 2006;
Oldroyd et al, 2008).

Cross-cohort comparisons provide another
way to add value to the research from existing
studies. Recently there has been a rise in the
numbers of multi-cohort collaborative programs,
such as the Healthy Ageing across the Life
Course (HALYCON) collaborative research pro-
gram (www.halcyon.co.uk). This brings together
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nine UK cohort studies for meta- and pooled
analysis to investigate how factors such as early
development, lifetime health, and personality
and nutrition influence indicators of healthy
aging. By utilizing cross-cohort comparisons,
one is able to detect whether determinants of
health behaviors are replicated across cohorts
and this may provide clues on the mechanisms
at work. If applied to studies from different
countries, it would either provide immediate
cross-validation of research findings at an inter-
national level or establish which determinants
vary according to factors such as country of
residence, ethnicity, age, and cohort.

Family-based studies are also seen as another
way of extending the range of data collected
in life course research that can be used to
investigate underlying mechanisms (Lawlor and
Mishra, 2009a). Further to the previous sections,
findings indicate that family can play a crucial
role in determining health behaviors (Gilman
et al, 2009; Simonen et al, 2002; Vink et al,
2003). Life course epidemiology is interested
in three ways in which a family can influence
health or health behaviors: (1) by the transfer or
sharing of biological, environmental, and social
factors across the generations; (2) detailed stud-
ies of family influences could help to understand
the importance of timing of exposures as each
family member may exert their impact on an
individual’s health in varying degrees at differ-
ent times in the life course; and (3) comparing
the relationships within and between different
family members can help to clarify the mech-
anisms underlying associations in life course
studies and help determine causality (Lawlor and
Mishra, 2009b). The last decade has seen a rise
in the number of studies that support evidence
of genetic effects on smoking, drinking, and
physical activity (Ginter and Simko, 2009; Maes
et al, 2004; Warden and Fisler, 2008). Biologists
suggest that the epigenetic alterations early in
life due to stress can have a lifelong lasting
impact on gene impression and thus on the phe-
notype, including susceptibility to disease (Szyf,
2009). The use of family-based studies such as
the intergenerational studies, sibling studies, and
twin studies can help to disentangle the role

of genetic factors from shared and non-shared
environments.

7 Conclusion

The life course epidemiology approach has
many implications, both from current findings
and from the possibilities embodied in future
research, for the development of effective health
policy that moves beyond considering the type
of intervention to focus on their targeting and
timing. It provides the evidence base that allows
policymakers to move toward a systematic and
comprehensive program of interventions that
address the influences on health behavior and
disease across the life span.
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Chapter 35

Prenatal Origins of Development Health

Christopher L. Coe

1 Introduction

The difference between two radically different
destinies often reflects disarmingly small varia-
tions in timing and circumstance.

(Shaywitz and Melton, 2005)

A central tenet of behavioral medicine and health
psychology is that stable features of an individ-
ual’s personality, behavior, and physiology are
important determinants of good health and can
influence risk for disease. Assuming this view
is correct, a logical corollary is that we need
to learn more about the origins of these trait-
like characteristics. For a long time we have
looked to early rearing conditions as one means
to explain how environmental conditions ‘get
under the skin’ and begin to create physiolog-
ical and behavioral biases. That large body of
research on the persistent effects of ‘early expe-
rience’ has been very helpful in accounting for
why one individual remains healthy and another
deviates toward illness later in adulthood (Chen
et al, 2007; Danese et al, 2007). Diet, pathogen
exposure, and quality of parenting during child-
hood will always be very influential factors
to take into consideration, but it has become
increasingly evident that another significant part
of the story starts earlier during the prenatal
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period. Today, there is substantial evidence from
both human studies and animal models docu-
menting that the antecedents of physiological
regulation are laid down during fetal develop-
ment (Bateson et al, 2004). At this immature
stage, the developmental course of the fetus is
also quite malleable and subject to considerable
influence by maternal well-being and other con-
ditions during pregnancy. As conveyed in the
quotation above, seemingly small changes so
early in development can result in large effects
on later outcomes.

This new perspective on the far-reaching ram-
ifications of the prenatal period is often cap-
tured by the shorthand ‘prenatal programing’
(Hodgson and Coe, 2006). That is a reason-
able designation when it can be shown that
there are lasting effects on the regulatory set
points for a physiological system or behavioral
process. In other instances, it may be more
appropriate to use a different term, such as
‘teratogenic,’ to describe a specific pathogenic
effect of a drug, environmental toxicant, infec-
tion, or hypoxic event during pregnancy (Rees
et al, 2008). The myriad findings on terato-
gens that can perturb fetal development equally
highlight the critical importance of in utero con-
ditions for later health. There is another large
category of more moderate influences on fetal
development that should probably be grouped
under a different heading, such as ‘transforma-
tive.’ These alterations do not push the young
infant out of the normal range into the realm
of developmental disabilities, nor do they result
in a fundamental re-organization of the regu-
latory programs, but they still may change the
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course of events. For example, in animal stud-
ies it is not uncommon to find that the offspring
from experimentally manipulated pregnancies
are more emotional and behaviorally reactive
when tested under challenged conditions, while
still appearing to be normal in the undisturbed
state (Fortier et al, 2007; Shi et al, 2003). Here
one sees a transactional effect – a synergis-
tic interaction between genetic factors, matura-
tional processes, and environmental context –
serving to create unique individual propensities
and foster population variation in behavior and
physiology.

Tracing the beginnings of the developmen-
tal trajectory back into the prenatal period is
not new. Researchers have known for nearly a
century that many important steps involved in
sexual differentiation are completed before birth.
Certainly, the sculpting of reproductive anatomy
has been achieved by term, accomplished to a
large extent by mid-gestation in humans (Swain
and Lovell-Badge, 1999). Extensive animal stud-
ies and clinical observations of people with
endocrine anomalies have shown further that
these processes are initially very susceptible to
influence by the hormonal milieu in which the
fetus develops (Abbott et al, 2005). In now
classic studies with rodent and primate species,
genetic female fetuses were exposed to andro-
genic hormones and thereby altered to look like
male infants by birth (Goy et al, 1988a). More
important for the take home message of this
chapter, their behavior continued to be mas-
culinized into adulthood (Goy et al, 1988b). In
some species, even the menarcheal age for the
androgen-exposed females was shifted toward
the later pubertal age of males, suggesting that
the neuroendocrine zeitgebers that will con-
trol adult reproduction are programed in utero
(Whalen and Luttge, 1971; Wood et al, 1995).
These prenatal influences on reproductive biol-
ogy illustrate how long-term developmental tra-
jectories can be set in motion, upon which
the postnatal environment then acts (Wallen,
1996). With respect to gender differences in
human behavior, the initial predispositions evi-
dent in childhood ultimately become substan-
tiated via an overlay of familial values and

cultural expectations about sex-typical norms
(Berenbaum, 2006).

One can also look to the field of behav-
ioral teratology for other compelling examples to
demonstrate the significance of the fetal period.
A widely known example is the fetal alcohol
syndrome (FAS) (Jones and Smith, 1973). It
has been definitively established that the normal
development of the skeleton and brain can be
compromised if a gravid female consumes high
levels of alcohol during pregnancy (Guerri et al,
2009). Fetal exposure to alcohol can also result
in irreversible deficits in emotionality, learning
ability, and later school performance (Sampson
et al, 1997). In addition, other aspects of a preg-
nant woman’s behavior, such as poor diet, lack
of exercise, and smoking, can affect fetal devel-
opment, albeit not as severely as after exposure
to a major teratogen (Fig. 35.1). In the case of
smoking, the effects seem to be mediated primar-
ily via alterations in blood flow to the placenta
and a reduced delivery of oxygen (Spira et al,
1977), processes that are important in account-
ing for other challenges to pregnancy, including
after stressful life events and emotional distur-
bance. FAS and the adverse effects of placental
insufficiency and fetal hypoxia are just three of
many examples supporting the general conclu-
sion that maternal factors during pregnancy and
the quality of the uterine environment matter
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Fig. 35.1 To understand how positive and negative fac-
tors influence fetal development, one has to consider
a three-compartment model, including maternal, utero-
placental, and fetal processes. The placenta is a key link
because of its critical role in hormone synthesis and
nutrient and oxygen delivery during pregnancy
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(McFarlane et al, 1996; Yager and Ashwal,
2009).

Viewed collectively within the larger context
of the many effects of maternal diet and environ-
mental pollutants on the rapidly growing fetus,
one can begin to appreciate the potential signif-
icance of these findings for behavioral medicine
researchers (Birnbaum, 1995). Even in a study
exclusively focused on adults, it is important to
at least reflect on the possible origins of their
behavior or illnesses much earlier in develop-
ment. When trying to account for variation in
health at the population level, the maternal–fetus
relationship is an especially influential factor to
consider. One just has to point to the strong
associations found between low socioeconomic
status and the prevalence of premature delivery
and low birth weight infants (David and Collins,
1997; Kleinman and Kessel, 1987). In the United
States over 12% of infants are born premature,
and more than 8% are below 2500 g (Centers
for Disease Control, 2000). An increased like-
lihood of adverse pregnancy outcomes and fetal
growth restriction are major contributors to the
health disparities that accompany poverty.

The surge of current research on prenatal
programing was stimulated in large part by epi-
demiological studies that first implicated fetal
growth patterns and birth weight as early risk
factors for the later occurrence of several adult
diseases. For every kilogram decrease in birth
weight, there will be an increase in mean adult
blood pressure (Huxley et al, 2002). But before
discussing the relationship between birth weight
and the likelihood of succumbing to diabetes and
cardiovascular disease, let’s consider the logic
of such linkages from an evolutionary point of
view.

2 Maternal Investment and Fetal
Priming Within an Evolutionary
Framework

To appreciate why it might be advantageous
for the fetus to be responsive to maternal state,

rather than to entirely buffer the fetus behind an
impervious placental/uterine barrier, it is infor-
mative to discuss a few zoological examples.
Our story did not begin with humans or even
mammals and viviparity. We know from obser-
vations of egg-laying species that environmental
conditions during incubation can be extremely
influential. Ambient temperature affects not only
the rate of development, but can even change the
sex of the developing fetus in some oviparous
fish and reptile species (Crews and Bull, 2008).
Among birds, the egg-laying female will often
vary nutrient and hormone concentrations across
her clutch on the basis of the sequential order
in which the eggs are laid (Cariello et al, 2006;
Royle et al, 2001). Other important lessons about
the extent of flexibility in fetal development
can be garnered from the marsupial species.
They have an extremely short gestation and a
joey is born essentially midstream in the fetal
state, continuing the rest of its maturation on the
nipple within a pouch. These transitional ani-
mals include the wallabies and kangaroos with
females that can have three offspring simulta-
neously, each in a different maturational stage.
She can maintain one embryo in her reproductive
tract in arrested diapause (or signal it to implant),
while at the same time controlling the rate of the
joey’s growth within the pouch by varying the
nutrient quality of her milk (Trott et al, 2003).
She can further modify the lipid composition and
caloric level in one nipple for this immature joey
and in her second nipple for the larger infant
already mobile and spending most of its time
outside the pouch.

Given these examples from reptiles, birds, and
marsupials, it is perhaps not too surprising to dis-
cover that uterine conditions continued to matter
in the eutherian mammals, including ourselves.
In fact, as the period of internal development
became more extended, there was even greater
opportunity for maternal factors and experiential
events during pregnancy to shape the course of
fetal maturation (Kaiser and Sachser, 2009). In
addition, the placenta evolved to become more
invasive and to facilitate more intimate support
and communication with the fetus (Wildman
et al, 2006). Among the species that have a
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hemochorial placenta, which includes the mon-
keys, apes, and humans, the barrier between
maternal and fetal blood is considerably reduced,
allowing for a ready exchange of proteins and
even the periodic crossing of cells (in contrast
to the greater separation that occurs with the
epitheliochorial placenta of farm animals and
prosimians).

To appreciate the implications of these types
of evolutionary trends for pediatric health, one
can look to the progressive changes in how anti-
body is transferred across the placenta from
mother to the infant. Most mammalian species
with altricial young provide maternal antibody
primarily in breast milk postnatally. However,
the higher primates including humans largely
transfer immunoglobulin G (IgG) prenatally via
the placenta before birth (Coe et al, 1994). This
important immune process confers passive pro-
tection against bacteria and viruses encountered
previously by the mother, enabling the infant to
evade disease and to not have to produce sub-
stantial amounts of its own antibody for several
months after birth. The immunoglobulin found
in human milk is predominantly of the IgA class
and functions instead to coat the mucosal sur-
faces of the baby’s oral cavity and gut, very
distinct from the prenatal bolus of IgG convey-
ing a memory of prior pathogens encountered
previously during the mother’s life.

Along with the placental transfer of anti-
body, there is also a transmission of many anti-
genic proteins, a second process that becomes
important to appreciate when trying to under-
stand why some human babies are born already
sensitized to food allergens and plant pollens
(Liobichler et al, 2002). The fetal response to
these proteins that become embedded in placen-
tal tissues or transfer into the fetal compartment
helps one to predict which infants will go on
to develop atopic dermatitis and asthma. Less
frequently there may also be some problematic
antibody from the mother transferred as well,
which can result in maternal–fetal incompati-
bilities. One example is the maternal immune
reaction against paternal antigens on fetal cells,
such as to Rhesus factor. Another hypothesized
problem is the transfer of maternal antibody that

reacts against the maturing brain tissue in the
otherwise healthy fetus, which has been postu-
lated as a putative cause of some types of autism
(Braunschweig et al, 2009; Singer et al, 2009).

From the vantage point of evolutionary biol-
ogy, one can argue further that some degree of
maternal regulation over fetal development is for
the most part beneficial, providing the mother
with control over her investment and reproduc-
tive success. Under extreme conditions, includ-
ing high levels of stress or following viral and
bacterial infections, some species respond by
embryo resorption, miscarrying, or even sacrific-
ing a more mature fetus via premature delivery.
Within the animal kingdom, even this fetal loss
seems to serve an adaptive purpose, permitting
the female to rear other viable offspring at opti-
mal times when the chances of raising an infant
to adulthood would be more successful. In fact,
if one closely reads articles on pregnancy in
mice and rats, it is not uncommon to see such
compromises made within a single litter. After
a stressful experimental manipulation or viru-
lent infection, the gravid female often reduces
her litter size (Fatemi et al, 2008). A vestige
of this type of selection process may carry-over
as a legacy to our own species, when one con-
siders that bacterial infections during pregnancy
or in the placental tissue (e.g., chorioamnionitis)
are still major risk factors for premature delivery
(Hiller et al, 1995). In fact, a rise in proinflamma-
tory cytokines, especially tumor necrosis factor
(TNF), in the third trimester is a major cause
of prematurity (Rigo et al, 2004). In the clini-
cal literature, high blood levels of TNF are one
of the more sensitive diagnostic biomarkers of
obstetrical risk (Menon et al, 2006).

It is important to emphasize that this com-
munication between mother and fetus is bidi-
rectional with an equivalent number of benefits
from the fetal perspective. Many physiological
changes that occur in a gravid female are actually
induced by the placenta and fetus, such as the
markedly increased estrogen and progesterone
in maternal circulation that sustains the preg-
nancy. In the case of estrogen, the placenta is
the primary source of the elevated hormone lev-
els, not the mother’s ovary, and the precursor
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of the placental estrogen in humans and other
primate species is the dehydroepiandrosterone
(DHEA) produced by the fetal adrenal (Rainey
et al, 2004). Thus, it makes sense that the fetus
should be responsive to feedback signals about
hormone levels from the maternal compartment.
Moreover, the fetus is not just a passive recipi-
ent of resources from the mother. Receptor levels
on the placenta can be adjusted, as evinced
by the placental Fc receptors for IgG, which
increase during the final month of pregnancy and
actively accelerate the transfer of maternal anti-
body (Coe et al, 1993). Even more dynamically,
when a fetus is confronted with a low level of
iron transfer during an anemic pregnancy, the
transferrin receptors on the placental surface are
upregulated, which serves to enhance the bind-
ing of iron in the mother’s blood stream (Rao
and Georgieff, 2002; see also Fig. 35.4). Finally,
another benefit to the fetus of being responsive
to environmental and maternal cues is that many
of its maturing physiological systems, includ-
ing the brain and immune system, require some
priming to develop appropriately. In a real sense,
they should already be thought of as ‘learn-
ing systems,’ even during the fetal period. The
information crossing the placenta presages what
will be experienced in short order when the
neonate encounters the postnatal world. In this
way, the infant has already taken important steps
in preparing to appropriately pace its growth rate
and regulate its energy expenditure in keeping
with the likely acquisition of nutrients (Wintour
et al, 2003).

3 The Link Between Birth Weight
and Later Health

Any review of prenatal programing must begin
with due recognition of the pioneering contri-
butions of Dr. David Barker. He and his col-
leagues conducted the first large-scale epidemi-
ological studies that systematically documented
the strong associations between birth weight
and adult disease (Barker, 1998). Their analyses
showed that in both industrialized countries of

northern Europe and rural regions of India, there
is a high concordance between the geographic
patterns and historic trends in birth weight and
the prevalence of cardiovascular, respiratory dis-
ease, and type 2 diabetes. Infants born premature
or very small had long been known to be at
greater risk for many diseases, but the Barker
papers provided compelling evidence for a more
general association across the full continuum of
weight in full-term babies and the extent of risk
for adult disease later in life.

While evident at the population level for
infants of all sizes, the influence of birth weight
is certainly most pronounced in those born
small-for-gestational age (SGA) (Dunger and
Ong, 2005). Moreover, a number of researchers
have argued further that there is added signifi-
cance if a baby evinces signs of asymmetrical
somatic growth, born with a relatively large head
and a stunted body (Fergusson et al, 1997). The
lack of proportionality in the lower body may
connote an acute period of deprivation late in
pregnancy, beyond just the slow growth sus-
tained across the entire pregnancy, which would
result in a small, but more symmetrical baby. A
similar interpretation about the significance of
asymmetry has been proposed when the placen-
tal size is relatively large with respect to a baby’s
low weight, suggesting a compensatory increase
in response to a compromised pregnancy.

Analyses of neonatal appearance and fetal
growth restriction following a period of under-
nutrition or placental insufficiency during preg-
nancy heralded what has become known today
as the ‘thrifty phenotype.’ That is, when con-
fronted with limited resources during pregnancy,
the developing fetus re-programs its growth rate
and metabolism in a manner that will facili-
tate adaptation to further nutrient shortages after
birth. Assuming that the prenatal prophecy is
correct, such a shift toward a slower growth rate
could be advantageous for the baby presenting
with a thrifty phenotype. Perhaps enabling it to
survive in an adverse world by maximizing the
uptake and efficient use of limited nutritional
resources.

However, if subsequently there is a mis-
match and the growing child now has abundant
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resources, the altered metabolism and coveting
of nutrients can result in a propensity for obesity.
Such a scenario sometimes occurs after adop-
tion of a young infant from an impoverished
setting to an affluent country. These children are
then at greater risk for becoming overweight and
developing the metabolic syndrome with glucose
intolerance and atherogenic dyslipidemia and are
more prone to cardiovascular disease. Clinical
tests indicate that these individuals also have
prothrombotic and proinflammatory profiles. In
addition to the human studies supporting this
line of reasoning, numerous reports on rodent
and sheep models have begun to delineate the
hormone mechanisms and metabolic pathways
accounting for these long-term effects (Murphy
et al, 2006; Wintour et al, 2003). These experi-
ments indicate that the physiological programing
includes changes in the kidney, with decreases in
nephron number and/or size, which contribute to
the later hypertension in adulthood (Moritz et al,
2009).

Beyond the obvious relevance for many
regions of the world where food supplies are
inadequate for pregnant women, these obser-
vations have proven to be germane to under-
standing long-lasting changes in population
health after acute periods of deprivation dur-
ing wars and environmental disasters. The best-
documented example is certainly the decade-
long effects of the Dutch Hunger famine in 1944
when the Netherlands was subjected to extreme
food rationing during World War II (Ravelli et al,
1976). Food intake for many pregnant women
was reduced to 500–800 calories per day for
several months. When the deprivation occurred
late in gestation, the neonates were of smaller
size and grew up to be at greater risk for obe-
sity and diabetes (Ravelli et al, 1998). For the
pregnant women who experienced food restric-
tion earlier in pregnancy and subsequently had
access to a better diet, their babies were born
at a larger size, but continued to be more likely
to develop cardiovascular disease by 50 years of
age (Roseboom et al, 2000).

Beyond the impact of stunted fetal growth
during periods of social strife and turmoil,
it is known that even under normal circum-
stances, infants who are born small and then

undergo a period of rapid postnatal growth also
have distinctive physiological profiles. This type
of catch-up growth has the additional effect
of placing high demands on iron reserves,
increasing the likelihood of the infant becom-
ing anemic during the first year of life (see
Section 8 on risk factors for iron deficiency
anemia).

While most clinical attention has been
focused on premature and SGA babies, there
is a complementary literature indicating that
excessive fetal growth can present a different
set of problems. With large-for-gestational age
babies (LGA), there is a significant increase in
obstetrical complications and need for caesar-
ian delivery (Gregory et al, 1998). In addition,
these infants are more likely to continue on
the path toward obesity during childhood and
adulthood, especially after diabetic pregnancies
(Law et al, 1992). Longitudinal studies show
they are predisposed to have poorer glucoregu-
lation and to develop type 2 diabetes as adults.
Here too, basic science studies in animals have
provided considerable support for these asso-
ciations and revealed several critical mediating
pathways linking accentuated growth rates and
later disease. For example, pregnant dams fed
a high caloric diet will gestate offspring with
a distinctive insulin response and altered pan-
creatic size and renal functioning. In addition,
providing young rat pups with a period of over-
nutrition right after birth changes how their
leptin and thyroid hormones are regulated in a
manner that will permanently alter appetite and
energy metabolism into adulthood (Rodrigues
et al, 2009).

Obesity early in life thus seriously increases
risk for many ailments, but especially for the
Big Three: metabolic syndrome, diabetes, and
cardiovascular disease. It is perhaps less well
known that large babies and overweight chil-
dren are also more likely to develop allergies
and asthma (Pekkanen et al, 2001). In fact, if
one were to compare the odds ratios of devel-
oping asthma in small neonates versus in large
babies over 10 pounds, the greater pediatric con-
cern would have to be for the bigger infants,
especially in the heaviest ones gestated beyond
40 weeks postconception.
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4 Prenatal Antecedents of Allergies
and Asthma

While fetal growth is manifest clearly by infant
size at birth, prenatal influences on other physi-
ological systems are also occurring but are less
overtly evident. For example, there is extensive
evidence documenting the significance of prena-
tal priming for the developing immune system. It
includes fetal exposure to allergens, which has a
special relevance to pediatric medicine because
it may contribute to the rising incidence of aller-
gies and asthma worldwide. Although the pla-
centa is usually an effective barrier that blocks
the transfer of viruses and bacteria and keeps the
fetal compartment sterile, the immune system
actually starts to develop and become functional
early in gestation. By 2 months after conception,
the fetus has lymphocytes that can respond and
proliferate. By mid-gestation, analyses of cell
subsets in cord blood indicate the presence of
activated T cells (Devereux et al, 2001; Warner
et al, 2000). Some of this cellular activation is
likely due to reactions to food proteins, such as
ovalbumin and ß-lactoglobulin (Liobichler et al,
2002). Even some airborne allergens may reach
the placenta via the mother. In addition, cer-
tain allergens, such as cat dander, can be pulled
across the placenta as a conjugated complex
with the IgG antibody (Casas and Brjorksten,
2001). In keeping with this evidence for fetal
exposure to environmental allergens, analyses of
cord blood from neonates across the year have
documented that their cellular responses track
seasonal variation in grass and tree pollen levels
(Piccinni et al, 1993; Van Duren Schmidt et al,
1997).

As can be seen in Fig. 35.2, clinical aller-
gists now believe that the initial biases toward
atopic disorders and asthma begin before birth
(Jones et al, 2000). Maternal exposure to aller-
gens, tobacco smoke, and pollution increases the
risk that infants will wheeze during the first year
of life and subsequently develop asthma by 3–4
years of age. Early warning signs of being prone
to atopy can often be detected in cord blood. Two
neonatal indicators are (1) the presence of ele-
vated levels of IgE, the antibody class associated

with allergies and (2) a response bias toward
Th2 cytokines when their mononuclear cells are
stimulated in culture. If there is a high produc-
tion of certain cytokines, such as interleukin-
5 (IL-5), and relatively low levels of IL-12
and interferon-gamma, it is indicative of a Th2
cytokine or atopic profile. This type of infant is
more likely to become asthmatic if subsequently
exposed to a rearing environment with cock-
roaches, air pollution and second hand cigarette
smoke, or opportunistically infected with rhi-
noviruses on a repeated basis, or subjected to
chronic familial stressors (Chen et al, 2007).
Yet one more example that in utero and mater-
nal factors influence the propensity for allergies
is that a woman’s parity status also affects the
levels of IgE found in the neonate. While the
first child of a woman who has allergies herself
will be born with high IgE, the antibody levels
in her next infants will then decline progres-
sively with each subsequent birth (Karmaus et al,
2004).

While these associations between prenatal
conditions and pediatric allergies may suggest
prenatal stimulation is mostly bad, we have
also come to realize that the immune sys-
tem must normally rely on early priming to
mature correctly. A total absence of antigenic
exposure would result in even more aberrant
immune responses. The consequences of under-
stimulation can be readily seen in animals reared
in the unique conditions of the gnotobiotic lab-
oratory, where they live in sterile conditions
without bacteria. Not only does their lymphoid
tissue develop abnormally, they fail to establish
normal mucosal immune responses, which then
undermine the competent maturation of systemic
immunity. In addition, even the basic structure
of their gut anatomy becomes abnormal in the
absence of the resident gastrointestinal micro-
biota. Our awareness that some level of antigenic
stimulation is critical during infancy has led to
the formulation of an alternative idea that may
seem counterintuitive: the ‘hygiene hypothesis’
of pediatric illness (Liu and Murphy, 2003). It
proposes that there are some adverse unintended
consequences of the modern rearing environ-
ment, which is now too clean and pathogen
free.
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Fig. 35.2 Many infants that develop allergies and
asthma are already predisposed toward atopic conditions
at birth. Prenatal exposure to allergens, prematurity, and

being small or very large at birth are among the many fac-
tors that affect how a neonate will respond to the rearing
environment and to respiratory infections

If over the course of many millennia, the
immune system had become selected to rely on
antigenic priming, a child may not be able fully
achieve normal immune competence without
some exposure to viral and bacterial pathogens.
Now that we have vanquished so many of the
common parasites and infectious pathogens to
which humans used to be exposed, our chil-
dren today grow up in a more germ-free and
hygienic world than ever before. It could help
to explain why increasing numbers of people
worldwide now seem to be over-reactive to
formerly benign food antigens and plant pol-
lens. Specifically, lymphoid cells such as the
eosinophil, which are the ones that responded
to microfilaria worms and protozoan parasites
like malaria, now may be redirected toward other
environmental stimuli.

We still have much to learn about how
prenatal conditions set the stage for subsequent
reactions during early encounters with the
postnatal world (Salk et al, 1974). Our laboratory
investigated some of these questions in a primate
model and demonstrated that disturbances of
pregnancy affected many immune responses in
infant rhesus monkeys (Coe et al, 2007). Some
immune abnormalities were evident already

at birth; others emerged as the infant monkey
developed across the first year of life. For
example, the infants established atypical profiles
of gut bacteria, with lower concentrations of
beneficial Lactobacilli and Bifidobacteria, when
generated from stressed pregnancies (Bailey
et al, 2004). In turn, with reduced numbers of
the protective microbiota, the infants were more
vulnerable to enteric pathogens like Shigella
and Campylobacter, two diarrhea-causing
bacteria, especially during the subsequent
stressful event of weaning (Bailey and Coe,
1999).

5 Challenges to Fetal Well-being:
Maternal Stress

Much of the research on the prenatal origins of
health emanates from an interest in investigating
the long-term effects of maternal stress during
pregnancy (Wadhwa et al, 1993). The concerns
can be grouped in two related categories: (1)
obstetrical ramifications, especially with regard
to the likelihood of premature birth and deliv-
ery complications and (2) pediatric health issues
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with respect to the long-term physiological and
behavioral functioning of the offspring (LaPlante
et al, 2008; Reynolds et al, 2001). The worse
case scenario is obviously fetal loss. In litter-
bearing animals, it is not uncommon to see
a reduction in fertility and fecundity, reflected
in smaller litter sizes following stressful con-
ditions, maternal infection, and sepsis. Even in
humans, bacterial infections, including the rel-
atively common diagnosis of bacterial vaginosis
(BV), have been implicated as a major risk factor
for premature delivery. In fact, maternal stress
during pregnancy may aggravate a propensity for
BV, which in turn becomes the specific gyne-
cological factor contributing to a deleterious
outcome (Culhane et al, 2001).

The likelihood that psychological stressors
by themselves can result in premature deliv-
ery and obstetrical complications are less clear.
Domestic violence, which sadly has been
reported to occur in 4–8% of pregnancies, and
up to 26% in some surveys, has been linked with
increased morbidity, including a greater likeli-
hood of hypertensive conditions like eclamp-
sia and need for assisted deliveries (Cokkinides
et al, 1999; Gazmararian et al, 1996; Newberger
et al, 1992; Petersen et al, 1997). But the level
of risk following other types of stressful events
is more variable and nuanced (Hedegaard et al,
1996). For example, following an earthquake in
southern California, a shortened gestation was
more likely when the earthquake occurred dur-
ing the first trimester, but it was less stress-
inducing without deleterious consequences for
women when they were further along in the preg-
nancy (Glynn et al, 2001). In contrast, pregnant
women were found to have a slightly longer ges-
tation if they lived or worked in proximity of
the World Trade Center on September 11, 2001
(Berkowitz et al, 2003; Engel et al, 2005). Their
babies were also born with smaller head circum-
ferences, which might implicate a slowing of
fetal growth as one contributing factor for the
prolongation of pregnancy.

The literature on stress and pregnancy has
been more consistent in animals and is replete
with examples demonstrating that stressful
events can definitely impede fetal development,

with many long-lasting ramifications after birth
(Weinstock, 1997). The experimental manipu-
lations used to evoke stress range from immo-
bilization or arousing sensory stimuli in rodent
models to stressful husbandry conditions in farm
animals and social aggression in primates. Even
when gestation length and infant birth weight
are not affected, many alterations in the infant’s
behavioral and physiological functioning have
been described (Coe et al, 2007). The off-
spring from stressed pregnancies often appear to
be more behaviorally and emotionally reactive.
Thus, when challenged, they continue to mani-
fest larger behavioral and hormonal responses to
stressful events. In rats and mice, the secretion
of hypothalamic–pituitary–adrenal hormones is
typically greater, and increased HPA activity
often persists into adulthood (Koehl et al, 1999).
Basal levels of adrenal hormones are more typ-
ically reported to be normal in primates, but
there may be alterations in the diurnal hormone
rhythm or an altered negative feedback, which
results in protracted cortisol responses once acti-
vated. Many effects of prenatal stress on brain
development have also been described in ani-
mal studies (Welberg and Seckl, 2001). Brain
regions sensitive to stress, such as the hippocam-
pus, are often found to be smaller (Lemaire et al,
2000). Similarly, the monoamine neurotrans-
mitter pathways are vulnerable. Baseline levels
of norepinephrine and serotonin are frequently
lower in offspring from stressed pregnancies.
Disturbances of dopamine-related neurobiology
have also been implicated as one reason for the
greater emotional reactivity in animals gener-
ated from stressed pregnancies, especially with
regard to explaining behavioral predilections to
consume alcohol or to find addictive drugs more
rewarding.

Figure 35.1 illustrated a number of the phys-
iological pathways known to account for these
effects of maternal stress and infection during
pregnancy. Especially with regard to stress, it
is not too surprising that most researchers have
chosen to specifically investigate the glucocor-
ticoids and have often concluded that it is the
higher maternal level of adrenal hormones that
overwhelms the fetus (Koehl et al, 1999). Much
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of the cortisol in fetal blood is derived from
the mother, at least through mid-gestation (Gitau
et al, 1998; Kajantie et al, 2003). Thus, it seems
reasonable to postulate that the excessive trans-
fer of adrenal corticosteroids is a major mediator
of negative effects. It can hamper growth and
protein synthesis, with many adverse effects on
the immature brain and immune system (Munck
et al, 1984). In rodent studies it is often pos-
sible to mitigate these effects of stress, and
even to nutritional challenges during pregnancy,
by removing the mother’s adrenal glands or
by pharmacological blockade of the actions of
corticosteroids (Langley-Evans, 1997).

Nevertheless, there is some reason to temper
the conclusion that increased HPA activity is the
exclusive mediator of the effects of gestational
stress. Under normal circumstances, the placenta
has an excellent biochemical mechanism in place
to limit the harmful effects of maternal cortisol,
which is 11ß-HSD2, an enzyme that can convert
cortisol to the less bioactive cortisone (Seckl,
1997). While the protection afforded by this bar-
rier enzyme can be overwhelmed when cortisol
levels get very high, it likely functions effec-
tively when cortisol remains within the normal
range (Campbell and Murphy, 1997). There is
now considerable interest in what types of events
or other hormones might lower 11ß-HSD2 and
thereby reduce the buffering benefits it affords.
On example is elevated catecholamine levels,
which presumably would occur simultaneously
in a stressed or hypoxic state.

Delineating all of the major pathways will
always be challenging because three com-
partments must be taken into consideration:
maternal, utero/placental, and fetal. Many phys-
iological systems also function quite differ-
ently during pregnancy. One especially inter-
esting hormone change is the dramatic rise in
corticotrophin releasing hormone levels (CRH)
(Wadhwa et al, 1997). In higher primates and
humans, it is no longer secreted just from
the hypothalamus, but is now released directly
into circulation by the placenta. Placental CRH
seems to have acquired a major role in determin-
ing the timing of parturition and rises progres-
sively during the third trimester (Smith, 1999).

However, if elevated to high levels earlier in ges-
tation, it is a warning sign that the pregnancy will
not go to full term (Wadhwa et al, 2004). CRH
levels can also increase as a consequence of
maternal stress, probably because placental CRH
activity does not have the typical negative feed-
back relationship with cortisol release. During
pregnancy, placental CRH will actually be stim-
ulated by cortisol. Thus, stressors that activate
the mother’s adrenocortical axis will augment
the secretion of CRH.

6 The Mixed Blessing of Antenatal
Corticosteroids

An additional reason for so much interest in the
potentially adverse effects of corticosteroids on
the fetus is its common use in clinical prac-
tice when babies are born premature (Merill and
Ballard, 2001). Given the concerns about excess
fetal exposure to maternal cortisol, it may seem
paradoxical that one of the more important trans-
lational findings from animal research to clinical
practice was the seminal finding that antena-
tal corticosteroid treatments are very beneficial
in quickly advancing lung maturation (Liggins,
1969). Experiments in sheep showed that rising
cortisol levels in the ewe signal the impend-
ing parturition and simultaneously accelerate
the production of lung surfactant in the imma-
ture fetal lamb. The benefits for improving air-
way functioning in premature infants were soon
extended to humans (Liggins and Howie, 1972).
While these findings revolutionized the treat-
ment of neonatal respiratory distress syndrome,
reduced the likelihood of intraventricular hem-
orrhage and facilitated the management of very
premature infants in the Neonatal Intensive Care
Unit, there have continued to be some concerns-
about prolonged dosing and the use of multiple
courses of dexamethasone or betamethasone
(Kay et al, 2000). When prescribed in the stan-
dard manner as a 2-day course in the premature
baby or to the gravid female prior to delivery,
the safety of this regimen has been reasonably
well established (Roberts and Dalziel, 2009), but
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for some expectant women threatening to deliver
early, there have been up to 10 courses admin-
istered before birthing. When treatments are
repeated or prolonged, studies in rodents, sheep,
and monkeys have all found adverse effects,
especially on sensitive brain regions like the hip-
pocampus (Matthews, 2000; Uno et al, 1994).
When extended over many days, antenatal corti-
costeroids can retard fetal growth, suppress both
maternal and fetal adrenal activity, decrease thy-
roid activity, and affect kidney functioning in
ways that would pose a long-term risk for later
hypertension (Coe and Lubach, 2005; French
et al, 1999; Seckl et al, 2000). One further
reason for these concerns is that when adminis-
tered directly to the mother before delivery, both
dexamethasone and betamethasone can readily
bypass the placental enzyme 11ß-HSD2 and
then can become sequestered in fetal circulation.
While examining the impact of a standard 2-day
course of maternal dexamethasone in the rhesus
monkey, we found fetal cortisol levels were still
suppressed a full week later (Coe et al, 1993) see
(Fig. 35.3).

If concerns about the potential long-term con-
sequences of prolonged or multiple courses of

Antenatal Corticosteroids

DexDex
DexDex

MaternalMaternal

FetalFetalUtero Utero -
PlacentalPlacental

11ß-HSD2

Fig. 35.3 Synthetic corticosteroids, including dexam-
ethasone and betamethasone, are routinely administered
to pregnant women who may deliver early and to pre-
mature babies in order to stimulate lung maturation. As
illustrated here, Dex readily bypasses the protective bar-
rier enzyme 11 beta-hydroxysteroid dehydrogenase type
2 (11ß-HSD2), which normally limits fetal exposure to
maternal cortisol by converting it to corticosterone, a
less bioactive form. Some concerns linger about long-
term effects of fetal exposure to high doses or sustained
corticosteroid treatment

antenatal glucocorticoid therapies are warranted,
it is of considerable significance. In the United
States over 12% of infants are born premature,
which means that each year up to 500,000 babies
could experience a jolt of high levels of glu-
cocorticoids, although most would receive only
the standard 2-day treatment (Martin et al, 2009;
Centers for Disease Control and Prevention,
2000).

7 The Risks Posed by Prenatal and
Perinatal Infection

Maternal illness continues to be one of the
more significant challenges to the maintenance
of pregnancy and to fetal well-being (McGregor
et al, 1995). In addition to concerns about mis-
carriage and premature delivery, many bacteria
and viruses can pose a grave threat to the fetus if
they are able to infect placental tissues or trans-
fer across the placenta. Rubella, syphilis, and
toxoplasma are among the pathogens that were
once prominent health hazards. Even the com-
mon herpes viruses, such as cytomegalovirus,
which are normally benign when restricted to
the maternal compartment, can have devastating
effects on brain development if they reach the
fetal compartment or if there is exposure during
delivery or the early postpartum period (Barry
et al, 2006; Revello and Gerna, 2002).

There has also been a long-standing suspicion
that prenatal infections and obstetrical compli-
cations may play a role in certain neurodevel-
opmental disorders and psychiatric conditions
(Mednick et al, 1998). Viral infections have been
implicated as possible causative agents for both
autism and attention-deficit hyperactivity disor-
der (ADHD), although both of these pediatric
conditions are obviously very complex and can
be caused by other factors as well. Even more
has been written about the possible involvement
of prenatal infections as the reason for the brain
dysfunction underlying schizophrenia (Brown,
2006; Byrne et al, 2007; Torrey and Torrey,
1979; Yolken et al, 1997). Concerns about expo-
sure to influenza during pregnancy have been
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validated by support from animal models, at least
after infection with more virulent strains (Shi
et al, 2003, 2005; Fatemi et al, 2008; Fortier et al,
2007). In both rat and mouse models of maternal
influenza infection during pregnancy, there have
been effects found on brain size, structure, corti-
cal thickness, and monoamine neurochemistry.

If infection with influenza during pregnancy
can really be harmful to fetal brain development,
it is a more serious concern when virulent strains
circulate at pandemic levels (Harris, 1919). Even
in a typical year, up to 11% of pregnant women
are infected with influenza at some point dur-
ing gestation (Irving et al, 2000). Moreover, the
offspring of infected pregnant women who are
asthmatic are at greater risk because they are
more likely to progress on to bacterial pneumo-
nia (Hartert et al, 2003). However, the jury is
still out on whether the more benign strains of
influenza that commonly circulate, which cause
just a transient illness and fever, are of equiv-
alent concern. One particularly active area of
research right now is on the mediating role of
the increased proinflammatory cytokine activity
during infection, because it can adversely alter
placental functioning (Dammann and Leviton,
1997). Some cytokines, such as interleukin-6,
can also cross the placenta and reach the fetus
or stimulate fetal tissues to synthesize their own
cytokines. If cytokines in fetal circulation get
high enough, they can disrupt the proliferation
of neurons, formation of dendrites, and the estab-
lishment of synaptic connections in the maturing
brain (Lowe et al, 2008; Saito et al, 2009).

8 Other Mediating Pathways of
Importance: The Significance of
Maternal Iron

The complexity of the physiological changes
occurring during pregnancy challenge one to
identify just one mediator of maternal influ-
ences on fetal development. Hormone levels
rise dramatically, nutrients and oxygen must be
transferred, and fetal brain maturation must be
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Fig. 35.4 Placental receptors facilitate the transfer of
many proteins and micronutrients, including maternal
iron. Inflammation, maternal stress, gestational hyperten-
sion, and diabetes can all compromise this process. When
iron stores are low in the neonate, the high needs for
growth and brain functions exceed the available iron in
breast milk and predispose the infant to become anemic
between 6 and 12 months of age

fostered. When the mother is taxed or threat-
ened, more than one vital process will likely
be perturbed. Notwithstanding the importance of
the endocrine and vascular systems, one can-
not overstate the significance of the nutritional
support for the fetus.

This fact was made very clear to us while
investigating the effects of prenatal stress in
monkeys (Coe and Lubach, 2008). We inadver-
tently discovered that inducing stress in the preg-
nant monkey also compromised the placental
transfer of maternal iron (Fig. 35.4). The clini-
cal ramification of this reduced iron transfer later
became very evident after the infant monkeys
were born. The ones from prenatally stressed
pregnancies became anemic by 4–8 months of
age.

While effects on iron stores in the neonate
had not been noticed previously by stress
researchers, the significance of the prenatal iron
transfer has been very prominent in the pediatric
nutrition literature (Rao and Georgieff, 2002).
About 50% of the iron needed to sustain physi-
cal growth and brain development during infancy
must be acquired before birth. A rapidly growing
baby cannot consume enough iron from breast
milk alone. If iron levels are low at birth, human
infants are destined to become anemic by 6–12
months of age. For the reader more concerned
with population health, it should be highlighted
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that iron deficiency remains the most common
micronutrient deficiency worldwide, believed to
impact over 1–2 billion people. In some under-
developed countries, up to 90% of children will
become anemic, a statistic of concern given
that iron is a required nutrient for many brain
functions, including the synthesis of myelin and
dopamine (Lozoff et al, 2006).

Three additional observations underscore the
potential importance of this nutrient deficiency:
(1) anemia during pregnancy is especially com-
mon in adolescent mothers, (2) impaired iron
transfer is also seen in problematic pregnan-
cies, including gestational hypertension and
pregnancy-induced diabetes, and (3) virtually all
premature infants have low iron. Thus, there
would likely be a synergistic effect of mater-
nal stress on iron homeostasis in all three of
these more vulnerable populations. Despite the
serious ramifications for pediatric health, for-
tunately there are therapeutic remedies readily
available. Better prenatal care, iron supplementa-
tion during pregnancy, and nutritional interven-
tions with iron-fortified food for the older infant
are all effective ways to preemptively address
these problems and thereby to promote child
health.

9 Conclusion

The 13th century proverb that ‘prevention is
worth a pound of cure’ can also be applied
to several of the other issues discussed in this
chapter. While many are apprehensive about
immunization during pregnancy, the current
recommendation to vaccinate against influenza
seems to be the more prudent course (Mak
et al, 2008). This public health policy is of
particular relevance now as we face a grow-
ing pandemic of the 2009/H1N1 strain. It
is exceedingly rare for influenza to change
in a way that permits it to cross the pla-
centa, but maternal immune and inflamma-
tory responses could still impact placental
and brain functioning (Dantzer et al, 2008).
Concerns about fetal well-being should probably

be greatest after high fevers or following
secondary infections with opportunistic bac-
terial pathogens. Even during the infamous
1918–1919 pandemic, bacterial pneumonias
caused by Streptococcus, Staphylococcus, and
Haemophilus influenzae were the greater con-
cern for pregnant women (Harris, 1919). For
pregnant women with a history of asthma, there
is an additional risk of being more prone for res-
piratory complications after an infection (Hartert
et al, 2003).

There are some other take home messages
that are germane to a general understand-
ing of the antecedents of both pediatric and
adult health. We have come to appreciate that
intrauterine conditions can leave an indelible
stamp by affecting the regulatory set points for
the endocrine system and for metabolic pro-
cesses associated with growth. How our glucose
and fat metabolism is regulated will determine
whether we have a healthy physique of typical
proportions or become overweight and obese.
Especially after a brief period of undernutrition,
there may be a re-setting of regulatory pro-
cesses that influence the adult phenotype. We
have cited only a few of the many epidemio-
logical studies documenting how strongly fetal
growth can be associated with a propensity for
metabolic syndrome, type 2 diabetes and cardio-
vascular disease. These relationships also help
us to understand why there are large dispari-
ties in adult health across different SES groups.
Moreover, the ‘prenatal origins’ view offers a
provocative way to account for the lingering con-
sequences of societal perturbations across mul-
tiple generations (LaPlante et al, 2008; Yehuda
et al, 2005).

It raises major policy issues for relief agen-
cies to consider when intervening in parts of the
world where strife has occurred. If we know that
the well-being of an expectant mother will have
an effect on the future health, immune compe-
tence, and cognitive abilities of her child, it is
also essential to advocate for the universal provi-
sion of better prenatal care under normal circum-
stances. From these perspectives on maternal
and child health, we know that a governmental
policy of ‘no child left behind’ has to include
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comprehensive programs that begin earlier in
development.

There is one final message that should be
highlighted. The fetus is not just a passive recipi-
ent buffeted by extrinsic forces, it plays an active
role in its own construction. Soon after implanta-
tion, the placental cells manipulate the endocrine
physiology of the mother to sustain the preg-
nancy. They stimulate the initial angiogenesis
to create the blood supply needed to nurture
the baby. Throughout this chapter, the critical
importance of the placenta as an integral fac-
tor has been emphasized. It is the conduit of
a bidirectional communication, but fundamen-
tally a tissue of fetal origin. Thus, early placental
responses to uterine conditions are the first steps
in what will become a complex and intricate
dance with the surrounding environs. For most,
this duet will establish the path to resiliency.
For others, it can begin the trajectory toward ill
health if the derailment is substantiated postna-
tally by the rearing environment.
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Chapter 36

The Impact of Early Adversity on Health

Shelley E. Taylor

Good health begins early in life. Unfortunately,
so does poor health. Low socioeconomic sta-
tus (SES) in childhood and a harsh early family
environment can adversely influence trajectories
of health outcomes long into adulthood. It may
come as no surprise that childhood physical and
sexual abuse have negative mental and physi-
cal health consequences, both immediately and
over the life span. These effects are well docu-
mented (e.g., Springer et al, 2003). What may
be more surprising is that relatively modest fam-
ily dysfunction that numerous people routinely
experience can lead to adverse outcomes as well.

Both animal and human research conclu-
sively documents that warm, nurturant contact
early in life exerts permanent beneficial effects
on the functioning of biological stress regula-
tory systems and on socioemotional skills that
affect responses to stress across the life span
(Francis et al, 1999; Liu et al, 1997; Repetti
et al, 2002, 2007). When this contact is lacking,
both biological stress regulatory systems and
behavioral skills for managing stress are com-
promised. Adverse downstream consequences
include problems in emotion regulation, social
skills deficits, poor health habits, and exacerba-
tion of biological stress responses prognostic for
poor mental and physical health.

S.E. Taylor (�)
Department of Psychology, University of California,
1282A Franz Hall, Los Angeles, CA 90095, USA
e-mail: taylors@psych.ucla.edu

1 Early Family Environment

This review will be guided by the model pic-
tured in Fig. 36.1. The model maintains that
a stressful or harsh early environment, in con-
junction with genetic or acquired risks, is linked
to adverse health outcomes in adulthood via its
impact on the (in)ability to develop effective
socioemotional skills; through a propensity to
experience chronic negative affect; by affecting
health habits adversely; and by influencing the
neural pathways that ultimately regulate neu-
roendocrine stress responses. Drawing on the
concept of allostatic load (McEwen, 1998), we
suggest that these pathways contribute to the
experience of chronic or recurring stress which,
in interaction with genetic predispositions and
acquired risks such as poor health habits, lead
to the accumulating damage to biological sys-
tems that ultimately results in risks for mental
and physical health disorders.

2 Childhood Socioeconomic Status

The point of departure for the model is low child-
hood SES. Low childhood SES has been related
to exposure to a broad array of early stress-
ful events. These include neighborhood conflict,
violence exposure, noise, poor housing, expo-
sure to pathogens, and other chronic stressors
(Adler et al, 1999). Substantial research also

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_36, 559
© Springer Science+Business Media, LLC 2010
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Early Environment
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Health Habits
Chronic 

Negative Affect

Health Outcomes

Fig. 36.1 A model of the impact of early environment on biological risk profiles and health outcomes

links economic adversity (low SES) early in life
to mental and physical health disorders (Adler
et al, 1999).

Research has consistently tied low childhood
SES to all the downstream variables in the model
(Fig. 36.1). It is associated with poor or dete-
riorating quality of parenting, including higher
levels of family conflict, a harsh, restrictive par-
enting style, and chaotic or neglectful parenting
(McLoyd, 1998). Low childhood SES has also
been related to chronic negative affective states
(Gallo and Matthews, 2003) and to problems
in the development or use of socioemotional
resources (Adler et al, 1999; Repetti et al, 2002;
Taylor and Seeman, 2000). Low SES has been
tied to unhealthful habits, including smoking
(Winkleby et al, 1999), obesity (e.g., Wardle
et al, 2002), poor sleep (Van Cauter and Spiegel,
1999), and drug abuse (Spooner, 1999). Low
socioeconomic status has been tied to a broad
array of diseases and all-cause mortality as well
(e.g., Adler et al, 1999; Hemingway et al, 2003;
Kivimäki et al, 2004; Lawlor, and Smith, 2005;
Owen et al, 2003). In summary, there is sub-
stantial evidence that adverse health outcomes
in adulthood have origins in SES, including
SES in childhood, via pathways implicating

socioemotional resources, chronic negative
affect, and health behaviors.

3 Early Family Environment

Similar patterns are found when an early fam-
ily environment is assessed directly. A harsh
family upbringing has been related to poor health
behaviors (Repetti et al, 2002); to high levels of
depression, hostility, and anxiety (Repetti et al,
2002); to preclinical risk factors for physical
health disorders, including elevated autonomic
and cortisol responses to threatening circum-
stances (e.g., Roisman et al, 2009; Taylor et al,
2004); to risk factors for disease, including
compromised metabolic functioning (Lehman
et al, 2005) and C-reactive protein (Taylor
et al, 2006b); and to diagnosed health disor-
ders, including ischemic heart disease, some
cancers, and depression (Felitti et al, 1998).
Socioemotional resources that affect the abil-
ity to regulate emotional states effectively and
to develop social competencies are implicated
in these pathways. For example, offspring from
harsh early environments experience difficulty
in managing emotions in challenging circum-
stances (Repetti et al, 2002, 2007).
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4 Genes and Gene–Environment
Interactions

As the model indicates and as the theory of allo-
static load maintains, a harsh early environment
contributes to life span risk for health disorders,
not only directly but also via gene–environment
interactions (Repetti et al, 2002). Recently, what
some of those genes may be has come to light.

One such gene is the serotonin transporter
gene, certain alleles of which may predispose
to anxiety and/or depression (see Chapter 31).
People with two copies of the 5-HTTLPR short
allele (short/short) who have experienced child-
hood maltreatment are more likely to be diag-
nosed with major depressive disorders than indi-
viduals with one or two copies of the long
allele who have experienced similar harsh envi-
ronments (Caspi et al, 2003; Kaufman et al,
2004). Taylor and colleagues (Taylor et al,
2006c) found that the short allele may func-
tion not only as a risk allele for depression in
the face of an adverse early environment but
as a general sensitivity allele, providing protec-
tion from symptoms of depression if the early
environment is nurturant. Using a non-clinical
sample of 118 adults, we found that people
with two copies of the short allele had greater
depressive symptomatology if they had expe-
rienced early familial adversity compared to
people with the short/long or long/long geno-
types, but significantly less depressive symp-
tomatology if they reported a supportive early
environment. Another gene whose functioning is
affected by early environment is the gene that
regulates monoamine oxidase (MAOA). Men
with the low-expressing alleles of the MAOA-
uVNTR are more likely to engage in aggres-
sive and antisocial behavior than men with
high expressing alleles; these outcomes appear
to be especially likely if the men have also
been exposed to maltreatment as children (Caspi
et al, 2002; Kim-Cohen et al, 2006). Recent
evidence suggests that the long allele of the
DRD4 receptor gene, involved in the regulation
of dopamine, may similarly interact with family
environment; that is, the long allele may increase

sensitivity to both negative and positive parental
influences (e.g., Bakermans-Kranenburg and van
IJzendoorn, 2007; Bakermans-Kranenburg et al,
2008).

Expression of the glucocorticoid receptor
gene is also affected by the early environment.
In animal studies, Meaney and colleagues have
shown that rat pups exposed to highly nurturant
mothering exhibit less emotionality in novel cir-
cumstances and more normative social behavior,
including mothering in adulthood, compared to
recipients of normal mothering (Francis et al,
1999; Weaver et al, 2004). These long-term
effects of maternal care appear to be the result
of epigenetic structural alteration (methylation)
to the glucocorticoid receptor gene that affects
its expression throughout the life span (Meaney
and Szyf, 2005). This mechanism may help to
explain why early family environment has such
enduring effects on biological responses to stress
and ultimately on long-term health outcomes, via
altered glucocorticoid receptor expression that
affects adult reactivity to stress.

Since the study of gene-by-environment inter-
actions is in its early stages, especially those
involving the early environment, these findings
are more tantalizing than they are definitive. The
coming decades will no doubt identify other
genes and other ways in which early environ-
ment may interact to affect propensities for risk
for illness.

5 Emotion Regulation

Problems in the regulation of emotional states
are implicated in the pathways linking early
adversity to adverse health outcomes. Emotion
regulation is a broad term that includes skills
for recognizing one’s own and others’ emotions,
controlling one’s emotional reactions to poten-
tially stressful or challenging situations, and
expressing one’s emotions in socially appropri-
ate ways (Eisenberg and Spinrad, 2004).

A variety of investigations have tied a harsh
family environment to children’s reactions to
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emotionally charged circumstances, understand-
ing of emotions, and abilities to regulate their
emotions (Repetti et al, 2002). Offspring from
harsh family environments may overreact to
threatening circumstances, responding aggres-
sively to situations that are only modestly stress-
ful (Reid and Crisafulli, 1990), but may also tune
out or avoid stressful circumstances, as through
behavioral escape/avoidance or substance abuse
(Johnson and Pandina, 1991; O’Brien et al,
1991; Valentiner et al, 1994). Deficits in emotion
regulation skills related to early family environ-
ment may appear in early childhood and compro-
mise the development and use of socioemotional
skills in adulthood (Repetti et al, 2002).

A harsh family environment also predicts an
incomplete understanding of emotional experi-
ence in others. Investigations with young chil-
dren have found that those who were maltreated
or whose homes were marked by high levels
of anger and distress are less accurate in their
understanding of emotions compared to their
peers (Camras et al, 1988; Dunn and Brown,
1994). Relatedly, Laible and Thompson (1998)
found that children with insecure attachments
showed less emotion understanding and less
accurate appraisals of emotion in others.

In short, growing up in a risky family environ-
ment appears to interfere with the development
of skills for processing emotional information in
self and others.

6 Social Skills

A harsh family environment has been tied to
fewer social skills for facilitating successful
interactions with peers (Crockenberg and Lourie,
1996; Pettit et al, 1988). Children from risky
families who evidence emotion regulation diffi-
culties are more likely to behave in an aggressive
or antisocial manner with their peers (Repetti
et al, 2002), undermining their ability to develop
friendships. Several studies attest to the peer
rejection and even victimization experienced by
children from harsh families (Dishion, 1990;
Schwartz et al, 1997). Similarly, children whose

parents are unresponsive, cold, and insensitive
are less likely to initiate social interactions, and
they demonstrate more aggression and criticism
in social relationships (see Repetti et al, 2007).
Children of parents who are cold, unsupportive,
or neglectful show deficits in social relation-
ships throughout their lives, with more problem-
atic and less supportive social networks (Repetti
et al, 2007).

Inadequate social support networks may
translate into some of the adverse health effects
of a harsh early environment. More than 100
investigations have shown that social support
reduces health risks of all kinds, affects the ini-
tial likelihood of illness, influences the course
of recovery among people who are already ill,
and affects mortality risk more generally (House
et al, 1988; Seeman, 1996; see Taylor, 2009, for
a review).

7 Chronic Negative Affect

Deficits in socioemotional skills may ultimately
stabilize into enduring risks for emotional dis-
orders, such as anxiety, depression, and other
chronic negative emotional states. These states
may act as predisposing factors for adverse phys-
ical health outcomes (Hemingway et al, 2003).
For example, hostility has been tied to the devel-
opment of metabolic syndrome among children
and adolescents (Dembroski et al, 1985) and
to an increased risk for coronary heart dis-
ease (CHD) and hypertension (Julkunen et al,
1994). Major depression, depressive symptoms,
and history of depression have all been iden-
tified as predictors of cardiac events (Frasure-
Smith et al, 1995), and depression is a risk
factor for mortality following myocardial infarc-
tion, independent of cardiac disease severity
(Frasure-Smith et al, 1995). State depression, as
well as clinical depression, have been related
to sustained suppressed immunity (Herbert and
Cohen, 1993). Anger appears to play a signifi-
cant role in the development of coronary artery
disease and hypertension, at least among some
individuals (e.g., Julkunen et al, 1994; Smith,
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1992). Depression and anxiety are implicated in
numerous health risks, including all-cause mor-
tality (Martin et al, 1995), and evidence points
to a dose–response relation between anxiety and
coronary heart disease (Kubzansky et al, 1998).

Links between negative emotional states
and health outcomes may result from chronic
or recurring engagement of biological stress
regulatory systems. Negative emotional states
have been tied to heightened biological stress
responses, including evidence of stronger
autonomic response to stressful circumstances
(e.g., Matthews et al, 1996) and stronger
hypothalamic–pituitary–adrenocortical (HPA)
responses to stress (e.g., Chorpita and Barlow,
1998; Flinn and England, 1997). Studies also
suggest links between negative emotions and
reduced heart rate variability (e.g., Kawachi
et al, 1995), implicating potential compromises
in parasympathetic functioning in these rela-
tions. Intense, chronic, or recurring biological
responses to stress may, thus, represent one
pathway by which a harsh early environment
exerts adverse effects on adult health outcomes
(McEwen, 1998; Repetti et al, 2002), effects that
may be mediated, at least in part, by negative
emotional states.

8 Health Habits

Health habits are also implicated in these path-
ways (e.g., Repetti et al, 2002). A harsh early
environment has been tied to increased rates of
smoking, alcohol abuse, drug use, and risky sex-
ual behaviors in adolescence and adulthood (e.g.,
Wagner, 1997). Both cross-sectional and longi-
tudinal investigations have found that neglect,
abuse, and conflict in the early environment pre-
dict poor health habits in adulthood (Repetti
et al, 2002). Prospective studies have found
increased rates of substance abuse and risky
sexual behaviors among offspring of families
lacking cohesion or in offspring of parents who
are neglectful and unsupportive (e.g., Baumrind,
1991; Shedler and Block, 1990), relations found
in people who have been followed for many

years after exposure to the initial environment
(e.g., Repetti et al, 2002, 2007). Moreover, there
is evidence for non-genomic intergenerational
transfer of these and related adverse outcomes
(e.g., Noll et al, 2009). By contrast, a nurturant
early family environment is associated with ben-
eficial health behaviors, including maintaining a
good diet, a propensity to exercise, good dental
care and flossing, and obtaining regular check-
ups and immunizations (see Repetti et al, 2002,
for a review).

The relation between a harsh early environ-
ment and poor health habits in adolescence
may result from several factors. One is parental
knowledge about and supervision of adolescent
activities in homes. With less monitoring and
more permissiveness, adolescents seek out more
frequent sexual activity and are more likely to
smoke and abuse other substances (see Repetti
et al, 2002, for a review). Another potential route
is the fact that substance abuse and risky sex-
ual behavior may compensate for deficiencies in
the social, emotional, and even biological func-
tioning of offspring from risky families. That
is, these adverse health-related behaviors may
represent self-soothing behaviors that compen-
sate for the absence of socioemotional resources
that have been tied to a nurturant family envi-
ronment (see Repetti et al, 2002, for a review).
Unfortunately, poor health habits in adolescence
can extend into adulthood and to future genera-
tions (Noll et al, 2009).

9 Neural Regulation of Stress
Responses

The difficulties that offspring from harsh early
environments have with developing effective
socioemotional skills and self-regulatory behav-
iors may be evident in neural activity that affects
downstream neuroendocrine stress responses.
The socioemotional skills described earlier have
reliable effects on neural responses to threat
cues, which in turn regulate downstream biolog-
ical responses to stress. Brain regions implicated
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in threat detection and responses to emotional
stimuli may mediate the relation between a harsh
early family environment and elevated biological
responses to stress.

A region consistently associated with threat
detection and affective processing is the amyg-
dala (see Chapter 52). The amygdala responds
to a variety of emotion-related stimuli, including
pictures depicting physical threats (Hariri et al,
2002) and faces depicting fear and anger (Hariri
et al, 2000). Once activated, the amygdala sets in
motion a cascade of responses to threat via pro-
jections to the hypothalamus and prefrontal cor-
tex (LeDoux, 1996). A neural region that is criti-
cal for regulating responses to emotional stimuli
is the ventrolateral prefrontal cortex (VLPFC;
Hariri et al, 2002). Studies have shown that
the labeling of negative affective states activates
the right VLPFC and that increased activity in
right VLPFC is associated with decreased activ-
ity in the amygdala (Hariri et al, 2000, 2002;
Lieberman et al, 2005). This pattern of increased
right VLPFC activity and decreased amygdala
activity may be implicated in emotion regula-
tion.

To test these ideas, we (Taylor et al, 2006a)
recruited participants who had previously com-
pleted assessments of family background. We
conducted an fMRI investigation that examined
amygdala reactivity to the observation of fear-
ful and angry faces; amygdala and right VLPFC
reactivity to labeling the emotions displayed
in those faces; and the relation between right
VLPFC and amygdala activity during the label-
ing task. We found that offspring from nurturant
families showed expected amygdala activity in
response to observing the fearful and angry faces
and expected activation of right VLPFC while
labeling the emotions. The relation between
right VLPFC and amygdala reactivity was sig-
nificantly negative, consistent with the idea
that right VLPFC activity inhibits amygdala
responses to the threatening faces. Offspring
from harsh families, however, showed a differ-
ent pattern. During the observation of fearful
and angry faces, they showed little activation
of the amygdala. During the labeling task, they
showed expected activation of right VLPFC;

however, they also showed amygdala activation
and a strong positive correlation between right
VLPFC and amygdala activation, the opposite of
what was seen in offspring from nurturant fam-
ilies. Thus, offspring from risky families exhibit
atypical responses to emotional stimuli that are
evident at the neural level (Taylor et al, 2006a).
Of interest, this pattern of neural responses to
threat cues maps onto behavioral research show-
ing maladaptive coping among offspring from
harsh families. That is, offspring from risky
families may avoid threat-relevant stimuli with
which they need not engage, but overreact to and
demonstrate an inability to regulate emotional
responses to emotional stimuli with which they
must engage. These responses are evident at both
the behavioral and the neural levels.

Socioemotional skills are themselves related
to the neural regulation of threat responses and,
thus, constitute an indirect route whereby early
environment is implicated in the regulation of
biological stress responses. In a recent study
(Eisenberger et al, 2007), participants completed
a signal-contingent daily diary experience sam-
pling procedure over a 9-day period in which
each time they were signaled, they rated how
supportive their most recent social interaction
had been. At the end of this period, partic-
ipants took part in an fMRI investigation of
neural responses to threat, specifically a vir-
tual social rejection task (cyberball) that has
previously been shown to evoke psychological
distress (Eisenberger et al, 2003). At a third time
point, participants experienced laboratory stress
challenges (the Trier Social Stress Task (TSST),
Kirschbaum et al, 1993) to assess autonomic
and neuroendocrine reactivity to social stres-
sors. People who reported frequent supportive
interactions showed lower dorsal anterior cin-
gulate cortex (dACC) and Brodmann’s area 8
(BA 8) reactivity to social rejection. These are
brain regions whose activity has previously been
tied to social distress. They also showed lower
cortisol reactivity to the laboratory challenges.
Moreover, individual differences in dACC and
BA 8 activity mediated the relationship between
social support and cortisol reactivity. Thus,
positive socioemotional contact may influence
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downstream biological stress responses by mod-
ulating neurocognitive reactivity to social stres-
sors, which in turn attenuates neuroendocrine
stress responses.

A second study (Taylor et al, 2008) also
examined whether socioemotional resources
modulate reactions to threat cues. We tested
two hypotheses, namely, whether psychosocial
resources, including optimism, a sense of con-
trol, and high self-esteem, are tied to decreas-
ing sensitivity to threat or whether they are
associated with enhanced prefrontal inhibition
of threat responses during threat regulation. In
an fMRI investigation, participants responded
to the threatening faces task described earlier.
Socioemotional resources were associated with
greater right ventrolateral prefrontal cortex activ-
ity and less amygdala activity during a threat reg-
ulation task. Participants had also gone through
laboratory stress tasks, and meditational analy-
ses suggested that the relation of socioemotional
resources to low cortisol reactivity was mediated
by lower amygdala activity during threat reg-
ulation. These findings suggest that socioemo-
tional resources downregulate biological stress
responses by means of enhanced inhibition of
threat responses during threat regulation, rather
than by decreasing sensitivity to threat.

10 Impact of Early Environment on
Biological Stress Responses

The neural regulation of responses to threat
ultimately affects downstream biological stress
regulatory systems. What are these systems?
During times of stress, the body releases the
catecholamines epinephrine and norepinephrine
with concomitant sympathetic nervous system
arousal. Stress may also engage the HPA
(hypothalamic–pituitary–adrenocortical) axis,
involving the release of corticosteroids includ-
ing cortisol. These responses have short-term
protective effects under stressful circumstances,
because they mobilize the body to meet the
demands of pressing situations. However, with

chronic or recurrent activation, they can be
associated with deleterious long-term implica-
tions for health (e.g., Seeman and McEwen,
1996; Uchino et al, 1996, see Chapter 42). For
example, excessive or repeated discharge of
epinephrine or norepinephrine can lead to the
suppression of cellular immune function, pro-
duce hemodynamic changes such as increases in
blood pressure and heart rate, provoke abnormal
heart rhythms such as ventricular arrhythmias,
and produce neurochemical imbalances that
may relate to psychiatric disorders. Intense,
rapid, and/or long-lasting sympathetic responses
to repeated stress or challenge have been impli-
cated in the development of hypertension and
coronary artery disease (McEwen and Stellar,
1993).

Stress can also suppress immune functioning
in ways that leave a person vulnerable to oppor-
tunistic diseases and infections. Corticosteroids
such as cortisol have immunosuppressive effects,
and stress-related increases in cortisol have been
tied to decreased lymphocyte responsivity to
mitogenic stimulation and to decreased lym-
phocyte cytotoxicity. Such immunosuppressive
changes may be associated with increased sus-
ceptibility to infectious disorders and to destruc-
tion of neurons in the hippocampus as well
(McEwen and Sapolsky, 1995). Chronic stress
can also diminish the immune system’s sensi-
tivity to glucocorticoid hormones that normally
terminate the inflammatory cascade that occurs
during stress (Miller et al, 2002).

Extensive evidence suggests that these sys-
tems – the HPA axis, the immune system, and
the sympathetic nervous system – influence each
other and thereby affect each other’s functioning.
To the extent, then, that early environment influ-
ences the affective states and socioemotional
skills that can keep sympathetic nervous sys-
tem and HPA axis responses to stress low, it
may have a beneficial impact on other systems
as well (Seeman and McEwen, 1996; Uchino
et al, 1996). In turn, these may beneficially affect
health.

Correspondingly, a lack of supportive con-
tacts in early childhood has been tied to higher
autonomic responses to stress in children (e.g.,
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El-Sheikh et al, 1989) and to higher HPA axis
responses to stressors in children (Gunnar et al,
1992). Studies of young adults reveal that a harsh
early family environment is tied to elevated auto-
nomic responses to a laboratory stressor and to
an elevated flat cortisol response to laboratory
stressors (Taylor et al, 2004). Thus, the existing
literature provides a strong basis for pathways
linking a stressful early childhood to high reac-
tivity of biological stress regulatory systems.

11 Early Adversity and Health
Outcomes: Tests of the Model

The association of early adversity with adverse
health outcomes is clear. Not only does out-
right abuse impact health across the life span,
but low SES in childhood and a harsh early fam-
ily environment also affect health. To this point,
we have identified socioemotional skills, chronic
negative affective states, and health behaviors as
among the mediators to health outcomes. As yet,
however, no tests of the entire model have been
presented to suggest that these are indeed the
routes by which early environment has adverse
health effects.

We accordingly undertook several collab-
orative studies with the Coronary Artery
Risk Development in Young Adults Study
(CARDIA), an ongoing, prospective, epidemi-
ologic investigation of risk factors for coronary
artery disease involving more than 3000 partici-
pants at four different recruitment sites (Lehman
et al, 2005). The samples were approximately
evenly balanced between African American and
white participants and between men and women.
At the initial examination, participants were
between the ages of 18 and 25. There have
been five follow-up studies since that time, most
recently at year 15 (2000–2001). Our investi-
gations with CARDIA used structural equation
modeling to determine whether the model in
Fig. 36.1 can account for individual differences
in adult metabolic functioning, C-reactive pro-
tein (CRP), and blood pressure.

Metabolic functioning is a complex of risk
factors for coronary artery disease and dia-
betes and is typically defined by fasting glucose,
cholesterol, triglycerides, and abdominal obe-
sity, among other indicators. High levels of these
variables contribute to metabolic syndrome,
which is prognostic for heart disease, diabetes,
inflammatory disorders, and all-cause mortality
(see Chapter 46). The prevalence of metabolic
syndrome in the United States is approximately
22% (McEwen and Seeman, 1999), making it an
important contributor to chronic illness.

We had included an assessment of early fam-
ily environment during the year 15 CARDIA
data collection and tested our model on this
sample with a composite index of indicators of
metabolic functioning as an outcome variable.
Socioemotional functioning was assessed by
depression/hostility and the positivity/negativity
of social contacts. The model fit the data very
well, with early family environment strongly
related to socioemotional functioning, which in
turn, was significantly related to metabolic func-
tioning (Lehman et al, 2005). When each of the
race–sex subgroups was examined separately,
the model continued to be an acceptable fit.
These findings suggest that early environment is
significantly related to dysregulation in socioe-
motional functioning, which in turn leads to
alterations in metabolic functioning.

A second investigation related the model to
CRP (Taylor et al, 2006b). CRP is a biomarker of
inflammatory processes which has been reliably
related to depression (e.g., Suarez, 2004) and to
enhanced risk for cardiovascular disease (King
et al, 2004), among other diseases. As was true
of metabolic functioning, the model was a good
fit to the data, suggesting that the model helps to
explain differences in CRP. Since CRP is related
to risks for both mental and physical health
disorders, it may be important for understand-
ing the comorbidities observed between mental
and physical health disorders (e.g., Martin et al,
1995).

In a third investigation (Lehman et al, 2009),
we related the model to blood pressure and to
changes in blood pressure across the longitudinal
occasions with the CARDIA sample. We found
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that a harsh family environment was related to
negative emotions and to obesity, which in turn
predicted blood pressure as well as change in
blood pressure. Low childhood SES directly pre-
dicted change in systolic blood pressure as well.
The strength of these pathways did not vary by
race or gender. Thus, the findings suggest that
socioemotional factors contribute to biological
mechanisms that may underlie the impact of
early family environment on the development of
elevated blood pressure.

Two important caveats deserve mention. First,
the effects revealed in these tests of the model
were modest in size. One reason is that genetic
factors are strong contributors to these outcomes,
and they could not be measured in this data set.
Second, the fact that participants reconstructed
their early family environment and that these
studies were retrospective rather than prospec-
tive raises the possibility that negative emotions
themselves color reconstruction of family envi-
ronment. Accordingly, for all three of these
investigations, we evaluated an alternative model
that gave chronic negative affect causal priority
in the model to see if it affected reconstruc-
tion of family environment. In all three cases,
this model was a significantly poorer fit to the
data. Moreover, there is parallel evidence from
studies relating documented childhood maltreat-
ment to adverse mental and physical health out-
comes (Danese et al, 2007, 2008). As such,
we conclude that although negative affect may
color how people regard their families, recon-
structive biases do not account for the relation
of early family environment to adverse health
outcomes.

12 Conclusions

Growing up in a stressful early environment
marked by low SES and/or harsh parenting has
effects on socioemotional skills, chronic nega-
tive affect, and health behaviors that are impli-
cated in downstream adverse health outcomes.
The evidence is, thus, consistent with our the-
oretical model, namely, that the failure to learn

emotion recognition and regulation skills in early
childhood due to a harsh early environment may
interfere with the ability to manage potentially
threatening stimuli. Compromises in the regula-
tion of stress responses may ultimately produce
changes in biological stress regulatory systems,
which, in turn, confer a broad array of mental
and physical health risks. Findings such as these
underscore the vital importance of developing
methods for identifying children at risk for mal-
treatment early and for developing interventions
to offset or attenuate adverse costs to socioemo-
tional regulation incurred from maltreatment.
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Chapter 37

Health Disparities in Adolescence

Hannah M.C. Schreier and Edith Chen

1 Introduction

It is well established that there exists a gradi-
ent relationship between socioeconomic status
(SES) and physical health (Adler and Newman,
2002; Adler et al, 1994, see Chapter 22). For
example, individuals from lower SES environ-
ments are at an increased risk for morbid-
ity and mortality due to a variety of causes
(Mustard et al, 1997). While the majority of
research has investigated SES–health relation-
ships among adults and young children, until
recently less research has focused on under-
standing these relationships during adolescence
(although see Starfield et al (2002) and Chen et al
(2002) for two reviews that highlight the impact
that low SES may have on health outcomes in
children and adolescents). However, as the ado-
lescent years provide the basis for adult health,
investigating health disparities among this age
group is especially important.

The focus of this chapter is to review the
nature of SES-based health disparities among
adolescents. Adolescence is an important period
in development that is marked by numerous
transitions, both socially and biologically, and
is generally viewed as the period between the
beginning of puberty and adulthood. For the
purpose of this chapter, studies are reviewed
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that focus on youth in the 11- to 18-year-
old age range, similar to approaches of other
researchers studying adolescence (Leventhal and
Brooks-Gunn, 2000; Starfield et al, 2002). In
this chapter, we will also review several poten-
tial pathways through which SES may come to
impact adolescent health. Understanding SES-
based health disparities during this developmen-
tal period is important as adolescent health is
likely to impact adult health, and because the
beginnings of certain disease processes, such
as atherosclerosis, emerge among adolescents
(Strong et al, 1999).

2 Socioeconomic Disparities in
Health Outcomes in Adolescence

A growing literature suggests that SES has a
profound influence on a variety of health out-
comes in adolescence, ranging from adolescents’
perceptions of their own health to objective out-
comes such as mortality.

Several large, cross-sectional studies have
concluded that adolescents growing up in low
SES environments generally experience greater
mortality risks than their peers from higher SES
families. For example, low SES youth are more
likely to die from a number of causes, including
pneumonia and influenza, fire, poisoning, and
homicide (Nelson, 1992; Nersesian et al, 1985).
In one of very few longitudinal studies, mothers
were interviewed about SES at the time of their
child’s birth and families subsequently followed
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until the children had reached age 20 (Oliveira
et al, 2007). Low parental occupation at birth
was predictive of greater adolescent mortality
due to external causes, particularly among boys.
Hence the existing data suggest that low SES
environments increase adolescents’ risk for pre-
mature mortality due to a wide range of causes
across the adolescent years.

Most studies investigating health disparities
in adolescence have focused on overall health
status. Many of these studies draw from large,
nationally representative samples. For example,
two studies using large samples of US ado-
lescents found that after accounting for other
sociodemographic factors, low familial SES,
measured through the family’s income and
parental education, was associated with below
average self-rated physical health status and a
greater likelihood of reporting fair to poor health
(Caputo, 2003; Goodman, 1999). Similarly, in a
British study (Emerson et al, 2005) lower house-
hold income was associated with lower health
status as measured by a wide range of indicators,
including overall health status, current physical
illness, and disabilities, reported by parents and
teachers. More recent research is beginning to
indicate that adolescents’ subjective perceptions
of familial SES may be just as good, if not bet-
ter, predictors of their health. Several studies
have reported that adolescents’ subjective per-
ceptions and reports of family SES predicted
self-reported health status and quality of life and
did so even after objective and parent-reported
indicators of family SES had been taken into
account (Goodman et al, 2007; von Rueden et al,
2005; Piko and Keresztes, 2007). von Rueden
and colleagues (2005) also demonstrated that the
relationship between youth’s perceptions of fam-
ily wealth and health status as well as quality of
life was much stronger among adolescents than
children, suggesting that as youth become older
their subjective perceptions of familial wealth
may become increasingly important.

Symptom reports among adolescents also
reveal SES disparities. Starfield et al (2002)
found that lower SES, as measured by par-
ents’ income, was associated with a greater
likelihood of adolescents reporting fair to poor

health, physical activity limitations, bed-days,
and restricted activity days. Huurre et al (2005)
found that manual class origin was associ-
ated with higher rates of psychosomatic symp-
toms among adolescent females, but not males.
Finally, one study found that low and high
parental income is linked to different types of
physical health symptoms (Rhee, 2005). Low
SES youth’s primary complaints included feel-
ing hot, chest pain, urinary problems, and cold
sweat, whereas high SES youth were more likely
to complain about musculoskeletal pains.

Together, these studies suggest that SES influ-
ences not only symptom prevalence but also the
types of symptoms that are reported. Overall,
however, low SES adolescents tend to report
greater symptoms, mirroring the findings for
the relationship between SES and self-reported
overall health.

We next provide examples using several spe-
cific types of health outcomes. For example,
with respect to obesity, studies are fairly con-
sistent in suggesting that low SES is associated
with a greater likelihood of being obese among
adolescents (e.g., Ahn et al, 2008; Goodman,
1999; Vieweg et al, 2007). For example, a lon-
gitudinal study (De Spiegelaere et al, 1998) fol-
lowed adolescents from age 12 to 15 and tracked
their obesity status. Consistent with other stud-
ies they found a relationship between low SES
and increased risk of obesity. In addition, the gap
between low and high SES youth also widened
over time, indicating that existing SES differ-
ences may be further accentuated during adoles-
cence. For a review on the negative impact of low
SES on adolescent obesity, see Shrewsbury and
Wardle (2008).

SES-based differences in adolescent sexual
health have also been reported. For example,
black adolescent females from low SES neigh-
borhoods were more than twice as likely to
report gonorrhea if their parents were unem-
ployed, possibly indicating that youth from
low SES neighborhoods are more likely to
be part of high-risk sexual networks (Sionean
et al, 2000). Similarly, Newbern et al (2004)
reported data from a national sample in which
lower and nonprofessional maternal education
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were related to higher rates of sexually trans-
mitted infections (STIs) in adolescents, except
for white females. Overall, higher rates of
STIs were found among adolescents from one-
parent homes. Note, however, that not all
studies find relationships between SES and
STIs (e.g., see Goodman, 1999; Santelli et al,
2000). Together these studies suggest some,
although not definitive, evidence for a rela-
tionship between SES and adolescent sexual
health.

Previous research furthermore points to SES
differences in teenage pregnancy rates. US
teenage women who become pregnant are
more likely to come from low SES fami-
lies (Boardman et al, 2006) and a British
study examining teenage pregnancies in England
across a 10-year period similarly reported higher
mean conception rates in more deprived areas
(Wilkinson et al, 2006). A study investigating
teenage pregnancies among a sample of Scottish
teenage women compared teenagers who gave
birth with teenagers who also reported sex-
ual intercourse but did not get pregnant and
found that those who got pregnant were more
likely to come from lower SES families (Buston
et al, 2006). This suggests that the difference in
teenage pregnancy rates between low and high
SES teens may at least in part be explained by
differences in contraceptive use and not simply
differences in sexual activity. Finally, teenage
women from low SES backgrounds also expe-
rience greater intended as well as unintended
rapid repeat pregnancies, meaning they were
more likely to become pregnant again within
the 24 months following their first pregnancy
(Boardman et al, 2006; Raneri and Wiemann,
2007).

SES has also been linked to chronic ill-
ness outcomes in adolescents. For example,
adolescents from lower income families have
overall poorer asthma control, even after tak-
ing into account controller medication use and
primary care service utilization (Cope et al,
2008). Adolescents from low SES families
are also more likely to live with undiag-
nosed frequent wheezing (Yeatts et al, 2003),
experience less preventive care (fewer general

check-ups and prescription fills; Kim et al,
2009), and are more likely to have been pre-
viously hospitalized because of their asthma
(Dales et al, 2002). Hence, low SES affects
not only the prevalence of health problems
but also how illnesses are experienced and
managed.

Finally, research has examined SES differ-
ences in adolescent rates of injuries. These
studies seem inconclusive at first as they often
fail to find differences by SES in the num-
ber of total injuries (e.g., Simpson et al, 2005;
Williams et al, 1997) or find different direc-
tions of associations for different SES measures
(Potter et al, 2005). Closer examination of the
available data, however, suggests that differences
in types of injuries may help explain different
patterns within different SES groups. Rauscher
and Myers (2008) for example found a dose–
response relationship between SES and work-
related injuries among adolescents. After con-
trolling for hours worked per week, work history,
and race, there was a 30% increase in injuries
among adolescents whose mother had a low edu-
cation as opposed to high education background.
In addition, while Simpson et al (2005), using
cross-sectional Canadian data, also did not find
a clear direction for overall injury rates, ado-
lescents from low SES environments were at
greater risk for being hospitalized due to injury
as well as for reporting fighting injuries. These
patterns suggest that injuries among low SES
adolescents may result in part from interpersonal
conflict and unsafe physical environments, such
as unsafe neighborhoods or work environments.
In contrast, higher SES adolescents appear to be
at greater risk for recreational and sports injuries
(Simpson et al, 2005; Williams et al, 1997). This
may be in part because low SES youth are less
likely to be able to afford such activities. In sum,
adolescents from different SES groups appear to
be vulnerable to different types of injuries. In
particular, youth from low SES environments are
at an increased risk from work-related injuries,
injuries resulting from interpersonal conflict, and
road injuries, whereas youth from high SES
environments are at increased risk for sports
injuries.
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3 Reasons for Why These Disparities
Might Exist in Adolescence

SES is likely to impact factors at multiple lev-
els, for example at the individual level, through
health behaviors such as substance abuse, at
the family level, for example through parent-
ing behaviors, at the neighborhood level, such
as through neighborhood violence, through the
availability of health insurance and access to
care, and finally, through physical environmen-
tal influences and a number of biological path-
ways. All of these, in turn, impact adolescent
health. Below we describe some of the most
well-studied pathways through which SES likely
comes to impact child health in more detail.

3.1 Individual Level: Child Health
Behaviors

One of the most well-studied pathways from
SES to adolescent physical health is through
adolescent health behaviors. For example, low
SES adolescents are less likely to engage in
physical activity (Abernathy et al, 2002; Janssen
et al, 2006), thereby putting themselves at risk
for overweight and related health problems. A
recent study furthermore showed that adoles-
cence is a period of significant decline in activity
levels (Nader et al, 2009). Using accelerometers,
the authors determined the time a sample of 9- to
15-year-old youth spent engaging in moderate-
to-vigorous physical activity on a daily basis.
While most 9-year olds showed evidence of
healthy activity levels (about 3 h per day), 15-
year-old study participants had dropped below
the recommended time of 60 min of moderate-
to-vigorous physical activity per day. Youth from
low SES backgrounds also experienced some-
what faster decreases in physical activity over
time. Sallis et al (1996) showed that one of
the reasons for this lack of physical activity is
the lack of resources low SES families have
access to. Adolescents from more affluent school

districts had more frequent and active physi-
cal education classes at school and were twice
as likely to take other exercise-related classes
outside of school. Low-income families, on the
other hand, did not have the financial resources
to provide their children with comparable
opportunities.

Other studies have further clarified that there
is a distinction between physical activity and
sedentary behaviors and that sedentary behav-
iors are also important to appreciate. While a
lack of physical activity indicates that people
are not engaging in regular structured exercise,
this does not mean they also lead a very seden-
tary lifestyle, which includes behaviors such
as watching TV and playing computer games.
Two studies have found that sedentary behav-
iors, but not physical activity, mediated the low
SES – overweight relationship among adoles-
cents (Hanson and Chen, 2006; Lioret et al,
2007). Targeting sedentary health behaviors may
be particularly important among adolescents as
research suggests that as children move into ado-
lescence their physical activity levels decline
and sedentary behaviors become more common
(Brodersen et al, 2007).

Finally, other studies suggest that lack of exer-
cise and sedentary behaviors are also related to
other negative health behaviors among adoles-
cents. Wang et al (2006) found that low SES
African American youth were not only more
likely to not exercise and engage in sedentary
behaviors, such as watching TV and playing
video games, but were also more likely to con-
sume fried foods and soft drinks, both of which
would be particularly unhealthy in the context of
an already sedentary lifestyle. Delva et al (2006)
reported similar results based on a nationally
representative sample of adolescents and found
that in addition to being less likely to engage in
good dietary and exercise habits, low SES ado-
lescents were also less likely to eat breakfast on
a regular basis.

Another set of health behaviors that has been
proposed to vary by SES relates to substance use.
However, evidence with regard to associations
between SES and substance use is somewhat
mixed. Soteriades and DiFranza (2003) report
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that adolescent cigarette smoking increases as
parent income and education decrease and that
this relationship may be partially mediated by
parental smoking habits. These results are sup-
ported by a national longitudinal study which
also found inverse SES gradients for cigarette
smoking and alcohol use (Goodman and Huang,
2002). However, this study also reported that
the nature of the relationships was not consis-
tent across all SES indicators. Longitudinally,
Harrell et al (1998) found that low SES chil-
dren and adolescents were more likely to be
experimental smokers and to start smoking ear-
lier. In contrast, some evidence suggests that
substance use may be more common among ado-
lescents from high SES families (Hanson and
Chen, 2007), perhaps because it is easier for high
SES youth to acquire cigarettes, alcohol, and
other drugs due to greater financial resources or
because youth from affluent backgrounds are not
exposed to the negative consequences of drug
use on a regular basis which may provide a deter-
rent for engaging in substance use behaviors (see
also Luthar and D’Avanzo, 1999). In addition,
Georgiades et al (2006) found that immigrant
youth were subject to greater economic hard-
ship, but nonetheless were less likely to smoke.
Overall, large-scale studies suggest that low SES
youth are more likely to engage in substance
use behaviors such as cigarette use, though there
may be some subgroups that are less vulnerable
to substance use and some circumstances under
which higher SES youth have greater access to
substances.

3.2 Individual Level: Child
Psychological Characteristics

Aside from youth’s health behaviors, their psy-
chological characteristics are also likely to be
impacted by their environment and, in turn, to
impact their health. One of the most common
and most frequently studied mental health out-
comes among adolescents is depression, which
is more prevalent among youth from families

with lower education and income (Goodman,
1999; Goodman et al, 2003; Kubik et al, 2003;
Mendelson et al, 2008). Depression among ado-
lescents, in turn, is associated with a series of
other outcomes. For example, Goodman and
Huang (2001) report that depressed adoles-
cents experience fewer routine physical exam-
inations and utilize fewer medical and more
mental health resources. Depression has also
been linked to adolescent substance use (Kubik
et al, 2003) and Goodman and Huang (2002)
reported that depressive symptoms may be one
mechanism through which SES affects cigarette
smoking and cocaine use among adolescents.

Adolescents growing up in low SES environ-
ments also experience greater stress in their lives
(Goodman et al, 2005a), which may predispose
low SES youth to certain negative psycholog-
ical and physical health outcomes. Chen et al
(2004) and Chen and Matthews (2003) showed
that youth from low SES environments more
readily make interpretations of threat when pre-
sented with ambiguous, but not negative, events,
perhaps as a result of having grown up in a more
hostile environment where there was greater
exposure to chronic as well as acute daily stres-
sors. These psychological traits have also been
linked to physiological health outcomes, such
that these youth also showed evidence of greater
diastolic blood pressure and heart rate reactivity
(Chen et al, 2004), as well as heightened levels
of inflammatory markers implicated in asthma
(Chen et al, 2006).

3.3 Family Factors

At the family level, a number of factors have
also been identified as potential links between
youth’s low SES environment and physical
health outcomes. Several studies have inves-
tigated the importance of family structure.
Abernathy et al (2002) found that low SES ado-
lescents were more likely to live in a one-parent
household. In turn, girls (but not boys) living
with one parent were more likely to be above the
85th percentile for weight (Delva et al, 2007),
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suggesting that there are health benefits to be
gained from living in an intact household with
both parents present. It may be easier for par-
ents in a two-parent household to place a greater
focus on active behaviors and away from seden-
tary behaviors, such as TV watching, and to
enforce behaviors such as healthy eating.

In addition, the characteristics of low SES
families have been shown to differ from those
of high SES families in a number of ways. Low
SES families are characterized by greater family
violence (Emery and Laumann-Billings, 1998)
and physical abuse within the family (Reid et al,
1999). In addition, family relationships in low
SES families are less likely to be warm and
supportive (Bradley et al, 2001), and parents
are more likely to engage in hostile, punitive,
and inconsistent behaviors (Wahler, 1990). In a
recent review article, Repetti et al (2002) elab-
orated on this concept of ‘risky families’ and
suggested that families marked by conflictual
and cold interactions that fail to provide safe
and warm environments for children and ado-
lescents create vulnerabilities in these youth
and increase their likelihood of experiencing a
number of disruptions in daily life function-
ing and health behaviors. Repetti et al (2002)
propose that risky family environments alter
sympathetic-adrenomedullary (SAM) reactiv-
ity and hypothalamic–pituitary–adrenal (HPA)
responses to stress, leading to negative mental
and physical health outcomes among adoles-
cents. Growing up in risky families has also
been linked to disruptions in emotion processing
and social competence as well as health behav-
iors such as substance abuse. Hence the family
environment may have implications for health
outcomes via a number of diverse pathways,
both biological and behavioral.

3.4 Neighborhood Factors

An increasing number of studies have begun to
investigate effects of SES on health at the neigh-
borhood level, including whether neighborhoods
provide a safe environment for youth and the

types of resources and exposures that neighbor-
hoods provide to youth (see Chapter 24).

In terms of social pathways, Cohen et al
(2003) reported that neighborhood collective
efficacy, meaning residents’ willingness to help
out for the common good, was lower in low
SES neighborhoods in the Chicago area. This
relationship mediated the association between
low SES and all-cause premature mortality as
well as mortality from cardiovascular disease
and homicide among residents of these neigh-
borhoods, such that lower collective efficacy
was related to an increased likelihood of mor-
tality. A recent review article (Leventhal and
Brooks-Gunn, 2000) further supports this notion.
Collective neighborhood efficacy is hypothe-
sized to be one mediator through which low SES
environments may come to impact adolescent
health, for example, through increased super-
vision and monitoring by adults which could
help to decrease the physical risk children and
adolescents are exposed to in a neighborhood.

Neighborhoods may also be beneficial in
terms of providing broader social networks
allowing for greater access to informational
resources. One laboratory study consistent with
this explanation investigated whether being pro-
vided with informational resources from another
person would affect physiological responses to
stress. Chen (2007) investigated adolescents’
physiological reactivity in response to a labo-
ratory stressor over which participants received
no intervention, were given control, or received
social informational resources. Low SES (but
not high SES) adolescents showed less reactiv-
ity when they received intervention. However,
receiving social informational resources was
more effective in reducing reactivity than hav-
ing control over the stressor. This suggests that
growing up in an environment that provides
youth with increased access to informational
resources may prove beneficial to their health.

Conversely, detrimental social characteristics
at the neighborhood level can negatively impact
health. Boynton-Jarrett et al (2008) studied a
group of adolescents and found that cumula-
tive violence exposure in their neighborhoods
was associated with a graded increase in risk for
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poor health, such that youth who were exposed
to more than five forms of cumulative exposure
were almost five times more likely to report poor
health.

Furthermore, the physical characteristics of
neighborhoods carries its own implications for
health. In the above-mentioned study on Chicago
residents (Cohen et al, 2003), low SES neighbor-
hoods were also more likely to score higher on
an index of ‘broken windows,’ meaning physi-
cal indicators such as boarded up homes, litter,
and graffiti. This in turn mediated the effect
between low SES and all-cause premature mor-
tality, mortality from cardiovascular disease, and
homicide, such that greater physical disorder in
the neighborhood was related to increased risk
for mortality.

Moreover, the accessibility of facilities and
the physical characteristics of neighborhoods,
including the existence of sidewalks, influence
the amount of time youth spend engaging in
extracurricular activities and physical exercise.
Romero (2005) reported a lack of adults who
youth felt contributed to a safe environment,
as well as a lack of good quality facilities
as barriers to physical activity in a sample of
adolescents living in low SES neighborhoods.
Gordon-Larsen et al (2006) came to a simi-
lar conclusion and reported that physical activ-
ity facilities, including parks, schools, youth
organizations, and instructional facilities, such
as dance schools, were not distributed equally
between low and high SES areas. This lack
of facilities in low SES blocks in turn led to
decreased activity among the adolescents living
in those areas. Moore and Diez Roux (2008) fur-
thermore found that access to healthy foods is
also a concern in low SES neighborhoods. Low
SES neighborhoods were shown to overall have
fewer supermarkets, fruit and vegetable markets,
and natural food stores, whereas liquor stores
and small grocery stores were more common in
these areas. Problems relating to the availability
of institutional resources have also been dis-
cussed as a potential mediating pathway between
low SES and negative health outcomes among
adolescents in Leventhal and Brooks-Gunn
(2000).

Levels of pollution are yet another neigh-
borhood factor with relevance to adolescents’
health. Lee et al (2006) reported that low SES
youth growing up in a major Korean city were
exposed to greater levels of small airborne par-
ticles, sulfur, and nitrogen dioxide. This greater
ambient air pollution in low SES neighborhoods
is particularly relevant for youth with and at risk
of asthma, one of the most common chronic ill-
nesses among children and adolescents. A recent
review article suggests that the accumulation of
environmental risk factors across early life such
as more polluted air and water and more crowded
and poorer quality housing negatively influences
the health of youth (Evans, 2004).

In sum, youth’s neighborhoods have a pro-
found impact on their health, with neighborhood
facilities, social cohesion, and the neighborhood
physical environment affecting adolescent health
by influencing the safety of their surroundings,
the amount of exercise youth engage in, sexual
risk behaviors, and exposure to pollutants.

3.5 Access to Care

Another structural factor at the societal level,
access to health care and health insurance,
relates to adolescents’ health outcomes. Not
surprisingly, in the USA low SES adolescents
are less likely to have health-care coverage
(Newacheck et al, 2003), which is problematic
as a lack of health insurance has been linked
to numerous undesirable outcomes among ado-
lescents. The low SES adolescents in this study
participated in the National Health Interview
Survey and were on average disadvantaged on
three of the four health status measures, six of
the eight measures of access to and satisfac-
tion with care, and six of the nine indicators of
access to and use of medical care, dental care,
and mental health coverage (Newacheck et al,
2003). In addition, Kim et al (2009) reported
that youth without health insurance used fewer
health services overall, and Haas et al (2003)
reported a positive relationship between lacking
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health insurance or being insured publicly and
the prevalence of being overweight.

3.6 Biological Pathways

A number of biological pathways are thought to
link SES to adolescent health. In this section we
provide a brief overview of the biological risk
markers that are likely to impact adolescents’
health into their adult life. Research has pri-
marily focused on risk factors for cardiovascular
health, such as blood pressure, cardiac reactiv-
ity, and hormonal profiles, for example, cortisol,
which can provide information about the poten-
tial dysregulation of the hypothalamic–pituitary
axis (HPA).

With respect to blood pressure in adolescence,
Marin et al (2008) found that low early life fam-
ily SES was associated with increased current
blood pressure among adolescents. Similarly,
McGrath et al (2006) reported that lower neigh-
borhood income predicted increased systolic
blood pressure during daily life.

SES has also been found to impact ado-
lescents’ cardiovascular reactivity. Chen et al
(2004) demonstrated a relationship between low
SES and greater cardiovascular reactivity during
ambiguous (but not negative) videos of social
situations that participants were presented with.
Likewise, Gump et al (1999) reported that chil-
dren and adolescents from low SES families
showed increased cardiovascular reactivity in
response to a laboratory stressor. These patterns
linking low SES to greater cardiovascular reac-
tivity may be particularly strong among youth
from poor neighborhoods. Wilson et al (2000)
found that among African American adolescents
from poor neighborhoods those with less edu-
cated parents exhibited greater diastolic blood
pressure in response to a competitive video
game. Lastly, these associations may only be
apparent in certain subgroups. Jackson et al
(1999), for example, found a race by neighbor-
hood SES interaction for systolic blood pressure
reactivity such that both low SES whites and

high SES blacks had the greatest reactivity com-
pared to their same race cohorts. The association
between low SES and greater reactivity in whites
is consistent with previous research. Jackson
et al (1999) speculate that the reason for the
relationship between high SES and increased
reactivity among African American youth may
be that these youth experience greater pressure to
achieve and hence experience greater emotional
stress in their everyday life. However, the exact
mechanism underlying this phenomenon is still
unclear.

Metabolic syndrome describes a cluster of
risk factors for cardiovascular disease. Recent
research linking SES to metabolic syndrome
suggests that lower parent education is also asso-
ciated with multiple metabolic risks among ado-
lescents, including higher insulin and glucose,
higher LDL cholesterol, waist circumference,
and BMI, as well as cumulative risks (Goodman
et al, 2005).

SES has also been linked to inflammatory
markers related to coronary heart disease risk,
such as fibrinogen, a coagulation protein, and C-
reactive protein (CRP). Murasko (2008) reported
that low SES adolescents had higher levels of
CRP in a sample of US adolescents. However,
there are conflicting results in this domain, as
other studies have found no relationship between
SES and fibrinogen among old children (Cook
et al, 1999) or higher levels of fibrinogen
and CRP among boys from high SES schools
(Thomas et al, 2005).

In addition, some studies have found links
between SES and hormonal profiles among
adolescents. Results from a longitudinal study
(Evans and Kim, 2007) showed that among 13-
year olds, those who had been exposed to greater
cumulative exposure to poverty over the course
of their life span had higher levels of overnight
urinary free cortisol at the follow-up assessment,
after controlling for baseline values. Another
study found evidence of increased daily sali-
vary cortisol output among both healthy children
and adolescents whose parents were less edu-
cated (Wolf et al, 2008). However, some studies
have found that the association of low SES with
higher salivary morning cortisol is stronger in
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younger children than in adolescents (Lupien
et al, 2001).

Finally, SES has also been associated with
biological markers within samples of adoles-
cents with a chronic illness. For example, Chen
et al (2003) examined immune and neuroen-
docrine markers of asthma in a group of adoles-
cents with asthma. Living in a low neighborhood
was associated with greater stimulated produc-
tion of the asthma-relevant cytokine interleukin
5 (IL-5), and marginally lower morning corti-
sol (a hormone with anti-inflammatory effects)
among these adolescents. Likewise, another
study with children and adolescents with asthma
showed that those coming from low SES envi-
ronments had a heightened production of the
asthma-relevant cytokines IL-5 and IL-13, as
well as higher eosinophil counts, a type of white
blood cell involved in the inflammatory process
of asthma. Taken together, these findings sug-
gest that SES can have biological effects that
have implications for the progression of chronic
diseases and that low SES among adolescents
is associated with a differential profile of hor-
monal output that, over the long term, may have
negative implications for health.

4 Conclusion

Health disparities among adolescents are com-
mon and have potentially far-reaching impli-
cations for adolescents’ future health during
adulthood. We have reviewed the recent litera-
ture and shown that SES disparities predispose
adolescents to a wide range of physical health
problems. Strong associations have been found
in particular for the impact of SES on adoles-
cent mortality, obesity, self-reported health, and
cardiovascular reactivity. Other areas, for exam-
ple, the impact of SES on sexual health, are in
need of more research before conclusions about
the strength and direction of these relationships
can be drawn. But overall, low SES youth face
a series of disadvantages. They live in neighbor-
hoods that support unfavorable health behaviors
and compromise their safety. They are less likely

to be adequately insured, receive the diagnosis,
treatment, and prolonged care that they may be
in need of. And they may come from families
that may be unable to support them, both emo-
tionally in times of distress and financially with
respect to, for example, leisure time physical
activity. Lastly, they are more likely to engage
in unhealthy and unsafe behaviors, in addition
to being more likely to experience psychological
distress.

These patterns imply that interventions will
need to address SES-related disparities on a
number of levels, ranging from the individual
to the societal. Consequently, no single inter-
vention focusing only on the neighborhood, the
family, or the individual will be enough. Multi-
pronged interventions may be needed, with sep-
arate components targeting individual, family,
and neighborhood contributors to health dispar-
ities in order to create meaningful reductions in
adolescent health disparities. In addition, a num-
ber of methodological issues also require more
attention in future research. For example, as ado-
lescents typically still live at home with their
parents but begin to be increasingly independent,
at times already even earning their own money,
it becomes more and more difficult to determine
whether family, i.e., parental, SES is an accept-
able indicator of adolescents’ SES, and under
what conditions adolescents’ own SES should
be accounted for. Second is the issue of age or
pubertal stage. The issue of age/pubertal stage
is that many studies look at combined samples
of children and adolescents together, meaning
that any disparity differences by age group or
pubertal development will be masked. This is
consistent with several studies that have found
different influences of SES on health outcomes
in children as opposed to adolescents (e.g., Cope
et al, 2008; von Rueden et al, 2005). In addition,
when biological outcomes are measured, puberty
status becomes especially important given nat-
ural changes in, for example, hormones with
puberty.

In sum, adolescents growing up in adverse,
low SES environments, just like children and
adults from low SES backgrounds, are more
likely to experience a range of negative health
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outcomes. By better understanding and target-
ing the pathways between low SES and adoles-
cent health, future research may be able to help
place low SES youth on more positive trajecto-
ries leading to better health well into their adult
years.
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Chapter 38

Reproductive Hormones and Stages of Life
in Women: Moderators of Mood and Cardiovascular
Health

Susan S. Girdler and Kathleen C. Light

1 Menstrually Related Mood
Disorders

1.1 Diagnosis and Prevalence

Since antiquity, medical professionals and lay
people alike have been interested in the influ-
ence of reproductive hormones on mood. It
was not until 1931, however, that Frank (1931)
first documented in 15 of his patients the
cyclical recurrence of a variety of emotional
and behavioral symptoms that remitted shortly
after the onset of menses. He termed this
phenomenon “premenstrual tension syndrome.”
However, the term “PMS” (premenstrual syn-
drome) as commonly used is generic, impre-
cise, and usually incorporates normal physio-
logic, mood, and behavioral changes associated
with the menstrual cycle. In this chapter our
focus will be on women who meet criteria for
more severe cyclical mood changes, including
the most severe form of a menstrually related
mood disorder, premenstrual dysphoric disorder
(PMDD).

Briefly, the American Psychiatric Association
(1994) criteria for PMDD require (1) that five
or more symptoms are present during most of
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the last week of the luteal phase of the men-
strual cycle and are absent in the week following
the onset of menstruation; (2) at least one of
these symptoms must be a major mood symp-
tom; (3) symptoms must interfere with work,
social activities, and/or relationships; (4) PMDD
must be differentiated from the premenstrual
exacerbation of a chronic mood disorder or
general medical condition; and (5) criteria 1–4
must be confirmed with prospective daily rat-
ings during at least two consecutive menstrual
cycles. The requirement for prospective con-
firmation of PMDD is the cornerstone of the
diagnosis since retrospective self-reports yield
high false positive rates (Marvan and Cortes-
Iniestra, 2001) and 50–75% of women who
present with PMDD do not meet prospective cri-
teria (e.g., Cohen et al, 2002). In the general
population, PMDD afflicts 5–8% of reproduc-
tive age women, while an additional 20% of
women have subsyndromal PMDD that results in
impairment.

1.2 Pathogenesis of PMDD

1.2.1 Review of the Menstrual Cycle
and Role of Gonadal Steroid
Hormones in PMDD

The reproductive cycle can be divided into a fol-
licular phase, an ovulatory phase, and a luteal
phase. Day one of menses marks the beginning

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_38, 585
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of the follicular phase, during the first half of
which blood levels of estrogens and proges-
terone are low and stable. The second half of
the follicular phase begins about 7–8 days before
the preovulatory luteinizing hormone (LH) surge
and is characterized by an increase in plasma
estrogen levels (estradiol and estrone). Plasma
progesterone levels do not increase during this
period. During the ovulatory phase, there is a
rapid rise in plasma LH levels which leads to the
rupture of the mature follicle approximately 16–
24 h later, marking the beginning of the luteal
phase. The sine qua non of the luteal phase is
the marked increase in progesterone secretion
which reaches a maximum about 8 days after
the mid-cycle LH peak. Estrone and estradiol
plasma levels increase in parallel with that of
progesterone.

Although early hypotheses about PMDD
posited the presence during the luteal phase of
a hormonal abnormality, women with PMDD do
not reliably differ in ovarian function or steroid
hormone levels across the cycle (e.g., Girdler
et al, 1993). However, the importance of changes
in gonadal steroids in PMDD was suggested by
an early observational study (Halbreich et al,
1986) that showed the strongest predictor of
premenstrual symptom severity in women with
PMDD was the rate of change in luteal phase
progesterone and estradiol, and not the absolute
progesterone or estradiol levels. Subsequently,
Schmidt and colleagues (1991) demonstrated
that in those women in whom ovarian sup-
pression with the gonadotropin-releasing hor-
mone (GnRH) agonist leuprolide acetate (Depot
Lupron) prevented the expression of PMDD
symptoms, exogenous administration of either
estradiol or progesterone (but not placebo) pre-
cipitated the return of symptoms. Notably, how-
ever, in the non-PMDD controls, neither the
hypogonadal (Lupron alone) nor the hormone
replacement (Lupron + estradiol or progesterone
or placebo) conditions were associated with any
perturbation of mood. Thus, PMDD women
appear to be more sensitive to mood destabi-
lization consequent to changes in normal ovar-
ian steroid hormone levels across the menstrual
cycle.

1.2.2 Assessing Menstrual Cycle Phase
and Cardiovascular Stress Reactivity
in PMDD

We have investigated evidence for dysregula-
tion in cardiovascular stress responses in PMDD
and the influence of menstrual cycle phase.
Due to the significant between-subjects differ-
ences in absolute levels of gonadal steroid hor-
mones over the menstrual cycle (Howards et al,
2009), a within-subjects design is methodolog-
ically important. In our studies, the timing of
follicular phase test sessions is based on self-
report of the first day of menses, defined as
follicular cycle day 1. Timing of luteal phase test
sessions is aided by the use of home urine ovu-
lation test kits that detect the LH surge preced-
ing ovulation. Because normal menstrual cycle
lengths are variable (22–36 days) and there is
a lack of correspondence between self-reported
cycle length and actual cycle length (Howards
et al, 2009), our subjects prospectively track their
cycle length for two to three cycles, basing the
start date for LH testing on the shortest cycle
length documented. While blood hormone levels
should be used to confirm phase and ovulation,
the detection of the LH surge in urine is a reliable
method with which to target luteal phase cycle
days in compliant subjects.

In normally cycling non-PMDD women,
the weight of the available evidence indicates
that menstrual cycle phase does not influence
blood pressure reactivity to laboratory stres-
sors (e.g., Girdler et al, 1993, 1998, 2007;
Hirshoren et al, 2002). However, in our stud-
ies that have employed impedance cardiography
to assess myocardial versus vascular contribu-
tions to blood pressure increases, we have con-
sistently found, both at rest and in response
to stress, that the higher hormone luteal phase
is associated with greater myocardial reactiv-
ity to stress, indexed by stroke volume, cardiac
output, and/or heart rate, but lower vascular
resistance levels relative to the lower hormone
early follicular phase (Girdler et al, 1993, 1998,
2007), such that homeostasis of blood pres-
sure levels is maintained across the menstrual
cycle.
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Regarding diagnosis-related differences in
cardiovascular stress reactivity, although the
menstrual cycle is obligatory to the expression
of premenstrual symptoms, paradoxically we
have obtained little evidence that the menstrual
cycle influences PMDD-related differences in
cardiovascular responses to stress. While PMDD
women exhibit blunted heart rate, stroke volume,
cardiac output, and blood pressure responses to
a variety of laboratory stressors relative to non-
PMDD controls, this is evident in both cycle
phases (Girdler et al, 1993, 1998).

1.2.3 The Role of Historical Factors
in the Pathogenesis of PMDD

In subsequent studies, using structured inter-
view, we found that PMDD women are about
twice as likely to have a history of physical
and/or sexual abuse (Girdler et al, 2003, 2007).
We also obtained evidence that the biologi-
cal correlates of abuse may differ for PMDD
women since only for PMDD women was prior
abuse associated with increased β-adrenergic
receptor responsivity relative to never abused
PMDD women (assessed via the standardized
isoproterenol sensitivity test) (Cleaveland et al,
1972). Abuse did not modify β-adrenergic recep-
tor responsivity in non-PMDD controls (Girdler
et al, 2003). In a placebo-controlled study
involving a 2-month challenge with clonidine,
a centrally acting presynaptic α2-adrenergic
receptor agonist, we found that, when com-
pared with pretreatment reactivity, clonidine was
associated with greater reductions in blood pres-
sure and heart rate reactivity to stress in abused
PMDD women versus never abused PMDD
women, indicating a greater contribution of α-
adrenergic receptors to the stress responses of
abused PMDD women (Bunevicius et al, 2005).

Given the high rate of depression in abused
women, in our subsequent study (Girdler et al,
2007) we controlled for histories of depression
in our analyses and found that both PMDD and
non-PMDD women with prior abuse exhibited
greater heart rate levels at rest and during stres-
sors relative to never abused women. Again,

however, we found that the biological corre-
lates of abuse differed in PMDD, since only
the abused PMDD women had greater vascular
resistance levels and blood pressure levels at rest
and in response to stress relative to never abused
PMDD women – effects not seen in non-PMDD
women. Since the abused groups did not differ
in heart rate or cardiac output, the greater blood
pressure levels in abused PMDD women are
likely due to their enhanced vascular tone, which
is mediated, in part, by vascular α2-adrenergic
receptors (Girdler et al, 1993). Thus, our work
using pharmacologic adrenergic receptor chal-
lenges, together with impedance cardiography,
indicates that PMDD women may be especially
vulnerable to the effects of abuse on adrenergic
function.

1.2.4 Progesterone-Derived GABAergic
Neurosteroids in PMDD

In rodents, acute stress results in significant
increases in both plasma and CNS concentra-
tions of the 3α-hydroxy ring A-reduced steroid
metabolite of progesterone, 3α,5α-THP (allo-
pregnanolone) in physiologic ranges known
to enhance GABA receptor-activated Cl− cur-
rents (Purdy et al, 1991). Allopregnanolone
is among the most potent allostatic modula-
tor of the GABAA receptors (nanomolar con-
centrations), and it is through this mechanism
that it exerts anxiolytic effects (e.g., Bitran
et al, 2000). Allopregnanolone is synthesized in
ovary, adrenals, and brain. Allopregnanolone is
highly lipophilic. Animal studies have shown
that the major proportion of brain allopreg-
nanolone following stress is produced in periph-
ery (Purdy et al, 1991), though the peripheral
increase in allopregnanolone is delayed, peaking
at 30–70 min following the onset of acute stress
(Purdy et al, 1991).

Animal models provide consistent evidence
that neurosteroids like allopregnanolone restore
both normal GABAergic and hypothalamic–
pituitary–adrenal (HPA) function following
stress (e.g., Barbaccia et al, 1998; Guo et al,
1995). Thus, endogenous allopregnanolone
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represents a homeostatic mechanism in the
context of adaptation to stress by limiting the
extent and duration of reduction in GABAergic
inhibitory transmission and activation of the
HPA axis. It has been suggested that disruption
in this homeostatic mechanism may play an
etiopathogenic role in some psychiatric disor-
ders related to stress and be associated with
increased adrenal glucocorticoid output, such as
depression.

We have had the opportunity to conduct some
of the initial translational research on neuros-
teroid responses to mental stressors in humans.
We initially reported that PMDD women had
greater luteal phase allopregnanolone concen-
trations at rest, consistent with their lower
cortisol concentrations, but blunted allopreg-
nanolone stress reactivity relative to non-PMDD
controls (Girdler et al, 2001). This is con-
sistent with results from endocrine challenge
studies showing a blunted allopregnanolone
response to ACTH (Lombardi et al, 2004) and
a GnRH challenge (Monteleone et al, 2000) in
PMDD. However, the possibility existed that the
blunted allopregnanolone reactivity in PMDD
may have reflected the greater likelihood of
lifetime depression in PMDD women (Cohen
et al, 2002), since allopregnanolone concentra-
tions are consistently lower in depressed patients
(e.g., Strohle et al, 2000; Uzunova et al, 2006).
In our next study (Klatzkin et al, 2006), we
recruited PMDD and non-PMDD women with
or without histories of clinical depression (>7
months in full remission) and sampled allopreg-
nanolone immediately after venepuncture stress,
again 25 min later after an extended baseline
rest and at 30 and 60 min following the onset
of the Trier Social Stress Test. By character-
izing women based on prior depression and
PMDD status, we demonstrated that all women
with prior depression, regardless of PMDD, had
blunted allopregnanolone reactivity to stress at
both 30 and 60 min following stress relative to
never depressed women. Thus, what our first
study indicated was an effect of PMDD diag-
nosis on allopregnanolone stress reactivity may
more parsimoniously be explained by histo-
ries of clinical depression. This is not to say,

however, that depression-related alterations in
allopregnanolone reactivity to stress do not have
special clinical relevance for PMDD, since allo-
pregnanolone reactivity to challenge predicted
greater premenstrual symptom severity, but only
in PMDD women with histories of depression
(Klatzkin et al, 2006).

1.3 Conclusions and Future Research
Directions

The results of our recent studies indicate that his-
tories of abuse and histories of depression are
independently associated with persistent alter-
ations in stress-responsive systems in women,
and that these histories may have special bio-
logical relevance for women with PMDD. This
suggests clinically distinct subgroups of PMDD
women and may have treatment implications
for many PMDD women since only 50–60% of
PMDD women are responsive to current FDA
approved treatments (Halbreich, 2008).

Our preliminary work on altered allopreg-
nanolone reactivity to stress in women with
depressive disorders suggests that investigations
in the role of neuroactive steroid stress respon-
sivity and the regulatory role of such responses
with regard to the HPA axis in the pathophys-
iology of depressive disorders in humans may
be indicated. While this represents an exciting
new direction in behavioral medicine for under-
standing biobehavioral factors in depressive ill-
ness, it will be important to proceed cautiously
by first establishing reliable studies in healthy
human males and females on the time course
of neurosteroid responses to stress, as has been
done for the HPA axis response to social stress
(Kirschbaum et al, 1993). Our prior work sug-
gests that peak allopregnanolone stress levels in
human females may occur at a different time
point than in rodents.

It would also be important to investigate
other neuroactive steroids that are detectable
in human plasma, are stress responsive, and
are potent modulators of the GABAA receptor.
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Gas chromatography and mass spectrometry
(GC–MS) allow for the simultaneous detec-
tion of low amounts of neuroactive steroids
in brain, cerebrospinal fluid, and plasma. We
have recently been involved with validating
the biological application of this method using
serum from healthy women tested in the fol-
licular phase before and after a controlled oral
dose of micronized progesterone. With GC–MS,
we reported the ability to detect progesterone-
induced elevations in all four GABAergic neu-
roactive steroids derived from progesterone and
from deoxycorticosterone, while there was no
effect of progesterone on any DHEA metabolite
(Porcu et al, 2009). The simultaneous measure-
ment of these neuroactive steroids is important
not only to further explore their physiological
roles but also to identify biomarkers of dis-
ease risk, treatment response, and more selective
therapeutic targets.

2 Oxytocin and Vasopressin:
Information from Animal Models

In addition to traditional reproductive hormones
like estrogen and testosterone, two hypothalamic
neuropeptides, oxytocin, and vasopressin that
are shared across all mammalian species (includ-
ing humans) have been shown to be central
to reproductive success. These two neuropep-
tides are also of interest to behavioral medicine
because they have major implications for physi-
cal and mental health, with effects on the cardio-
vascular system, wound healing, and pain sen-
sitivity. Of these two, oxytocin has been much
more studied in regard to reproduction while
vasopressin, despite clear links to pair bonding in
animal models, is much better known for its role
in relation to blood pressure regulation through
its effects on vasoconstriction and renal sodium
excretion (hence its earlier common name as
antidiuretic hormone).

Oxytocin plays a major role in a number
of reproductive functions, beginning with sex-
ual receptivity and mating in both genders,

ejaculation in males, and formation of long-term
pair bonds in those species when monogamy
is typical (for reviews, see Carter, 1998; Insel
and Young, 2001). During and after pregnancy,
oxytocin functions to advance labor and uterine
contractions and is involved in initiation of most
maternal behaviors including breast feeding, nest
building, licking, and warm contact with off-
spring. Oxytocin is involved in many basic non-
reproductive social behaviors as well, including
the simple act of socially recognizing a famil-
iar individual (Young, 2002). Oxytocin knockout
mice, lacking the gene to produce oxytocin, are
less able to recognize a formerly familiar con-
specific despite having no deficits in underlying
learning or sensory functions. This lack of social
recognition disappears if oxytocin is adminis-
tered to the animal’s medial amygdala, while the
behavioral deficit can be mimicked in normal
mice by administering an oxytocin antagonist to
the same region (Ferguson et al, 2000, 2001).

There appear to be long-term consequences
of early life deficits in oxytocin activity. As
infants, oxytocin knockout mice vocalize less
during separations from their dams, eliciting less
licking, close contact and other maternal behav-
ior when separation ends. As adults, female
oxytocin knockouts show less maternal behav-
ior and the males show increased aggression
(Winslow et al, 2003). Another maternal behav-
ior enhanced by oxytocin is licking. Increased
maternal pup licking (which increases oxytocin
and decreases HPA activity in pups and dams)
has diverse benefits that endure into adulthood:
decreased stress behaviors, HPA activity, and
blood pressure (Champagne et al, 2003). The
oxytocin literature also indicates increased inter-
generational maternal behavior in the female
pups as adults; that is, pups that have expe-
rienced high maternal behavior by their dams
tend to show high maternal behavior as adults
(Pedersen and Boccia, 2002).

In addition to its effects on reproduction and
maternal behaviors, oxytocin has much broader
effects as a neuromodulator by potentiating
or attenuating activity in other physiological
systems. Its downstream effects influence the
HPA and sympathetic-adrenomedullary “stress
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response” systems, the serotonin, dopamine, and
GABA “mood and affect” responsive systems,
and the opioidergic and other “pain regulating”
systems. Uvnäs-Moberg (1998) has proposed
that oxytocin is the central response system
involved in what she has labeled the “relax-
ation and growth” response and the “calm and
connection” response. This response is a com-
plementary system to which behavioral medicine
terms the “flight or fight” response, which
involves activation of HPA and sympathetic
stress-responsive systems. Not surprisingly, oxy-
tocin activity can be enhanced after these sys-
tems are activated, as part of a negative feedback
loop acting to turn off these systems and keep
their activation to a short-term response. In the
brain, the neural connections between the oxy-
tocin tracts and the dopaminergic tracts, some-
times called the “reward system”, are assumed
to activate together and may partly explain why
contact between mother and infant and even
nonsexual contact between bonded partners and
other family members is so rewarding. In rat
dams, suckling by pups produced greater acti-
vation of dopaminergic pathways than cocaine
did (Ferris et al, 2005). Interestingly, cocaine
exposure during pregnancy appears to reduce
oxytocin activity and maternal behaviors while
increasing aggression in both the dams and
in female offspring when adults and has been
described as “highjacking” the pathways that
make maternal behaviors rewarding (McMurray
et al, 2008).

Centrally, oxytocin is produced in the
paraventricular and supraoptic nuclei of the
hypothalamus. From these nuclei, oxytocinergic
magnocellular neurons project to the posterior
pituitary, and secreted oxytocin of central ner-
vous system origins then can travel via the cir-
culation to the uterus, breasts, heart, and blood
vessels, all of which have oxytocin receptors.
The heart and larger vessels can themselves syn-
thesize smaller additional amounts of oxytocin.
Oxytocin administration to isolated heart and
vessels (with and without oxytocin antagonist
present) show that increased oxytocin-specific
activity of local receptors can reduce heart
rate and contractile force, thereby decreasing

cardiac output, and can enhance vasodilata-
tion, all of which would decrease blood pres-
sure (e.g., Petersson, 2002). Interestingly, the
other social peptide, vasopressin, has the oppo-
site effect on cardiovascular responses, increas-
ing vasoconstriction, and sodium retention, and
thereby increasing blood pressure. Chronic oxy-
tocin administration in adult animals for five
or more days leads to decreases in HPA activ-
ity as indexed by corticosterone lasting 10
days and long-lasting decreases in blood pres-
sure, while postnatal oxytocin administration
can lead to lower blood pressure into adulthood
(e.g., Petersson, 2002). Persistent blood pres-
sure reductions after oxytocin administration are
presumed to be due to oxytocin’s influence reset-
ting other cardiovascular modulator pathways,
including central alpha-2 adrenoceptor activity,
parasympathetic activity, serotonergic activity,
and atrial natriuretic peptide. Oxytocin may also
reduce cardiovascular risk by inhibiting inflam-
matory processes implicated in atherogenesis.
McCabe and colleagues have shown that social
contact alters the progression of atheroscle-
rotic changes in a susceptible rabbit strain:
effects that appear related to oxytocin activity;
using cultured human vascular cells, they further
verified that oxytocin decreases both superox-
ide production and release of pro-inflammatory
cytokines (e.g., Szeto et al, 2008). Oxytocin
activity elicited by social contact also decreases
acute inflammation and promotes wound healing
(Detillion et al, 2004; DeVries et al, 2007).

The central oxytocin system exhibits unusual
plasticity, remaining functional across the life
span in both genders, but nevertheless is quite
responsive to reproductive steroid hormone fluc-
tuations. Although oxytocin receptors are dis-
tributed in the same brain regions of both
males and females of the same species, social
connection and anxiety effects are greater in
females and/or enhanced by estrogen or hor-
monal variation during estrous cycles (Young,
2002). Choleris and colleagues (2003) demon-
strated deficits in social recognition in three
female genetic knockout mice models: oxy-
tocin knockout, estrogen receptor-alpha knock-
out, and estrogen receptor-beta knockout. All
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three varieties of these knockout animals showed
social recognition deficits compared with genet-
ically normal mice, indicating that estrogen
receptors directly contribute to OT-mediated
social behaviors. Reduction of aggressive and
anxiety behaviors associated with oxytocin
activity has been documented in females of sev-
eral species and appears to be influenced by
estrogen (Harmon et al, 2002).

2.1 Oxytocin and Vasopressin:
Information from Human Studies

Preliminary evidence from human mothers sug-
gests that oxytocin helps modulate their affec-
tive state, and this may, in turn, influence their
stress responses. In mothers who both breast
and bottle feed their infants, the act of breast
feeding (which typically elicits greater rises in
plasma OT) is associated with less perceived
stress, depression, and anxiety than bottle feed-
ing (Mezzacappa and Katkin, 2002). Women
who are breast feeders also report less anxi-
ety than bottle-feeding women and show lower
blood pressure before and during stress (Altemus
et al, 2001). However, one randomized trial of
intranasal oxytocin administration to enhance
milk expression while using a breast pump in
mothers of preterm infants found only faster
initial let-down, but no other benefit (Fewtrell
et al, 2006). In our research with mothers of
infants, we found that high oxytocin responders
to mother–infant interaction have lower overall
blood pressure levels both in laboratory stress
studies and during 24 h ambulatory monitoring
at home (Light et al, 2000). Our most recent
mother–infant studies have confirmed that oxy-
tocin differences between breast and bottle feed-
ers are evident during infant feeding, mother–
infant interaction, and stressors (stressful speech
and cold pressor test) using either salivary or
plasma oxytocin samples (Grewen et al, 2010).

Early life experience in humans as well
as animals (e.g., Pedersen and Boccia, 2002)
may affect the function of the oxytocin and

vasopressin systems. Wismer Fries et al (2005)
reported that children who had lived in orphan-
ages with limited social contact for an aver-
age of 17 months before being adopted showed
lower overall urinary vasopressin levels for
4 days and lower urinary oxytocin during a
game involving lots of mother–child touching
compared with age-matched children who had
always lived with their parents. Adult men
who experienced early parental separation have
also failed to show normal inhibition of corti-
sol following intranasal oxytocin administration
(Meinlschmidt and Heim, 2007), while adult
women who had experienced childhood abuse
or neglect had lower oxytocin levels in their
cerebrospinal fluid (Heim et al, 2008). Together,
these studies suggest that central oxytocin
and vasopressin pathways may show long-term
effects of early life events involving parental
attachment. In young unmarried adults, higher
plasma oxytocin levels were linked to stronger
attachment to their parents and to lower levels of
distress and depressive symptoms (Gordon et al,
2008). Stronger attachment was also associated
with higher plasma oxytocin in premenopausal
women, but in this case it was also linked to
higher anxiety (Tops et al, 2007). The latter find-
ing may reflect the role of oxytocin as part of the
negative feedback loop for the HPA axis, since
this pattern was also associated with higher corti-
sol. Guastella et al (2009) have recently observed
significant benefits of intranasal oxytocin admin-
istration compared to placebo as adjunctive treat-
ment in patients undergoing therapy for social
anxiety disorder.

Our research group has also addressed the
link between relationship characteristics, oxy-
tocin response, and both sympathetic nervous
system activity and blood pressure in mar-
ried couples. We found that if even one of
the spouses reports having strong, unambiva-
lent support from the partner, both husband
and wife will have high plasma oxytocin lev-
els in anticipation of, as well as right after, a
period of close contact with the their spouse
when they cuddle and talk about a happy shared
memory. In wives, higher partner support and
more frequent partner hugs were also linked to



592 S.S. Girdler and K.C. Light

lower resting blood pressure and sympathetic
nervous system activity (indexed by plasma
norepinephrine levels before and after partner
cuddling), which appeared to be partly medi-
ated by higher oxytocin (Grewen et al, 2005;
Light et al, 2005a). Although wives with high
oxytocin did not show reductions in blood pres-
sure reactivity to stress, they did maintain lower
absolute levels of blood pressure across both
rest and stress compared with low oxytocin
women (Light et al, 2005a). In a double-blind
placebo-controlled study linking oxytocin activ-
ity to reproductive hormones, we found that
oxytocin precursor activity was enhanced in
postmenopausal women after 6 months of estro-
gen replacement therapy (ERT) compared to
placebo (Light et al, 2005b). Also, this same
study indicated that greater increases in oxy-
tocin activity were related to greater decreases
in blood pressure resulting from reduced vas-
cular resistance, even after partialling out direct
effects on the vasculature related to treatment
condition or to changes in plasma estradiol.
Furthermore, women with poorer partner rela-
tionships (indexed by divorced versus married
status) were less likely to respond to ERT with
high increases in oxytocin activity. This extends
earlier work by Turner et al (1999) who reported
oxytocin increases in response to positive emo-
tion induction in some but not all premenopausal
women, particularly those currently in couple
relationships and those reporting fewer relation-
ship problems. Furthermore, in parallel to ani-
mal model research, in a preliminary study, we
observed that mothers who had used cocaine dur-
ing pregnancy showed lesser oxytocin responses
during our laboratory studies involving mother–
infant interactions and higher blood pressure
levels in the laboratory and at home, where they
tended to spend less time holding their babies
other than for feeding (Light et al, 2004). Our
group has also obtained the first evidence in
humans, to our knowledge, showing that high
oxytocin activity is linked to altered pain toler-
ance (Grewen et al, 2008). Paralleling findings in
animal models (Uvnäs-Moberg, 1998), we found
that higher plasma oxytocin was correlated with

greater tolerance to ischemic and cold pressor
pain tasks in a bi-racial sample of women.
In this laboratory study of pain sensitivity,
African American women showed both lower
oxytocin and lower pain tolerance than other
women.

Due to the powerful multisystem effects
linked to oxytocin and vasopressin in regard
to social phenomena, intervention research
examining effects of increases in oxytocin in
humans has recently burgeoned, including stud-
ies linking oxytocin to increased interpersonal
trust, greater recognition of faces and decreased
fear (Meyer-Lindenberg, 2008). For example,
Ditzen and colleagues (2009) compared effects
of intranasal oxytocin versus placebo in couples
during conflict discussion, finding that oxytocin
reduced cortisol and increased positive com-
munication. Zak and colleagues observed that
intranasal oxytocin increased experimentally
assessed trust, reciprocity, and generosity behav-
iors (assessed by monetary transfer to strangers),
and they also found that exposure to either
deep massage or empathy-evoking film clips
likewise increased both circulating oxytocin
levels and such reciprocating or generous money
sharing (Barrazza and Zak, 2009; Morhenn
et al, 2008; Zak et al, 2007). As previously
mentioned, intranasal oxytocin is also being
used with some success in the treatment of
social anxiety (Guastella et al, 2009) and is also
being used with initially encouraging results in
autism spectrum disorders (Bartz and Hollander,
2008). Another study using intranasal oxytocin
to assess effects on male sexual function during
a blinded cross-over protocol involving mas-
turbation only obtained evidence that the men
detected differences in arousal on oxytocin, but
the authors acknowledged that future research
should take into account that oxytocin should
exert greater effects within the context of a
bonded partner relationship. Finally, in a study
of married couples (Holt-Lunstad et al, 2008),
we obtained evidence supporting the hypoth-
esis that endogenous oxytocin levels could be
increased behaviorally. In this study, couples
were randomized to intervention or monitoring



38 Reproductive Hormones and Stages of Life in Women 593

only for 1 month, with intervention couples
trained and instructed to practice Rosen listening
touch together with head and neck massage four
times/week. The intervention produced increases
in salivary oxytocin and decreases in the sym-
pathetic marker, salivary alpha amylase, in both
husbands and wives, and husbands also showed
lower post-intervention ambulatory blood
pressure.

2.2 Conclusions and Future
Directions

In summary, the function of physiological sys-
tems and behaviors influenced by oxytocin and
vasopressin are important to major health out-
comes. They are also important to some of the
things that we as humans value most: attach-
ment to family, friends, and other members of
our social groups, desire for physical closeness,
childbirth and parenting, and sexual response.
We anticipate that in the next few years, there
will be accelerating interest in human oxy-
tocin and vasopressin research. In particular,
we expect that there will be expanded research
employing salivary and urinary oxytocin and
vasopressin sampling, especially for studies in
the home environment where obtaining blood for
plasma measures is impractical. Although there
is some skepticism about the validity of salivary
oxytocin (Horvat-Gordon et al, 2005), a new
study indicates that in mothers of infants, sali-
vary and plasma oxytocin measures showed par-
allel increases and decreases during infant feed-
ing, cuddling, rests, and stressors, and the two
measures were reliably correlated during steady-
state conditions (Grewen et al, 2010). Urinary
oxytocin validation studies are in progress. We
also believe that there will continue to be great
interest in use of the intranasal administration
of oxytocin both for laboratory research and
for multi-session interventions. We especially
look forward to human investigations examining
potential benefits of enhanced oxytocin to rate of
wound healing and to atherosclerosis.

3 The Menopause: Determining
Female Reproductive Stage

Women do not start or end reproductive func-
tion at a particular chronological age. The
menopause transition, like puberty, is a dynamic
period with respect to the reproductive axis,
and a multidimensional process because in addi-
tion to changes in hormonal factors, it repre-
sents a time of change associated with fam-
ily and personal relationships, work status, and
self-concept.

It was only recently that a staging system and
nomenclature for healthy women who age spon-
taneously to a natural menopause was devel-
oped out of The Stages of Reproductive Aging
Workshop (STRAW) (Soules et al, 2001). The
relatively wide age range (42–58 years) for com-
plete reproductive failure (menopause) in normal
women underscores the importance of relying on
criteria other than age to determine reproduc-
tive status. The STRAW criteria for reproductive
staging are primarily based on the character-
istics of the menstrual cycle and secondarily
on follicle-stimulating hormone (FSH) levels.
The anchor for the staging system is the final
menstrual period. The STRAW system identifies
seven stages: five precede and two follow the
final menstrual period. Stages –5 to –3 encom-
pass the reproductive interval, –2 to –1 are
the menopausal transition, and +1 and +2 are
the postmenopause. A woman’s menstrual cycle
remains regular in stage –2 (early menopausal
transition), but the length changes by seven or
more days. Stage –1 (late menopausal transi-
tion) is characterized by two or more skipped
menstrual cycles and at least one intermenstrual
interval of 60 days or more. A woman is post-
menopausal when she has been amenorrheic for
12+ months, being in Stage +1 (early) for the
first 5 years after the final menstrual period and
in Stage +2 (late) until death. The term per-
imenopause literally means “about or around
the menopause” and begins with Stage –2 and
ends 12 months after the final menstrual period.
The duration of the perimenopause is variable
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and can extend over many years (Schmidt et al,
2004).

3.1 Estrogen Deprivation Increases
Risk for Depression and Medical
Illness

While the most common symptoms associated
with progressive ovarian failure and estrogen
deprivation during the menopause transition are
vasomotor (e.g., hot flushes), perimenopausal
women are also at increased risk for clinical
depression. While most women will not suffer
from clinically significant depressive symptoms
during the menopausal transition, longitudinal
studies in community samples have consistently
documented an increased risk for clinically sig-
nificant depressive symptoms or major depres-
sive episodes during the menopause transition,
with odds ratios generally ranging from 1.3 to
4.0 (e.g., Cohen et al, 2006; Freeman et al,
2009). That the fluctuations in hormones dur-
ing the menopause transition contribute to the
development of depression in vulnerable women
is supported by the work of Freeman (2006)
who showed that greater variability in estra-
diol levels, and not the estradiol levels per
se, was associated with both higher depressive
symptoms and diagnosed major depressive dis-
order. Thus, vulnerability to the mood desta-
bilizing effects of reproductive hormones may
represent a pathophysiological mechanism con-
tributing to the increased risk of new onset and
recurrent depression during the perimenopause.
Among the predictors of vulnerability to peri-
menopausal depression include longer duration
of the menopause transition time, vasomotor
symptoms, stressful life events proximate to the
menopausal transition, and histories of depres-
sion (Bromberger et al, 2009; Cohen et al, 2006;
Freeman et al, 2004, 2009; and see Deecher
and Dorries, 2007 for review), though it must
be emphasized that perimenopausal women are
twice as likely to develop new onset depression
relative to premenopausal women (Cohen et al,
2006; Freeman et al, 2006).

Depression is not only a major primary source
of morbidity and mortality (Chen and Dilsaver,
1996), but as well it has been associated with
an increased risk for cardiovascular disease mor-
bidity and mortality in studies of both animals
and humans (e.g., Shively et al, 2008). Transition
into the postmenopausal years is also associated
with a rapid increase in risk of cardiovascular
disease for women, with rates in postmenopausal
women surpassing those of men (e.g., Moller-
Leimkubler, 2007). While age is the major
determinant of increased cardiovascular risk, the
importance of estrogen in cardiovascular risk is
supported by observations among women under-
going early menopause or oophorectomy with-
out estradiol replacement (e.g., Colditz et al,
1987), since these women show a substantial
increase in cardiovascular disease risk, as do
younger women with premature ovarian failure
(Kalantaridou et al, 2006; Yildirir et al, 2006).
Consequently, with 1.5 million U.S. women
reaching menopause each year, a substantial
number of women will be at increased risk for
the comorbid expression of depression and car-
diovascular disease, making the perimenopause
an ideal window for studying the pathophysi-
ology of cardiovascular risk and depression in
women.

Not only is estrogen withdrawal associated
with increased risk for depression and cardio-
vascular disease, but it is also associated with
other negative health effects, the most notable
of which may be osteoporosis. Osteoporosis is
a disease characterized by the loss of bone mass
and strength that leads to fragility fractures. That
estrogen deficiency is critical to the pathogenesis
of osteoporosis came initially from the evidence
that postmenopausal women are at highest risk
for the disease (see Raisz, 2005 for review).
Bone remodeling is a dynamic process in which
old bone is removed from the skeleton and new
bone is added. It consists of two phases – resorp-
tion and formation – that involve activity of cells
called osteoclasts and osteoblasts. Usually the
removal and formation of bone are in balance
and maintain skeletal strength and integrity. In
postmenopausal women there is both an increase
in bone resorption and a diminishment of the
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increased bone formation that normally occurs in
response to mechanical loading, suggesting that
estrogen is both anti-catabolic and anabolic (Lee
et al, 2003; Raisz, 2005).

Osteoporosis is particularly common in white
postmenopausal women and causes 1.5 mil-
lion fractures per year in the United States
(Cummings and Melton, 2002). Hip fracture
is the most severe consequence of osteoporo-
sis, and its incidence in women rises expo-
nentially from approximately 100 to 1000 per
100,000 women per year from age 60 to 80 years
(Cummings and Melton, 2002). Hip fractures are
associated with significant impairment in qual-
ity of life, the most important of which may
be loss of the ability to walk. Approximately
half of individuals who are ambulatory prior
to hip fracture are unable to walk indepen-
dently following fracture (Miller, 1978); and
among women who live independently before
hip fracture, half remain in long-term care
or need help with activities of daily living a
year after the fracture (Cummings et al 1985).
Thus, osteoporosis has a high morbidity rate
for mid- and later-life women, is associated
with increased mortality rates (primarily fol-
lowing hip fracture) (Cummings and Melton,
2002), and represents a significant public health
problem.

3.2 Estrogen Replacement for
Depression, Cardiovascular
Disease, and Osteoporosis
in Peri- and Postmenopausal
Women

In recent controlled trials, a significant antide-
pressant effect of estrogen in moderately severe
depression in perimenopausal (e.g., Cohen et al,
2003; Soares et al, 2001) but not postmenopausal
(Morrison et al, 2004) women has been shown.
In contrast to the beneficial effects seen with
estrogen alone, a recent trial of estrogen plus
a continuous progestin failed to observe antide-
pressant efficacy compared with an SSRI in

women with peri- and postmenopausal depres-
sion (Soares et al, 2006). Nonetheless, a meta-
analysis from 26 controlled studies in peri- and
postmenopausal women (Zweifel and O’Brien,
1997) reported that estrogen replacement with or
without a progestin was associated with a sub-
stantial and significant reduction in depression
symptoms. Thus, in peri- and postmenopausal
women with moderate depression, estrogen ther-
apy appears effective in reducing depression
symptoms, with the antidepressant actions of
estrogen especially apparent in studies using
transdermal 17β-estradiol (see Frey et al, 2008
for review).

While the majority of cohort retrospective
and prospective observational studies in peri-
and postmenopausal women taking ERT or
combined hormone replacement therapy (HRT)
(estrogen plus a progestin) demonstrated a sig-
nificant reduction in cardiovascular disease as
well as all-cause mortality in hormone users
(e.g., Bush, 1996; Stampfer et al, 1991), this
substantial literature supporting the cardiopro-
tective effects of ERT has been called in to
question, if not repudiated, by several large
secondary and primary prevention trials of
ERT/HRT. The largest and most documented
of the controlled trials for the prevention of
cardiovascular disease is the Women’s Health
Initiative (WHI) that enrolled over 27,000 post-
menopausal women, 50–79 years old (mean age
– 63 years), and randomized each to either oral
ERT (in those without a uterus), HRT (conju-
gated equine estrogen + medroxyprogesterone
acetate [MPA]), or placebo. The HRT arm was
terminated after 5 years due to an increased inci-
dence of breast cancer; the results also suggested
an increase in non-fatal MI and stroke (Rossouw
et al, 2002).

Critical reviews subsequent to the initial WHI
reports have argued that the discordant findings
reflected problems in the design of the WHI,
the most important of which may have been the
age and condition of the study subjects (e.g.,
see Harman et al, 2005). Animal and human
studies support the “timing hypothesis,” – i.e.,
the effect of estrogen on cardiovascular dis-
ease risk depends on when therapy is started
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relative to the onset of ovarian failure: beneficial
if started in the perimenopausal years (during
the fatty streak to uncomplicated plaque stage of
atherosclerosis) and neutral or adverse if started
later (during the stage of plaque necrosis and
inflammation) (Karas and Clarkson, 2003). A
placebo-controlled 6-month trial of HRT from
our laboratory supports the timing hypothesis
since we observed significant reductions in rest-
ing and stress-induced blood pressure and vas-
cular resistance with HRT in women who had
been postmenopausal for less than 5 years, and
no beneficial effects in women postmenopausal
for more than 5 years (Brownley et al, 2004).
Most women in the observational studies initi-
ated HRT at or near the menopausal transition,
while those enrolled into the WHI were, on aver-
age, 12 years postmenopausal, and thus, likely
to be in the more advanced stages of atheroscle-
rotic progression (Harman et al, 2005). Taken
together, the animal and human data suggest
that initiating HRT early in the perimenopause
is a critical determinant of estradiol’s bene-
ficial effects regarding cardiovascular disease
risk.

Given the age and conditions of its subjects,
the International Menopause Society (IMS) con-
cluded that “the WHI should not be considered a
primary prevention trial of HRT to prevent car-
diovascular disease . . . at present, the only valid
studies of HRT for cardioprotection of women
in the menopausal transition are the epidemi-
ological and observational studies that gener-
ally agree with laboratory and animal studies,
indicating cardioprotection by estrogen initiated
in women during the menopausal transition”
(Wright, 2004). The IMS report also indicates
the need to study other routes of hormone admin-
istration since the WHI used only one formula-
tion (oral conjugated equine estrogen and MPA)
and differential effects of oral versus transdermal
estradiol on measures of cardiovascular risk are
well established. Moreover, the progestin used
in the WHI, MPA, is particularly antagonistic
(among progestins) to the beneficial cardiovas-
cular effects of estradiol (Adams et al, 1997).

Although ERT and HRT have long been
known to increase bone mineral density (North

American Menopause Society, 2006), it is of
interest here that the WHI was also the first large-
scale controlled trial to demonstrate a significant
reduction in hip fracture of about 35% associ-
ated with ERT and HRT use (Anderson et al,
2004; Cauley et al, 2003). While the contro-
versy currently surrounding the use of ERT or
HRT in postmenopausal women has limited its
use in the prevention of osteoporosis, that estro-
gen can prevent bone loss in postmenopausal
women at doses lower than those required to
stimulate classic target tissues such as breast and
uterus (Prestwood et al, 2003), suggests a more
favorable cost/benefit ratio for estrogen in the
treatment of osteoporosis. Controlled trials will
be needed in order to confirm this. It should also
be noted that there are a number of other avail-
able FDA approved pharmacotherapy options
that have also proven to be efficacious in the
treatment of osteoporosis, these include bispho-
sphonates, calcitonin, and parathyroid hormone
medications (see Alexander, 2009 for review).
Additionally, adequate calcium and vitamin D,
appropriate physical activity, smoking cessa-
tion, and reduced alcohol intake may increase
bone mass but also slow bone loss and reduce
fracture risk throughout life (North American
Menopause Society, 2006; Raisz, 2005).

3.3 Conclusions and Future Research
Directions

With our greater understanding now of the fac-
tors that likely contributed to the findings in the
WHI trial, any conclusions about the prophylac-
tic benefit of ERT/HRT for cardiovascular risk
in perimenopausal or healthy postmenopausal
women are precluded. Consequently, with the
appreciation in the field of behavioral medicine
for identifying individual difference charac-
teristics that predict both disease risk and
response to intervention, we have reached a
new dawn in research related to ERT/HRT
in peri- and postmenopausal women. Future
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behavioral medicine research aimed at identi-
fying behavioral phenotypes of perimenopausal
women that would predict the beneficial effects
of ERT on both cardiovascular and affective
regulation could preserve and refine the use of
a potentially valuable therapeutic option, with
consequent enormous public health impact.

4 General Conclusions

It seems remarkable that not even two decades
have passed since it was considered acceptable
to exclude women from clinical research on
the basis of “noise” that might be introduced
into the data attributable to female reproductive
hormones. Coincident with the 1993 National
Institutes of Health (NIH) Revitalization Act
directing the NIH to establish guidelines for
inclusion of women and minorities in clinical
research, we have had a burgeoning of research
related to reproductive health in women. While
there is a good deal of sobering information
included in this chapter regarding the influ-
ence of reproductive hormones and reproductive
stages on women’s mental and physical health,
the research summarized here clearly indicates
that female reproductive hormones do not con-
stitute “noise,” but instead serve as important
pathogenic triggers and mediators of mental and
medical illness in vulnerable women. As such,
however, they provide the potential for thera-
peutic targets for prevention and treatment of
women’s mental and medical disorders. As we
move forward into the next two decades, the
field of behavioral medicine is currently poised
to lead the way in developing individualized
approaches aimed at both the prevention and
the treatment of women’s mental and physical
health impairments. This might come in the form
of understanding the behavioral and historical
context that increases vulnerability to reproduc-
tive hormone-related effects on mood or phys-
ical health. Certainly the context dependency
of steroid action is well established in animal
models (see Rubinow and Schmidt, 2006 for
discussion). Or this might come in the form of

identifying behavioral phenotypes, such as stress
reactivity profiles, that predict response to inter-
vention. Thus, the “noise” has become a melody
of hope that the next two decades will provide
as much information about improving the lives
of women’s health as the prior two decades have
provided about the causes of our illnesses.
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Chapter 39

Aging and Behavioral Medicine

Brenda W.J.H. Penninx and Nicole Vogelzangs

1 The Importance of Aging

In the Western world, the old and especially
the oldest of the old comprise the fastest grow-
ing segment of our population. This is due to a
decreasing trend in the number of children born
as well as to dramatic changes in mortality lead-
ing to increased life expectancy. Life expectancy
has consistently been higher for women than
for men. Consequently, the elderly population
is composed of more women than men and,
as a result, in absolute terms aging is affecting
women more than men.

Aging has a profound impact on the indi-
vidual. For the most part, individual aging is
associated with many adverse changes in human
anatomy and physiology. Consequences of these
changes are, for instance, losses in the sense
of balance and movement, poorer hearing and
vision, slower reactions, and weaker muscles.
For a large part of adult life, people are nor-
mally provided with “biological” reserves. In
later life, these reserves are reduced, which can
cause weakening of one or another biological
function essential to life. As a result, conditions
such as heart disease, cancer, respiratory infec-
tion, or osteoarthritis may arise. The biological
age-related changes and the consequent devel-
opment of degenerative and chronic conditions

B.W.J.H. Penninx (�)
Department of Psychiatry, VU University Medical
Center, AJ Ernststraat 887, 1081 HL, Amsterdam,
The Netherlands
e-mail: b.penninx@vumc.nl

have a large impact on the physical functioning
and behaviors of older persons. The number of
older persons with difficulties in mobility and
activities of daily living increases dramatically
with increasing age.

In addition to the impact on biological
and physical areas, other aspects of life are
affected as well, not always in an unfavor-
able way. Individual aging is accompanied by
a series of social and behavioral transitions,
some entered into voluntarily, some imposed
by circumstances. In the next sections, we will
indicate for various domains of behavioral fac-
tors (social function, psychological function,
and lifestyle behaviors) to what extent they are
impacted by aging, and how these behavioral
factors are associated with health outcomes in
an older population. When describing the asso-
ciation between behavioral factors and health
outcomes, we will place special emphasis on
specific aging-related health outcomes, such as
physical decline, frailty, and cognitive impair-
ment. Finally, we will make several specific
considerations that one has to keep in mind when
examining or interpreting behavioral medicine in
the older population.

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_39, 603
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2 Aging and Behavioral Aspects

2.1 Social Function in Old Age

Aging is generally associated with dramatic
changes in social roles and personal relation-
ships. Around the age of 65 most individu-
als retire. Irrespective of whether retirement is
encountered as a welcome or an unpleasant life
event, it involves two developmental challenges:
adjustment to the loss of the work role and
the social ties of work and the development
of a satisfactory post-retirement lifestyle (van
Solinge and Henkens, 2008). Besides possible
adjustment problems this may bring about, the
change from a working to a retired life evidently
can be associated with large behavioral changes
that influence social and physical activities, food
intake, and alcohol consumption.

Another important element of aging is the
loss by death of age-peers such as siblings and
friends, but also of one’s own partner. Some
studies indicate that after the death of a spouse,
the widowed on average report a reduction in
social engagement (Bennett, 2005) and leisure
activity (Janke et al, 2008). Furthermore, widow-
hood has systematically been shown to increase
the risk of developing consequent depression and
anxiety disorders (Onrust and Cuijpers, 2006),
which might be especially true for men (van
Grootheest et al, 1999). Increasing age also
brings changes in relationship needs, for exam-
ple, as the result of increasing impairment. Older
adults may become more dependent on others
when they lose the ability to fulfill certain social
or instrumental tasks themselves. The existing
balance in their relationships may be disrupted,
introducing strain and discomfort. Widowhood,
the need for instrumental support, and the loss
of personal relationships might cause feelings
of loneliness, dependency, and helplessness.
Studies indeed show that loneliness increases
with age due to increasing disability and decreas-
ing social integration (Jylha, 2004). Although
only a minority of older people experience
severe loneliness, perhaps up to one-third may
experience some degree of loneliness (Grenade

and Boldy, 2008). In general, when adjustment
to the burdening circumstances related to aging
is inadequate, an older person might experi-
ence substantial psychological stress and conse-
quent symptoms of depression or anxiety (e.g.,
Cacioppo et al, 2006).

Table 39.1 shows some social aspects of
aging in a community-based random sample
of over 3000 older men and women aged
55 through 85 years who participated in the
Longitudinal Aging Study Amsterdam (LASA)
in the Netherlands. These results indeed show
that as people are older, more persons are with-
out a partner and network size and emotional
support decrease, whereas loneliness increases.
Interestingly, while at old age much more
women are without a partner, changes in net-
work size, social support, and loneliness show
rather similar patterns for men and women. This
is consistent with the finding that specifically
men are affected by the loss of their spouse,
possibly because their emotional well-being and
social engagement is more centered around mar-
riage, while women tend to have additional close
relationships (Dykstra and de Jong Gierveld,
2004).

2.2 Psychological Function
in Old Age

The most common psychological problems
experienced in old age are depressive and anx-
iety symptoms. Prevalence rates of depressive
and anxiety problems vary considerably depend-
ing on the sample studied and methods used.
Studies in clinical settings generally find much
higher prevalences than studies in community
settings, and studies applying psychiatric diag-
nostic criteria for depression or anxiety disor-
ders find much lower prevalences than studies
using symptom checklists. It is possible to score
relatively high on a symptom checklist with-
out meeting diagnostic criteria for depressive
or anxiety disorders. In fact, symptom check-
lists identify for the largest part persons who
do not fulfill the diagnostic severity threshold
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Table 39.1 Presence of social, psychological, and lifestyle factors in older men and women in different age groups
in the Longitudinal Aging Study Amsterdam (LASA)

Men Women
55–65
years
(n=490)

65–75
years
(n=456)

75–85
years
(n=560)

55–65
years
(n=526)

65–75
years
(n=517)

75–85
years
(n=558)

Social function
With partner (%) 88.6 86.0 70.0 76.0 57.6 28.0
Network size (mean no. of members) 15.1 (9.2) 13.6 (7.3) 12.6 (8.3) 15.6 (8.4) 14.1 (8.3) 12.0 (7.5)
Lack of emotional support (%) 39.3 40.1 44.2 21.4 29.4 38.4
Loneliness (0–11 scale)a 1.6 (2.1) 1.8 (2.3) 2.5 (2.7) 1.7 (2.4) 2.2 (2.7) 2.8 (2.8)

Psychological function
Major depressive disorderb (%) 1.2 1.1 0.5 3.4 3.5 2.0
Subthreshold depressionc (%) 8.2 8.1 13.2 9.7 14.1 21.0
Panic disorderb (%) 0.4 0.2 0.2 1.5 1.5 0.4
Social phobiab (%) 1.2 0.4 1.1 2.1 1.5 1.8
Generalized anxiety disorderb (%) 1.8 2.0 2.1 4.6 5.2 4.1
Subthreshold anxietyd (%) 5.3 4.2 4.5 6.7 7.7 7.2

Lifestyle behaviors
Low physical activity (%) 13.2 11.9 27.1 6.2 15.3 32.2
Smoking

Former (%)
Current (%)

54.4
37.6

60.2
33.6

62.7
30.3

32.6
23.5

30.5
16.7

24.5
10.2

Alcohol use
Moderate (one or two drinks a day) (%)
Excessive (three or more drinks a day) (%)

78.9
12.5

76.4
7.8

74.3
4.2

77.0
1.7

69.7
1.1

63.8
0.2

aMeasured by de Jong Gierveld loneliness scale
b1-Year prevalence rates based on diagnostic DSM criteria using the Diagnostic Interview Schedule
cIndicated by Center for Epidemiologic Studies Depression Scale ≥ 16, but no major depression diagnosis
dIndicated by Hospital Anxiety and Depression Scale – Anxiety subscale ≥ 8, but no anxiety disorder diagnosis.

of psychiatric depressive or anxiety disorders.
This condition is often referred to as “sub-
threshold depression/anxiety.” As confirmed in
several aging studies, major depressive disor-
der and anxiety disorder (mainly comprised of
panic disorder, social phobia, and generalized
anxiety disorder) are affecting about 2–4% of
the community-dwelling population (Beekman
et al, 1999). Contrary to what some people
might expect, psychiatrically defined depression
and anxiety disorders appear to be less preva-
lent among older adults than among young and
middle-aged adults. Table 39.1 shows the 1-year
prevalence rates of depressive and anxiety disor-
ders among participants of the community-based
LASA study (see also Beekman et al, 1995;
Beekman et al, 1998). These results confirm
a prevalence of 1–4% for the main depression

and anxiety disorders in old age, and much
higher prevalence rates of subthreshold depres-
sion and anxiety symptoms. Also, whereas the
prevalence of psychiatric disorders does not
clearly increase over time, the rates of sub-
threshold symptoms do. It is important to realize
that a large proportion (at least 50%) of older
persons with a depressive or anxiety disorder
have had prior episodes during earlier phases of
their lives. Thus, depression and anxiety disor-
ders in old age most often represent recurring
episodes of early-onset disorders. As in younger
age groups, older women generally show higher
rates of depression and anxiety disorders than
older men. Whether the concepts of depres-
sive and anxiety disorders and symptoms are
entirely similar in an older population compared
to a younger population has not been widely
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examined. Some studies indicate that the symp-
toms of moderate to severe depression presented
to the clinician are rather similar across older
persons and persons in midlife. However, some
subtle differences in symptom experience across
age groups have been described. Apathy (symp-
toms of non-interactiveness) appears to be a
little more frequent in later age than in younger
age, with psychomotor disturbances being more
obvious in older persons (Mehta et al, 2008).

2.3 Lifestyle Behaviors in Old Age

Aging has generally rather profound effects on
lifestyle behaviors as well, either due to changes
in daytime activities (e.g., after retirement or
widowhood) or as a result of the considerable
increase in disabilities and chronic diseases asso-
ciated with aging. Specifically, the degree of
physical activity may decrease due to physi-
cal decline, acquired chronic conditions, and
accompanying pain. But other lifestyle behaviors
might also be affected. Smoking is an important
accelerator of the aging process. In general, the
percentage of persons smoking decreases with
increasing age, but this may in large part be
due to the selective survival of non-smokers, or
due to the fact that certain older persons stop
smoking because of health reasons. It is impor-
tant to note, however, that those persons who
smoke most probably have been smoking a large
part of their lives. This accumulating effect of
lifetime smoking might therefore be specifically
detrimental in older persons. As with smoking,
increasing morbidity in older adults may explain
the age-related decline in alcohol consumption
after the age of 65 (Ferreira and Weems, 2008).
Lifestyle behaviors within the LASA popula-
tion of community-dwelling older persons are
presented in Table 39.1. In line with expecta-
tions, physical activity decreases with increasing
age, the proportion of current smokers declines,
while the relative proportion of former smokers
increases, and both moderate and excessive alco-
hol consumption are reduced in the oldest age
group.

3 Impact of Behavioral Factors on
Health Outcomes in the Older
Population

3.1 Mortality and Morbidity

Various other chapters in this book report on
evidence that social, psychological, and lifestyle
factors impact on overall health outcomes. Also,
meta-analyses and systematic reviews suggest
that lack of social support (Lett et al, 2005),
depressive symptoms (Nicholson et al, 2006),
and unhealthy lifestyle behaviors such as lack
of physical exercise (Oguma et al, 2002) are
associated with increased risk of developing
cardiovascular disease and all-cause mortality.
Although these reviews do not explicitly dis-
tinguish between studies using middle-aged and
older populations, it is good to realize that in fact
the majority of meta-analyzed studies examin-
ing the impact of behavioral factors on general
health outcomes have been conducted among
older persons, simply because morbidity and
mortality most commonly occur in the oldest age
groups. Therefore, there is no doubt that these
behavioral factors continue to impact on general
health outcomes such as mortality and (cardio-
vascular) morbidity patterns in the oldest popu-
lation. It would be too much to provide a com-
plete overview, but a few examples that unfavor-
able lifestyle, social, and psychological aspects
remain important factors that increase the chance
of poorer general health outcomes in old age
are given below. Alcohol consumption shows a
U- or J-shaped relationship with mortality, as in
middle-aged populations (Ferreira and Weems,
2008), and older persons with light to moderate
alcohol consumption show lower rates of car-
diac events and longer survival (Maraldi et al,
2006). In a community-based sample of per-
sons aged 70–79 years (Health Aging and Body
Composition study), we found that psycholog-
ical risk factors, especially negative life events
and inadequate emotional support, were associ-
ated with the metabolic syndrome (Vogelzangs
et al, 2007a). Also, in the Longitudinal Aging
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Study Amsterdam, we described that older
persons who reported high feelings of loneliness
and low levels of emotional support had signif-
icantly higher risk of dying over the subsequent
4 years (Penninx et al, 1997). Furthermore, wid-
owhood has been associated with an increased
mortality risk, which likely goes beyond a cor-
relational effect due to similarities in lifestyle,
age, experience, and behaviors between a mar-
ried couple (Espinosa and Evans, 2008). On the
more positive side, favorable psychological char-
acteristics in old age, such as a high sense of
personal mastery and self-efficacy, are associ-
ated with a decrease in mortality risk (Penninx
et al, 1997).

Nevertheless, although many behavioral fac-
tors have an impact on health in later life, the
relative impact of social environment, affective
state, and lifestyle behaviors on health might
shift due to changes in behavioral factors dur-
ing aging (as mentioned in Section 2), due to
aging-related biological changes, or as a result
of selective survival. There are some indications
that in terms of psychological predisposition,
older adults may be less vulnerable than younger
adults. Although stressful life events still appear
to increase the risk for adverse health outcomes
in old age, the relationship between life events
and health outcomes may actually be less strong
in older than in younger adults. Older individu-
als have had the opportunity to learn how to cope
with stressful circumstances and how to adjust
their expectations so as to have fewer feelings
of failure. On the basis of age and experience,
older persons may have developed more effec-
tive skills with which to manage stressful life
events and to reduce emotional distress. Specific
stressors, such as loss of partner or other inti-
mates, are more normative in old age and usual
in that part of the life cycle than in younger
age, and therefore potentially less disruptive.
Indeed, evidence exists that recent life events, for
example, do not relate very strongly to common
mental disorders in persons above the age of 65
years (Jordanova et al, 2007).

On the other hand, there is some evidence to
suggest that very disruptive events that occurred
much earlier in life, such as childhood abuse,

trauma, or severe negative life events, can have
enduring effects and constitute significant risk
factors for depression (Kasen et al, 2010; Ritchie
et al, 2009) and poor physical health during
later life (Draper et al, 2008). Intermediate path-
ways between childhood adversity and late-life
poor health might include early-age smoking,
alcohol or illicit drug use, difficulties in form-
ing and maintaining social relationships, and
lower educational attainment (Springer et al,
2003). Simultaneously (traumatic) childhood
experiences might produce long-lasting psy-
chobiological changes, such as disturbances in
the hypothalamic–pituitary–adrenal (HPA) axis,
which continue to impact health throughout life
(Kendler et al, 2004; Lupien et al, 2009).

3.2 Aging-Related Outcome: Physical
Decline and Disability

Especially in old age an individual often has
multiple chronic conditions which vary in sever-
ity and may have synergistic effects on health
status. This is why specifically in old age the
full picture of the link between behavioral fac-
tors and health outcomes cannot be portrayed by
looking at individual chronic diseases. Although
individual diseases are important, and our sys-
tem of modern medicine is often oriented toward
the diagnosis and treatment of specific diseases,
the consequences of single and multiple dis-
eases can best be understood by an evaluation
of the functional status of the patient. This is
why, to date, functional assessment forms the
hallmark of geriatric medicine and research. In
line with this, functional status has been demon-
strated to be one of the most potent of all health
status indicators in predicting adverse outcomes
such as mortality, hospitalization, and nursing
home admission in older populations (Guralnik
et al, 1996). Older adults themselves report that
they worry about their risk of disability, often
more than about disease itself, because function
decline changes the scope of their daily life and
threatens their ability to live independently.
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Various assessments and concepts for func-
tional status have been proposed and used over
the last two decades. These various concepts
generally fit into a conceptual model called
the disablement process (Verbrugge and Jette,
1994). The disablement process model describes
a pathway leading from pathology to impair-
ment to functional limitations and ultimately to
disability. In this model, pathology refers to bio-
chemical and physiological abnormalities that
are detected and medically labeled as disease,
injury, or congenital or developmental condi-
tions, whereas physical impairments are dys-
functions and structural abnormalities in spe-
cific body systems, for example, conceptualized
in poor muscle strength, poor balance, or low
walking speed. Functional limitations are expe-
rienced restrictions in performing fundamental
physical actions used in daily life. Examples of
functional limitations are the report of experienc-
ing profound difficulty or inability with walking
1/4 mile, climbing stairs, or lifting 10 pounds,
which can be considered to be the building
blocks of activities of daily life. Disability, the
final stage of the disablement process, reflects
how an individual’s limitations interact with
the demands of the environment. It indicates a
restriction in or lack of ability to perform activi-
ties related to interpersonal relationships, work
or school, or physical activities. Various dis-
ability types can be distinguished, ranging from
disability in instrumental activities of daily liv-
ing (IADLs, e.g., housekeeping tasks, grocery
shopping) to disability in essential activities of
daily living (ADLs, e.g., eating, dressing, and
transferring from bed to chair).

The impact of behavioral factors on physical
disability in the older population is undisputed.
A meta-analysis by Lenze et al (2001) demon-
strated that depressive symptoms are associated
with physical disability. Not only is there a cross-
sectional association, but among non-disabled
persons depressive symptoms also increase the
risk of disability development over time. In
the Established Populations for Epidemiological
Studies of the Elderly (EPESE) involving more
than 6000 older adults, we described that per-
sons with a high depression score (as defined

by a high score on the Center of Epidemiologic
Studies-Depression (CES-D) Scale) were 1.7
times more likely to develop new ADL disability
or mobility disability during 6 years of follow-
up. When risk estimates are adjusted for other
variables that differed between depressed and
non-depressed persons, such as age, gender, edu-
cation, income, and medical conditions, the risk
estimates decreased (to 1.4) but remained con-
siderable and significant (Penninx et al, 1999).
Also in various other studies, factors such as age,
gender, education, and medical conditions could
not explain the link between depression and
incident disability risk. These observations have
been confirmed for both the presence of signif-
icant depressive symptoms and depression that
meets psychiatric criteria for major depressive
disorder (Penninx et al, 2000). Using longitu-
dinal data from the Dutch Longitudinal Aging
Study Amsterdam we observed that depression
is not only associated with physical impairments,
but that the presence of depression also accel-
erates the transition from physical impairments
to disability (Van Gool et al, 2005). In other
words, these findings do indicate that depression
appears to accelerate the disablement process in
older persons.

In an extensive literature review by Stuck et al
(1999), confirmative evidence for various other
psychosocial determinants of physical function
decline was described. Higher anxiety levels
were associated with more physical decline in
some studies, and a low level of social activ-
ity, low frequency of social contact, and high
emotional support were associated with physi-
cal decline in at least ten studies (Stuck et al,
1999). For example, Moritz et al (1995) found
that social isolation and lack of participation in
social activities were associated with incident
limitations in activities of daily living. Also, wid-
owhood in elderly men was found to be a risk
factor for dependence in instrumental activities
of daily living and mobility (van den Brink et al,
2004).

Among lifestyle factors, low physical activ-
ity or a sedentary lifestyle form the most
important factors for physical decline and the
onset of disability in old age, especially when
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physical inactivity in midlife continues into
old age (Ferrucci et al, 1999a; Pluijm et al,
2007). This is particularly an important obser-
vation, since the level of physical activity is
potentially modifiable through exercise regi-
mens. The latter is supported by evidence from
exercise intervention studies, which have con-
firmed that older persons participating in an
exercise intervention score better over time on
self-reported physical function scales or objec-
tive physical assessments than peers in the con-
trol arm (Ettinger et al, 1997). Also, smoking
and heavy alcohol consumption in old age –
which likely reflect high life course exposure –
have been consistently associated with increased
physical function decline (Ferrucci et al,
1999a; Stuck et al, 1999; Wannamethee et al,
2005).

3.3 Aging-Related Outcome: Frailty

Frailty is an adverse, primarily gerontologic,
health condition which is common in aging and
identifies a state of vulnerability for adverse
health outcomes such as falls, disability, hos-
pitalization, and mortality. The definition of
frailty was first proposed by Fried and col-
leagues (2001) and since then used and accepted
in many aging studies. Fried and colleagues
defined frailty as a clinical syndrome in which
three or more of the following criteria are
present: unintentional weight loss (10 lbs in
past year), self-reported exhaustion, weakness
(low grip strength), slow walking speed, and
low physical activity. Although there is over-
lap in the co-occurrence of frailty and disability,
the concepts are different. Frailty is consid-
ered a distinct clinical syndrome with a bio-
logical basis, which could (eventually) result
in disability as an outcome. The frailty pheno-
type has been independently predictive of 3-year
incident falls, worsening mobility or ADL dis-
ability, hospitalization, and death (Fried et al,
2001).

Although the impact of behavioral factors
on functional status and disability have been

widely examined (see Section 3.2), their impact
on frailty has been examined to a much lesser
extent. Low socioeconomic status, as assessed
by either lower educational level or lower
income level, has been associated with more
frailty (Fried et al, 2001). Alvarado and col-
leagues (2008) indicated the importance of unfa-
vorable life course social characteristics for the
presence of frailty in older age. They found
that social conditions in childhood (hunger,
poor health, and poor socioeconomic condi-
tions), in adulthood (little education and non-
white-collar occupation), and in current older
age (insufficient income) were associated with
higher odds of frailty in both older men and
women.

In addition, various cross-sectional reports
have linked depressive symptoms to aspects of
frailty. However, cross-sectional associations are
hard to interpret since frailty status itself could
result in increased feelings of depression and
mood changes. For certain aspects of the frailty
syndrome, longitudinal associations with depres-
sion have been confirmed as well. Persons with
high depressive symptoms have shown a larger
4-year decline in walking speed (Penninx et al,
1998) and a larger decline in muscle strength
(Rantanen et al, 2000). In addition to negative
emotions, Ostir and colleagues (2004) found
that positive affect could significantly reduce
the onset of frailty, which adds to a growing
positive psychology literature showing that pos-
itive affect is protective against the functional
and physical decline associated with frailty (see
Chapter 14).

3.4 Aging-Related Outcome:
Cognitive Impairment

Another domain of functioning that becomes
affected with aging is that of cognitive function.
With normal aging, cognitive changes such as
slowed speed of processing are common, and
cognitive decline is clearly inevitable. However,
there is substantial interindividual variability
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and in some older individuals cognitive decline
is followed by severe cognitive impairment
and eventually dementia. Consequently, aging
studies generally not only focus on physical
function and frailty as important health indica-
tors but also consider the cognitive domain in
order to reach a more integrative view of older
individuals’ function.

There is quite extensive evidence that behav-
ioral factors can either progress or inhibit cog-
nitive decline. Lifestyle behaviors, for instance,
have been linked with cognitive decline. Certain
nutritional indicators such as vitamin B12 and
folate deficiency, but also an unfavorable choles-
terol profile, have been associated with poorer
cognition in old age (Solomon et al, 2007;
Tangney et al, 2009). Smoking and excess alco-
hol intake have also been shown to contribute
to cognitive decline and avoiding these activities
may promote cognitive vitality in aging (Peters
et al, 2008a, b). On the other hand, moderate
alcohol consumption has been associated with
better cognition (Bond et al, 2003; Ngandu et al,
2007). Finally, there is evidence from both ani-
mal and human studies to suggest that lifelong
learning, mental and physical exercise, and con-
tinuing social engagement are important factors
in promoting cognitive vitality in aging (Fillit
et al, 2002).

Various studies have also linked unfavor-
able psychological and social factors to a more
rapid cognitive decline. Depressive symptoms,
for instance, have been found to speed up cog-
nitive decline over time (Yaffe et al, 1999).
Interpretation of such observations is not easy,
since it could be that depressive symptoms
impact on cognitive function through underlying
physiological effects, or it could simply be that
depressive symptoms pick up some early signs of
deteriorating cognition and therefore are rather
markers of an early stage of cognitive decline.
Furthermore, widowhood has been shown to be
associated with greater cognitive decline in older
adults (Aartsen et al, 2005), which could partly
be due to underlying loneliness, also shown to be
linked with a more rapid cognitive decline and
a doubled risk for Alzheimer’s disease (Wilson
et al, 2007).

4 Specific Considerations for
Behavioral Medicine in the Aging
Population

Studying behavioral medicine in older persons
requires taking into account several considera-
tions specific to the aging population, which we
will briefly describe below.

4.1 Selective Survival

By definition, when recruiting a sample of older
persons, those who have already died are not
included in the cohort. This applies especially to
the oldest old (85 years and older). It is certainly
possible that for certain known behavioral risk
factors, associations are no longer found to be
predictive of diminished health, solely because
those who were both exposed and affected by
this risk factor are no longer alive. It is essential
to take into account the possibility of selective
survival for a comprehensive interpretation of
causality between behavioral factors and health
outcomes. Selective survival is not just a con-
founding factor for research, but can actually
help in gaining insight into behavioral medicine.
For instance, the finding that among centenarians
cigarette smoking is extremely rare adds to the
evidence that smoking is related to increased risk
of mortality (Nicita-Mauro et al, 2008). There
have been various reports where, for example,
depression and life events have been found to
be less predictive of mortality in the oldest (85
years and up) compared to the young old (70–84
years) (Jordanova et al, 2007; Rapp et al, 2008).
Selective survival could partly explain some
of these oldest age-specific findings. However,
other issues could also explain these observa-
tions. As described in Section 3.1, some behav-
ioral factors may simply have less effect on
health outcomes in older age due to shifted
impact of behavioral factors among the oldest
old. In addition, competing (i.e., stronger) risk
factors for general health outcomes in old age,
for example, somatic conditions, could override
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the effects of behavioral factors. These specific
issues are important to consider when inter-
preting behavioral medicine results in an older
population.

4.2 Somatic Confounding

Another important issue in behavioral medicine
among the oldest old is the increasing impor-
tance of somatic health aspects. Because in older
age physical complaints and somatic conditions
are very prevalent, the presence of these con-
ditions should be considered since they can
affect results of behavioral medicine studies.
For instance, when examining psychosocial fac-
tors as predictors of cardiovascular disease, the
presence of somatic comorbidities needs to be
considered, as this may partly explain and/or
confound the association of interest. One exam-
ple of such potential confounding has been
observed in studies linking social support to
mortality. When social support assessments con-
tain an instrumental support inventory, unex-
pected associations with mortality risk have been
observed suggesting that more support is asso-
ciated with a higher mortality risk (Penninx
et al, 1997). Such a positive association likely
illustrates the fact that underlying poor health
status determines the receipt of more instru-
mental support. Another example of potential
somatic confounding could appear when psycho-
logical inventories, such as depressive or anxi-
ety symptom checklists, contain a considerable
number of somatic symptoms. Older persons
with many somatic health problems could then
theoretically score high on depression or anx-
iety measures simply because of their somatic
symptoms. This is a possibility that should be
explored in behavioral medicine research among
the oldest old, for instance, by checking for con-
sistency of findings after exclusion of somatic
items in checklists or by conducting subanalyses
among the more healthy oldest old. In addition
to confounding by somatic items, it is possi-
ble that somatic health has caused changes in
behavioral factors that need to be specifically

considered in the older population. An example
of this is “vascular depression,” which reflects
the hypothesis that vascular lesions in selected
regions of the brain may contribute to a unique
variety of late-life depression (Alexopoulos et al,
1997). Indeed, magnetic resonance imaging of
older depressed patients has revealed structural
abnormalities in areas related to the cortical–
stratial–pallidal–thalamus–cortical pathway (de
Groot et al, 2000), illustrating that concepts such
as late-life depression could be partly influenced
by underlying somatic health aspects.

4.3 Differential Role
of Physiological Stress
Mechanisms
in the Oldest Old

As described in other chapters in this book, the
biological mechanisms that could be responsible
for effects of behavioral factors on health out-
comes cover a range of mechanisms, including
inflammation, and alterations in autonomic ner-
vous system function and endocrine processes.
Several of these biological mechanisms may
play a role in both younger and older popula-
tions. However, for some mechanisms specific
aging-related observations have been described.

Inflammation is characterized by a chronic
mild elevated activity of the immune sys-
tem which is illustrated by higher levels of,
for example, C-reactive protein and interleukin
(IL)-6. With aging, inflammation levels gener-
ally increase steadily over time, thereby reaching
levels that are closer to critical levels at which
health impacts could occur. IL-6 has been termed
the “cytokine for gerontologists” (Ferrucci et al,
1999b). Although it has been linked with poor
health in younger samples as well, its role in
aging populations is eminent and striking. High
levels of IL-6 have been linked to a large range
of unfavorable health outcomes in older pop-
ulations, varying from overall mortality, onset
of cardiovascular disease, lung disease, cancer,
frailty, and physical decline (Barzilay et al, 2007;
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Cesari et al, 2004; Ferrucci et al, 2002; Gallucci
et al, 2007; Heikkila et al, 2008; Kritchevsky
et al, 2005; Leng et al, 2007; Yende et al,
2006). Consequently, inflammation is consid-
ered to be a very general biological risk factor
that could be an interlinking mechanism between
different disease processes and likely forms a
central mechanism through which unfavorable
social, psychological, and lifestyle characteris-
tics impact on a range of unfavorable health
outcomes in the oldest old.

Endocrine mechanisms are also considered to
be important linking pathways through which
behavioral factors exert their impact on health.
With aging, and especially after menopause, lev-
els of sex steroid hormones, such as testosterone,
estradiol, and dehydroepiandrosterone sulfate
(DHEA-S), decrease. Whereas in younger age
groups, high levels of sex hormones have some-
times been shown to be unfavorably associated
with behavioral factors such as depression, in
aging populations low sex hormone levels have
been linked with late-life depression (Morsink
et al, 2007).

Other aging-specific observations have been
found for the hypothalamus–pituitary–adrenal
(HPA) axis which produces the stress hor-
mone cortisol. Generally, high cortisol levels are
hypothesized to be linking mechanisms between
behavioral factors and adverse health outcomes.
In an aged population, however, physical frailty
could actually exhaust the body’s responses to
stress potentially resulting in hypoactivity of
the HPA axis. This may explain why some
studies among older frail persons have in fact
observed not only hyperactivity but also hypoac-
tivity of the HPA axis among depressed per-
sons (Bremmer et al, 2007; Penninx et al,
2007). Consequently, not considering the possi-
bility of reduced cortisol levels among depressed
older persons might lead to erroneous conclu-
sions. Results of the InCHIANTI study among
800 community-dwelling older persons showed
that only hypercortisolemic depressed persons
showed an increased prevalence of the metabolic
syndrome (Vogelzangs et al, 2007b). Lastly,
high cortisol levels are also considered a cen-
tral mechanism in the effects of psychosocial

stressors on cognitive performance and cognitive
decline among older persons (Lee et al, 2007;
Lupien et al, 2007).

5 Concluding Remarks

This chapter first described the relative preva-
lence of behavioral factors in the older popu-
lation, illustrating the commonality of certain
social, psychological, and lifestyle changes that
take place in old age. Although the effects of
some of these changes may be relatively smaller
at older compared with younger ages, there is no
doubt that behavioral factors continue to impact
on health among the oldest old. We described
evidence for behavioral factors having an impact
on general health outcomes such as mortal-
ity and morbidity patterns and also on specific
aging-related health outcomes such as physical
function decline, frailty, and cognitive decline.
The chapter finished with emphasizing consider-
ations – selective survival, somatic confounding,
and the differential role of physiological stress
mechanisms – that one has to keep in mind when
examining and interpreting behavioral medicine
in an older population.

Although this chapter has described many
behavioral medicine studies in aging, there are
various research questions that warrant more
research. First, questions such as which behav-
ioral factors have more impact and which behav-
ioral factors have less impact in the aging pop-
ulation have mainly been addressed through
indirect comparisons across different studies
conducted in different age groups. There is
an urgent need for comprehensive studies that
directly compare and test the general health
impact of behavioral factors in younger versus
older age groups. Second, for certain specific
aging-related health outcomes such as cogni-
tive decline and physical decline and frailty,
there remains a need for more detailed behav-
ioral medicine research, since these are relatively
underexamined research areas. Finally, most lit-
erature in the area of behavioral medicine and
aging is based on a cross-sectional approach
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to classifying behavioral factors which gener-
ally only takes current or very recent expo-
sure into account. A life course perspective (see
also Chapter 34), in which the entire life span
and the more cumulative exposure to behavioral
risk factors are considered, is needed to further
refine the quantification of behavioral factors
in aging. Such a research perspective generally
requires longitudinal assessments over an exten-
sive period of time. This type of research can
also help to identify the critical values for time
of onset and duration of exposure to behavioral
factors and can indicate to what extent negative
health consequences are reversed when people
change unfavorable health behaviors.
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Chapter 40

Use of Biological Measures in Behavioral Medicine

Andrew Steptoe and Lydia Poole

1 Introduction

The behavioral medicine approach has led
researchers to seek ever more precise physiolog-
ical measures in order to explore and quantify
the multiple reciprocal pathways linking psy-
chosocial and behavioral factors with biomedical
outcomes. This in turn has resulted in signif-
icant progress in scientific techniques for the
study, collection, and assessment of biological
measures. Many of these advances have been
made in the measurement of physiological and
morphological features of the human pheno-
type, where self-reported health data have given
way to anthropometric measures such as body
weight and abdominal adiposity, physiological
functions such as blood pressure and respira-
tory function, and biochemical markers such as
cholesterol, C-reactive protein, and blood glu-
cose. More recently, advances in the field of
genetics have widened the arena of biomark-
ers into investigating genotypes (see Section 5),
while brain imaging techniques are beginning
to uncover the patterns of central nervous sys-
tem activation underlying emotional states and
systemic biological responses (see Section 8).

The application of different biological mea-
surement systems to behavioral medicine is
described in later chapters of Section 7 of the
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Handbook. The purpose of this chapter is to out-
line the use of biological measures more broadly,
describing the strengths and limitations of their
application in the diverse research paradigms
of behavioral medicine. Four distinct fields of
behavioral medicine that capitalize on the avail-
ability of biological measures are discussed: ani-
mal experiments, population-level surveys, psy-
chophysiological stress testing in humans, and
naturalistic/ambulatory monitoring. Our aim is
not only to highlight the potential of biologi-
cal measurement in each context, but also to
point out the practical and interpretive pitfalls
that need to be circumvented. The research liter-
ature on these topics is large, so the studies cited
are for illustration only.

2 Biological Measures in Animal
Experiments

Animal experiments are crucial to understand-
ing the biology of stress and adaptation, the
neurochemical systems underlying behaviorally
driven physiological adjustments, and the factors
contributing to behavioral influences on disease
etiology and host resistance. There are many
examples of animal research utilizing biologi-
cal measures in other chapters of the handbook.
One of the temptations that must be resisted in
behavioral medicine is simplistic generalization
to humans of the environmental or social con-
tingencies affecting physical pathology in other
species. A good example is the literature on
social hierarchies. Animal studies have shown
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that physical pathology and psychobiological
responses are associated with dominance hier-
archies. Sapolsky’s (1995) studies of wild olive
baboons demonstrated that basal cortisol levels
are higher in subordinate animals, while social
subordination in female cynomolgus monkeys
leads to stimulation of the hypothalamic–
pituitary–adrenocortical (HPA) axis and is asso-
ciated with increased coronary artery atheroscle-
rosis and abdominal adiposity (Shively et al,
2009). These findings indicate that social sta-
tus can be linked with neuroendocrine and
metabolic factors and with cardiovascular dis-
ease outcomes. However, the analogy with social
gradients in humans can be pursued only cau-
tiously. A meta-analysis of the literature on
cynomolgus monkeys has shown that the rela-
tionship between social hierarchies, social stress,
and atherosclerosis is gender-specific (Kaplan
et al, 2009); male dominant animals develop
more rather than less coronary atherosclero-
sis than subordinates when exposed to unsta-
ble social conditions, while females show the
reverse. Cortisol differences also vary across
species and in relation to the animals’ living
conditions (Abbott et al, 2003), while in some
rat strains blood pressure is higher in domi-
nants than subordinates (Ely et al, 1997). There
is nothing inherently pathogenic in either domi-
nant or subordinate social status in animals, and
it is unwise to draw parallels with humans just
because in some cases there appear to be simi-
larities with the social patterning of health and
illness.

3 Population-Level Epidemiological
Studies

Epidemiological studies provide the core method
for establishing the contribution of psychosocial
factors to the development of disease and are
also used to identify the biological mediators of
these associations. Epidemiological studies take
several forms, but perhaps the most fruitful in
behavioral medicine has been the longitudinal
observational epidemiological population study.
Such studies have a number of components.

First, the recruitment of a large, preferably rep-
resentative, population of individuals who are
screened to ensure that they do not already suf-
fer from the endpoint under investigation (e.g.,
diabetes, coronary heart disease). Second, the
measurement of exposure to the risk factors or
biological factors being tested (e.g., low social
support, C-reactive protein, low physical activ-
ity), along with other factors known to influence
the outcome. Third, the tracking of the popula-
tion over time, monitoring the development of
the health endpoints under investigation. Finally,
multivariate analysis to test whether exposure to
the putative risk factor is associated with the end-
point after the covariates have been controlled.

Biomarkers in population studies are impor-
tant in behavioral medicine research for a num-
ber of reasons. First, they provide objective data
about health and functioning. Much survey work
is based on self-report and this may have limited
accuracy in some (particularly older) individuals
because of failures in recall or self-presentation
bias. Second, biomarkers provide information
about important health outcomes that may not
have been clinically diagnosed and are therefore
not effectively managed. Lastly, these measures
help our understanding of the mechanisms and
pathways through which psychosocial and eco-
nomic factors influence health and well-being.

The different biological measures assessed in
observational epidemiology fall into two broad
groups. The first is related to specific disease
outcomes and the second includes nonspecific
biomarkers of health or resistance to disease.

3.1 Biomarkers of Disease State

Biological indicators of disease states include
markers such as blood pressure in hypertension
and as a risk factor for coronary heart dis-
ease (CHD) and stroke, glycated hemoglobin or
blood glucose for the assessment of diabetes,
and airways resistance in bronchial asthma.
These biological measures are direct markers
of the physiological dysfunction constituting
the disease and can be related to social, emo-
tional, and economic experience. Observational
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epidemiology has been used to identify many
risk factors for disease, including high blood
pressure, elevated cholesterol levels, and exces-
sive adiposity in CHD. In some cases, the infor-
mation is valuable because it may help identify
serious problems that have not been diagnosed
clinically, so allowing researchers to estimate the
“clinical iceberg.” For example, results from the
English Longitudinal Study of Ageing (ELSA)
found that 77% of men and 84% of women had
total cholesterol levels above the UK recom-
mended level of 5.00 mmol/l (193 mg/dl), even
though in many cases no medical advice or treat-
ment had been given. A significant proportion of
respondents (18% men, 16% women) had blood
pressure levels in the hypertensive range even
though hypertension had never been diagnosed
(Pierce et al, 2006). These findings point to fail-
ures in primary prevention and unmet clinical
needs.

Another use of observational epidemiology
is to track changes in biological risk factors
over time, so as to characterize the etiology of
the disease. For example, recent data from the
Whitehall II study of over 6500 British civil ser-
vants have shown the trajectories of fasting and
post-load glucose, insulin sensitivity, and insulin
secretion over a median follow-up period of 9.7
years (Tabák et al, 2009). All participants were
non-diabetic at study entry, but by the time of
follow-up, 505 diabetes cases had been diag-
nosed. Multilevel models adjusting for age, sex,
and ethnicity showed that in the diabetic group,
changes in glucose concentrations, insulin sen-
sitivity, and insulin secretion occurred as much
as 3–6 years before diagnosis of diabetes. Such
data could contribute to more accurate risk pre-
diction models that utilize the repeated measures
available for patients through regular checkups
and could allow for behavioral intervention in
patients at an early stage.

3.2 Biological Indicators of Health
or Resistance to Disease

Many of the more interesting associations
between biological measures and well-being

have emerged from analysis of the second group
of biomarkers. This category is not disease
specific, but instead relates to general indica-
tors of health and resistance to disease, and
also includes markers of stress reactivity. These
indicators supply information about future risk
but do not typically define a specific illness.
Although elevations in some markers are asso-
ciated with reduced risk, such as high density
lipoprotein (HDL) cholesterol, most are related
to increased risk of future disease. They include
the inflammatory markers C-reactive protein and
interleukin (IL)-6, the neuroendocrine param-
eter cortisol, and hemostatic markers such as
fibrinogen and von Willebrand factor.

C-reactive protein is the commonest marker
of inflammation measured in behavioral
medicine. It is produced in the liver as part of
the acute phase inflammatory hepatic response
and can be activated by the cytokines IL-6
and tumor necrosis factor (TNF) α. C-reactive
protein has been extensively studied as a novel
cardiovascular risk factor, and meta-analysis
of longitudinal observational studies indicates
that both high C-reactive protein and IL-6 are
independent risk factors for CHD (Helfand
et al, 2009), although the causality of these
associations is debated. These inflammatory
markers are also related to other health problems
in old age such as autoimmune conditions and
type 2 diabetes and to psychosocial factors.
For example, Kiecolt-Glaser and colleagues
(2003) found that the chronic stress of spousal
caregiving was associated with an accelerated
increase in IL-6 over a 6-year period. An analy-
sis of the Dunedin birth cohort study found that
harsh treatment in childhood predicted elevated
C-reactive protein when participants were aged
32 years, independently of demographic and
behavioral confounders (Danese et al, 2007).
In the MacArthur Study of Successful Aging,
plasma IL-6 predicted speedier declines in cog-
nitive function over a 2.5-year period (Weaver
et al, 2002). Both C-reactive protein and IL-6
have also been related to depression (Howren
et al, 2009).

Cortisol is involved in immune and metabolic
regulation, and elevated levels are linked with
abdominal adiposity, insulin resistance, diabetes,
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CHD, and depression (Dekker et al, 2008;
Herbert et al, 2006; Raison et al, 2006). Cortisol
also contributes to memory function across the
life span, with evidence that long-term expo-
sure to high levels of glucocorticoids is asso-
ciated with memory impairments and reduced
hippocampal volume in the aging brain (Lupien
et al, 2005). Until the advent of salivary assays,
cortisol was primarily measured in blood or
urine. Since cortisol secretion has a pronounced
diurnal rhythm, this resulted in difficulty in accu-
rately capturing representative cortisol levels in
population studies, as the timing of data collec-
tion required standardization. Nevertheless, two
studies showed that a single sample recorded
early in the day was predictive of future clinical
depression in adolescents or adults at high risk
(Goodyer et al, 2000; Harris et al, 2000). A high
cortisol/testosterone ratio was found to predict
incident CHD in a longitudinal study in South
Wales, UK, probably through influences on the
metabolic syndrome (Davey Smith et al, 2005).

Hemostatic markers are another group of bio-
logical indicators that have received interest
in behavioral medicine in recent years. These
markers include fibrinogen and von Willebrand
factor. Meta-analyses and reviews have consis-
tently shown that increased levels of fibrino-
gen are associated with both the pathogenesis
and presence of atherosclerosis (Feinbloom and
Bauer, 2005; Fibrinogen Studies Collaboration,
2005). Both fibrinogen and von Willebrand fac-
tor are inversely related to socioeconomic status
and have been associated with factors such as
low job control, smoking, childhood adversity,
and sedentary behavior (Brunner et al, 1996;
Danese et al, 2007; Hamer and Steptoe, 2008;
Kumari et al, 2000).

3.3 Interpretation of Biomarker
Results in Population Studies

Cross-sectional studies associating biological
measures with psychosocial or health outcomes
of course suffer from the same limitations to

causal interpretation as any other correlations. It
is not possible to determine which variable is
cause and which is effect or whether both are
determined by unmeasured confounding factors.
This is not to dismiss cross-sectional studies, but
rather to recognize their limitations. Take, for
example, the association between inflammation
and depression. The literature relating the two
originated with small scale studies of patients
with clinically defined depression (Maes, 1995),
but rapidly progressed to larger scale popula-
tion studies, and meta-analysis indicates that
C-reactive protein and IL-6 are both consistently
associated with depressed mood (Howren et al,
2009). Population studies are important, since
they demonstrate that relationships between
inflammation and depression are not limited to
non-representative clinical samples. With large
samples, it is possible not only to demon-
strate a difference in levels of inflammatory
markers between depressed and non-depressed
people, but also to compute relative risks and
“dose–response” effects. But does this mean that
inflammation is a causal factor in depression,
that depression leads to biological responses
that include inflammation, that both pathways
operate, or that both inflammation and depres-
sion are secondary to a third factor? Smoking,
for instance, may stimulate inflammation and is
also more common among depressed than non-
depressed individuals. Fortunately, smoking can
be measured and taken into account statistically,
but other potential confounders are less easy to
assess, and it is difficult to be completely cer-
tain that all possibilities have been taken into
account.

A major benefit of longitudinal studies and
repeated assessments of biological variables is
that it is possible to begin to tease out the tem-
poral sequence of such associations. In the case
of depression and inflammation, the longitudinal
biomarker data available within the Whitehall II
study was used to examine the temporal rela-
tionship between depressive symptoms and both
C-reactive protein and IL-6 (Gimeno et al, 2009).
Just over 3000 participants completed measures
of depression and had blood drawn for the
analysis of inflammatory markers at a 12-year
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interval. It was found that baseline levels of C-
reactive protein and IL-6 predicted the develop-
ment of depressive symptoms at follow-up, inde-
pendently of baseline depressive symptoms, age,
gender, and ethnicity. The relationship remained
significant after further adjustment for health
behaviors (diet, physical activity, smoking, and
alcohol consumption), other biomarkers (adi-
posity, blood pressure, and cholesterol), health
status, and medication. By contrast, depression
at baseline did not predict C-reactive protein or
IL-6 at follow-up, suggesting that inflammation
is a predictor of depressive mood and not vice
versa. Findings such as these do not establish
that inflammation causes depressed mood, since
unmeasured third factors could be responsible,
but do demonstrate temporal precedence.

Another limitation of population-level stud-
ies of biomarkers in behavioral medicine is that
they provide little information about underlying
mechanisms. Take the association between lower
socioeconomic status and elevated plasma fib-
rinogen levels noted earlier. It is difficult to know
whether this is due to central nervous system
activation of pro-inflammatory and hemostatic
processes, or if is it mediated by some of the
numerous lifestyle factors that are related to fib-
rinogen and which are differentially distributed
across the social gradient (Lee and Lip, 2003).

Many limitations to the interpretation of bio-
logical measurements in observational epidemi-
ological studies in behavioral medicine can be
attributed to the confounding effects of social,
behavioral, and/or physiological factors that are
hard to measure and, as a consequence, control.
Epidemiological findings are not easily repli-
cated by the use of randomized controlled trials
because of ethical and practical constraints. New
techniques derived from genetic epidemiology,
notably Mendelian randomization, offer one way
to circumvent some of these problems. A com-
prehensive introduction to Mendelian random-
ization and its limitations is provided by Lawlor
and colleagues (2008a). Mendelian randomiza-
tion refers to “studies that use genetic variants
in observational epidemiology to make causal
inferences about modifiable (non-genetic) risk
factors for disease and health-related outcomes”

(Lawlor et al, 2008a, p. 1135). In other words, it
is a method that allows researchers to establish
causal risk factors by using genetic polymor-
phisms that are known to modify the disease
endpoint via their effects on the exposure of
interest (e.g., body mass index, alcohol con-
sumption). Mendelian randomization is based
on Mendel’s second law which posits that the
inheritance of one trait occurs independently of
all other traits. This can be applied to popu-
lations in which the independent allocation of
alleles from parents to offspring assures that the
population genotype is unrelated to confounders
(e.g., socioeconomic position, lifestyle factors).
Because of this, Mendelian randomization stud-
ies have been termed “natural” randomized con-
trolled trials (Hingorani and Humphries, 2005).
In terms of statistics, Mendelian randomization
is an application of the theory of “instrumen-
tal variable” analysis (see Didelez and Sheehan
2007), where an instrumental variable is a vari-
able which is only associated with the outcome
through its association with a mediating variable
(i.e., the exposure of interest).

For example, one application of this method
used the known relationship between the FTO
polymorphism rs9939609 and body mass index
to support the epidemiological evidence for the
positive association between lifetime body mass
index and atherosclerosis risk in a sample of
over 2000 young adults (Kivimäki et al, 2008).
In another study, Lawlor and colleagues (2008b)
examined the relationship between C-reactive
protein and CHD risk in 18,637 participants,
using the known C-reactive protein genetic vari-
ant +1444C>T (rs1130864). Participants with
one variant had higher C-reactive protein levels
than others, but did not suffer more CHD. An
instrumental variables analysis suggested that
circulating C-reactive protein was not associated
with CHD, thereby failing to support the hypoth-
esis of a causal relationship, a result replicated
by Elliott and colleagues (2009). However, it
should be noted that there are exceptions to
Mendel’s second law, and the term “linkage
disequilibrium” is used to describe instances
where independent assortment of genes does
not occur. Some studies may not have sufficient
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statistical power to disprove causal associations,
since the sample sizes required can be daunt-
ing (Schatzkin et al, 2009). Nevertheless, this
method promises to be valuable in unpicking
the biological mediators of behavioral factors in
health in the future.

4 Psychophysiological Stress
Testing

The laboratory stress testing method involves
monitoring biological responses to standard-
ized psychological or social stimuli. A com-
prehensive discussion of laboratory stress test-
ing methodology is provided in Chapter 41, so
here we only highlight some aspects particu-
larly salient to the measurement of biomarkers.
A wide range of mental stress tests have been
employed in behavioral medicine, including cog-
nitive and problem solving tasks, simulated pub-
lic speaking, upsetting films, and interpersonal
conflict tasks. All these tasks elicit physiologi-
cal reactions in participants that can be used to
index stress reactivity. An important factor is that
the absolute levels of biological measures are
relatively unimportant – these can be measured
better in a quiet, non-stimulating environment –
since the focus is on changes over time: from
pre-stressor through to recovery once the stressor
has been removed (i.e., the task is completed).
A typical stress testing session involves a period
of rest so that baseline levels of physiological
function can be established, followed by a chal-
lenge period that may last anything from 5 min
to 3 h depending on the protocol in question.
More than one stress task is sometimes used
in the same session allowing comparisons to be
made between responses to different challenges;
for example, comparisons between actively con-
trollable and passive stressors (Lovallo et al,
1985). However, such designs must be used very
cautiously, since the time course of different bio-
logical responses varies widely. Blood pressure
and heart rate respond rapidly, within 1–2 min
after the onset of stress, while salivary and blood

cortisol can take up to 30 min to peak, and
inflammatory cytokines such as IL-6 continue to
rise for up to 2 h post-stress. There is growing
interest in variations in rate of post-stress recov-
ery, since these may be indicative of chronic
allostatic load (see Chapter 42). Protocols that
are not sufficiently long to measure recovery pro-
cesses lose data that are potentially significant
to health. Recovery rates vary with psychoso-
cial factors and with age. Blood pressure, for
instance, may return to baseline within a few
minutes of stress termination in young adults, but
can remain elevated for more than 1 h in older
individuals (Steptoe et al, 2002).

It is also important to recognize that stress
tasks are not interchangeable, but have distinc-
tive characteristics. Apart from well-known
dimensions such as sensory intake/rejection,
predictability/unpredictability, and control-
labity/uncontrollability, the involvement of
social challenges is relevant. Dickerson and
Kemeny’s (2004) meta-analysis of laboratory
studies of cortisol responses clearly demon-
strates that the largest cortisol increases are
typically observed in reactions to social-
evaluative challenges such as simulated public
speaking, rather than during exposure to difficult
tasks or aversive stimuli.

Perhaps the greatest value of psychophysi-
ological stress testing in behavioral medicine
is that the controlled conditions of the lab-
oratory allow blood sampling and sophisti-
cated physiological measures such as radionu-
clide ventriculography or whole body plethys-
mography that are impractical in other set-
tings. Many of the advances in understand-
ing the biological pathways through which
environmental and psychosocial factors influ-
ence health have emerged because researchers
have moved beyond monitoring blood pres-
sure, heart rate, and skin conductance to inves-
tigate neuroendocrine and immune measures,
many of which involve sophisticated process-
ing of blood samples and to take advantage of
newer functional imaging technologies of the
brain, heart, and other organs. Additionally, bio-
logical responses to psychosocial stimuli can
be monitored under standardized environmental
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conditions, reducing the many sources of bias
and individual difference that may otherwise be
present. Experimental designs can be used, with
randomization to different conditions (such as
low and high anger provocation), that is not fea-
sible in population studies. There are, however,
limitations to these methods, many of which are
discussed in greater detail in Chapter 41. One
important issue is that the stimuli applied are
often arbitrary and bear little resemblance to
those experienced in everyday life, threatening
ecological validity. Second, the stimuli used are
brief, so that only acute biological responses can
be recorded. Chronic challenges may elicit dif-
ferent response patterns because of factors such
as habituation, adaptation, and chronic allostatic
load. The generalizability of findings is therefore
uncertain in many cases. Because of this, psy-
chophysiological testing has been increasingly
complemented by naturalistic and ambulatory
monitoring methods in behavioral medicine.

5 Naturalistic and Ambulatory
Monitoring of Biological Variables

Naturalistic studies involve sampling biologi-
cal variables during everyday life. This sam-
pling method is known as ambulatory moni-
toring when the measurement instruments are
carried on the person and operate automat-
ically. Naturalistic studies take many forms,
from recordings during challenging tasks such
as parachuting or public speaking, to repeated
measures of blood pressure or salivary corti-
sol over an ordinary day. Some of these tech-
niques are extensions of methods used in clin-
ical investigation, such as “Holter” monitoring
of electrocardiogram in patients with coronary
artery disease and the use of ambulatory blood
pressure monitors for evaluating hypertension.
The purpose of these methods in behavioral
medicine research is to assess biological activity
under natural conditions and thus to circumvent
some of the problems with laboratory studies
concerning ecological validity. In addition, these

studies aim to examine the covariation between
everyday activities, emotions, and biology. There
are still technical limitations to the range of
measures that can be obtained using naturalis-
tic and ambulatory monitoring techniques; blood
samples, for instance, are difficult to collect.
Some of the primary biological measures used in
behavioral medicine are detailed below, but are
described in more detail in later chapters.

5.1 Cortisol

Salivary cortisol can easily be measured in nat-
uralistic studies since samples can be readily
collected and stored using Salivettes and other
devices. Cortisol remains stable in saliva at room
temperature and so can be kept for several days,
allowing participants to return collection tubes
by mail (Kirschbaum and Hellhammer, 2007).
An immense advantage of assessing salivary cor-
tisol is that repeated measures can be obtained,
allowing the diurnal rhythm of the hormone to be
recorded. The cortisol awakening response, the
cortisol slope over the day, and total cortisol over
the day have all received attention. For exam-
ple, one study of 70 patients who had recently
experienced an acute coronary syndrome (ACS)
involved eight measures of salivary cortisol over
a day at home (Molloy et al, 2008). Thirty-eight
percent of the sample was identified as having
type D personality. Type D personality was not
related to the cortisol awakening response, but
cortisol output during the day was higher in type
D than non type D patients after adjustment for
covariates.

Similar methods have also been applied in
larger scale epidemiological studies, though
these settings require stringent quality control
and adherence to protocols (Adam and Kumari,
2009). For example, Kumari and colleagues
(2009) reported that low waking salivary corti-
sol and a flat slope in cortisol secretion were
associated with fatigue in a study of more than
4000 older men and women. Interestingly, these
authors found that cortisol is associated with
future onset of fatigue, which may suggest that
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changes in cortisol secretion are involved in
the etiology or are part of the early stages of
fatigue. In another study that used data from
the Whitehall II cohort, cortisol output over
the day was inversely related to adaptive cop-
ing styles such as seeking social support and
problem engagement, independently of potential
confounders (O’Donnell et al, 2008). This sug-
gests that neuroendocrine pathways may partly
mediate the relationship between psychological
coping and health. Additional studies have inves-
tigated associations between cortisol output and
low socioeconomic status, social isolation, and
other psychosocial risk factors (Grant et al, 2009;
Li et al, 2007).

A different design has been used to assess the
concurrent and sequential associations between
cortisol, mood, and daily experience. Multilevel
modeling studies have demonstrated that neg-
ative affect is associated with rises in cortisol
(Jacobs et al, 2007), while feelings of lone-
liness and sadness on 1 day are followed by
greater cortisol awakening responses on the next
(Adam et al, 2006). In studies of this type, accu-
rate timing of saliva samples is essential, and
most researchers remain dependent on partici-
pants reliably recording sampling times. Another
limitation of such analyses is the need to take
factors such as time of day, smoking, ingestive
behaviors, and other confounders into account.
These are largely assessed by self-report and
may also not be entirely accurate.

5.2 Cardiovascular Measures

The cardiovascular measures primarily used
in behavioral medicine ambulatory monitoring
studies are blood pressure, heart rate, heart rate
variability, and ST segment analysis. Devices for
measuring ambulatory blood pressure consist of
an arm cuff with inbuilt signal detection device,
an air hose, and portable pump. They operate in
the same way as standard blood pressure mon-
itors, except that the equipment is miniaturized
and portable, and can be worn beneath clothing.

The cuff is pre-programmed to inflate periodi-
cally, with intervals of 15–60 min being used
depending on the protocol, so that a profile of
blood pressure over the day can be built up.
Ambulatory blood pressure monitors are often
used at night as well and provide useful infor-
mation about blood pressure “dipping” and sub-
sequent morning surges (Kario et al, 2003). A
recent meta-analysis has found that ambulatory
monitoring of blood pressure provides clinically
important information over and above that pro-
vided by conventional clinical measures and is
consistently associated with stroke, cardiovascu-
lar mortality, total mortality, and cardiac events
(Conen and Bamberg, 2008).

Perhaps the most common application of
ambulatory blood pressure monitoring in behav-
ioral medicine has been in studies of work stress.
Job strain is more consistently related to ambula-
tory blood pressure than to measures taken in the
clinic (Steenland et al, 2000). The reason is pre-
sumably that blood pressure is affected directly
by the experience of work stress in the setting
in which exposure occurs, although carry-over
effects are also observed. For example, an inves-
tigation of around 200 men and women from the
Whitehall II study involved ambulatory blood
pressure monitoring every 20 min from early in
the working day until going to bed (Steptoe and
Willemsen, 2004). Systolic and diastolic blood
pressure were greater in participants reporting
low compared with high job control, and these
effects were independent of gender, employment
grade, body mass index, age, smoking status,
and physical activity. Interestingly, differences
were present both over the working day and the
evening. Ambulatory blood pressure has been
related to other psychosocial factors as well.
For instance, it has been hypothesized that the
impact of environmental stressors on blood pres-
sure will increase with exposure to more than
one challenge. Tobe and colleagues (2007) con-
ducted a longitudinal study investigating the
effects of job strain and marital cohesion on
ambulatory blood pressure in a sample of more
than 200 male and female volunteers. Over 1
year, the combination of high job strain and a low
cohesive marriage was associated with a mean
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increase in ambulatory systolic BP of 3 mmHg,
whereas participants with job strain who also had
highly cohesive marriages showed a reduction
of systolic BP of 3 mmHg. Barnett et al (2005)
found that poor marital quality was associated
with elevated ambulatory diastolic blood pres-
sure but not with clinic measures, and these car-
diovascular effects were coupled with elevated
stress ratings over the day.

A variety of ambulatory heart rate monitors
are now available that can be programmed either
to record heart rate averaged into short epochs of
15–30 s or to complete beat by beat information.
The latter is valuable, since it permits heart rate
variability measures to be derived (see Chapter
47). Still more detail is provided by Holter mon-
itors (named after their inventor) that record
the complete electrocardiographic (EKG) signal;
these can be analyzed for EKG markers of car-
diac pathology such as ST segment changes and
the long Q syndrome. Recent advances have led
to the development of small wireless devices
that require only two or three electrodes and
can therefore be worn more comfortably under
clothing (e.g., Actiheart, MetriSense Inc.). An
example comes from a study by Pieper and col-
leagues (2007) who recorded ambulatory heart
rate and heart rate variability in 73 male and
female teachers for 4 days, during which time
participants also kept an hourly computerized
diary of worry and stressful events. Findings
showed that worry episodes and stressful events
were positively associated with heart rate and
heart rate variability independently of psycho-
logical traits and biobehavioral variables. Effects
were most pronounced for work-related worry
and for worry about anticipated future stress.

Care has to be taken in the interpretation of
ambulatory results, since smoking, consumption
of caffeinated drinks and alcohol can all affect
cardiovascular measures. Multilevel modeling
has been used to analyze these ambulatory data
in order to tease out the independent contri-
bution of psychosocial factors (Schwartz et al,
1994). One of the most important determinants
of cardiovascular function is physical activity
and ongoing energy expenditure. This is illus-
trated in Fig. 40.1, which shows ambulatory data

obtained from 200 working women over two
24-h periods beginning at 5:00 pm. One period
began on the evening of a working day and
continued into the next working day, while the
second was followed by a leisure day. For conve-
nience, data are averaged into 2-h segments. The
upper panel shows mean heart rate, where it can
be seen that levels decreased in the night while
participants were asleep and rose again in the
morning. The morning rise took place 1–2 h ear-
lier on the working day, because participants got
up earlier. The lower panel shows physical activ-
ity recorded using an accelerometer. The pattern
of change over day and night closely parallels
that for heart rate, even down to the difference
between work and leisure days.

5.3 Musculoskeletal Measures

Much research on musculoskeletal disorders
relies on self-report or physical examination, but
direct measurement of muscle tension using sur-
face electromyography (EMG) has been used in
behavioral medicine research to provide valuable
additional information. Miniaturized transducers
and telemetric equipment are available that allow
readings to be obtained from free-moving indi-
viduals. Positive correlations have been reported
between objectively assessed muscle tension and
feelings of stress and exhaustion during work,
and recently these findings have been corre-
lated with lower pressure pain thresholds and
higher pain intensity in people suffering from
chronic neck and shoulder pain (Larsson et al,
2008). Surface EMG is also used extensively in
headache research, with monitoring of muscles
of the neck, back, and forehead. A meta-analysis
of studies of frontal EMG indicated that patients
with tension-type headache have higher muscle
tension than controls on average, but with wide
variability (Wittrock, 1997). This suggests that
while EMG recordings in everyday life provide
important data, they need to be interpreted in
conjunction with self-report measures of pain
and tension.
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Fig. 40.1 Mean heart rate in bpm (upper panel) and log physical activity (lower panel) averaged into 2-h blocks over
a working and leisure day in 200 working women in Budapest (Salavecz, Dockray, Kopp and Steptoe, unpublished)

5.4 New Developments in
Ambulatory Monitoring Devices

Advances in technology have led to the
expansion in the use of wireless ambulatory
monitoring devices that are now capable of
measuring ever greater numbers of biomark-
ers, including skin conductance, skin temper-
ature, respiration rate, pulse rate, sleep/wake
cycle, to name but a few. These devices have
the advantages of being small, lightweight, and
easy-to-wear, often in the form of a wristband
(e.g., The SOMNOwatch, SOMNOmedics, DE)
(for a review see Pantelopoulos and Bourbakis,

2008). Smart fabrics have also opened up new
possibilities for monitoring biomarkers, and
intelligent clothing can be used to detect res-
piration rate, the EKG, and motion (Lymberis
and Paradiso, 2008). The cost of purchasing such
equipment has led to little uptake in behavioral
medicine research to date, but this situation is
likely to change.

5.5 Summary and Limitations

Naturalistic and ambulatory monitoring meth-
ods have the advantage of improved ecological
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validity, evaluating biological activity in real life
rather than under the artificial conditions of a
laboratory or clinic. Associations between psy-
chosocial factors and biological responses may
be observed that are not detectable when sin-
gle measures are taken under clinical or survey
conditions. But naturalistic methods also have
several drawbacks, in addition to the specific
methodological issues described earlier. First,
the range of biological markers that can be
assessed is relatively small in comparison with
the more sophisticated possibilities available in
the laboratory setting. Second, the measurement
techniques need to be relatively unobtrusive,
so as not to interfere with ongoing activities.
This is why some pioneering studies of repeated
measurements over the day can now be ques-
tioned for their representativeness. For instance,
much of the early data on circadian rhythms of
cortisol secretion involved venepuncture every
1 or 2 h for 24 h or the periodic withdrawal
of blood from an indwelling cannula. There is
danger that such methods are so stressful in
themselves that they will obscure any associa-
tion between psychosocial factors and biological
responses, and certainly they can cause sleep dis-
turbance (Jarrett et al, 1984). Newer research
using measures of hormones such as cortisol,
dehydroepiandrosterone, testosterone, prolactin,
and estrogen in saliva may overcome these
problems. Third, there are several intrinsic and
extrinsic factors that influence biological func-
tion that need to be taken into account, includ-
ing cigarette smoking, food and caffeine intake,
sleep, and physical activity. These factors need to
be carefully monitored and recorded in naturalis-
tic studies and controlled for statistically in data
analysis. Multilevel modeling has become the
method of choice in analyses of these data (see
Chapter 56).

Another issue that has not been studied in
sufficient detail is the impact of ambulatory or
naturalistic monitoring on the behavior of the
participant. The purpose of this type of assess-
ment is to capture everyday experience, but it
is possible that awareness that monitoring is
being carried out might alter ongoing behav-
ior. In one study, Costa and colleagues (1999)

carried out ambulatory blood pressure and heart
rate monitoring in 24 high school teachers over
the working day and evening. The blood pres-
sure monitors were programmed to record every
20 min, and the participant also completed a
short log of their location, activity, and mood.
Activity was measured on the same day using an
accelerometer. On another day, the accelerom-
eter was worn, but no cardiovascular monitor-
ing was performed. It was found that energy
expenditure was consistently lower on the blood
pressure monitoring day, since participants were
less active. Additionally, their range of activities
was also more limited than when they just wore
the accelerometer. This suggests that ambulatory
monitoring may have led people to limit their
usual activities. Further work is needed to eval-
uate the extent of this confounder of ambulatory
monitoring data.

This issue is linked with another major
concern in the literature on naturalistic and
ambulatory monitoring, namely the relationship
between measures in everyday life and those
obtained in psychophysiological stress testing.
“Lab–field” correlations are variable (Turner
et al, 1994), and this has been taken to cast doubt
on the validity of acute stress testing (Parati
et al, 1991). This topic has been addressed most
extensively in relation to blood pressure and
heart rate. A factor that appears to be relevant
is the situation in which ambulatory recordings
are obtained. It can be argued that reactivity to
behavioral stress in the laboratory will not be
strongly correlated with blood pressure recorded
in undemanding situations in everyday life, but
only when people experience stressful episodes
in their lives. Several studies have observed such
effects (Johnston et al, 2008; Kamarck et al,
2003). This also appears to be the case in studies
relating laboratory responses with everyday life
experience for other physiological variables such
as pulmonary function (Ritz et al, 2000). Other
work has observed strong associations between
post-stress recovery profiles of cardiovascular
activity and ambulatory measures (Trivedi et al,
2008); this is logical, since the persistence of
blood pressure changes after acute stress may be
particularly relevant to levels in everyday life.
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6 Conclusions

Developments in the use of biological measures
in behavioral medicine are allowing researchers
to ask ever more specific research questions:
no longer are biomarkers merely used as mea-
sures of disease status but also as indicators
of psychological, social, and economic expe-
rience. Moreover, the borrowing of techniques
from other disciplines, especially genetics, may
generate more detailed knowledge about the
interaction between different biological systems
and their impact on health in the future. A
full understanding of the interplay between bio-
logical and behavioral factors in disease eti-
ology, progression, and management does not
depend on just one of the research paradigms
outlined in this chapter. Rather, the field can
only advance through the convergence and inte-
gration of knowledge acquired with different
research methodologies. There is still much to
be done, and the challenge for the coming
decade will be to understand in greater detail
the exact mechanisms underlying the pathway
from biomarkers to illness, so that their full
repercussions for sustained well-being can be
delineated.
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Chapter 41

Laboratory Stress Testing Methodology

William Gerin

1 Introduction

Researchers in the health field are increas-
ingly inclined to attribute the development of
chronic disease in part to prolonged exposure to
aspects of the environment that we find stressful
or challenging. Epidemiological data unequivo-
cally show that psychosocial factors have a sub-
stantial influence on the development of chronic
illness, often as great or greater than traditional
biological risk factors. However, the mediators
of the stress–disease relationship remain poorly
specified, though a clearer picture has emerged
over the past few decades.

In the broadest sense, the perturbations in var-
ious biological measures, occasioned by chronic
exposure to stressful situations, will ultimately
lead to a dysregulation of those biological sys-
tems, and these, over time, may be implicated
in the development of heart disease or cancer or
rheumatoid arthritis, or any number of chronic
illnesses. Given the need to cope with stress and
to strive to overcome the barrage of obstacles and
frustrations most of us encounter in the 21st cen-
tury, the relevant biological systems may have
little chance to shut off and give the vegetative
systems a chance to perform their housekeeping
chores.
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State University, 315 Health and Human Development
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One means of studying the mechanisms that
underlie the stress–disease relationship is by
examining the attributes of a particular stressor
on the biological measures of interest. For exam-
ple, were one interested in the acute effects of
negative marital interactions on heart rate, he or
she might compare dyads based on their lev-
els of social support (a self-selected grouping)
or couples exposed or not exposed to an anger
management intervention (an experimental strat-
egy). In this particular study one would measure
heart rate – a continuous measure – throughout
the baseline and stressor phases.

Most studies of the evaluation of the effects
of stress on physiological responses are similar
in structure. First, the biological parameter of
interest – blood pressure, perhaps, or cortisol, or
markers of inflammatory responses – is assessed
while the subject is resting, to establish a base-
line, or comparison, level. Next, the subject is
exposed to a presumed stressor (“stressor” is an
ambiguous and broad term that might include
a challenging task, an arousal of anger, a foot
placed in an ice-water bath, and many others)
and the physiological parameter(s) of interest
are assessed during the exposure. The difference
between the baseline and stressor levels has been
labeled the “reactivity” to the stimulus. Often,
a third phase will be employed in which the
subject is allowed to rest following the stres-
sor to provide a measure of “recovery” of the
parameter to pre-stress levels (Fig. 41.1).

The structure of the typical study is simple
and straightforward. However, as is often the
case, the devil is in the details. How should base-
line best be measured? Should the subject be
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Fig. 41.1 Schematic representation of a typical
psychophysiological stress study protocol

sitting up or prone? Allowed to read magazines,
or even to fall asleep? Which stressor is going
to be administered: Does it matter? If one is
going to have the subject count backwards by
13s – a common laboratory task – should the
experimenter harass the subject during the task?
Should the task be made easier for subjects who
cannot perform the arithmetic at all? Why men-
tal arithmetic rather than a Stroop color-naming
task, or an interpersonal stressor, or any number
of other stimuli that can be used to provoke a
physiological response?

For the most part, the stress-reactivity model
was limited in earlier years to blood pressure,
heart rate, and serum catecholamines. However,
it is clear that several biological systems, includ-
ing but not limited to the cardiovascular system,
the hypothalamic–pituitary–adrenal axis, and the
immune system, are implicated as mediators of
stressor effects on chronic illness. An impor-
tant advance over the past two or so decades
has been the expansion of the stress-reactivity
model to include a broader array of outcomes
than heretofore tended to be assessed, illustrating
the interdisciplinary nature of this research.

The aim of this chapter is to provide an
introduction to the methodology by which the
effects of stress on physiological outcomes are
assessed. This chapter focuses on the inde-
pendent variables rather than the outcomes;
other chapters will go into detail concerning
the specifics of various dependent measures.

However, the specifics of measurement of par-
ticular outcomes do not, as a rule, change the
essential model. Rather, they call for adjustments
in subtle aspects of the procedures. Reference to
cardiovascular outcomes will be common in this
chapter, as much of what we know in the labora-
tory was learned in studies of stressor effects on
heart rate and blood pressure.

2 The Laboratory Setting May Have
Powerful, Unintended Effects

Research participants arrive at the laboratory
with a range of expectations, anxiety, hostility,
excitement, and other characteristics that may
have an effect on baseline measurements and
possibly their task levels of the outcome mea-
sure(s). When these influences are not either
manipulated or measured, they enter the statis-
tical model as error, or unexplained variability,
making it less likely that significant effects will
be observed. Therefore, it is important to be
aware of these influences and to control them
when possible. Many researchers are careful to
control the physical elements in the laboratory –
temperature, ambient noise, the careful mea-
surement of the target parameters – but ignore
the social factors. Characteristics of the per-
sons associated with the laboratory, and how
they behave, may have a great effect on baseline
measurements and possibly on stress responses.

2.1 Experimenter Characteristics

It is wise to be sensitive to the effect that con-
stitutional characteristics of the experimenter or
research assistants may have on the subject’s
psychological and biological states. For exam-
ple, the results of a study that focuses on the
effect of menstrual cycle on changes in inflam-
mation may be different if a male rather than
a female investigator is used. Resting affective
and physiological variables may be affected, as
well as physiological changes and recovery of
the pre-stress baseline. It is a problem if such
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an effect exists consistently or randomly across
conditions; if a male conducts sessions in one
condition and a female in another, systematic
bias may result, which is more of a problem
than using a male for both conditions, in which
Type II error may increased, which will obfus-
cate effects that might truly be present. Similarly,
race may have an effect. This is an unfortu-
nate fact of our times, but it must be addressed
by the experimenter. Should same-race research
assistants always be used? Or just in studies in
which race is a factor? Should the issue be tested
by including race (or sex) of experimenter as
another factor in the study? That would go a
way toward addressing the problem, but would
also increase the number of groups that must
be studied, and add a level of interaction that
requires many more subjects and may be difficult
to interpret in any case.

These possible effects are almost universally
unmeasured; it would be a problem if bias was
allowed to creep into the results, but it is also
a problem if potential research assistants are
excluded based on their gender or race, or other
characteristics that cannot be controlled. This is
a fine line that the experimenter must walk; at the
least, she or he should discuss the issue openly
with the laboratory staff and research assistants.

2.2 Experimenter Behavior

In contrast to constitutional factors, some
sources of variability due to the experimenter
or research assistants is more readily control-
lable. Mode of dress, for example, should be
kept constant within and across conditions; even
a shaven versus an unshaven research assistant
might conceivably affect subjects in different
ways, so it is up to the experimenter to use appro-
priate judgment as to which such factors need
be controlled (cutoffs versus jacket and tie, for
example, but not necessarily shoe color!). Then
there are social factors that may contribute to
the results in an unintended way. To address this
problem, research assistants must be carefully
trained in the concepts, not merely the specific

behaviors called for by the experimental proto-
col. Thus, it is important that the experimenter
treats each subject as much like all the others as
possible, not merely to mouth the same words
to each. Moreover, the nature of these interac-
tions should be as non-random as possible, and
this can be accomplished by scripting, as much
as possible, all the social interactions to which
the subject will be exposed. The scripted lines
should be recorded in the Manual of Operations
for that study, and research assistants should
learn the script (and the likely deviations). The
researcher must develop a manual of operations
for every study; it should detail every behav-
ior (including the wording of instructions to the
subjects and other relevant verbal behaviors) as
they occur in sequence throughout the study. The
manual should be revised at the outset of the
study in pilot sessions and throughout the actual
study based on the observations of the research
assistants and experimenters; such observations
should be recorded in a log. The scenarios should
be thoroughly rehearsed using research assis-
tants as sham subjects. It is not only the words,
but the tone, that must be held constant; human
beings are exquisitely sensitive to nuance. These
assertions are based not only on commonsense
but also on data that have tested the effects of
various social phenomena in the laboratory. The
following section will briefly describe some of
the phenomena one may encounter.

2.3 Delivery of Instructions

One way to control differences between research
assistants or between sessions is to use pre-
recorded instructions; thus, every subject hears
exactly the same thing. The problem with this,
however, concerns what it is the researcher wants
to control: The objective reality (i.e., the words,
the tone) or the subject’s perception and under-
standing. It is more important that each subject
understands the instructions in the same man-
ner and that may require asking probe questions
and allowing the subject to ask questions. Unless
the instructions are so straightforward that they
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cannot be interpreted differently by different per-
sons (“When you hear the tone, press the red
button”), it is important to train the research
assistant to give instructions verbally in a stan-
dardized manner, including probes to ensure that
each subject understands the instructions in the
same way.

2.4 The Social Context

In the 1990s, as the notion of “social-
psychophysiological” research – studying the
nature of social interactions in the psychophys-
iological laboratory – took hold, several studies
addressed the question of the mechanisms by
which “social support,” which has been shown
to have a substantive effect on morbidity and
mortality, might operate to achieve this effect.
The main thrust of the research was that the
subject was exposed to stress, but in some condi-
tions was alone and in others, was accompanied
by a friend or a friendly research confederate.
In general, the studies showed that when eval-
uation apprehension was not at issue (see next
section), the presence of a supportive, friendly
person had an attenuating effect on blood pres-
sure and cortisol responsivity. In some of these
studies, social support was manipulated by hav-
ing the experimenter behave in a friendly man-
ner – making appropriate eye contact, nodding
in agreement as the subject spoke, murmur-
ing “mm-hmm” at intervals; compared with a
condition in which the experimenter was unre-
sponsive, did not make eye contact, and gave
little or no friendly feedback (Christenfeld et al,
1997). Again, these studies showed that the
“support” condition reduced the cardiovascular
response. Although blood pressure cannot be
used as a simple measure of emotional or stress-
induced activation, it certainly is an indicator;
thus, although the outcomes might be different,
the cardiovascular effects shown in these studies
suggest that other outcome parameters may be
similarly affected.

In many laboratories, such behaviors are now
routinely scripted and controlled, and research

assistants are carefully trained to act in a
“clinical” manner, that is, one that is not overly
friendly or sympathetic, nor hostile and unsym-
pathetic. It is especially important to train
research assistants to understand that their own
likes and dislikes, prejudices, or bad or good
moods must not be allowed to influence the
manner of interaction with a particular research
subject.

2.5 Evaluation Apprehension

The experiments that tested the effects of social
support found, in general, that when compared
with a control condition (in which no social
support was provided), social supported led to
decreased cardiovascular arousal. However, not
all studies have found this pattern of results;
indeed, under some conditions, the presence of
even a friendly observer led to a larger cardio-
vascular stress response than the control condi-
tion. In an attempt to explain these inconsisten-
cies, it has been argued that reduced cardiovas-
cular reactivity as a function of social support
was most consistently observed when the study
protocols were designed to reduce the evalu-
ative nature of the stressor. Researchers have
noted that studies that showed greater cardiovas-
cular responsivity as a function of social sup-
port shared the following characteristics: (a) The
supportive observer was in a position of observ-
ing task performance and (b) The supportive
observer provided no verbal feedback to the par-
ticipant during task performance (Kamarck et al,
1995). These studies emphasized the evaluative
nature of the manipulation.

The subtle differences between the effects of
social support and evaluation apprehension point
to the importance of considering the nature of the
social interactions that are programmed to occur
during the laboratory session. An observer or
experimenter who appears unfriendly may cause
greater sympathetic arousal (for example); how-
ever, a friendly observer may do the same, if he
or she is in a position to evaluate the subject’s
performance on the stressor challenge.
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2.6 Demand Characteristics

“Demand characteristics” of the situation consti-
tute an unwanted influence in the experimental
design that occurs when research subjects mod-
ify their behavior in response to subtle cues,
such as a higher status researcher, such as a
physician, compared to a student research assis-
tant, for example, and in response to their own
self-presentation styles and biases. One common
cause of subjects responding to the demand char-
acteristics of the situation concerns evaluation
apprehension (see previous section) which may
cause subjects to become over-concerned with
achieving a good score (whatever that might be)
rather than simply responding to the situation as
presented. The researcher must also consider the
context of the artificiality of the laboratory situa-
tion; it cannot be over-emphasized that research
subjects tend to be acutely aware that they are
participating in an experiment.

“Roles” have been observed on the part of the
subjects, including

• The “good subject”: The subject forms an
opinion about what the experimenter wants,
in terms of the results of the study, and tries
to accommodate.

• The “bad subject”: The subject forms an opin-
ion about what the experimenter wants, in
terms of the results of the study, and tries to
behave in a way so as to undermine the study
hypothesis. (Note: Subjects may come into
the research laboratory with a degree of hos-
tility, sometimes borne of anxiety, but also of
other factors, such as “being forced” to par-
ticipate for course credit, or even a general
mistrust of the scientific enterprise).

2.7 Experimenter Expectancies

Perhaps the earliest to describe the effects
of experimenter expectations concerning the
behavior of the research subjects was Rosenthal
(1994), who found evidence that when the

experimenter or research assistant who was
responsible for interacting with the subject was
aware of the study hypothesis, or, of the con-
dition to which a particular subject had been
assigned, the results were stronger (in the pre-
dicted direction) than when a single or double
“blind” was implemented, in which neither sub-
jects nor experimenter was aware of assignment.
It is often impractical, and sometimes impossi-
ble, to disguise the study hypothesis from the
experimenter (“double blind”), but at least it
helps if it is concealed from the subject (“sin-
gle blind”). Upon further study, Rosenthal found
expectancy effects in a broad range of experi-
ments, including animal studies.

Blinding is now a staple of experimental
design when it is feasible. In the laboratory,
the experimenter will usually necessarily know
which condition a subject is in because he or she
conducts the study protocol, which presumably
differs depending on condition. This may not be
true, however, in studies in which person vari-
ables are the focus, and no manipulation occurs.
In this case, all subjects are exposed to the iden-
tical protocol, and double blinding is a greater
possibility.

Presumably, with experience with various
protocols, the researcher will learn which factors
matter and which do not; however, it is as wise to
control these when possible and to be sensitive
to others that may be missed. Note taking dur-
ing the study to highlight protocol deviations and
equipment failures that may occur – yet another
potential source of Type II error – will allow bet-
ter interpretation of data and can be crucial to the
success of the experiment.

3 Methodological and Procedural
Considerations

3.1 Between-Subjects and
Within-Subjects Designs

Often, either of these designs will be appropriate
for a particular research question. A within-
subjects design may be deemed preferable, as
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it provides perfect control over within-subject
factors that may influence the outcome (e.g.,
genetics, family history of illness, levels of per-
sonality measures, sex) and therefore increases
the statistical power to detect effects. However,
the benefits of the within-subjects design may be
outweighed by the disadvantages. One important
issue that often arises in such studies concerns
the possibility of habituation to the stressor (and
habituation to the laboratory situation in general,
which may also mitigate the subject’s stressor
response). Pilot testing is crucial to assess this
possibility, and the task may have to be tweaked
to prevent it. This may be done by increas-
ing the dose of the stressor (i.e., make the task
more difficult at time 2) or by using a differ-
ent form of the same stressor. In such an event,
and in fact in most within-subject experiments,
counterbalancing must be used (see following
paragraph).

A second issue concerns the degree of carry-
over of the effects of the stressor administered at
time 1 to the outcomes measured at time 2. It is
often desirable that the outcomes at each session
to be independent of each other, although carry-
over is an outcome of interest in some studies.
Carryover may occur if one administers more
than one task within a single session or it may
occur across sessions. We can in theory con-
trol for carryover effects, and more generally to
order effects, by counterbalancing – having half
the subjects exposed to condition A at time 1
and condition B at time 2, and the reverse order
for the other half of the subjects. If an order
effect is suspected, the dummy-coded order vari-
able is included in the model as a means of
statistical control. This does not, however, pro-
vide a “pure” test of whichever condition comes
second. It is desirable to avoid such effects alto-
gether if possible. One way to do this is to
separate the sessions in time as much as possible,
which will mitigate potential carryover effects.
In this event, however, the researcher must be
concerned about confounding factors that may
arise between sessions, such as changes in medi-
cation regimen, physical activity, developmental
changes, disease progression, effects of aging.
The longer apart the sessions, the more likely

that such factors will arise. One can estimate this
by beginning with a cross-sectional comparison
of the conditions, using only the first session,
which will provide some insight into potential
carryover effects.

Although it does cede something in terms of
power, a between-subjects design may be more
desirable, as it eliminates the carryover issue
entirely.

3.2 Use of Multiple Stressors Within a
Single Session

The preceding section discussed “within-
subjects” designs in the context of the
examination of changes that occur across
more than one experimental session. However,
a related issue concerns the administration of
more than one stressor within a single session.
For one thing, it may be more efficient by
eliminating the need for the subject to come
back for additional sessions. One may study a
research question that calls for a comparison
across more than one task (for example, testing
the extent to which the physiological response
to two different tasks are correlated, both tasks
possibly tapping the same or a similar underly-
ing dimension). One strategy is to have subjects
engage in both tasks in the same laboratory
session.

These can also be considered within-subjects
designs, and the same cautions apply, especially
regarding carryover effects. But, using more than
one task within a single session brings other, spe-
cific issues that must be considered. For one:
Is the parameter of interest subject to elevation
over the duration of the session? If a resting
blood pressure baseline before each new stres-
sor is used, for example, the level tends to rise
following the offset of each previous stressor.
This is information that can be captured if one
uses a post-stress resting or “recovery” phase. If
measures tend to return to resting levels imme-
diately following the termination of a stressor,
the initial baseline measurement may be used as
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an index for the remaining stressors. However, if
one suspects that the effect of the stressor may be
sustained even after the stressor has ended, a new
baseline period from which to assess the change
for stressor 2 must be used.

As with within-subjects designs across ses-
sions, these potential problems raise the issue
of counterbalancing to avoid order effects. For
example, if the protocol calls for a mental task
(say, mental arithmetic) and a physical task
(say, a handgrip task), one may want to present
the mental task first in half the subjects and
the physical task first in the other half. The
effect of the ordering, if there is one, may be
assessed. There may be occasions, however, on
which one will wish to not counterbalance. For
example, when using an anger-induction task,
and using it effectively, the carryover of the
anger might outlast the remainder of the ses-
sion, and thereby affect the response to what-
ever task that followed. In such a situation, it
is worth losing the advantage due to counter-
balancing to avoid the systematic bias in one
set of measurements. An alternative, which is
often desirable, is to conduct each task in sep-
arate sessions. If the researcher does decide to
forego counterbalancing, he or she must be care-
ful when writing the manuscript to explain the
reasoning.

There are two general frameworks in which to
consider when using multiple stressors (whether
within a single session or over more than one
session). First, one may consider the individ-
ual stress tasks to each represent one facet of a
broader construct – arousal of anger is an exam-
ple. Both an anger provocation – for example,
a (deliberately) annoying and offensive research
assistant – and mental arithmetic with harass-
ment will both arouse anger. In this instance,
the results from the two tasks may be aver-
aged to yield a more reliable measure. To the
extent, however, that two different tasks are
believed to elicit physiological changes that rep-
resent different psychosocial dimensions, one
would not expect a high correlation between
them; instead, he or she is probably looking
for mean differences between rather than across
them.

3.3 Inter-task Baseline

In the event that it is desired to use more than
one task within a single session, one must decide
whether or not to use a rest period to separate
them. If using more than one task to increase
exposure duration, it is not desirable to use an
inter-task baseline between them. If, however,
one plans to use multiple stressors for the unique
information each may provide, it is preferable to
use a baseline period for each of the tasks sep-
arately. Pains should be taken to separate them
temporally as much as possible, within the limits
of maximum duration of the session.

Returning to the question of whether to use
multiple tasks within a single session. If there
is concern over carryover or habituation effects
from one to the other (it is useful to collect pilot
data to find out), it would be useful to consider
(1) having the subjects come for a separate labo-
ratory visit for each task to be used or (2) going
to a between-subjects design, in which subjects
are randomly assigned to be exposed to one or
the other of the tasks, which in this instance,
would be thought of as “conditions.”

3.4 Sampling Framework Is Specific
to the Biological Outcomes

There is no correct sampling interval for physio-
logical outcome measures; the sampling strategy
will depend on the nature of the specific outcome
parameter. Some measurements can be taken
only once, usually at the end of each phase of the
study, due to timing constraints or expense (e.g.,
echocardiogram). Other measures are assessed
continuously (e.g., ECG) or intermittently (e.g.,
salivary cortisol, serum cholesterol) during the
phases of the study.

A second determinant of the frequency of the
sampling interval concerns pre-planned events
that occur during the session. An example may
be the start of a stressor following a baseline
period or a tone sounded to alert the subject
that the shock grid has just been turned on. The
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measurement must be positioned, depending on
what measure will be used, to capture the phys-
iological changes occurring as a result of these
events. Thus, if the stressor period is 5 min, and
the researcher plans to sample blood pressure,
one measurement every 3 min, he or she might
prefer that the first measurement taken during
the task phase occurs at 2 min into the task (by
which time the stressor presumably would have
had a chance to engage the subject) and again
at 5 min. (It is important to maximize the num-
ber of such measurements to increase reliability.)
Had the measurement been timed to occur at the
third minute into the stressor, it would have only
been possible to collect one measurement.

The measurement of salivary cortisol, for
example, presents a specific challenge in terms
of the proper sampling interval because there
is a latency (∼20 min) between the stressful
event and the release of cortisol; therefore, the
researcher has to map out the measurement inter-
vals carefully. Thus, a saliva sample for assess-
ment of cortisol might be obtained ∼20 min after
stressor offset. If the interval is mis-specified,
the effect of the manipulation may be missed
entirely.

3.5 Pre-session Instructions and
Controls

It is desirable that research participants to enter
the laboratory in as “pure” a state as possible,
that is, one free of unwanted influences that
may affect the subject’s behavior and physiolog-
ical measures. It is obvious, for example, that it
would be desirable for the subject to not have
had a couple of beers while waiting for the ses-
sion to begin. This might not occur to the subject,
however, so pains must be taken to explain. What
are the influences that one should be concerned
with? Some generalize across most or all proto-
cols and outcome measures, for example, alcohol
or illicit drug use, prescription drug use depend-
ing on the nature of the drug (tranquilizers or
mood elevators, for example). Some prohibitions

may be determined by the particular outcome;
for example, caffeine use will have a substantial
effect on resting heart rate and should be avoided
if heart rate is a study outcome. Also, hemody-
namic shifts may occur after meals and reach
their peak at around 2 h post-meal. It is wise to
schedule laboratory sessions at least 4 h after the
subject has eaten. The researcher should be sure
to provide the subject with a take-home list of
items to avoid on the day – in some cases, on
1 or more days – prior to the experimental ses-
sion. The specific time period should be noted;
that is, if the experimenter wishes the subject
to avoid food, caffeine, and nicotine use for 4 h
prior to the session, the subject should be given
(or mailed) an appointment form. If the appoint-
ment is for, say noon, the form should specify no
caffeine (note on the form that tea and many car-
bonated beverages have caffeine in them) after
8 AM.

When the subject arrives at the laboratory, one
of the first things to be done is to debrief them
concerning these items. If it is important enough,
and feasible, in some cases biological tests may
be used to ascertain compliance with the instruc-
tions – use of cotinine to assess nicotine usage
over the previous week or so is an example.
One will, in the course of the debriefing, ask
the subject if he or she did indeed comply with
the instructions, but some subjects may lie about
this had they not done so. To help elicit truthful
statements, it is important not to appear puni-
tive, but to explain to the subject beforehand that
these substances will have a negative influence
on the results, and that if the subject had been
noncompliant, request that the he or she call and
re-schedule (if this is permitted by the protocol),
or, upon arrival at the laboratory, to let the exper-
imenter know (again, offering to re-schedule, if
the protocol permits it, will make it easier for the
subject to admit the noncompliance).

Another aspect of the pre-session proto-
col concerns person factors that may affect
the scheduling of the session. In women, for
example, hormone fluctuations across the men-
strual cycle have profound effects on systemic
hemodynamics and neurohormonal reactivity to
stress. In the absence of urine tests confirming
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ovulation, the best way to ensure that men-
strual cycle phase is controlled is to use the
“day counting” method. By asking a woman to
schedule her lab session within 5–7 days of the
start of her period, one can be reasonably sure
that she is in the early follicular phase, when
estrogen and progesterone are at their lowest
levels. Day counting is not effective for tar-
geting the peak hormone response in the late
luteal phase because many cycles, particularly
in young women, are anovulatory (Kirschbaum
et al, 1999).

4 The Experimental Session

The following set of procedures are common to
most laboratory stress studies, but is not meant
to be exhaustive. Additional procedures may be
called for depending on which particular out-
come measures are to be used or the nature of
the independent variable.

4.1 Adaptation

It is useful to allow the participant to acclima-
tize to the laboratory setting; simply being there
may be highly stressful for some persons and
may cause their baseline measurements to be
elevated. During this period, the experimenter
should take a few minutes putting the participant
at ease. Like all parts of the protocol, this portion
should be carefully scripted and piloted to ensure
it has the desired effect. In some cases, it may
be useful to have the subject come in on a day
prior to the scheduled laboratory testing so he or
she has a chance to get used to the experimental
milieu.

4.2 Instructions

Next, the experimenter may describe the proce-
dures and give instructions. This should be prior
to the start of the baseline phase so the protocol

is not interrupted at a later point, when it may
prove distracting. If necessary, the instructions
should include instruction that the subject should
be careful not to move during the measurements.

4.3 Instrumentation

For those measures that will be taken during each
of the phases, participants are instrumented prior
to the start of baseline. The researcher should
explain what and why these are being done; it
will help the participant relax.

4.4 Baseline

Most psychophysiological experiments begin
with a baseline, or initial rest, period. This allows
the examination of within-subject changes
between baseline and task (and baseline and
recovery). In most studies, the baseline involves
resting quietly for a period of time appropri-
ate to the target measure. The baseline period
for blood pressure measurement, for example,
ranges from about 5 min to half an hour, whereas
a longer baseline may be necessary if, say, an
IV line is used. Given the importance of the
measures achieved during rest, a surprisingly
scant literature has commented on specific pro-
cedures regarding the duration and content of the
baseline period.

Obrist (1981) has suggested assessing sub-
jects’ baseline levels and stress responses on
different days. In support of this notion, a recent
study found that resting blood pressure and heart
rate measures taken on the day of the study
procedures were significantly higher than those
taken on the preceding day (Gerin et al, 2006).
However, while assessing baseline and task mea-
sures on different days may provide more accu-
rate estimates of the true resting level, this may
not be feasible in many cases.

Distracting materials, such as magazines or
even a relaxing video (for example, of an aquatic
scene; nothing that will arouse the subject), may
be used to help the subject relax, unless there is a
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particular reason not to do this. Music, also, may
help establish the baseline. Measurements are
taken during or immediately following (depend-
ing on the specific measurement) the end of the
baseline period and are thus considered reflec-
tive of the summary state of that phase on the
dependent measure.

Finally, one must guard against reactivity to
the measure itself. For example, insertion of an
IV or the first couple of blood pressure measure-
ments taken with an arm cuff may cause pain and
fear or alerting or orienting responses. If measur-
ing blood pressure, it is common to discard the
first few readings (the rule must be established a
priori) for this reason.

4.5 Exposure to Stress

A stressor (this term is used generically in this
chapter, to refer to a challenging task, or a
task designed to provoke an emotional response)
is then presented. The duration of presentation
tends to be brief, usually 2–5 min, although
longer tasks (notably, the Trier Stress Task,
described later in this chapter) have been used.
As with baseline, measurements are taken dur-
ing or immediately following (depending on the
specific measurement) the end of the task period.

5 Selection of the Stressor

The question of which particular stressor is best
for a particular study should be based on what
the researcher hopes to accomplish. Virtually all
stressors are intended to increase the activation
of one or more physiological measures; however,
each task carries with it other effects as well. For
example, a serial subtraction task – one of the
most commonly used stressors – may, depending
on how it is presented, elicit anger and frustra-
tion. If it is desirable, given the purpose of the
study, to arouse anger, then this may prove an
appropriate stressor. To help with the decision,
the general properties of laboratory stressors are

first discussed; then individual stressors will be
classified on the basis of their psychological and
physiological domains.

Several factors must be taken into account
when deciding on a stressor.

5.1 Conceptuality

Does the task conceptually represent the “real-
world” situation of interest, in terms of both
psychological and physiological aspects? This
is referred to as ecological validity. In decades
past, social psychologists have referred to real-
ism, defined as generalizability to other settings.
They also distinguished between Experimental
Realism (Are people involved/engaged in the
same way as in the real world situation of inter-
est?) and Mundane Realism (Does it merely
look like the real world?). This is also referred
to as “face validity.” A third concept was that
of Functional Realism (Does the process being
studied function in the same manner as it does
in the real world?). The researcher must ensure
that the task takes account of experimental and
functional realism, and does not get sidelined by
mundane realism.

5.2 Feasibility

Is the task feasible in terms of the equipment,
expertise, time, resources including research
assistants, institutional support, financial con-
straints, and ability to obtain approval from the
Institutional Review Board? No matter how sci-
entifically appropriate the task, if the resources
are not available, and/or the researcher cannot
get the approvals, he or she should consider
alternative designs.

5.3 Psychometric Properties

Is the task well supported in terms of its valid-
ity (e.g., does an anger provocation manipulation
produce higher changes in a self-reported
anger)? The entire experiment is based on the
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selection of the task. One must ensure that there
is evidence that the task manipulates what it is
supposed to manipulate (e.g., is the commonly
used serial-subtraction task manipulating anger
or evaluation apprehension or both?)

5.4 Usage

Has the task been used by others in the field
for similar purposes? Note the pitfalls that may
accompany a particular task, and in what sorts of
studies the task has been used.

6 Stressor/Task Domains and
Specific Tasks

Classification of stressors is complex and con-
troversial. Any particular stimulus is likely to
be classifiable in more than one domain, and
very little has been published in this regard. A
researcher may wish, for example, to manipu-
late the feedback the subject receives in regards
to his or her performance on the task, and a
variety of tasks would serve for that purpose.
Serial subtraction, for example, could be used.
However, serial subtraction also contains a social
component: It is usually the subject perform-
ing, the experimenter observing; however, might
the experimenter’s performance be interpreted
by the subject as evaluative? As sub-standard? In
accordance with the subject’s skin color or style
of dress? One can see that the effects of the sim-
ple serial subtraction task may not be so simple
to interpret.

The following sections are not intended to be
an exhaustive listing of stressor tasks. Rather, it
is intended to offer a broad guide to task selec-
tion based on conceptual characteristics of the
study requirements.

6.1 Active Coping

Obrist described one model of the psychological
properties of stress tasks, and the hemodynamic

pathways by which a particular stressor may
increase blood pressure. He hypothesized that
some tasks may be thought of as “active coping”
tasks, that is, challenges that can in theory be
overcome by the subject’s efforts and abilities.
Mental arithmetic is an example of an active cop-
ing task. A “passive” task, alternatively, is one in
which the subject perceives that exercising his
or her efforts will have no affect on the out-
come. Watching a frightening or shocking film
is an example. What makes this typology signif-
icant is that there is some evidence that active
coping tasks tend to be centrally mediated, via
cardiac output, by beta-adrenergic receptors, in
contrast to passive stressors that tend to be medi-
ated in the periphery, via peripheral resistance,
by alpha-adrenergic pathways.

6.2 Emotional Arousal

Many researchers focus on the arousal of an
emotional state, as a means of examining the
accompanying physiological arousal. The most
common emotion to be manipulated in this way
is anger, although some researchers have focused
on anxiety. There are several ways to arouse
anger. The anger-recall task is a relatively sim-
ple procedure in which the experimenter asks
the subject to think about, and discuss, a situa-
tion in which he or she had become very angry
(Ironson et al, 1992). The task has been shown
to reliably raise blood pressure and heart rate,
and self-reported anger and angry thoughts. A
second means of anger arousal is through the
use of the Type A Structured Interview, a mea-
sure that was originally devised by Rosenman
(1978). The interview consists of a standard-
ized series of questions posed to participants in
a challenging and, at times, brisk manner aimed
at eliciting Type A behavior and mild hostile
reactions. Serial subtraction, or other forms of
mental arithmetic, may be used to evoke anger
as well. The task may be presented in a way
that is harassing to the subject (“Can’t you go
any faster than that?”) and that causes anger
and resentment that outlast the task itself (Glynn
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et al, 2002). Other tasks that involve an evalu-
ation component can be modified in a similar
manner.

6.3 Social Interaction Tasks, Speech
Tasks

Although social psychologists have been engag-
ing in studies involving social interaction in the
laboratory since the early 1900s, it is only within
the past few decades that stress psychophysi-
ologists have begun to make use of this tool.
However, a great deal of the stress we tend to
experience comes from our interactions with oth-
ers. Many interesting questions can be asked
using this paradigm, such as, what are the person
dimensions – e.g., race, sex, emotional sup-
portiveness, hostility – that affect physiological
outcomes in social interactions? In addition, one
may ask, what situational attributes, such as the
presence of another person, the status differ-
ence between the subject and an observer, tend
to exacerbate, or attenuate, the stressfulness of
particular social interactions?

A relatively simple social interaction that may
be modeled in the laboratory is public speak-
ing, which is stressful for many people. For
example, several researchers have examined the
effects of the supportive versus non-supportive
demeanor of the observer. A different type of
design concerns structured, but real, interactions
between persons; for example, Smith and Gallo
(1999) have used a marital interaction situation,
in which a married couple discusses their prob-
lems. This is a good example of a way to increase
the external validity of the laboratory situation.

When one focuses on social interactions,
which are unscripted, the researcher sacrifices a
degree of experimental control, as not all inter-
actions will take the same form. However, the
tradeoff for additional external validity is often
worth it.

6.3.1 The Trier Social Stress Test (TSST)

The TSST was initially developed to evaluate
effects of psychosocial stress on cortisol activity

in a laboratory setting (Kirschbaum et al, 1993).
Because the time course of cortisol is relatively
slow – a measurement may reflect the state of the
body 15–20 min earlier – the researcher has to
pay particular attention to the timing of the task
and the measurements. Moreover, for a stressor
to have a substantial effect on cortisol, it must
persist for a longer time than other measures
require. The TSST was designed to address these
concerns. The 20-min test comprises two stres-
sors, conducted in front of a panel of judges:
An impromptu speech (explaining why they had
been caught shoplifting) and mental arithmetic
(other variants of this task, however, are used).

6.4 The Cold Pressor

Historically, the cold pressor was the first task
used in a published study of stressor effects (on
cardiovascular reactivity) and was then used in
virtually every such study until the late 1950s.
The cold pressor is problematic, as it is not clear
what processes mediate its effects. In hemo-
dynamic terms, the task is “mixed,” in that
it produces both central (cardiac output) and
peripheral (total peripheral resistance) effects. It
has been used as a pain stimulus in some studies.

6.5 Duration of Stressor Exposure

A tradeoff exists between the advantages of a
longer duration task, say one that goes on for
15 min, and the additional burden placed on
the subject. In terms of measurement reliabil-
ity, a longer duration allows more measurements
to be taken. It also allows a greater ability to
observe patterns of changes within the course of
the stressor, something that would be difficult in
a task that lasts only, say, 2 min. However, many
standardized stressors do not lend themselves to
extended durations. For example, the cold pres-
sor cannot be longer than a few minutes for
obvious reasons. Similarly, it would be difficult
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to have a subject engage in serial subtraction for
longer than a few minutes.

7 Manipulation Checks/Probe
Measures

Throughout the session, one may want to take
measures – “probes” – that will help to inter-
pret the data by serving as checks to see that the
manipulation is indeed effective for its intended
purpose. For example, if one is examining the
effect of an anger-induction task, compared
to a non-emotional control condition, on, say,
platelet aggregation, it would be wise to ask the
subject, at some point in the protocol, how angry
he or she had become. This will help one to
understand why null results may result and may
provide the means for post hoc analyses that will
at least serve as pilot data for the next study.
For example, the researcher may want to sepa-
rately analyze subjects who actually did report
higher levels of anger. If that is done, however,
the researcher must be careful about the conclu-
sions drawn, and should anticipate the concerns
that reviewers are likely to have when the data
are written up for publication.

When and how to ask probe questions also is
a delicate business. The report itself should be
given as close to the relevant time period as pos-
sible (e.g., at the end of the stressor), and yet
should not influence other measures. The word-
ing of the question should be as neutral as possi-
ble and should not point to an expectation on the
part of the researcher. For example, the phrasing
“How angry do you feel at this moment?” dif-
fers only subtly from “Do you feel any anger at
this moment?” but may produce a bias to report
– or to avoid reporting – anger. It is best to keep
such measures as brief as possible. For instance,
if the researcher is interested in the degree of
anxiety being experienced following the stressor,
she or he might give a 1-question item with a
Likert-type scale or might give a validated anx-
iety measure, such as Spielberger’s. The former
is probably less reliable and less valid, but the
latter, comprising several questions, may simply
be too intrusive for the purpose at hand.

8 Statistical/Measurement Issues

“Reactivity” refers to the change that occurs
in a physiological or psychological parameter
as a result of exposure to stress, in any of its
various forms. As such, it has classically been
measured as a simple change score: the mean
of the measurements taken during the stressor
less the mean of the measurements taken during
baseline. A change score is easily interpretable;
a change of zero means that the stressor had
no effect on whatever was being measured; a
change value of, say, +10 indicates that the sub-
ject responded to the stressor with a 10-point
increase. However, change scores bring hidden
perils, and it would be wise to study the basic
statistical theory that explains the why of those
perils (see, for example, Cronbach and Furby,
1970).

There are several other methods that are used,
though less frequently than the simple change
score: (1) repeated measures designs, in which
baseline and stressor levels are treated as two
levels of a single factor; (2) analysis of covari-
ance, in which baseline levels are used as covari-
ates; and (3) residualized change scores. Which
of these is correct remains one of the controver-
sial issues in this field.

8.1 Measurement Reliability

A particular measurement is useful only to the
extent that it is reliable (does not change much
from measurement to measurement) and valid
(measures what it is supposed to measure). For
physiological measurements, a major concern is
the reliability – the stability – of the measure-
ment over time. If the measurement varies a
great deal from one occasion to the next with-
out any intervention between measurements that
indicates that a given score is a function more of
environmental influences (which enter as mea-
surement error), and less of the true score, than if
the measurement were stable from time to time.

One may consider the following: A
researcher, interested in the response of
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markers of immune function (C-reactive protein,
intercellular adhesion molecule-1, interleukin-
6, interleukin-10, etc.) takes a measurement
following a 20-min baseline, then following
a 5-min stressor, and computes the resulting
change value between them. The researcher
repeats this process under precisely the same
conditions (even the same experimenter), 1 year
later (long enough so that we may assume the
stress of the first session has been forgotten) and
finds a test–retest correlation of 0.8. (Test–retest
reliability is usually assessed as a Pearson or
intraclass correlation). Such a correlation would,
for this dimension over this relatively long
period of time, indicate fairly high stability
over time. The greater the correlation, the more
“true score” resides in the individual’s score,
and, therefore, the less error. Thus, a score
with poor measurement reliability – whether
used as an independent or dependent variable –
will increase Type II error, and the resultant
likelihood that an effect in the data will be
missed.

Reliability may be increased using a variety
of strategies. More measurements will usually
increase the reliability of the measure; thus, one
method by which the number of measurements
may be increased during a particular phase is to
lengthen the duration of the phase. This can usu-
ally be done more easily for the baseline period
compared to the task period.

However, as discussed previously, not all
measurements can be repeated during or follow-
ing a particular phase. Some measures them-
selves are reactive; some are too expensive; some
take too long, or are too distracting to the sub-
ject, or are (undesirably) invasive. However, the
problem of insufficient reliability still exists.
Therefore, another strategy must be considered.
Some measurements can be repeated over days
or sessions, rather than within the phase of
a single session. For example, the assessment
of vasodilation using brachial artery ultrasound
cannot easily be performed more than once
within an experimental phase. However, test–
retest reliability for this method can be poor. One
way to address the problem is to repeat the ses-
sions on more than 1 day and take the mean

of the measurements acquired during the same
phase – for example, baseline – across the ses-
sions. Other problems do arise, including the
possibility of habituation, or stressor carryover,
over sessions, but this may be the only way to
increase the reliability of the measure.

8.2 Type I Error

Psychophysiological experiments provide many
opportunities to take advantage of chance. Every
additional outcome measured for which there is
no strong, a priori hypothesis based on the lit-
erature and/or the researcher’s own data adds
to the experimentwise error rate. For example,
blood pressure is often measured as both systolic
and diastolic pressure, with each outcome treated
in a separate analysis; the Type I error rate in
that instance is almost double what is reported.
However, there are few instances in which dif-
ferential results are predicted for these two mea-
sures. It is not unusual to see published reports
that provide data on 20 or more outcomes, most
without the foundation of a strong hypothesis. In
that event, the likelihood that some of the signif-
icant values have occurred by chance increases
dramatically.

There are several methods that provide pro-
tection against Type I error. The strongest is
to use only outcome measures that are based
on specific hypotheses. However, often this is
impractical, and it may be that different, albeit
correlated, outcomes represent different aspects
of the same construct and therefore must be
considered simultaneously.

The use of a priori contrasts that test spe-
cific hypotheses may be used when appropriate.
When specific hypotheses cannot be generated
for each individual outcome measure (for exam-
ple, systolic versus diastolic blood pressure or
C-reactive protein versus interleukin-6), appro-
priate post hoc tests may be used, assuming the
omnibus test is significant. Another method is to
use a multivariate analysis in which more than
one outcome measure that presumably tap the
same dimension are included in the same model;
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as with post hoc tests, if the omnibus test is sig-
nificant, the analyses for the individual measures
may be interpreted.

8.3 Assessment of Post-Stress
Recovery

If the parameter of interest tends to return to its
resting level immediately following the termi-
nation of the stressor, measurement of recovery
becomes irrelevant. However, this is not true of
many physiological measures; a degree of car-
ryover of the effect of the stressor often exists.
This was discussed previously as an obstacle to
obtaining post-stress baselines used for a suc-
ceeding stressor; however, we now examine the
same post-stress rest, but on its own merits as
an independent predictor of other risk factors or
disease endpoints. In this event, one may want
to include a post-stress rest period in the proto-
col (Fig. 41.1) as a means of evaluating recov-
ery of the parameter from the stress-induced
levels. Assessment of recovery – a dynamic
state – presents methodological and statistical
challenges mostly avoided in the measurement
of baseline and task levels, which are usually
regarded as stable within state characteristics.
For measurements that can only be taken a sin-
gle time, at the end of the phase, assessment
of recovery is fairly straightforward. However,
when measurements that are taken during the
recovery period are used, the correct measure to
use is unclear. Unlike baseline and task phases,
there is little agreement about how to assess
recovery. A common method is to select a point
during the recovery phase, and measure the
parameter at that point; thus, one might say: “At
5 minutes into the recovery period, subjects in
group A had recovered an average of 60% of
their task values, compared to subjects in Group
B, who had recovered only 30%.” However, this
method ignores a great deal of the information –
it may be that it is the decline observed ear-
lier or later in the period that is important, for
example – and does not benefit from multiple
measurements.

Alternatives to time to recovery include calcu-
lating area under the curve, obtaining post-stress
measurements at arbitrary intervals, computing
change scores from post-stress levels and base-
line levels, and using curve-fitting estimates. The
advantages and disadvantages of each of these
approaches are discussed in detail with respect
to blood pressure measurement in a review
by Linden and colleagues (1997). In addition,
Christenfeld et al (2000) and Llabre et al (2004)
have published statistical models designed to
assess recovery from stress.

9 Summary and Conclusion

An initial impression suggests that stress psy-
chophysiological investigations are simple and
straightforward: A resting baseline is measured,
the subject is exposed to a stressor, another mea-
surement (or measurements) is taken, the change
computed, the results published. In fact, these
studies truly are simple in design, but poten-
tial pitfalls abound. This chapter has provided
a reference that points out the subtleties of the
design of these experiments that will lead to
interpretable data.
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Chapter 42

Stress and Allostasis

Ilia N. Karatsoreos and Bruce S. McEwen

1 Introduction

“Stress!” Reading the term may actually set off
the physiological processes which it describes.
For decades, stress has had a negative conno-
tation, and its usage in common parlance has
fostered and nurtured the negative undertone of
the term. However, when considered in its proper
context, that is, in the context of regulation of
homeostasis, stress and the stress axis are crucial
for ensuring the survival of organisms.

The stress response is defined as the psy-
chological, neural, and hormonal changes in
response to a stressor or an environmental stim-
ulus that impacts an organism’s physiology.
Evolutionarily, the stress response can be consid-
ered as a series of countermeasures the brain and
body deploy in order to cope with changes in the
environment that might otherwise mean death.
Restated, stress responses promote adaptation to
the environment, which is key to survival. This
is true throughout the phylogenetic tree, from
the simplest unicellular organism, all the way
through to the complexity of Homo sapiens. The
pressures of natural selection have resulted in
organisms that possess regulatory systems that
finely tune the processes of life. We can consider
these homeostatic systems as being organized on
a continuum of increasing complexity, spanning
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a wide range from “simple” biochemical cas-
cades (e.g., conversion of cholesterol to various
steroid hormones) through to complex systems
regulating the orchestration of multiple tissues
and organs toward a singular result (e.g., the con-
sumption of food, digestion, and metabolism).
However, the proper functioning of these sys-
tems, regardless of their complexity, is crucial to
the survival of the individual and is tuned to meet
the specific demands of a given environmental
niche.

Homeostasis is defined as maintaining the
right conditions for various physiological and
biochemical systems to operate within optimal
parameters. When considered as an organismal
process, this is no mean feat, since different bio-
logical systems may require different “optimal”
conditions, and maintaining homeostasis may
involve myriad physiological systems acting in
concert. It is also important to consider that
attempting to maintain homeostasis in a chal-
lenging environment is largely an active process.
Maintaining body temperature within its opti-
mal range (in humans, approximately 36.8◦C ±
0.7◦C), when threatened by either excessive heat
or cold, is an excellent example of such a pro-
cess. When body temperature begins to climb,
we begin to perspire to increase heat loss from
the skin, and blood vessels dilate to increase heat
dissipation. When body temperature begins to
fall, blood vessels constrict to reduce heat loss,
we begin to shiver uncontrollably to generate
more heat, and we form piloerections, raising
the hair on the skin (goose bumps) to reduce
heat dissipation. The body is maintained in its
optimal range by a complex interplay between
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Fig. 42.1 Schematic representation of a normal stress
response (top) and how the normal stress response is
altered following chronic stress, resulting in allostatic
overload (bottom). Top: In the normal stress response,
stressors engage neural and neuroendocrine systems
that result in a suite of behavioral and physiologi-
cal responses. The behavioral responses are adaptive
responses used to cope with the stressor, perhaps act-
ing to remove the animal from the stress. The phys-
iological responses (allostasis) make use of allostatic
mediators that attempt to actively restore homeostasis.
Bottom: If allostasis is repeatedly engaged or becomes
poorly regulated, as can happen in chronic stress, allo-
static overload can occur. This results in exaggerated
physiological responses by allostatic mediators that now

cause damage, rather than promote adaptation. These
physiological responses can then exacerbate the envi-
ronmental stressor, by becoming an “internal” stressor,
adding to the already taxed system. To make matters
worse, behavioral responses may no longer be adequate
to cope with the stressor, and behavioral dysfunction may
result in detrimental responses (e.g., insomnia, changes
in appetite, increases in the use of alcohol, or tobacco),
that further contribute to the stressors in the environment.
Importantly, such responses may be sustained, even if
the initiating environmental stressor has been removed,
potentially setting up a “reverberating loop” that causes
wear and tear on the brain and body and negative physical
and mental health outcomes
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neural, endocrine, and exocrine systems work-
ing together toward this single goal. Maintaining
homeostasis in the face of environmental chal-
lenges is accomplished by a process referred
to as allostasis or “the maintenance of sta-
bility through active intervention” (Boxes 42.1
and 42.2). Though the factors essential to an
organism’s survival (e.g., body temperature, pH,
oxygen tension) are not themselves used for allo-
static interventions, mediators of allostasis (e.g.,
epinephrine, cortisol, cytokines) are mobilized to
maintain homeostasis in the face of environmen-
tal stressors (Box 42.1).

While the mediators of allostasis have a ben-
eficial role to play in ensuring the survival of
the organism during an environmental challenge,
in situations of sustained external challenges or
internal factors (e.g., chronic anxiety), they may
become elevated and exceed the normal range
(Box 42.2). Moreover, the mediators of allosta-
sis each can have nonlinear, biphasic actions
that are now designated by the term “horme-
sis” (Calabrese, 2008a, b), and these mediators
regulate each other in a nonlinear (i.e., not a
simple 1:1 or additive) fashion (McEwen, 2006).
In such allostatic states, the interconnected,
hormetic actions of the mediators of allosta-
sis operating in a nonlinear network (McEwen,
2006) are also then forced to function outside
of their optimal range. For example, elevated
inflammatory cytokines can lead to elevated cor-
tisol, which is then often accompanied by an
imbalance in sympathetic and parasympathetic
activity. At the same time, elevated parasym-
pathetic activity can overcome inflammation in
parallel with anti-inflammatory effects of glu-
cocorticoids (Borovikova et al, 2000; Goldstein
et al, 2007; Sloan et al, 2007a, b).

In the short-term, stress and the resulting
allostatic responses help to overcome acute chal-
lenges and ensure survival of the organism by
forcing systems to function outside of normal
ranges. Conversely, long-term allostasis results
in physiological difficulties resulting from “wear
and tear.” It is useful to consider an allostatic
state as “borrowing” against a physiological sys-
tem’s integrity in the short-term, thus ensuring

Box 42.1 Defining Allostasis
and Homeostasis

Allostasis – the active process of
maintaining/re-establishing homeosta-
sis, when one defines homeostasis as those
aspects of physiology (pH, oxygen tension,
body temperature for homeotherms) that
maintain life.

Allostasis refers to the ability of the
body to produce hormones (like cortisol,
epinephrine) and other mediators (e.g.,
cytokines) that help an animal adapt to a
new situation/challenge.

In contrast to the mediators (of allosta-
sis) that actively promote adaptation, those
features that maintain life (using the defi-
nition of homeostasis above) are ones that
operate in a narrower range and do not
change in order to help us adapt, i.e., they
are not the mediators of change.

Box 42.2 Terminology

Homeostasis – the essential parameters
of life

Allostasis – the active process of maintain-
ing homeostasis

Allostatic state – elevated levels of allo-
static mediators (e.g., increased blood
pressure, hypercortisolemia)

Allostatic load – cumulative change due
to allostatic mediators (e.g., body fat;
remodeling of neuronal circuitry)

Allostatic overload – wear and tear,
pathophysiology from prolonged allo-
static load (e.g., atherosclerosis; neu-
ronal damage, and cell loss)

long-term viability. For instance, small degrees
of cumulative change (e.g., a bear putting on
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body fat for winter, prior to hibernation), referred
to as allostatic load (Box 42.2), have adap-
tive advantages (McEwen and Wingfield, 2003).
Such allostatic load states take place under the
(somewhat anthropomorphic) notion that the
state of indebtedness will be corrected quickly,
as soon as the stressor subsides, and the environ-
ment returns to normal ranges. However, when
the environment does not co-operate and return
to baseline or, as can be the case with repeated
activation of allostatic responses, the regula-
tory systems regulating allostasis fail to properly
engage, a situation of “allostatic overload” may
result. This overload state results in the wear and
tear on body systems and eventually pathophysi-
ology (e.g., atherosclerosis or obesity and type 2
diabetes).

In the brain, allostatic states occur in terms
of neurotransmitter systems and the actions of
elevated levels of external factors, such as cir-
culating hormones that affect brain function and
structure. In response to these internal and exter-
nal factors, the brain responds with both struc-
tural and functional changes. Such plasticity
is known as adaptive plasticity. These adaptive
responses occur in the dendritic and synaptic
structure of neurons in hippocampus, amygdala,
and prefrontal cortex and are one of the con-
sequences of prolonged, uncontrollable stress
(McEwen, 2007). These responses are consid-
ered adaptive as they attempt to protect the
brain from cumulative damage of the stressor.
However, failure to reverse these plastic changes
and/or the increased vulnerability to irreversible
damage is an example of allostatic overload.
Such consequences can be observed in states
of chronic anxiety, depressed mood, and neural
damage (e.g., after stroke, seizures, or neurode-
generative diseases). Restated, allostatic states
allow physiological systems to adapt to stressors
and exhibit plasticity when environmental pres-
sures require. However, this added adaptability is
accompanied by significant risk, in that allostatic
overload can occur if the allostatic state is main-
tained for too long, forcing mediators normally
promoting adaptation to become dysregulated
and to operate outside of their optimal ranges
for protracted periods of time. Such continued

drive results in damage to the very physiological
systems that allostasis has attempted to protect.

2 Stress and Allostatic
Overload-Related Illnesses

The costs of allostatic overload can be signifi-
cant. As discussed previously, allostatic media-
tors are beneficial acutely, but if allostatic states
are maintained for too long, improperly engaged,
or unsuccessfully disengaged, the chronic allo-
static state can lead to allostatic overload and
cumulative wear and tear on the brain and body.
In many cases, the balance between an adap-
tive stress response and maladaptive allostatic
overload can be described using an inverted
U-shaped curve heuristic. That is, a failure to
engage the stress system can have just as detri-
mental effects on the survival and health of an
organism as an overreaction or delayed shut-
down of the response would. Restated plainly,
an overly hypoactive hypothalamic–pituitary–
adrenal (HPA) axis can be just as bad as a
hyperactive HPA.

When it comes to metabolism, the effects
of chronically high glucocorticoids are enig-
matic. Food intake is inhibited by exposure to
high levels of glucocorticoids. This effect may
be mediated by the increase in corticotrophin
releasing hormone (CRH) acting as a catabolic
signal (Kellendonk et al, 2002). However, in
other situations of high glucocorticoids, such as
in hypercortisolemia, obesity can result (Marin
et al, 1992; Nieuwenhuizen and Rutters, 2008;
Pasquali et al, 1996; Rosmond et al, 1998).
Hypercortisolism, such as is found in Cushing’s
disease, is also associated with increases in
free fatty acids that contribute to insulin resis-
tance. This then can exacerbate the increase
in visceral fat accumulation, augment sympa-
thetic activation, and can result in hypertension
(Brindley and Rolland, 1989). However, in most
animal models, chronic restraint or immobiliza-
tion stress results in reduced weight gain (Lucas
et al, 2007; Magarinos and McEwen, 1995a, b;
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Watanabe et al, 1992), suggesting that the effects
of stress on body composition and food intake
may be different from the effects of glucocorti-
coids in the absence of a clear “stressor.”

The interaction of stress and HPA function
and immune function can also be described
as an inverted U-shaped process (Calabrese,
2008b; McEwen et al, 1997). A hypoactive
HPA can lead to a hyperinflammatory and even
a hyperimmune state. Specifically, a hypoac-
tive HPA is associated with an increase risk
for chronic inflammation (Elenkov et al, 1999;
Webster et al, 1997, 1998) and also vulnerability
to autoimmunity (Sternberg and Wilder, 1989).
This increased risk is thought to involve a shift
from T-helper 2 (cellular) immunity to T-helper
1 (humoral) immunity (Elenkov and Chrousos,
1999). While acute stress and exposure to
low levels of corticosterone actually improve
aspects of immunity and reduce inflammation,
chronic stress and exposure to high levels of
corticosterone dramatically reduce the delayed-
type hypersensitivity response (Dhabhar and
McEwen, 1997, 1999). Sorrells and Sapolsky
(2007) have provided a thought provoking recent
review, contrasting the well-established anti-
inflammatory aspect of glucocorticoids, with the
mounting evidence for their pro-inflammatory
effects both in the periphery and in the brain fol-
lowing chronic exposure. This pattern of results
demonstrates that the acute stress response has
clear beneficial components, while chronic expo-
sure to allostatic mediators associated with
chronic stress can have severe implications
for immune function. Recently, there has been
increased interest in inflammation and the bal-
ance between pro- and anti-inflammatory medi-
ators in psychiatric disorders. The role of inflam-
mation in depression and depressive syndromes
is becoming increasingly obvious, and the spe-
cific mechanisms underlying this role are now
being more fully elucidated (Anisman, 2009;
Anisman and Merali, 2002; Raison et al, 2006).

The HPA is an essential mediator of allo-
static responses to environmental stressors. The
mediators of allostasis help to organize a
body’s response to environmental challenge and
maintain stability in the face of homeostatic

perturbations and threats (real or perceived) to
homeostasis. Thus, any body systems that regu-
late overall homeostasis may be central players
in allostatic responses. This leads us to the cir-
cadian (daily) timing system of the brain and
body, a key biological system involved in timing
of homeostatic events and changes in homeosta-
sis that occur when an organism transits from
a period of activity to a period of quiescence
and back. As we will propose, the failure or
improper functioning of this system may lead
to increases in allostatic load and eventually
allostatic overload.

3 Circadian Timing:
Brain and Body Clocks

The alternation of dark and light that defines the
solar day is perhaps the most salient environ-
mental cue for terrestrial organisms. The rotation
of the earth about its axis allows for a temporal
framework to life and provides a level of pre-
dictability that organisms can use to anticipate
daily recurring events and to adjust their phys-
iology and behavior to meet these changes and
challenges. For instance, daily rhythms in glu-
cocorticoid secretion are tightly controlled by
the circadian clock. In both nocturnal and diur-
nal animals, plasma corticoids reach their peak
just before the onset of daily activity (i.e., just
before dusk in a nocturnal species and just before
dawn in a diurnal species). These rhythms are
generated by a master circadian clock, which
in mammals is located in the suprachiasmatic
nucleus (SCN) of the hypothalamus. This brain
region is comprised of cell-autonomous neuronal
oscillators, in other words, individual cells that
contain the genetic and molecular machinery
to generate circadian rhythms. Intriguingly, the
molecular “gears” of the clock are highly con-
served throughout evolution, with the discovery
of the Period gene in the fruit fly (Drosophila
melanogaster) leading to the discovery and iden-
tification of the homologous mammalian Period
gene. In the simplest of terms, and well-reviewed
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elsewhere (King and Takahashi, 2000), the
molecular mechanism comprising the core cir-
cadian clockwork is based on a transcription–
translation negative feedback loop. The positive
elements BMAL1 and CLOCK act as transcrip-
tion factors, and their binding to the DNA leads
to the transcription of the negative elements
Period(1, 2, 3) and Cryptochrome(1, 2). These
mRNAs then translocate to the cytoplasm of
the cell, are translated into proteins, and form
hetero- and homo-dimers with each other. The
dimers then translocate back into the nucleus,
where they inhibit their own transcription. This
loop takes about 24 h to complete, with vari-
ous other components, such as casein kinase 1,
providing the necessary delays.

While this molecular machinery is essential
for the ability of a cell to show a circadian oscil-
lation, the unique tissue-level organization of the
cells of the SCN into a complex network of dif-
ferent functional components ensures the SCN
clock is able to maintain circadian rhythmicity,
even in vitro. The neural network of the SCN
is important to consider, as the molecular gears
of the clock (clock genes, and clock controlled
genes) are present in myriad cell types through-
out the brain and body (Balsalobre, 2002).
These “peripheral clocks” lose their synchronous
rhythmicity rapidly when decoupled from the
SCN (Yamazaki et al, 2000), in that while indi-
vidual cells may remain rhythmic, the tissue
itself no longer shows a coherent rhythm as indi-
vidual oscillators have drifted out of phase with
each other. Thus, timing in peripheral clocks
seems to be an intrinsic property of these cells,
but extrinsic synchrony must be imposed by the
master clock in order for coherent tissue-level
rhythms to be expressed.

Far from being oddities, or epiphenome-
nal, circadian oscillators in extra-SCN neural
sites and peripheral organs seem to be crucial
for the optimal functioning and mutual phys-
iological cooperation between organ systems.
Circadian rhythms allow for the separation of
daily events, which on the cellular level may
be reduced to ensuring that incompatible bio-
chemical processes do not occur at the same
time. In a sense, circadian rhythms can provide

a temporal partition in cases where anatomical
partitioning may not be possible or desirable.
These physiological effects are also transmitted
to the behavioral level, manifesting as a balance
between behaviors, physiological needs, and the
realities of specific environmental and tempo-
ral niches. An example of such interlocking
physiological systems in which timing is crucial
is the awakening corticosterone (or cortisol, in
humans) response. Before waking in the morn-
ing, body temperature gradually begins to rise,
and neurons in the hypothalamus begin secreting
CRH. In the anterior pituitary, CRH elicits the
release of adrenocorticotrophin releasing hor-
mone (ACTH), which travels through the blood-
stream to the adrenal glands, signaling them to
begin the release of corticosterone. At the same
time, cells in the adrenal gland, which express
clock genes, anticipate the arrival of the ACTH
signal, so that the time between receipt of the
“go” stimulus and the release of their hormone
product is optimized and appropriately tempo-
rally gated (Oster et al, 2006). The released
glucocorticoids then travel throughout the body,
including returning to the brain, where they have
myriad effects in different organ systems, espe-
cially in the regulation of glucose mobilization.
The timing of these responses is important, as
it serves to mobilize energy stores just before
an individual awakes and needs to make use of
this additional energy. Intriguingly, glucocorti-
coids seem to do double duty, as a hormonal
signal generated by the SCN that can synchro-
nize peripheral oscillators throughout the brain
and body, largely by acting through the gluco-
corticoid receptor (GR), to which corticosterone
binds (Balsalobre et al, 2000).

Given the relationship between the central
clock and peripheral timing, and given that circu-
lating glucocorticoids (whose rhythmic secretion
is under control of the SCN clock) synchro-
nize peripheral oscillators, it is easy to see
how disruption of either or both of these sys-
tems could lead to potential problems for the
rest of physiology. If one accepts that tight
circadian control is essential to maintain the
integrity of physiological systems and main-
tain them within optimal operating parameters,
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then one must also accept that disrupted cir-
cadian timing could lead to sub-optimal func-
tioning of these systems and could potentially
result in an internally generated “stressor” that
would put animals under increased allostatic
load. Importantly, these effects would apply not
just to “vegetative” peripheral homeostatic sys-
tems but also to the brain, which clearly responds
to allostatic states. Thus, disrupted circadian tim-
ing, manifested as altered phase relationships
between cellular oscillators throughout the brain
and body could lead to an allostatic state and
eventually to allostatic overload.

3.1 Disruption of Circadian Rhythms
as an Allostatic State

Anticipation of daily events is a key benefit
of having an optimally functioning circadian
system. The SCN regulates rhythms in myr-
iad physiological systems through a combination
of neural and humoral connections, and some-
times both. Moreover, at the level of the target
brain region (or peripheral organ or gland), local
clocks also contribute to the exquisite timing
of the system. Such a wide reach through neu-
ral and diffusible signals places the SCN and
the circadian system in a position to regulate
multiple systems not just homeostatically but
also in times of allostasis. As mentioned pre-
viously, allostatic overload can occur because
of an improper and prolonged engagement of
allostatic mediators or because of a lack of the
proper termination of the response, once the
stressor has been removed. In a sense, circa-
dian rhythms may be one of the driving forces
to restore normal homeostasis after a period of
allostasis, and thus the circadian system may
be central in terminating or reducing allostatic
mediators.

Focusing on the HPA axis, the SCN and cir-
cadian timing play an intimate role in ensuring
optimal functioning. The SCN projects directly
to CRH containing cells of the paraventricu-
lar nucleus of the hypothalamus (Vrang et al,

1995a, b), the main hypothalamic component
of the HPA. Rhythms in circulating ACTH and
corticosterone are blunted or absent in animals
with a lesioned SCN (Moore and Eichler, 1972)
or with genetic ablations of normal SCN func-
tion (Dallmann et al, 2006; Loh et al, 2008).
Moreover, the response of the HPA to endoge-
nous releasing hormones and to stressors is dra-
matically altered, with a loss of time of day
modulation of the adrenal responses to ACTH
(Sage et al, 2002), and exaggerated corticos-
terone responses to stress observed in SCN-
ablated animals (Buijs et al, 1993). In short,
an intact SCN and circadian timing system are
crucial for the optimal functioning of the HPA
axis, a key component of the systems regulat-
ing the engagement and termination of the stress
response.

3.2 Circadian Dysfunction Is
a Hallmark of Many Physical
and Neural Disorders

As discussed, disruption of circadian rhythms,
be they environmentally, anatomically, or genet-
ically triggered, can lead to many physiological
problems. These effects are felt on a regular
basis during transmeridian air travelers (i.e., jet-
lag) and by shift workers. Fatigue and a general
“malaise” are the usual reported symptoms. In
many cases, this is also accompanied by physical
complaints that may last for several days, such
as digestive/gastrointestinal problems, as well
as decreased immune function and increased
susceptibility to illness. Usually, the psycholog-
ical symptoms manifest as poor concentration,
decreased attention, and problems remembering.
While almost everyone has felt in some way
the effects of acute circadian desynchrony, it is
interesting to note that the number of studies
looking at the effects of chronic disruption are
still relatively small, though growing in number.

On more long-term timescales, circadian dis-
ruption seems to have a more insidious nature,
and there is ample evidence in the literature that
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chronic circadian disruption may play a causal
role in many disease states, including cancer
(Boivin et al, 2007; Davis et al, 2001; Haus and
Smolensky, 2006; Stevens, 2005). An interest-
ing study by Cho (2001) showed that chronic
jet lag (as investigated in flight crews) results
in temporal lobe atrophy and spatial cognitive
defects. In animal models, numerous studies
present compelling data showing that chronic
circadian dysfunction can lead to sub-syndromal
mental and physical characteristics of “bad age-
ing,” and even in some cases a decrease in life
span (Costa, 2003; Davidson et al, 2006). In a
study by Hurd and Ralph (1998), heterozygous
Tau mutant hamsters, with an endogenous period
of 22 h, die at a much faster rate when housed in
a 24 h light–dark (LD) cycle, while those housed
in constant dim light shows no such increased
mortality. This same study also demonstrated
that transplanting a fetal SCN into an old ham-
ster increased life span by about 33%, while fetal
grafts from other brain regions had no such effect
(Hurd and Ralph, 1998). This pattern of results
highlights the long-term effects of circadian dis-
ruption that may not be evident when one only
considers the acute effects of disruption.

In addition to the physical effects result-
ing from circadian dysfunction, numerous psy-
chiatric illnesses have circadian components.
Depression is an interesting case study of a
syndrome that presents with both circadian and
HPA dysfunction symptomatology. Depressive
disorders are characterized by multiple physi-
ological and psychological symptoms. One of
the most common physiological observations is
disrupted circadian timing, which can manifest
as changes in sleep wake cycles (Turek, 2007;
Van Cauter and Turek, 1986) and a blunting of
the daily rhythm of glucocorticoids (Deuschle
et al, 1997). Circadian disruption is a character-
istic of depression (Wirz-Justice, 2006), and shift
workers often suffer from mood disturbances
and an increased risk for depression. In addition,
seasonal affective disorder (SAD) reflects dys-
functions in the circadian rhythms (Magnusson
and Boivin, 2003). Thus, circadian disruption
may be a consequence of experiences that lead to
depression, and inability to cope with circadian

perturbations may be a risk factor for depres-
sive illness. How these various pathways interact
and synergize remains unknown, though the allo-
static load that results from a chronic circadian
dysfunction may be a precipitating factor.

4 Concluding Remarks

In this chapter, we have attempted to explain
stress and allostasis and have tried to clarify and
demystify the term “stress.” The stress response
is essential for an organism’s survival and allows
the organism to adapt to a change in the environ-
ment. While homeostasis and homeostatic mech-
anisms are necessary for the functions of life,
allostatic mechanisms and mediators allow an
animal to maintain stability by changing various
aspects of physiology, and eventually behavior.
However, these allostatic responses need to be
managed appropriately, by being turned on and
off efficiently, and not being engaged improperly
or out of context. Inefficient allostatic function-
ing or chronic exposure to stress can result in the
mediators of allostasis becoming a burden, rather
than a boon to the physiological system in which
they are active. Such allostatic overload leads to
increased wear and tear on bodily systems and
can contribute to a wide range of physical and
psychological dysfunction. We also present data
about the central role circadian rhythms play in
the maintenance of homeostasis, as well as a key
system that may be able to regulate allostatic
responses. We also propose that circadian dys-
function could lead to conditions of allostatic
load and overload, by causing different body sys-
tems to function out of their normal phase rela-
tionships. This may also be extended to the brain,
where circadian rhythms are robustly expressed
in many nuclei, and where desynchronization
can have important ramifications for optimal
behavioral function, and homeostatic regulation.
Our main hope is to highlight the importance
of considering how interconnected physiological
systems are with each other, and how these inter-
connections need not be purely physical or bio-
chemical connections, but perhaps connections
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in terms of their temporal relationships. As is
so often the case with many lines of scientific
enquiry, most systems are investigated in relative
isolation, whether to increase control over the
preparation or to whittle down multiple hypothe-
ses. However, sometimes it is useful to step
back and examine how these different neural and
endocrine systems can potentially interact with
one another, and this added complexity might
bring seemingly disparate findings into specific
relief. It is important that in modern biology and
medicine, with such tremendous focus on molec-
ular and genetic mechanisms, we do not lose the
ability to see the forest for the trees.
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Chapter 43

Neuroendocrine Measures in Behavioral Medicine
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Abbreviations

ACTH Adrenocorticotropic hormone
AVP Arginine vasopressin
CAR Cortisol awakening rise
CRH HCorticotropin releasing hormone
HPA axis Hypothalamic–pituitary–adrenal axis
GH Growth hormone
PTSD Posttraumatic stress disorder
T3 Triiodothyronine
T4 Tetraiodothyronine (=thyroxine)
TSH Thyroid-stimulating hormone
TRH Thyrotropin-releasing hormone

1 Scope of Neuroendocrine
Research

The endocrine system, acting in concert with
the nervous and immune system, is one of
three major regulatory systems in the body.
Endocrine disorders potently alter mental states
and basic body functions. In turn, a host
of mental and medical disorders coincide
with profound neuroendocrine perturbations.
Psychoneuroendocrinology aims to describe,
explain, and predict such interactions between
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psychological processes, the central nervous
system, and the endocrine system. With this
knowledge, medical disorders may finally be
better diagnosed and treated.

1.1 Neuroendocrine Systems

Most neuroendocrine axes are regulated by
the hypothalamic–pituitary unit, i.e., the
hypothalamic–pituitary–adrenal (HPA) axis,
the hypothalamic–pituitary–thyroid axis, the
hypothalamic–pituitary–gonadal axis, the
hypothalamic–pituitary–prolactin system, and
the hypothalamic–pituitary–growth hormone
axis. The sympatho-adrenal-medullary system
with its hormones epinephrine and nore-
pinephrine (see Section 5) and pancreatic insulin
secretion (see Section 6) are further major
neuroendocrine systems, while some tissues
such as adipose tissues and the digestive tract
also possess neuroendocrine properties (Druce
et al, 2004; Kershaw and Flier, 2004).

1.1.1 The Hypothalamic–Pituitary Unit

The hypothalamic–pituitary unit forms the inter-
face between brain and periphery, where incom-
ing neural signals translate into hormonal mes-
sages. Both structures are connected via the
pituitary stalk. The human pituitary consists of
two ontogenetically and functionally different
parts: the anterior pituitary lobe and the posterior
pituitary lobe.
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Anterior Lobe Endocrine Systems

Neurosecretory cells from specific nuclei of
the hypothalamus deliver releasing factors and
release-inhibiting factors into a portal blood sys-
tem at the median eminence of the pituitary
stalk, which carries them to a second portal
blood sinusoid system in the anterior lobe from
where endocrine cells are readily reached (for an
overview, see Fink, 2000)

Corticotropin-releasing hormone (CRH),
thyrotropin-releasing hormone (TRH), and
gonadotropin-releasing hormone stimulate
the release of a further set of glandotropic
hormones (= hormones regulating a remote
endocrine target gland) into the general cir-
culation. Their binding to specific endocrine
cells in the anterior pituitary induces the
secretion of adrenocorticotropic hormone
(ACTH), thyroid-stimulating hormone (TSH),
and luteinizing hormone/follicle-stimulating
hormone, respectively. These latter hormones,
in turn, trigger the release of glucocorticoids,
thyroid hormones, and sex hormones at their
endocrine target glands, i.e., the adrenals, the
thyroid gland, and the gonads. Hypothalamic
neurons containing growth hormone (GH)-
releasing factor or the GH-inhibiting hormone
(also called somatostatin) regulate pituitary GH
secretion. For prolactin, no releasing factor has
been discovered, but TRH stimulates prolactin
secretion as well. Dopamine secreted by the
tuberoinfundibular system tonically inhibits
prolactin.

Hypothalamic neurons may co-express
other neuropeptides with synergistic functions
(Renaud, 2007). For example, arginine-
vasopressin (AVP) is co-expressed in
CRH-containing neurons and potentiates
ACTH release.

The regulation of hypothalamic neurons
involves input of many different brain regions
including the brain stem, midbrain, and higher
brain areas, such as the limbic system. When
secreted into the blood stream, most hormones
are bound to plasma carrier proteins. Thus, only
a minor unbound fraction is considered bioactive
(Mendel, 1989).

Posterior Pituitary Lobe Systems

Axons from hypothalamic magnocellular neu-
rons originating from supraoptic, paraventricu-
lar, and accessory magnocellular nuclei project
to the posterior pituitary lobe, with their termi-
nals ending at a bed of fenestrated capillaries.
With incoming action potentials, they release the
vesicle-stored nonapeptides AVP and oxytocin
into the blood stream. Both substances are effec-
tor hormones, i.e., they directly affect their target
tissues (Fink, 2000).

1.1.2 Inhibitory Feedback Regulation of
Neuroendocrine Activity

Neuroendocrine systems self-regulate their
activity via inhibitory feedback loops. Target
hormones such as glucocorticoids, thyroid
hormones, or sex hormones signal back to the
central nervous system and the pituitary in order
to dampen their own production. Feedback
actions include rapid, intermediate, and long-
term effects. Also positive feedback actions to
several parts of the brain exist (Darlington and
Dallman, 2001; Fink, 2000).

1.2 Methodological Aspects: What
Sort of Biological Samples Are
Useful?

Neuroendocrine markers may be measured in
blood, saliva, urine, and cerebrospinal fluid.
While assessing hormone levels in the blood
still remains common, practical objections may
speak against its use in behavioral medicine, e.g.,
need of medical assistance, invasiveness, and
venipuncture-related endocrine stress reactions.
This dilemma may be solved by the use of saliva
samples: Lipophilic hormones, such as steroid
hormones, quickly pass over from blood to saliva
and reliably reflect the unbound, bioactive hor-
mone fraction in the blood. The presence of non-
lipophilic molecules such as protein hormones
or conjugated steroids in saliva may be traced
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back to saliva contamination by gingival fluid or
plasma exudates or depend on saliva flow rate
(Hofman, 2001; Vining et al, 1983). Urine, usu-
ally collected over an extended period of time
such as 24 h, may be analyzed as an integra-
tive hormone measurement. Noteworthy, urinary
hormone profiles including hormone metabo-
lites may be more informative than assessing
only one target substance (Shackleton, 1993).
Cerebrospinal fluid can be obtained by lumbar
puncture, but side effects of this invasive tech-
nique are rather high and the precise site of
substance secretion remains vague (Wang and
Schmidt, 1997).

1.3 Methodological Aspects: When to
Measure Neuroendocrine
Markers?

Apart from measuring unstimulated, i.e., basal
hormone secretion, the reactivity of an endocrine
axis may be tested by different challenge tests.

1.3.1 Basal Hormone Assessment and
Endocrine Circadian/Ultradian
Rhythms

For valid and reliable assessments of basal hor-
mone levels, the circadian and ultradian nature
of hormone secretion must be taken into con-
sideration: Endocrine activity markedly changes
during the course of the day-night shift and in
accordance with food availability (Hastings et al,
2007). Time of day should therefore be stan-
dardized. Circadian variation itself, i.e., trough
and peak hormone values may be of particular
interest. In the same vein, diseases and symp-
toms accumulate at characteristic times of day
(Manfredini et al, 2007) (see Chapter 42).

Single time point basal measurements in
the individual case, however, may be strongly
misleading, as hormones are secreted in a
marked pulsatile fashion. For example, cortisol
is released in hourly pulses with differing ampli-
tudes across the day (Young et al, 2004).

1.3.2 Challenge Tests

Basal hormone assessments do not necessarily
reveal information on the integrity and reactivity
of neuroendocrine axes. Therefore, a variety of
challenge tests have been developed, using either
pharmacological agents or “real-life” stimuli.
Pharmacological challenge tests either stimulate
or suppress an endocrine axis. For stimulating
hormone secretion, hypothalamic releasing hor-
mones and pituitary hormones have been used.
The feedback sensitivity of an axis may be esti-
mated by the degree of axis suppression after
administering a synthetic version of the natu-
ral hormone exerting inhibitory feedback actions
(see also Section 2.2). Other physiological stim-
uli activating endocrine axes may be mim-
icked by the administration of pharmacological
agents. For example, hypoglycemia, which stim-
ulates the HPA axis, the hypothalamic–pituitary–
gonadal axis and the prolactinergic system, can
be induced by insulin administration (insulin tol-
erance test). Other pharmacological tests target
brain regulatory systems (e.g., the naloxone test
inhibiting opioidergic systems) or test effects of
relative hormone deprivation through inhibiting
hormone formation with an enzyme blockade
(e.g., the metyrapone test inhibits cortisol con-
version from its inactive form).

Apart from pharmacological challenges, psy-
chological stimulation of endocrine axis under
laboratory conditions includes public speak-
ing and mental arithmetic as in the Trier
Social Stress Test (Kudielka et al, 2007),
emotion-inducing pictures, films, or role plays.
Alternatively, ‘real-life’ situations, such as
exams, effects of life events, or natural catastro-
phes may be studied (see also Sections 7.1 and
7.3).

1.4 Confounding Factors in
Neuroendocrine Research

A proper study of hormones requires the con-
sideration of a number of factors which may
affect hormone levels itself: In terms of sam-
ple characteristics some of the most important



662 P. Puetz et al.

factors are age, sex, pubertal stage (in ado-
lescents), phase of the menstrual cycle/intake
of oral contraceptives/menopause (in women),
ethnicity, weight, smoking, caffeine/alcohol or
drug intake, strenuous exercise, and history of
endocrine/immune/hepatic or psychiatric disor-
ders. In terms of the study setting, one may
want to standardize time of day, food intake,
and in case of multiple blood collections, allow
for enough time between first venipuncture and
subsequent hormone analysis, as an endocrine
stress response may occur. Sleep disorders and
shift working may distort circadian endocrine
rhythms (for an overview, see Heim and Ehlert,
1999; Kudielka et al, 2007).

2 The Hypothalamic–Pituitary–
Adrenal Axis

Cortisol, secreted by the adrenal gland, is a
major stress hormone and exerts vital effects
on the cardiovascular, immune, and metabolic
systems. Cortisol stimulates hepatic gluconeoge-
nesis, amino acid, and free fatty acid mobiliza-
tion and inhibits glucose uptake by muscle and
adipose tissues. It furthermore alters immune
functions by upregulating the expression of anti-
inflammatory proteins and dampening levels of
pro-inflammatory substances. However, perma-
nently enhanced HPA axis activity has been
linked to health impairments (Charmandari et al,
2004; Puetz, 2008).

2.1 Cortisol Awakening Rise and Day
Profiles

Activity of the HPA axis displays a pronounced
circadian rhythm. Peak levels of cortisol and
ACTH can be observed shortly after awakening,
followed by decreasing concentrations through-
out the day, a quiescent period of minimal
secretory activity during the night and rising
levels during late sleep. Superimposed on this

circadian rhythm, a sharp increase (50–100%)
in both free salivary cortisol levels and total
plasma cortisol levels can be observed within
the first hour after awakening in the majority
of people (Dockray et al, 2008; Pruessner et al,
1997). Salivary cortisol levels are considered a
reliable measure of HPA axis activity, due to the
high correlation between salivary cortisol levels
and free unbound cortisol levels in plasma and
serum (Hellhammer et al, 2009). Thus, the CAR
can be simply assessed by taking four saliva
samples (directly after awakening, 30, 45, and
60 min after awakening), with strict reference to
awakening time. A major advantage of this non-
invasive measure is its utility at any place, e.g.,
home or workplace. However, compliance with
saliva sampling procedures, especially their tim-
ing, is crucial to obtain valid data in such settings
(Kudielka et al, 2003). Electronic monitoring
devices (MEMS R© Track Cap; AARDEX, Ltd.,
Switzerland) can be used to ensure accurate tim-
ing of saliva collection. Assessment of salivary
cortisol measures also benefits from the high
temporal stability of salivary cortisol at room
temperature, with minimal changes demonstra-
ble over periods of up to 1 month. Therefore,
samples can be sent by post and do not require
specialized storage (Kudielka and Wuest, 2008).
The CAR has been shown to have a medium
to high day-to-day stability (Wüst et al, 2000).
However, a recent analysis by Hellhammer and
colleagues (2007) demonstrated that the CAR on
a given day is considerably influenced by sit-
uational factors. Thus, repeated daily measure-
ments are almost certainly necessary in order
to obtain reliable trait measures. The magnitude
and time course of the CAR are influenced by a
variety of factors, such as age, gender, socioe-
conomic status, and day of the week, while
smoking, the female menstrual cycle and sleep
length appear to be minor (for a review, see Fries
et al, 2009).

Altered HPA axis regulation reflected in the
CAR has been associated with various health
outcomes (for a review, see Fries et al, 2009;
Kudielka and Wuest, 2008). An increased CAR
has been observed in subjects with visceral
obesity, upper respiratory illness, borderline
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personality disorder, and depression. A blunted
CAR on the contrary seems to be associated
with systemic hypertension, chronic pain, func-
tional gastrointestinal disorders, chronic fatigue
syndrome, posttraumatic stress disorder (PTSD),
and early loss experience. In patients with var-
ious forms of hippocampal damage and in a
small sample of patients with global amnesia
no CAR could be observed. However, the inter-
pretation of individual differences in CAR lev-
els is still under debate and whether positive
health outcomes and well-being are consistently
associated with a larger or smaller awakening
responses remains unclear (Heim et al, 2000).
Adam and colleagues (2006) suggest that day-to-
day variations in psychosocial experience, such
as loneliness, sadness, and feeling threatened,
may moderate the CAR on the following day.
Thus, one can speculate that the CAR is an adap-
tive response designed to provide the individual
with the energy and resources needed to meet
the anticipated demands of the upcoming day.
In the case of chronic stress, this typically adap-
tive mechanism potentially gets exhausted over
time and the CAR is no longer effectively mod-
ulated by anticipated daily demands, leading to
long-term physiological costs.

Cortisol day profiles extend the cortisol sam-
pling beyond the CAR and cover the peak
waking level, the decrease over the course of
the day and low evening levels. Alterations in
rhythmicity of cortisol (typically flattened cor-
tisol rhythms, often due to lower cortisol early
in the day and higher cortisol in the evening)
have been associated with negative health out-
comes, including early mortality from cancer
(Sephton et al, 2000), obesity and disrupted
glucose metabolism (Rosmond et al, 1998),
and depressive symptomatology (Bhattacharyya
et al, 2008).

2.2 The HPA Axis Under Challenge

To investigate the functionality of the HPA
axis, various ways to stimulate acute cortisol
responses in the laboratory have been developed,

including psychological stress protocols (e.g.,
cognitive tasks or public speaking paradigms
(for an overview, see Kudielka et al, 2009)
and a wide variety of pharmacological provoca-
tions, physical exercise, or intake of standardized
meals. While psychological stressors are central
stimuli that are processed at higher brain levels,
pharmacological challenge tests are specifically
tailored to act at certain levels of the HPA sys-
tem and operate in a dose-dependent manner.
The HPA axis is regulated by the negative feed-
back action of cortisol on receptors in the hip-
pocampus, hypothalamus. and pituitary gland.
The dexamethasone suppression test is used
to test HPA axis negative feedback efficiency
by determining the degree to which endoge-
nous cortisol release is suppressed by intake of
oral dexamethasone. This synthetic glucocorti-
coid acts primarily by binding to glucocorticoid
receptors in the pituitary gland, mimicking the
negative feedback effects of endogenous cortisol
such that ACTH and cortisol release is reduced
(de Kloet, 1997). The standard dose of 1 mg
dexamethasone leads to an almost complete sup-
pression of endogenous cortisol production in
healthy subjects. Application of a low dose with
concentrations of 0.5 mg or even 0.25 mg in
adult humans is preferable in order to prevent
complete suppression, allowing the detection of
hypersuppression (strong suppression) or indi-
cations of non-suppression (less suppression,
Huizenga et al, 1998). Virtually no side effects
have been reported for this test. It has been
demonstrated that patients with major depres-
sion show elevated cortisol levels after dexam-
ethasone intake (Holsboer, 2001), while patients
with PTSD and subjects with increased levels
of exhaustion display enhanced cortisol sup-
pression (Bellingrath et al, 2008; Yehuda et al,
1993).

The CRH stimulation test allows the assess-
ment of pituitary as well as adrenal reactiv-
ity. When comparing different studies using the
CRH stimulation test, the difference in the affin-
ity of human CRH and ovine CRH to endoge-
nous CRH-binding proteins, which leads to dif-
ferential pharmacological effects, needs to be
taken into account (Sutton et al, 1995). CRH
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injection will result in a marked increase in
ACTH secretion from the pituitary after 15–
30 min in healthy, unstressed humans, while cor-
tisol peaks about 30–60 min after CRH adminis-
tration. For depressed patients and patients with
seasonal affective disorders, it was demonstrated
that the CRH stimulation test triggers a blunted
ACTH response, suggesting desensitized pitu-
itary CRH receptors due to homologous down-
regulation by hypersecreted CRH (Gold et al,
1986; Joseph-Vanderpool et al, 1991). In PTSD
patients, CRH stimulation has led to conflicting
results (Kellner et al, 2003).

Finally, the combined dexamethasone/CRH
(DEX/CRH) test has proved to be most sen-
sitive (above 80%) in detecting differences in
HPA axis regulation, examining the stimulating
effects of CRH on ACTH and cortisol under the
suppressive action of dexamethasone. In contrast
to healthy control subjects, patients with acute
major depression show increased ACTH and
cortisol responses to the combined DEX/CRH
test, which can be explained by a central CRH
hyperactivity as well as alterations in feedback
sensitivity (Heuser et al, 1994). Elevated cortisol
and ACTH responses have also been observed
in patients with anxiety disorders (Schreiber
et al, 1996). In PTSD, Stroehle and colleagues
(2008) report that patients compared to healthy
subjects showed a decreased ACTH response
to the DEX/CRH test. In contrast, other stud-
ies have found no significant group differences
between PTSD patients and controls in the
DEX/CRH test (de Kloet et al, 2008; Muhtz et al,
2008). However, when considering the moderat-
ing effects of co-morbid major depression or his-
tory of childhood trauma, alterations in HPA reg-
ulation were observed. These results are in line
with findings of Heim and colleagues (2001),
who observed moderating effects of early life
stress on HPA axis regulation in women with
major depressive disorder.

A number of studies have administered the
combined DEX/CRH test before as well as after
the initiation of an antidepressant treatment, and
normalization of the neuroendocrine response
has been repeatedly observed (Ising et al, 2007).
This effect can be explained with results from

preclinical as well as animal studies, where it has
been demonstrated that different types of antide-
pressants increase glucocorticoid receptor gene
expression and restore the receptor’s sensitivity
(Holsboer, 2000).

3 The Hypothalamic–Pituitary–
Gonadal Axis

The pituitary hormones, follicle-stimulating hor-
mone, and luteinizing hormone regulate a variety
of functions related to reproduction. In women,
they stimulate sex hormone release (estrogens,
gestagens, progesterone) from the ovaries and, in
concert with these hormones, regulate the men-
strual cycle. In men, luteinizing hormone stimu-
lates testosterone secretion from Leydig cells in
the testes. Follicle-stimulating hormone targets
sertoli cells and, in concert with testosterone,
regulates spermatogenesis.

Severe chronic stress and HPA axis
activation results in suppression of the
hypothalamic–pituitary–gonadal axis at all
levels (hypothalamus, pituitary, gonads) and a
decrease in reproductive activity in general. In
women, stress-induced secondary hypothalamic
amenorrhea due to glucocorticoid hyper-
secretion has been observed in melancholic
depression, chronic alcoholism, and eating
disorders (Chrousos and Gold, 1998; Kyrou
et al, 2006). In men, severe stress in real life, i.e.,
exposure to war, to an earthquake or to a critical
life event may lead to impaired sperm quality
(Abu-Musa et al, 2008; Fukuda et al, 1996;
Gollenberg et al, 2010). Interestingly, a psycho-
logical profile of being an active, competitive
person may coincide with a low sperm count,
possibly through activity-induced activation of
the SNS and a deficiency of testicular blood
flow. Behavioral therapy focusing on relaxation
strategies appear to increase sperm counts and
reproductive success in these men (Hellhammer
and Gutberlet, 1988).

Women are much more likely to succumb
to stress-related health impairments than men.
Symptoms particularly aggravate during phases
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of estrogen withdrawal, i.e., the premenstrual,
postpartum, or perimenopausal periods (see
Chapter 38). Estrogens may exert protective
effects through suppressing aversive glucocorti-
coid actions (Solomon and Herman, 2009).

4 Hypothalamic–Pituitary–Thyroid
Axis

TSH-producing cells in the anterior pituitary
are positively regulated by TRH, while TSH-
inhibiting substances include dopamine, somato-
statin, T3 (triiodothyronine), and cortisol. Given
sufficient iodine levels, the biologically inac-
tive form thyroxine (tetraiodothyronine, T4) is
released through TSH binding at the thyroid
gland. The conversion to bioactive T3 mostly
happens in target tissue, such as the liver.
T3 influences growth and development, oxygen
consumption, and heat production (Joffe, 2002).

Hyperthyroidism, i.e., a functional hyperac-
tivity of the thyroid gland marked by increased
T3 and T4 levels, coincides with hyperme-
tabolic activity, weight loss, increased heart
rate, increased cold tolerance, tremulousness,
fatigue, anxiety, restlessness, irritability, dyspho-
ric mood, weakness, poor concentration, and
cognitive deficits (Lesser and Flores, 2007). On
the contrary, a deficient secretion of thyroid hor-
mones in hypothyroidism is characterized by
facial puffiness, dry skin, hair loss, myalgia, cold
intolerance, constipation, fatigue, and manifest
depression (Joffe, 2007).

Severe psychological or physiological stress
such as fasting, severe illness, injury, and
inflammation, coinciding with strong HPA axis
activation, may lead to a reversible state of
hypothyroidism manifesting in a decreased hep-
atic conversion of T4 to T3, altered bind-
ing of thyroid hormones to plasma proteins,
altered tissue responsiveness, and altered thy-
roid metabolism, while a compensatory increase
in TRH is lacking. This state, possibly an
attempt to conserve energy, is known as “low
T3 syndrome” or “euthyroid sick syndrome.”

In critically ill patients, the low T3 syndrome
has been considered a predictor for mortal-
ity (Chopra, 1997). In patients with anorexia
nervosa, the low T3 syndrome as well as a
smaller volume of the thyroid gland has been
observed, which are both reversible after weight
gain (Munoz and Argente, 2002). In PTSD and
major depression, both hyper- and hypoactivity
of the hypothalamic–pituitary–thyroid axis have
been described (Boscarino, 2004; Newport and
Nemeroff, 2000).

5 The Hypothalamic–Pituitary–
Growth Hormone Axis

The release of GH (also referred to as soma-
totropin) is stimulated by neurons from the arcu-
ate nucleus containing GH-releasing factor and
inhibited by neurons from the periventricular
nucleus containing GH-inhibiting factor. Further
neurotransmitters, neuropeptides, and hormones
affect GH release, such as dopamine, TRH,
neuropeptide Y, sex hormones, glucocorticoid
hormones, and thyroid hormones. Additionally,
food-related substances such as free fatty acids,
glucose, and amino acids alter GH regulation, as
do alterations in caloric intake, physical activ-
ity, and stress. GH stimulates the production
of hepatic insulin-like-growth factor -1 (IGF-
1). In concert with IGF-1 both hormones reg-
ulate growth, somatic development, and cell
metabolism (Laron, 2002). Gonadal steroids dis-
tinctively modulate GH-IGF-1 actions in a sex-
specific way (Meinhardt and Ho, 2006).

Acute psychosocial stress, severe injury,
hypoglycemia, pain or hemorrhage, increases
plasma GH levels in humans, probably due to
stimulating actions of glucocorticoids binding to
a GH gene promoter. On the other hand, chronic
stress or chronically increased glucocorticoid
levels decrease GH secretion in humans and
induce a state of IGF-1 resistance in peripheral
tissues. This may occur because of CRH-induced
increases in somatostatin secretion (Pacak and
McCarthy, 2007). Severe psychosocial stress
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during childhood or adolescence may result in
chronic GH suppression and subsequently, psy-
chosocial short stature. However, with ameliora-
tion of environmental conditions during develop-
ment, this may be reversed (Gohlke et al, 2004).
Also Anorexia nervosa coincides with dysreg-
ulation in GH-IGF-1 functioning and, given a
prepubertal disease onset, may result in dimin-
ished final body height (Munoz and Argente,
2002).

6 The Prolactinergic System

Prolactin exerts a variety of effects, i.e., it
regulates mammary gland development, initia-
tion and maintenance of lactation, modulates
immune functions, and controls osmoregula-
tion (Ben-Jonathan et al, 2002). Prolactin is
secreted during orgasm and correlates with level
of sexual satisfaction. Hyperprolactinemia dur-
ing pregnancy and lactation causes anovulation.
Hyperprolactinemia during non-pregnant states
may be involved in some reproductive disorders
(Bachelot and Binart, 2007).

7 The Oxytocinergic System

Oxytocin affects species-specific social and
reproductive behaviors (for an overview, see
Heinrichs and Domes, 2008, Heinrichs et al,
2009). Warm social contact with the partner, sex-
ual arousal, orgasm, and attachment as well as
regulation of parturition and lactation have been
related to oxytocin actions in women. Oxytocin
interacts with the HPA axis and has stress-
reducing effects in both men and women: During
laboratory stress, oxytocin was found to dimin-
ish cortisol responses, which is most likely due
to a central inhibition of the HPA axis, involving
reduced amygdala reactivity.

In men, vasopressin (see below) may be the
analogue of oxytocin. Still, while central oxy-
tocin appears to have anxiolytic effects, central
AVP rather acts as an anxiogenic.

8 The Vasopressinergic System

Peripherally, AVP controls vasoconstriction,
water homeostasis, and regulates antidiuresis in
the kidney. Other AVP actions include promoting
efficient blood platelet aggregation, the induc-
tion of liver glycogenolysis, and secretion of the
hormones aldosterone and insulin. AVP secre-
tion is strongly induced in response to dehydra-
tion, blood loss, and hypotension. In the central
nervous system, AVP secretion modulates tem-
perature regulation, cardiovascular functioning,
and the regulation of circadian rhythms. In terms
of behavior, rewarded behaviors, drug tolerance,
social and reproductive behaviors as well as a
role in feeding are ascribed to AVP secretion
(Renaud, 2007).

Excess AVP plasma levels have been assessed
in patients with head trauma, congestive heart
failure, liver cirrhosis, and lung carcinomas,
coinciding with inappropriate antidiuresis
(Renaud, 2007). AVP has been considered to
regulate male characteristic social behavior
including aggression, territoriality, and stress
reactivity (for an overview, see Heinrichs and
Domes, 2008; Heinrichs et al, 2009).

9 The Sympatho-Adrenal-Medullary
System

The adrenal medulla is an ontogenetic peculiar-
ity: Being derived from the embryonic neural
crest, it consists of modified postganglionic neu-
rons belonging to the sympathetic branch of the
autonomic nervous system. Its chromaffin cells,
innervated by the splanchnic nerve, secrete the
catecholamines epinephrine and norepinephrine
directly into the blood stream. However, the
major part of plasma norepinephrine, i.e.,
approx. 65%, is not of adrenal origin, but
secreted by sympathetic nerve endings. As cate-
cholamines do not cross the blood–brain barrier,
their effects are mostly peripheral (Kvetnansky
and McCarthy, 2007; Tentolouris et al, 2006).



43 Neuroendocrine Measures in Behavioral Medicine 667

The seminal role of adrenal hormones during
stress was first reviewed by Cannon (1914), who
summarized their actions as the “fight-or-flight
reaction,” with life-saving effects for the organ-
ism. Epinephrine and norepinephrine increase
heart rate, the force of heart contraction and car-
diac output, shift the blood supply to coronary
arteries, skeletal muscle and the brain, while
blood supply of skin, kidney, and mucosa is
diminished. They reduce time for blood clot-
ting through effects on blood platelets, reinforce
glucagon-induced glycogenolysis, glucose pro-
duction in the liver and lipolysis in adipose cells.
Thus, through their actions, organ systems crit-
ical to survival are provided with energy and,
via bronchodilatation, supplied with additional
oxygen (Pollard, 2000).

Epinephrine and norepinephrine blood lev-
els increase rapidly in response to challenge
(<1 min). Epinephrine is furthermore very reac-
tive to novelty, which should be considered
when studying stress effects under laboratory
conditions. In emergency medicine, epinephrine
is administered in life-threatening conditions
such as shock and cardiac arrest. On the other
hand, increased catecholamine secretion during
chronic stress may burden organ systems and
may be involved in the pathogenesis of stress-
related health impairments, such as atheroscle-
rosis, myocardial ischemia, hypertension, and
coronary heart disease (Lundberg, 2000). Of
note, while cortisol responses habituate in the
face of repeated stress exposure, catecholamine
responses do not (Schommer et al, 2003).

In hypertension, a role for elevated
norepinephrine levels has been established
(DeQuattro and Feng, 2002). Epinephrine may
furthermore interact with immune functions.
In HIV, stress may be involved in disease
progression partly due to epinephrine effects
on HIV-infected leucocytes (Cole, 2008). In
psoriasis and atopic dermatitis, a hyperre-
sponsive plasma catecholamine response to
psychosocial stress may be involved in dysreg-
ulations in Th1/Th2 mediated immune states
(Buske-Kirschbaum et al, 2006). The sympatho-
adrenal-medullary system may also play a role
in the pathogenesis of obesity. Epinephrine

affects resting metabolic rate, lipolysis, and
thermogenesis SNS overactivity is associated
to visceral obesity (Tentolouris et al, 2006).
Through actions on ascending vagal afferents,
elevated systemic levels of epinephrine may
possibly affect cognitive processes, such as
memory and attention. An inverted U shape of
catecholamine actions has been proposed, with
moderate levels being beneficial, while low or
high levels impairing cognitive performance
(Lundberg, 2000; Roozendaal et al, 2009).

10 Insulin and the Pancreas

Insulin, a peptide hormone produced in β-cells
of the islets of Langerhans in the pancreas,
strongly modulates the metabolism, facilitating
the uptake of glucose in the liver, muscle, and fat
tissue. Insulin facilitates the storage of glucose as
glycogen in the liver and muscle and inhibits the
use of fat as an energy source. The HPA axis and
the sympatho-adrenal-medullary system interact
with insulin actions, and chronic stress exposure
is associated with insulin resistance, diabetes
mellitus 2, and the metabolic syndrome (Kyrou
et al, 2006; for detail see also Chapter 46).

11 Summary and Outlook

In this chapter we treated the major neu-
roendocrine systems and their role in health
and stress-related disorders, such as depression,
PTSD, infertility, or eating disorders. It becomes
evident that neuroendocrine systems are tightly
intertwined with each other and perturbations in
one system may cause multiple dysregulations
in the others. Environmental events, and stress
in particular, have profound effects on proper
neuroendocrine functioning and may thus affect
disease onset, maintenance, or progression.

The riddle of why environmental events, par-
ticularly during early development, may persis-
tently alter the functioning of endocrine systems
and lead to stress-related health impairments,
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may possibly be explained by modifications in
the epigenome (see also Chapter 30). It has been
shown in animals that the methylation of brain
hormone receptor genes in response to experi-
ence alters complex behaviors such as parenting
behavior or behavioral/endocrine responses to
stress (for an overview, see Meaney et al, 2007).
In the future, the study of epigenetics may help
to understand how experience may be linked to
persisting neuroendocrine alterations and ulti-
mately, disease.
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Chapter 44

Immune Measures in Behavioral Medicine Research:
Procedures and Implications

Michael T. Bailey and Ronald Glaser

1 Introduction

Over the past two decades, several immunologi-
cal measures have been used to assess the physi-
ological consequences of psychological stressors
and different emotional states. In general, these
immunological measures can be divided into two
functional categories: circulatory measures and
elicited measures. Both categories are informa-
tive, but will yield different types of informa-
tion. In general, circulatory measures can pro-
vide information on the current physiological
and immunological status of the individual and
the potential of the immune system to react to
dangerous stimuli. Elicited measures assess the
actual immune response to a challenge. There is
now an extensive literature demonstrating that
these measures can be influenced by psycho-
logical stress and in individuals experiencing
different emotional states. The purpose of this
chapter is to provide an introduction to these
immunological measures and how the assays
are performed. Studies utilizing immunological
measures will also be reviewed to illustrate the
usefulness of these assays for studying mind–
body interactions. The chapter will be concluded
by discussing how animal models can help pro-
vide details of how psychosocial factors can
influence the immune system.

R. Glaser (�)
Institute for Behavioral Medicine Research, The Ohio
State University, 120 IBMR Building, 460 Medical
Center Drive, Columbus, OH 43210, USA
e-mail: glaser.1@osu.edu; ronald.glaser@osumc.edu

2 Circulatory Measures

2.1 Natural Killer Cells

Natural killer (NK) cells are an immune cell
subset that get their name from their ability to
kill target cells that do not express major histo-
compatibility complex (MHC) class I (Biassoni,
2008). Most healthy cells in the periphery of the
body express MHCI and when infected with a
pathogenic microbe will present the microbial
antigen in the context of MHCI. This MHCI-
antigen complex helps antigen-specific cells rec-
ognize that this cell has been infected. A lack
of any MHCI expression, however, can also be a
cue that the host has been infected or is otherwise
damaged. Many viruses cause cells to downreg-
ulate their expression of MHCI, and decreased
MHCI expression often occurs in tumor cells.
Natural killer cells recognize the missing MHCI,
which in turn causes the NK cells to become
activated and to kill the MHCI-lacking cells
(Biassoni, 2008). Thus, NK cells can be very
important in the initial stages of viral infec-
tion, by eradicating virally infected cells, and for
certain types of cancers, by eradicating tumor
cells.

The numbers of NK cells circulating in the
blood, as well as the activity of these cells, can
be easily measured using standard immunologi-
cal techniques. Flow cytometry is routinely used
to characterize and quantify cells circulating in
the blood. This procedure involves staining the
blood cells with fluorescently labeled antibodies
that will bind to the cell of interest. The antibody
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NK1.1 is widely used to stain for the presence of
NK cells. Thus, one can count how many cells
are in the blood, then use flow cytometery to
determine the percentage of those cells that are
NK cells to ultimately calculate the number of
NK cells per milliliter of blood.

In addition to counting NK cells, NK cells can
be isolated from peripheral blood and cultured
to assess their ability to kill target cells. While
there are many different mechanisms to enrich
leukocyte populations from the blood, density
gradient centrifugation is often used to enrich for
different types of leukocytes, including NK cells.
After enriching for the NK cells, the ability of
the NK cells to kill target cells can be tested by
co-culturing the NK cells with target cells such
as MOLT-4 (human) or YAC-1 (rodent) cells.
These cells lack expression of MHCI and thus
are susceptible to NK-cell mediated lysis. The
lysis of these target cells can be assessed using
a standard chromium-51 (51Cr) release cytotox-
icity assay. In this type of assay, the target cells
are radiolabeled with 51Cr. Then, NK cells are
added to the target cells at different effector-to-
target-cell ratios (typically ranging from 100:1
to 10:1). After co-culture, the supernatants are
collected and the amount of radioactivity in
the supernatants is measured. Higher levels of
radioactivity reflect an increased ability of the
NK cells to lyse the target cells, causing the 51Cr
within those cells to be spilled into the medium.

2.1.1 Clinical Studies Involving Natural
Killer Cells

Circulating NK cell numbers, as well as NK
cell activity, are significantly changed by psy-
chological stressors. Natural killer cell numbers,
as assessed via flow cytometry, were shown
to be significantly decreased in blood samples
taken from medical students during their final
examinations, in comparison to levels found in
the blood 6 weeks prior to their examinations
(i.e., during a low stress period) (Glaser et al,
1986). In addition, the percentage of target cells
(i.e., cells lacking MHCI expression) that the
NK cells were able to lyse was significantly

reduced during the examination period (Glaser
et al, 1986; Kiecolt-Glaser et al, 1984a, 1986).
This effect, however, was not consistently found
in all the students. Students who were found to
have higher scores on the stressful life events
questionnaire (Glaser et al, 1986; Kiecolt-Glaser
et al, 1986) or who were found to have higher
levels of loneliness using the UCLA loneliness
questionnaire also had the lowest levels of NK
cell activity (Kiecolt-Glaser et al, 1984a). This
relationship has been found in other subject pop-
ulations; psychiatric patients with high scores
on the UCLA loneliness questionnaire also had
lower levels of NK cell activity as assessed by
their ability to lyse target cells (Kiecolt-Glaser
et al, 1984b). The decrease in NK cell activ-
ity was associated with a concomitant decrease
in the ability of peripheral mononuclear cells
to produce interferon-γ (IFN-γ) (Kiecolt-Glaser
et al, 1984b). This finding was important since
IFN-γ is a major regulator of NK cell activity.
Moreover, in more prolonged stressors, such as
caring for a spouse with Alzheimer’s disease,
NK cell activity, as induced by IFN-γ or IL-2,
was significantly reduced (Esterling et al, 1994,
1996). These studies, as well as others, demon-
strate that NK cell number and activity can be
affected by psychosocial variables.

2.2 T Cells

T cells play an important role in combating
infectious diseases and are a diverse group of
cells that can be split into three general types
based on their function. The primary function
of helper T cells (also known as CD4+ T cells)
is to produce cytokines. These cytokines help
to drive and regulate the development of the
immune response. Cytotoxic T cells (also known
as CD8+ T cells) are effective at recognizing and
destroying microbe-infected cells. The final cat-
egory of T cells is the regulatory T cell (also
called suppressor T cells) which generally func-
tion to suppress leukocyte activity and to further
control the immune response (Schepers et al,
2005). Important characteristics of these T cells
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can be determined in the circulation by assessing
their numbers and effector functions.

Perhaps the most reliable change in the T
cells as a consequence of the stress response is
a decrease in the percentage of CD4+ T helper
cells in the blood and a corresponding decrease
in the ratio of CD4/CD8 T cells (Biselli et al,
1993; Breznitz et al, 1998; Caggiula et al, 1995;
Kiecolt-Glaser et al, 1986; Maes et al, 1999;
Scanlan et al, 1998). This can be readily mea-
sured using flow cytometry and staining periph-
eral blood leukocytes with antibodies to CD3
(found on all T cell types), CD4 (found on helper
T cells), CD8 (found on cytotoxic T cells), and
CD25 (found on regulatory/suppressor T cells)
(Schepers et al, 2005). By using flow cytome-
try, it is possible to determine the percentage of
leukocytes in the blood that stain positively with
each of these markers. Thus, one can determine
the number of each type of T cell circulating in
the blood at the time of the blood draw.

In addition to counting T cells, many assays
have been developed to assess the function of
these cells. In order to successfully combat an
invading pathogen, T cells must rapidly prolif-
erate early during the infectious process. This is
because only a small percentage of circulating
T lymphocytes has the necessary antigen speci-
ficity to respond to a given pathogen. Thus, the
few antigen-specific T cells that do recognize a
microbial infection must rapidly proliferate to
produce additional effector cells that can respond
to the infectious organism.

The ability of T cells to proliferate can be
assessed in culture by stimulating the cells with
mitogen lectins, such as concanavilin A (ConA)
and phytohemagglutinin (PHA). These mitogens
nonspecifically stimulate T lymphocyte prolif-
eration by binding to cell surface glycoconju-
gates, which in turn triggers the cells to produce
ribonucleic acid (RNA), proteins, and deoxyri-
bonucleic acid (DNA), ultimately forming larger
lymphoblasts that may then divide. The ability
of the cells to divide is typically measured by the
uptake and incorporation of radioactive thymi-
dine (i.e., tritiated thymidine). The amount of
radioactivity measured from the cells is directly
related to cell division since the radiolabeled

thymidine is incorporated into newly synthe-
sized DNA. Thus, this assay is considered a
semi-quantitative assay and is often referred to
as a thymidine incorporation assay.

The lectin mitogens are not the only way to
induce T cell proliferation, and it is now recog-
nized that stimulating T cells with antibodies to
T cell receptors will result in cell activation. The
most widely used antibodies are directed against
the T cell marker CD3, which initiates the acti-
vation of T cells, and antibodies to CD28, which
will induce proliferation. Again, this T cell pro-
liferation is a nonspecific, polyclonal response
that can be assessed with tritiated thymidine
incorporation. Assessing monoclonal, or antigen
specific, T cell proliferation is more involved
because the number of antigen-specific T lym-
phocytes is very small (estimated to be about 1 in
105–106 cells). However, as discussed in the next
section, antigen-specific T cell responses can be
assessed in infected or vaccinated individuals.

The ability of T cells to produce cytokines is
an important effector function of CD4+ T lym-
phocytes. In general, the types of cytokines that
CD4+ T lymphocytes produce can be split into
two functional categories: T helper type I (i.e.,
Th1) and T helper type 2 (i.e., Th2) cytokines
(see also Chapter 45). The Th1 cytokines pri-
marily function to facilitate cell-mediated, which
consists of the differentiation of effector T cells
from naïve T cells, which occurs in the periph-
eral lymph nodes, the migration of effector T
cells (and other leukocytes) from the periphery
to the site of infection, and the enhancement
of microbial killing by either macrophages or
antigen-specific CD8+ T cells. Th1 cytokines
enhance each of these functions. For exam-
ple, the Th1 cytokine IL-2 facilitates the dif-
ferentiation and expansion of effector T cells
within the lymph nodes, and TNF-α and IL-
1 are important for allowing the migration of
effector cells to the site of infection. Other Th1
cytokines, namely IL-12 and IFN-γ, are impor-
tant for enhancing the phagocytic and microbi-
cidal activity of macrophages (see Romagnani,
1995, 2000 for review). In contrast to Th1
cytokines, the Th2 cytokines primarily facili-
tate the humoral, i.e., antibody-centered immune
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response. For example, the Th2 cytokines, IL-
4 and IL-13, promote the production of IgE,
which plays an important role in neutraliz-
ing extracellular pathogens, such as parasites.
Likewise, the Th2 cytokine IL-5 promotes the
production of IgA, which can help to neutral-
ize microbes at mucosal surfaces prior to their
invasion of the body (Romagnani, 2000, 1995).
The cytokine, IL-6 is important in the inflam-
matory response (making some classify it as a
Th1 cytokine), but it also affects B cell pro-
duction of antibodies (making others consider
it a Th2 cytokine) (Diehl and Rincon, 2002;
Romagnani, 2000). However, it is generally its
stimulatory effect on the acute phase reaction,
which can lead to systemic inflammation, and
its ability to prolong inflammation by continu-
ing to recruit monocytes/macrophages to sites of
infection, that make it a useful marker of inflam-
mation in human stress studies (Black, 2003;
Gabay, 2006; Kaplanski et al, 2003).

Cytokine levels in circulation, or in culture
supernatants from stimulated cells, are easily
measured using commercially available assay
kits. The most commonly used assay is an
enzyme-linked immunosorbent assay (ELISA),
which can detect a single cytokine at a time using
antibodies directed toward the cytokine of inter-
est. The resultant change in optical density of a
colorimetric reaction that occurs when the anti-
bodies are bound to the cytokine can be read
on an ELISA plate reader. When compared to a
standard curve, the optical density of the reaction
can be calculated to give the concentration of the
cytokine. Because circulating levels of cytokines
are very low in the absence of overt infection,
high sensitivity ELISAs are typically needed to
measure circulatory cytokines in serum.

Newer technologies revolve around the basic
principles of the ELISA, but have been devel-
oped to measure multiple cytokines in a single
sample. These multiplex assays can save consid-
erable time and can provide new insights into
cytokine interactions during different emotional
states. The primary limitation of this methodol-
ogy is the large start up costs. However, after
the initial investment, cytokine analyses can be
run more efficiently using multiplex technology

in comparison to running multiple traditional
ELISAs.

2.2.1 Clinical Studies Involving
T Lymphocytes

A variety of different stressors have been asso-
ciated with significant changes in the number
of T lymphocytes circulating in the blood. This
was first evident in medical students during final
examination week (Kiecolt-Glaser et al, 1986).
As with the NK cells, the number of T lym-
phocytes was significantly decreased during final
examinations as compared to numbers found 6
weeks prior to the exams. In this case, it was not
a decrease in all subsets of T cells, but rather a
specific decrease in helper and suppressor T lym-
phocytes (Kiecolt-Glaser et al, 1986). In addi-
tion, the stress of the examinations was sufficient
to decrease the ratio of helper T lymphocytes to
suppressor T lymphocytes (Kiecolt-Glaser et al,
1986). This finding was not unique to examina-
tions and has also been described in men with
low marital satisfaction (Kiecolt-Glaser et al,
1988).

In addition to changing the number of T
lymphocytes found in the circulation, different
types of stressors can also change the func-
tioning of these cells. This is most evident in
the ability of these lymphocytes to proliferate
when stimulated with either PHA or ConA. For
example, psychiatric patients scoring high on the
UCLA loneliness scale had poorer T lymphocyte
proliferative responses to PHA or ConA when
compared with patients scoring lower on the
loneliness scale (Kiecolt-Glaser et al, 1984b).
Lower T cell proliferative responses were also
found in patients diagnosed with, and having
had surgery for, breast cancer (Andersen et al,
1998, 2004), in medical students taking final
examinations (Glaser et al, 1985), in caregivers
of Alzheimer’s patients (Kiecolt-Glaser et al,
1991), and in women during marital discord
(Kiecolt-Glaser et al, 1993). In general, a reduc-
tion in T cell proliferative responses to nonspe-
cific mitogens is one of the most consistent ways
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in which immune functioning can be altered by
psychosocial factors.

The ability of T lymphocytes to produce
cytokines is also largely affected by psychoso-
cial factors. In general, stressor exposure reduces
the production of Th1 type cytokines. For exam-
ple, peripheral blood leukocytes from medical
students taking their final examinations pro-
duced significantly lower levels of IFN-γ, when
the T cells were stimulated with Con A or with
PHA (Glaser et al, 1986). In a similar study, the
stress of the examination reduced the expression
of IL-2 receptors on peripheral blood leukocytes
(Glaser et al, 1990), and peripheral blood leuko-
cytes from Alzheimer’s caregivers produced less
IL-2 when stimulated with influenza A viral
proteins (Kiecolt-Glaser et al, 1996).

2.3 Reactivation of Latent Herpes
Viruses

The adaptive immune response is an important
factor in the control of herpes viruses. These
viruses, which include herpes simplex virus type
1 and type 2 (HSV-1 and HSV-2), varicella
zoster virus (VZV), cytomegalovirus (CMV),
and Epstein–Barr virus (EBV) are the most ubiq-
uitous viruses with very high prevalence rates in
healthy adults. For example, greater than 90%
of adults are seropositive for HSV-1 and EBV
and therefore latently infected with the virus
(Henle and Henle 1982; Pebody et al, 2004;
Peter and Ray 1998; Xu et al, 2002). The ini-
tial encounter with HSV-1 (i.e., the causative
agent of cold sores) typically occurs in childhood
with few clinical symptoms, whereas infection
with EBV, which commonly occurs in young
adults, leads to mononucleosis in approximately
40% of those infected (Henle and Henle 1982).
However, after the primary infection has been
resolved, the herpes viruses are able to establish
lifelong latent infections in host tissue. The site
of latency is virus specific, and HSV-1, HSV-2,
and VZV latently infect host sensory neurons;
EBV latently infects host B lymphocytes. Under

certain conditions, such as suppression of the
cellular immune response, the virus can be reac-
tivated from the latent state. As the virus reac-
tivates, the humoral immune system responds
by producing higher levels of virus-specific anti-
bodies (Glaser and Gottleib-Stematsky 1982).
Thus, an increase in antibodies that are specific
for latent viruses generally reflects a suppressed
cellular immune response.

The cellular immune response to latent
viruses can also be measured more directly.
In this case, assays are aimed at assessing the
ability of virus-specific memory cells to prolif-
erate when exposed to the viral antigens. This
assay involves separating mononuclear cells
from whole blood using density gradient cen-
trifugation, and then culturing the mononuclear
cells with purified viral antigens for 5 days.
During the last 8 h of incubation, tritiated thymi-
dine is added to the cultures so that cell prolif-
eration can be assessed by the incorporation of
thymidine into proliferating cells.

2.3.1 Clinical Studies Involving
the Reactivation of Latent Viruses

It was known anecdotally for many years that
stressful periods were associated with increased
recurrences of latent viral infections, such as
HSV-1, HSV-2, as well as VZV (Cohen et al,
1999; Schmader et al, 1990). The mechanisms
leading to reactivation during stressful situations
were unknown, but it was known that for latent
herpes virus infections, cellular immune com-
petence was a critical factor in controlling the
primary herpes virus infections and maintaining
latency (Glaser and Gottleib-Stematsky 1982).
Moreover, it was recognized that when cellular
immunity was decreased, the humoral antibody
response to the latent virus was significantly
increased (Glaser and Gottleib-Stematsky 1982).
Thus, the finding that many different types of
stressors, such as academic stress in medical
students and the stress of caring for a fam-
ily member with Alzheimer’s disease, resulted
in significant elevations in antibody levels to
EBV suggested that cellular immunity to the
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latent virus was significantly reduced. To test
this hypothesis, the cellular immune response to
EBV was measured in healthy medical students.

Peripheral blood leukocytes from medical stu-
dents were taken during final examinations, and
1 month prior to exams, and assessed for their
ability to proliferate when stimulated with puri-
fied proteins prepared from EBV (Glaser et al,
1993). When compared to the low stress time
point, the examination period was associated
with a significant decrease in EBV antigen-
induced leukocyte proliferation. At the same
time, medical students had higher antibody titers
to the EBV (Glaser et al, 1993). Together these
data demonstrated that this stressor could cause
a significant reduction in cell-mediated immu-
nity, thus allowing latent viruses, like EBV, to
reactivate and stimulate the humoral immune
response.

3 Elicited Functional Measures

3.1 Wound Healing

Wound repair progresses through a series of
sequential stages, beginning with the inflam-
matory phase that involves vasoconstriction,
blood coagulation, and the activation of platelets
(Hubner et al, 1996; Lowry, 1993; Van de
Kerkhof et al, 1994). This leads to the migration
of macrophages and neutrophils into the wound
during the proliferative phase. These cells pro-
tect against potential pathogens and also help
to recruit additional leukocytes that are impor-
tant for tissue regeneration and capillary growth.
The final stage involves tissue remodeling of
the collagen matrix and can last for several
weeks. Successful completion of each stage is
highly dependent upon successful completion
of the previous stage, with the immune system
playing an integral role in each of the stages
(Lowry 1993; Van de Kerkhof et al, 1994).
Psychosocial factors have the capacity to influ-
ence wound healing at any of these stages, but
have been found to have the largest effects on

wound healing by causing a dysregulation of
cytokine production during the initial inflamma-
tory phase.

Proinflammatory cytokines, like IL-1α/β, IL-
8, and TNF-α, are important mediators in the
early inflammatory phase of wound healing
(Lowry, 1993). These cytokines help to recruit
and activate phagocytes, such as macrophages
and neutrophils, that can then defend against the
invasion of microbes through the wound sur-
face. These cytokines have additional affects that
are important to wound healing, such as the
production of metalloproteinases, that are impor-
tant in the destruction and remodeling of the
wound, and the recruitment of additional cells,
like fibroblasts that produce collagen (Lowry,
1993). The regulation of this early inflamma-
tory response is essential for optimal healing
to occur, and if dysregulated, the early inflam-
matory stage can significantly change healing
kinetics and success.

Wound healing and stress have been stud-
ied experimentally by using three general types
of wound models: cutaneous biopsies, blister
wounds, and mucosal wounds. Cutaneous biop-
sies are routinely used in dermatologic research
(Nemeth et al, 1991) and consist of creating
a 3.5 mm full-thickness wound on the fore-
arm. In healthy adults, the rate at which this
type of wound heals is quite consistent and can
be assessed by simply measuring the diame-
ter of the wound and determining the duration
until complete closure (Grove, 1982). Complete
closure can be determined by the absence of
foaming when hydrogen peroxide is added to the
wound. This type of wound, however, does not
allow for an analysis of immunological factors
that may be important for healing. Thus, addi-
tional wound models have been developed that
allow an assessment of immune functioning.

Immune activity during wound healing can be
assessed in blister wound fluids (Kuhns et al,
1992). Blister wounds are created by placing a
plastic template on the forearm. Vacuum pres-
sure (i.e., 350 mmHg) is then applied to the
blister apparatus for approximately 1.5 h until
blisters are formed. Through this methodology,
the gentle suction creates fluid filled blisters that
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are 8 mm in diameter. The advantage of the blis-
ter wound is the ability to sample the wound fluid
to measure the kinetics of the production of fac-
tors such as proinflammatory cytokines that are
important for the healing wound. To do this, the
blister fluid is drained immediately after creat-
ing the wound and the top layer of skin (i.e., the
dermis) is removed from the blister. A new plas-
tic template containing wells that are designed
to cover each blister wound is placed over the
wounds, and culture media containing autolo-
gous serum is added to the wells. The wells are
then sealed with sterile tape so that cytokine pro-
duction and cellular infiltrates can be measured
in the sterile fluid over time (Kuhns et al, 1992).

Cutaneous wounds have different heal-
ing kinetics and properties in comparison to
wounds at mucosal surfaces. When compared
to cutaneous tissue, mucosal tissues heal much
faster and with fewer cellular infiltrates and
less inflammation (Szpaderska et al, 2003).
Experimental wounds on most mucosal surfaces
(e.g., the gastrointestinal, urogenital, and respi-
ratory tracts) are not feasible, but experimental
wounds have been created in the oral cavity
to study mucosal wound healing. Oral wounds
can be studied in a similar manner to cutaneous
punch biopsy wounds, with a 3.5 mm tissue
punch being used to create a wound on the hard
palate in the area of the 2nd molar (Marucha
et al, 1998). Most studies create duplicate
wounds so that healing kinetics can be studied
in one of the wounds, with tissue from the
second wound being harvested during the course
of healing to quantitate gene expression for
inflammatory cytokines using semi-quantitative
real-time PCR. The tissue can also be harvested
to quantify cellular infiltration. The creation of
either cutaneous or oral wounds is an intriguing
way to test the impact of psychosocial factors on
the immune system in a manner that is clearly
biologically meaningful.

3.1.1 Clinical Studies of Wound Healing

Several human studies have now found an asso-
ciation between stressful periods and delayed

wound healing. For example, in primary care-
givers of a spouse with Alzheimer’s disease
(Kiecolt-Glaser et al, 1995), the complete heal-
ing of a 3.5 mm punch biopsy wound was
delayed by 9 days when compared with controls.
While the complete set of factors responsible for
this delay are not completely understood, studies
using blister wounds have demonstrated that the
early inflammatory phase of wound healing can
be significantly changed during psychological
stress. For example, women with higher levels
of perceived stress had lower levels of IL-1α and
IL-8 in blister fluid (Glaser et al, 1999). Similar
findings were obtained from couples with hos-
tile marital interactions (Kiecolt-Glaser et al,
1995). Because these cytokines are important
for recruiting additional leukocytes to the wound
site and for helping to activate these leukocytes,
the data indicate that delayed wound healing can
occur in part through disruptions to the initial
inflammatory phase of healing.

Delayed wound healing is not limited to cuta-
neous surfaces; wounds in the oral mucosa also
heal more slowly in stressed individuals. Oral
wounds created on the hard palate of dental
students immediately before exam week healed
40% slower than wounds in the same individ-
uals during vacation (Marucha et al, 1998). As
with the cutaneous wounds, mucosal wounds
from stressed individuals expressed significantly
lower gene expression for the proinflamma-
tory cytokine IL-1β, suggesting that the stres-
sor disrupted the early inflammatory phase of
mucosal wound healing (Marucha et al, 1998).
As research progresses, it will be interesting to
determine whether the stress response can influ-
ence other stages of wound healing or whether
stressor effects are limited to the inflammatory
stage.

3.2 Experimental Infection
and Vaccination

While not feasible for many researchers, experi-
mental infection with live, replicating pathogens
can provide important information regarding the
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impact of emotions on the functioning of the
immune system. Most of the studies assessing
immune responses to viral infection in healthy
volunteers have been conducted by Dr. Sheldon
Cohen’s group at Carnegie Mellon University.
This group has challenged subjects with differ-
ent types of respiratory viruses, including rhi-
novirus, respiratory synctial virus, corona virus,
and influenza A virus (Cohen, 2005). To deter-
mine whether the viruses caused the subjects
to become ill, cold symptoms, such as the pro-
duction of nasal mucus, can be measured. Viral
load in the nasal passages can be determined via
standard virological methodology. In addition,
immune measures, such as cytokine production,
can be measured in circulation and in mucosal
secretions (Cohen, 2005). While much can be
learned from this type of study, this approach
is not feasible to do for many investigators in
the field of behavioral medicine, and determin-
ing links with subtle psychosocial factors are
difficult due to the limited number of subjects
that can be tested. An appropriate alternative to
using live replicating viruses to study the impact
of psychosocial factors on anti-viral immune
responses is to study the immune response to
viral vaccines.

Vaccines effectively mimic part of the
immune response to viral infection. Designing
vaccine-based studies of stress can be difficult,
however, because in developed countries, most
vaccines are given during childhood. Thus, most
participants in laboratory studies already have
preexisting immunity to existing vaccines, which
makes experimental design and data interpre-
tation difficult. Some vaccines, however, have
only recently been recommended for children,
such as the hepatitis B vaccine, while other
vaccines vary from year to year based on the
analysis of the latest antigenic characteristics of
the virus determined by the Centers for Disease
Control, e.g., influenza virus vaccine. This is
important because many healthy adults have not
been vaccinated against hepatitis B and thus
are seronegative, and the antigen specificity of
the previous year’s influenza virus vaccine may
be sufficiently different from the current year’s
vaccine to reliably detect immune responses to

the vaccine without influence from previous vac-
cinations.

The hepatitis B vaccine involves a three injec-
tion series, i.e., a booster injection 1 month after
the initial injection followed by a third injec-
tion 5 months later. This paradigm allows for
an analysis of the primary immune response to
the vaccination (i.e., after the initial vaccination)
and memory/recall responses to the vaccination
(i.e., after the second and third injections). The
vaccine against the influenza virus involves a sin-
gle injection to initiate the immune response. For
most vaccination studies, virus-specific antibody
levels are measured since these antibodies confer
resistance to subsequent infections. However, it
should be noted that viral vaccines also need to
generate a cell-mediated T cell response.

The cell-mediated (i.e., T cell) response to
vaccines can be measured similarly to circula-
tory T cell function. The difference, however,
is that the T cells assessed in vaccination-based
studies are specific for the vaccine antigens
because antigens from the vaccine can be puri-
fied and used to stimulate T cells from vacci-
nated individuals. For example, the hepatitis B
surface antigen (HBsAg) is one of the compo-
nents of the hepatitis B recombinant vaccine that
will result in antibody formation and the genera-
tion of antigen-specific T cells. Thus, the HBsAg
can be purified and used to stimulate HBsAg-
specific T cells from the vaccinated individual to
determine the ability of these T cells to recognize
and respond to that component of the hepati-
tis B vaccine. Accordingly, the ability of the T
cells to proliferate in response to the HBsAg can
be measured via a tritiated thymidine incorpora-
tion assay and T cell cytokine production can be
assessed with ELISA (Glaser et al, 1992). These
measures can provide some idea of the respon-
siveness of a person’s immune response to the
original vaccine.

3.2.1 Clinical Studies Involving
Experimental Infection
and Vaccination

As already discussed, several studies have now
been conducted in which participants have been
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experimentally infected with respiratory viruses
(reviewed in Cohen, 2005). Overall, the studies
show that symptom severity and the duration of
illness tend to be strongest in individuals with
higher levels of perceived stress. For example,
persons with higher levels of perceived stress
produced more nasal mucus after the experimen-
tal infection and had higher levels of IL-6 in
the nasal secretions, which would reflect a more
severe infection (Cohen, 2005). Interestingly,
this effect was dependent upon social modifiers.
Individuals that were more socially integrated
were less likely to develop symptoms from the
experimental viral challenge than were individ-
uals that were less socially integrated (Cohen,
2005).

Immune responsiveness to microbial chal-
lenge can also be studied by administering vac-
cines to participants, and many studies have
shown that cell-mediated and humoral immunity
to vaccines can be significantly modified by psy-
chosocial factors. This was first realized in med-
ical students vaccinated with the recombinant
hepatitis B vaccine series (Glaser et al, 1992).
Approximately 21% of the students developed a
protective antibody response to the vaccine after
the initial exposure, with the remaining students
producing a protective antibody response after
the second exposure. Importantly, the 21% of the
students that seroconverted 1 month after the pri-
mary exposure had lower Profile of Mood State
(POMS) anxiety scores. Similarly, students with
lower levels of anxiety also had stronger T lym-
phocyte proliferative responses to purified hep-
atitis B antigens (Glaser et al, 1992). This study
suggested that mood could significantly change
responsiveness to vaccination, with subsequent
studies focusing more closely on populations
undergoing stressful situations.

Caregivers of spouses with Alzheimer’s dis-
ease were vaccinated against the influenza A
virus using a trivalent vaccine composed of
three different strains of influenza virus (Kiecolt-
Glaser et al, 1996). In general, total and neu-
tralizing antibody responses to influenza A virus
were significantly lower in the caregivers when
compared with appropriately matched control
subjects. Moreover, the production of the Th1

cytokine IL-2 was significantly reduced when
peripheral blood leukocytes from caregivers
were stimulated with the influenza virus proteins
(Kiecolt-Glaser et al, 1996). Similar results were
evident when caregivers were given a pneumo-
coccus bacterial vaccine. Caregivers produced
significantly lower antibody levels to the pneu-
mococcal vaccine (Glaser et al, 2000). These
studies provide evidence from well-controlled
studies that both the cellular and the humoral
immune response to microbial challenge can be
significantly affected during a stress response.

4 Importance of Animal Models

Studies involving human participants are the
mainstay of behavioral medicine research.
However, the use of animal models can
greatly enhance understanding of the endocrine,
behavioral, cellular, and molecular mechanisms
through which psychosocial factors can affect
the immune response. Many of the human stud-
ies performed by our group have been mod-
eled in rodents to provide additional information
on the mechanisms through which the stress-
induced changes occur.

Wound healing has been studied in mice
by creating the same 3.5 mm full-thickness
skin wound that was used in the study with
Alzheimer’s caregivers. Exposing the wounded
mice to a prolonged restraint stressor caused
these cutaneous wounds to heal approximately
27% slower in comparison to wounds from the
non-stressed control mice (Padgett et al, 1998).
This delayed healing was associated with a sig-
nificant decrease in leukocyte infiltration into
wound sites, and lower cytokine levels in the
wound site of the stressed animals (Padgett
et al, 1998). This study confirmed the find-
ings in humans indicating that the inflamma-
tory stage of wound healing is dysregulated by
psychological stress. These animal studies, how-
ever, extended this observation by demonstrat-
ing that blocking the stress-induced glucocorti-
coid response, using the glucocorticoid receptor
antagonist RU4055, abolished the stress-induced
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delay in wound healing (Padgett et al, 1998).
Glucocorticoids are known to decrease NF-κB
activation. Thus, it is likely that the stressor-
induced glucocorticoid response suppressed NF-
κB activation, resulting in decreased inflam-
matory gene expression and delayed wound
healing. Consistent with this premise, some
stressors used in rodent studies, such as social
disruption, do not affect wound healing in mice
(Sheridan et al, 2004). Importantly, this stressor
causes cytokine producing cells to become resis-
tant to glucocorticoids (Bailey et al, 2004; Engler
et al, 2005; Stark et al, 2001). Thus, glucocor-
ticoids are unable to disrupt the inflammatory
stage of wound healing in this paradigm. These
data using animal models suggest that gluco-
corticoids play an important role in the stress-
induced dysregulation of the inflammatory stage
of wound healing.

In addition to providing important insights
into the relationship between psychosocial stress
and delayed wound healing, animal models have
proven to be useful in determining how psy-
chosocial factors influence the immune response
to pathogens and to vaccines. As with human
studies, studies in mice have shown that expo-
sure to prolonged stressors significantly reduces
immune reactivity to microbial pathogens. For
example, prolonged restraint stress significantly
reduces antibody production, proinflammatory
cytokine responses, and NK cell activity dur-
ing influenza viral infection (Sheridan et al,
1998; Tseng et al, 2005). In addition, the gener-
ation of CD8+ T lymphocytes was significantly
reduced in restrained mice infected with HSV-1
(Bonneau et al, 1991). Because proinflammatory
cytokines, NK cell cytoxicity, and CD8+ lym-
phocytes are essential for defense against viral
infections, the restraint stressor also increased
viral titers and virus-induced mortality (Bonneau
et al, 1991; Sheridan et al, 1998).

The neuroendocrine mechanisms through
which this occurred were studied using phar-
macological inhibitors of the stress response. In
influenza A-infected mice, it was evident that
blocking glucocorticoid receptors was ineffec-
tive at restoring all of the stress-induced changes
of the immune system (Hermann et al, 1994).

In fact, blocking glucocorticoid receptors only
reversed the stressor-induced decrease in leuko-
cyte trafficking into draining lymph nodes and
the lungs to combat the infection. Blocking glu-
cocorticoid receptors did not, however, restore
stressor-induced reductions in cell functioning.
The stressor-induced reduction in CD8+ T lym-
phocyte activation was found to be due to acti-
vation of β-adrenergic receptors; blocking these
receptors restored the activation of CD8+ T lym-
phocytes (Hermann et al, 1994). In contrast, NK
cell cytotoxicity was not restored upon block-
ade of β-adrenergic receptors, but was restored
when μ-opioid receptors were blocked (Tseng
et al, 2005). These studies in rodents, as well
as many other laboratory animal studies, demon-
strate the many, and complex, ways through
which psychological stressors affect the immune
response.

5 Conclusion

The stress response has the ability to impact
every cell in the body and thus has the poten-
tial to influence every function of the body.
While many of these influences have been well
described, the ramifications of such interactions
on the functioning of the immune system are
still only beginning to be realized. In a gen-
eral sense, the impact of psychosocial factors
on immune-mediated diseases or conditions is
clear; the stress response will suppress our abil-
ity to fight a cold, generate an immune response
to a vaccine, or heal a wound. But, the detailed
mechanisms through which this occurs have
not yet been fully delineated. Questions remain,
such as why some stressors tend to suppress the
immune response, whereas other stressors seem
to leave the immune response intact. Other ques-
tions involve the mechanisms through which
these psychosocial factors influence the immune
response. Are these effects all mediated by tradi-
tional stress hormones or are other novel factors
at play? Current evidence makes it clear that
other immunomodulatory factors, like growth
factors and cytokines themselves, can be induced
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during a stress response, but the extent of their
impacts on the immune system are not clear.
Well-designed clinical studies, and appropriate
studies in animal models, as well as the methods
outlined in this chapter, can provide a founda-
tion on which to begin answering these existing
questions.
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Circulating Biomarkers of Inflammation, Adhesion,
and Hemostasis in Behavioral Medicine

Paul J. Mills and Roland von Känel

1 Cytokines: Description
and Classification

Cytokines are potent immunotransmitters that
play a pivotal role in immune system response
and communication with other physiological
systems, both to maintain homeostasis and to
respond appropriately to infection and injury
(Dantzer et al, 2008). By definition, cytokines
are a diverse group of potent, low molecular
weight proteins and glycoproteins that medi-
ate physiological processes within the immune
system as well as the nervous and endocrine sys-
tems. Cytokines regulate and mediate immune
and inflammatory responses. Major types of
cytokines include the interleukins, tumor necro-
sis factors, and interferons. The functions of
cytokines are diverse, assisting in the devel-
opment and proliferation of immune cell
subsets, promoting inflammatory as well as
non-inflammatory processes, and alteration of
neurochemical and neuroendocrine processes
that affect overall physiology and behavior.
Cytokines may be thought of as similar to neu-
rotransmitters and hormones in that they are
mediators of specific physiological responses;
rely on receptor–ligand interactions; and have
self (autocrine), local (paracrine), and distal
(endocrine) effects (Elenkov, 2008).
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The interleukins (IL) are a large class of
cytokines that promote cell-to-cell interactions
and stimulation of humoral or cell-mediated
immune responses (Goshen and Yirmiya, 2009).
The tumor necrosis factors (TNF) include a host
of cytokines characterized by several molecules,
including TNF-α and TNF-β, as well as solu-
ble receptors TNF-RI and TNF-RII (Himmerich
et al, 2006). Activation of the TNF family pro-
motes a variety of cell functions related to
inflammation as well as immune organ develop-
ment and maintenance, including cell prolifera-
tion and adhesion, cell differentiation, apoptosis,
and cell survival. The interferons (IFN) play
an important role immunosurveillance, and anti-
viral and anti-tumor effects (Kobayashi et al,
2008). IFN-α and IFN-β inhibit virus replica-
tion in infected cells and IFN-γ stimulates major
histocompatability complex (MHC) presentation
on antigen-presenting cells, aiding in recognition
and lysing of foreign cells. In addition, IFNs ini-
tiate cascades of cytokine responses which result
in further immune activation (Miller et al, 2003).

Soluble cytokine receptors can function as
antagonists (i.e., inhibiting the effects of a
cytokine by binding to it and/or blocking it from
attaching to a specific receptor) or agonists (i.e.,
promoting the effects of a cytokine by bind-
ing to it and forming a complex that binds to
a different receptor subunit that initiates signal
transduction) (Rose-John; 2003, Tracey et al,
2008). Soluble receptors of cytokines are formed
by either cleavage of portions of transmembrane
protein complexes – thereby becoming part of
the extracellular matrix – or via translation from

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_45, 685
© Springer Science+Business Media, LLC 2010



686 P.J. Mills and R. von Känel

alternatively spliced mRNAs. Examples of sol-
uble cytokine antagonists include IL-1 receptor
antagonist (IL-1Ra) and TNF-receptor-1 antag-
onist (TNF-RI). Examples of soluble cytokine
agonists include interleukin-6 receptor (IL-6-R).
In certain situations, some cytokine receptors
may function as agonists or antagonists, depend-
ing on the isoform.

Because of their notable variability in struc-
ture and function, there have been many attempts
to classify cytokines. A classification system
that has proven useful for behavioral medicine
researchers is the classification of cytokines as
either pro-inflammatory or anti-inflammatory.
Pro-inflammatory cytokines, which include IL-
1, IL-2, TNF-α, and IFN-γ, promote a variety of
cell functions that stimulate and enhance inflam-
mation through several mechanisms includ-
ing promoting differentiation of cytotoxic T
cells, enhancing increased vascular permeabil-
ity and cellular adhesion and migration to tis-
sues, and stimulating the release of acute-phase
proteins from the liver (Schiller et al, 2006).
These inflammatory immune responses are often
described as Th1 responses, referring to the
T-helper cell subset that generally produces
cytokines that initiate inflammatory processes.
Anti-inflammatory cytokines, which include IL-
3, IL-4, IL-5, IL-10, and IL-13, are sometimes
described as immunosuppressors due to their
ability to inhibit the Th1-mediated inflammatory
response (often via direct antagonism of Th1-
secreted inflammatory cytokines) (Ganea et al,
2006). However, these cytokines can also pro-
mote certain increases in the immune response,
most notably increased overall production of
antibodies and increased eosinophil and mast
cell production. Often called the Th2 response,
these cascades of cytokine-induced immune acti-
vation support allergic reactions. It is important
to note that some cytokines support both pro-
and anti-inflammatory effects depending on the
situation (e.g., IL-6 and IL-8), thus rendering
the “pro-inflammatory” or “anti-inflammatory”
nomenclature less than perfect. IL-6 is also
classified as a myokine because it is produced
by contracting skeletal muscle and plays an

important role in the anti-inflammatory effects of
acute exercise (Petersen and Pedersen, 2005).

1.1 Cytokines: Central Nervous
System (CNS) Interactions

Cytokines have extensive bidirectional com-
munication with the CNS and hypothalamic–
pituitary–adrenal axis. Likely due to this
communication, cytokines are correlated with a
number of psychological states, including stress,
fatigue, and depression. It is well-understood
that cytokines are secreted by certain classes of
brain cells, including microglial cells and astro-
cytes (Yang et al, 2007b). Endogenous expres-
sion of cytokines and their receptors have been
found in the hypothalamus, basal ganglia, cere-
bellum, circumventricular sites, and brainstem
nuclei. Included in the considerably large list
of brain-active cytokines are IFN-α and IFN-
γ; TNF-α and TNF-β; and IL-1, -2, -3, -4,
-5, -6, -8, -10, and -12. Studies involving sys-
tematic administration of cytokines in some of
the brain regions mentioned above indicate that
cytokines promote the release of neurotransmit-
ters, including norepinephrine, dopamine, and
serotonin. Thus, in addition to their immunopro-
tective effects (such as regulation of infiltrating
leukocytes during times of infection) within the
brain, cytokines may promote neurochemical
cascades that directly affect mood and behavior
(Simmons and Broderick, 2005).

1.2 Cytokines:
Hypothalamic–Pituitary–Adrenal
Axis (HPA) Interactions

The HPA is part of the neuroendocrine sys-
tem that is responsible for the cortical as well
as adrenal release of hormones in response to
stress. Considerable progress has been made in
understanding the complex interactions between
cytokines and the HPA (O’Brien et al, 2004).
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Briefly, it is now well understood that complex
and dynamic interactive communication exists
between the cytokines and the HPA and that the
regulation of cytokine release, as well as HPA
responses to immune insults, is governed in part
by positive and negative feedback loops between
the two systems (Kariagina et al, 2004). In par-
ticular, pro-inflammatory cytokines have been
shown to stimulate HPA stress responses, while
Th2 cytokines can inhibit this activation. For
example, pro-inflammatory cytokines appear to
activate corticotropin releasing hormone (CRH)
and arginine vasopressin neurons in the par-
vocellular paraventricular nucleus within the
hypothalamus. This activation results in a down-
stream HPA cascade in which CRH is released
from the hypothalamus, promoting release of
corticotrophin (ACTH) from the anterior pitu-
itary gland and resulting in release of the glu-
cocorticoids corticosterone and cortisol from
the adrenal cortex. There are several postulated
mechanisms of action for how this cascade is
initiated by pro-inflammatory cytokines, some of
which involve mediating effects of cytokines on
the HPA via afferent vagal fiber activity.

In addition to effects on the anterior pituitary
and adrenal cortex via CRH release from the
hypothalamus, pro-inflammatory cytokines also
affect the anterior pituitary and adrenal cortex
directly, resulting in similar end-organ effects
(release of corticosterone from the adrenal cor-
tex). For example, IL-6 is synthesized and
released within the human adrenal gland itself,
promoting glucocorticoid release (Path et al,
2000). The multitude of sites of action allows
pro-inflammatory cytokines several pathways
of promoting a similar end-organ response so
that even if higher level actions of cytokines
on hypothalamic or anterior pituitary struc-
tures are inhibited (for example, via antago-
nism by a Th2 cytokine such as IL-10), some
level of glucocorticoid release into the circula-
tion is preserved. In turn, glucocorticoid actions
on cytokines help to maintain homeostasis via
negative feedback loops. For example, cortisol
inhibits cellular synthesis and release of pro-
inflammatory cytokines, thus acting to preserve
homeostasis in the system. However, the effects

of glucocorticoids on maintaining this homeosta-
sis are dampened in cases of chronic stress, pos-
sibly due to the ability of the pro-inflammatory
cytokines to promote receptor desensitization,
downregulation, or prevalence of negative iso-
forms of the glucocorticoid receptor, causing
decreased glucocorticoid sensitivity or glucocor-
ticoid resistance. Thus, cytokines are intimately
intertwined with HPA responses, providing a
potent influence on stress responses and appear-
ing to play a very active role in HPA modulations
during chronic stress and fatigue.

1.3 Cytokines, Stress, Negative
Affect, and Sleep

1.3.1 Cytokines and Acute Stress

There is a relatively large literature in healthy
individuals, and to some extent in individuals
with chronic diseases, examining the effects of
acute psychosocial stressors on levels of circu-
lating cytokines. Several inflammatory cytokines
do respond to acute stressors, but the response
is typically delayed so a proper study design is
needed to observe the effects. A recent meta-
analysis of the literature synthesizing data from
30 studies showed robust effects for increased
circulating levels of IL-6 and IL-1β following
acute stress, but more marginal effects for C-
reactive protein (CRP) (Steptoe et al, 2007).
The effects of stressors on leukocyte-stimulated
cytokine production were less consistent.

We investigated the IL-6 response to acute
stress and whether the response would habit-
uate to a repetitively applied stressor. As part
of the mechanism of the response, we exam-
ined whether cortisol reactivity would show a
relationship with IL-6 reactivity. Study partic-
ipants underwent the Trier Social Stress Test
three times with an interval of 1 week. Plasma
IL-6 and free salivary cortisol were measured
immediately before and after stress and at 45
and 105 min of recovery from stress. Cortisol
samples were also obtained 15 and 30 min after
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Fig. 45.1 IL-6 (a and b) and free salivary cortisol (c)
measures. IL-6 was measured immediately before stress
(rest), during mental arithmetic (stress), and 45 and
105 min after stress. Compared to the non-stressed con-
trol group, IL-6 had significantly increased (∗) in the
stress group 45 and 105 min after stress (a). In the stress

group, IL-6 was significantly higher (∗) 45 and 105 min
after stress than at rest, but IL-6 showed no habituation
between visit one and visit three (b). Mean peak response
of cortisol occurred 15 min after stress and was signifi-
cantly lower at visit three than at visit one (∗) suggesting
habituation (means ± SD) (von Känel et al, 2006b)

stress. Compared to non-stressed controls, IL-6
significantly increased between rest and 45 min
post-stress and between rest and 105 min post-
stress (Fig. 45.1). Peak cortisol responses to
stress habituated between weeks 1 and 3. No
adaptation occurred in the IL-6 responses to
stress. The areas under the curve integrating the
stress-induced changes in cortisol and IL-6 at
week 3 were significantly negatively correlated
@r = −0.54. The findings from this study sug-
gest that the IL-6 response to acute mental
stress occurs delayed and shows no adaptation
to repeated moderate mental stress and that the
HPA axis may attenuate stress reactivity of IL-
6. The lack of habituation in IL-6 responses to
daily stress could subject at-risk individuals to
higher atherosclerotic morbidity and mortality
(von Känel et al, 2006b).

Such responses have also been examined in
patients with established cardiovascular disease.
Kop et al, for example, examined the responses
of IL-6 and CRP, as well as soluble intercellu-
lar adhesion molecule-1 (sICAM-1) in patients
with coronary artery disease (CAD) as compared
to healthy controls. Responses were examined to
mental challenge tasks (anger recall and men-
tal arithmetic) and to treadmill exercise. The

results showed that CAD patients show greater
responses than healthy individuals and that the
increase in norepinephrine responses related to
the CRP and IL-6 responses to the mental chal-
lenge tasks. The authors conclude that mental
stress and exercise induce greater increased lev-
els of inflammatory markers in patients with
CAD and that the effect are related to the neu-
rohormonal stress response (Kop et al, 2008).

1.3.2 Cytokines and Chronic Stress

Studies have examined the effects of chronic
stressors on cytokines and many of them have
been conducted with Alzheimer’s disease care-
givers. An early study examining chronic stress
and wound healing in Alzheimer’s disease care-
givers compared to matched controls showed a
decrease in IL-1 mRNA secretion in response to
lipopolysaccharide (LPS) stimulation of periph-
eral blood leukocytes in the caregivers (Kiecolt-
Glaser et al, 1995). Importantly, this effect might
have contributed to slower wound healing in this
group (see Chapter 44). Another study reported
lower IL-1β and IL-2 responses to virus-
specific stimulation for Alzheimer’s caregivers
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versus controls. Alzheimer’s caregivers have
also shown increased intracellular IL-10 levels
in T-helper and T-cytotoxic cells versus con-
trols, with the difference between these groups
being significantly greater for younger subjects
(Glaser et al, 2001). A longitudinal study where
IL-6 levels for Alzheimer’s disease caregivers
and matched controls were tracked over 6 years
showed an almost fourfold rate of increase of
IL-6 levels in caregivers (Kiecolt-Glaser et al,
2003). This result was consistent even for care-
givers whose spouses had died during the 6-year
period. Another study examining IL-6 associa-
tions with aging and chronic stress in women
indicated that Alzheimer’s caregivers show sig-
nificantly higher levels of IL-6 compared to age-
matched women who were experiencing mod-
erate forms of stress, as well as compared to
older and younger control subjects. These find-
ings suggest that chronic stress associated with
Alzheimer’s caregiving in the elderly promotes
increases in Th2 cytokines and inhibition of Th1
cytokines. We have reported that, independent
of relevant covariates, Alzheimer’s disease care-
givers have higher levels of IL-6 and of the
coagulatory biomarker D-dimer, suggesting the
possibility that older caregivers could be at risk
of a more rapid transition to the frailty syn-
drome and associated clinical manifestations of
cardiovascular diseases (von Känel et al, 2006a).
Together, findings suggest pathways by which
caregiving in the elderly leads to significantly
increased risk for deleterious health outcomes
even well after the death of the spouse being
cared for.

1.3.3 Cytokines and Fatigue

Fatigue is one of the most frequent com-
plaints of cancer patients, with studies showing
40–75% of patients reporting feeling tired
and weak and with rates up to 95% dur-
ing chemotherapy and/or radiotherapy treatment
(Kangas et al, 2008). Much of the fatigue that
cancer patients experience may be attributed to
cytokines that are elevated either by the cellular
response to the cancer itself or by its treatment.

High levels of certain endogenous cytokines
(e.g., TNF-α) are associated with tumor genesis
and growth. Treatments such as chemotherapy
and radiation therapy are associated with eleva-
tions in TNF-α, as well as other inflammatory
cytokines including IL-1Ra and IL-6, which in
turn are associated with elevations in fatigue.

We have shown that circulating levels of
the cytokine vascular endothelial growth factor
(VEGF) are elevated in response to chemother-
apy for breast cancer and that these elevated lev-
els are associated with the significantly increased
feelings of fatigue and poorer quality of life
that result from chemotherapy (Mills et al, 2004,
2005). Elevations in cytokines may also per-
sist along with fatigue well after treatment. For
example, significantly higher serum levels of
IL-1Ra and sTNF-RII have been found among
breast cancer survivors who report a high level of
fatigue as compared to low-fatigued breast can-
cer patients, independent of depression (Bower
et al, 2002). Higher levels of fatigue prior to the
initiation of chemotherapy for breast cancer may
predict poorer outcomes related to treatment.
Our group has found that breast cancer patients
with high fatigue prior to chemotherapy experi-
ence poorer sleep in response to chemotherapy
(both subjectively and objectively), compared to
those with lower fatigue prior to chemotherapy
(Liu et al, 2009). Whether these alterations in
sleep patterns for high-fatigued patients are asso-
ciated with alterations in cytokine responses to
chemotherapy remains to be elucidated.

1.3.4 Cytokines and Depression

It is well known that administration of inflam-
matory cytokines to treat medical diseases
(such as the use of ILs to treat Hepatitis C)
induces depressive symptoms (Patten, 2006).
Inflammation found in many diseases has been
implicated in the development of depressive
symptoms and in the pathophysiology of depres-
sion itself, although this literature has not been
consistent. Part of our work on depression and
inflammation has focused on the role of general-
ized inflammation in the etiology of depression
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in heart failure (Rutledge et al, 2006). Studies
of patients with other cardiovascular diseases,
including coronary heart disease, report that
patients with depressive mood have elevated IL-
6 and C-reactive protein levels (Empana et al,
2005).

Other studies have looked at inflammation–
depression links in otherwise non-ill popula-
tions. Unmedicated patients with major depres-
sion show elevated levels of IL-6 and TNF-
α compared to normal controls (Yang et al,
2007a). Paradoxically, studies that have exam-
ined the number and activity of lymphocyte
subsets, such as natural killer cells, typically
show reduction in number and/or cytotoxicity. In
addition to direct effects of cytokines on mood,
including cytokine-induced sickness behavior,
elevation of proinflammatory cytokines IL-2 and
TNF-α can activate tryptophan- and serotonin-
degrading enzymes, resulting in a decrease in
brain serotonin, further supporting depressed
mood (Muller and Schwarz, 2007).

1.3.5 Cytokines and Sleep

Cytokines can be both sleep inducing (e.g., IL-
1β, TNF-α) and sleep inhibiting (e.g., IL-10
and IL-4), depending on the cytokine, the dose,
and the circadian phase (Opp, 2005), although
their sleep-associated effects are often less than
straightforward. Sleep inhibiting cytokines may
exert their effects through antagonizing somno-
genic cytokines. IL-10 and IL-4, for exam-
ple, may inhibit sleep by inhibiting the pro-
duction of IL-1β and TNF-α (Kelley et al,
2003). Administration of TNF-α, IL-1β, or IL-18
increases the amount of non-rapid eye movement
(NREM) sleep time and decreases the duration
of REM sleep. TNF-α or IL-1β also increases
the amplitude of slow-wave EEG, while admin-
istration of IL-10 and IL-4 on the other hand
inhibits NREM. While circulating IL-2 levels
increase during sleep, there is little evidence that
there is a direct sleep promoting effect of IL-2.
Although the precise mechanisms of the somno-
genic or anti-somnogenic effects of cytokines
have yet to be fully elucidated, growth hormone

releasing hormone, corticotropin releasing hor-
mone, prostaglandins, and molecular intermedi-
ates (e.g., activation of the DNA transcription
binding protein NF-κB) have been implicated.

Like TNF-α, IL-6 is a somnogenic proin-
flammatory cytokine associated with disturbed
sleep and with fatigue (Vgontzas et al, 2005).
IL-6 negatively correlates with the amount of
sleep as well as the depth of sleep. Better sleep
is associated with decreased daytime secretion
of IL-6, while nocturnal sleep disturbances are
associated with increased daytime levels of IL-
6, as well as TNF-α. In older adults, elevated
IL-6 levels are associated with poor sleep and
sleep disturbances, particularly when accompa-
nied by elevations in cortisol levels (Vgontzas
et al, 2003). We recently showed that disturbed
sleep in spousal caregivers of Alzheimer’s dis-
ease patients is associated with elevated levels of
IL-6, as well as the coagulation marker D-dimer
(Mills et al, 2008) (Fig. 45.2). Inflammation is
common in the sleep disorder obstructive sleep
apnea. Studies show that in addition to IL-6,
TNF-α levels are elevated in OSA independent
of obesity and the circadian rhythm of TNF-α is
disrupted (Vgontzas et al, 2000).

1.4 Cytokine Measurement

When examining cytokines in biological fluids
there are two broad categories for methods of
measurement. Immunoassays measure the preva-
lence of cytokines or their soluble receptors by
using either radioisotope-tagged antibodies (i.e.,
radioimmunoassays or RIA) or enzyme-linked
antibodies (i.e., enzyme-linked immunosorbant
assays, or ELISAs) that are specific for certain
peptides that are part of the cytokine structure.
Strengths of immunoassays in general are their
ease in use and relatively low cost, combined
with relatively high specificity due to the use
of monoclonal antibodies. Bioassays measure
cytokine functionality as indexed by specific
biological responses such as chemotaxis (move-
ment through a chemical diffusion gradient),
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Fig. 45.2 Shown are minutes spent awake after sleep
onset (a), circulating D-dimer levels (b), and circulat-
ing IL-6 levels (c) in spousal caregivers of Alzheimer’s
disease patients with high (high CDR) and low (low
CDR) clinical dementia ratings (CDR) and non-caregiver
controls. High CDR caregivers were those caring for
moderate and severe dementia patients, while low CDR
caregivers were those caring for questionable and mild
dementia patients. Male caregivers caring for spouses

with moderate and severe dementia (high CDR) spent
more time awake after sleep onset than females caring
for spouses with more severe dementia, and males car-
ing for low dementia spouses and non-caregiving males
(p < 0.02), and D-dimer levels and IL-6 were elevated (p
<0.05). Independent of sleep, IL-6 levels were elevated (p
< 0.05) in caregivers caring for spouses with more moder-
ate to severe Alzheimer’s disease (high CDR) compared
to non-caregivers (Mills et al, 2008)
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proliferation (increase in numbers of the par-
ticular cell line), cytotoxicity (ability of cells
to kill pathogens), expression of cell surface
molecules, or subsequent release of specific pro-
teins. Bioassays thus give the researcher infor-
mation simply not only about soluble cytokine
levels but also about some aspect of their func-
tionality. Although they are very sensitive tests,
they are generally less specific, less reliable, and
more time-consuming than immunoassays.

Other methods exist for examining whole
cells’ capacities to produce and release
cytokines. Two such notable methods are
flow cytometry and ELISPOT (enzyme-
linked immunospot), both of which measure
the abilities of single cells to produce or
release cytokines, respectively. The major-
ity of studies discussed in this chapter
relied on ELISA methods for measuring
circulating levels of cytokines in peripheral
blood.

2 Leukocyte Trafficking and Cellular
Adhesion Molecules

Circulation of immune cells throughout the body
is a critical component of immunosurveillance.
Even though only 2% of total leukocytes are
in the peripheral circulation at any given time,
they provide a diagnostic account of the func-
tional status of the immune system. The majority
is homed in lymphoid organs and the rest are
diffusely distributed in other organs. Cellular
adhesion molecules (CAMs) play a central role
in mediating leukocyte migration and homing, as
well as cell-to-cell interactions and adhesion.

Trafficking, rolling, and firm adhesion of
leukocytes to sites of inflammation are mediated
by diverse families of CAM ligand/receptor pair-
ings (Radi et al, 2001). Inflammatory cytokines
and chemokines (chemotactic cytokines) and
antigen recognition by immune cells lead to
the expression of CAMs on both immune cells
and endothelial cells. Leukocytes then attach
to endothelial cells lining the infected areas

(“firm adhesion”) and penetrate into the tis-
sue (“transmigration”). The adhesion of leuko-
cytes to the endothelium involves multiple pro-
cesses, including the initial contact of leuko-
cytes to the endothelium (mediated by selectins)
and tethering loosely to carbohydrate ligands
(like GlyCAM-1) as they roll along the sur-
face. During leukocyte activation, chemokines
are released by the endothelium and trigger inte-
grin LFA-1 (CD11a) expression on the leukocyte
surface to bind tightly to intercellular adhesion
molecule ICAM-1 (CD54) on the endothelium.
This event leads to eventual transendothelial
migration (extravasation). CAMs such as L-
selectin (CD62L), ICAM-1, and the vascular
CAM VCAM-1 (CD106) are shed in a solu-
ble form during the process and can further
participate in biological processes.

2.1 CAMs and Behavioral Stressors

Numerous studies demonstrate mobilization of
immune cells in response to acute and chronic
psychological as well as physical stressors
(Goebel and Mills, 2000). Evidence dates back
to the 1930s when Farris described the relation-
ship between emotional stress and increases in
the number of circulating leukocytes. During the
past two decades, with the more sophisticated
research tools and techniques available, investi-
gators have been actively examining the nuances
of these phenomena, as well as researching the
mechanisms that regulate them. Stress-induced
leukocytosis is cell subset-specific and there is
a dose–response-based on the intensity of the
stressor.

2.1.1 CAMs and Acute Behavioral Stressors

Acute psychological stress leads to leukocyto-
sis, with the magnitude depending on the type
and duration of the stressor. A typical response
shows a marked increase in the circulation of
natural killer (NK) and CD8+ T cell subsets, a
decrease in the CD4+/CD8+ ratio, and possible
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small increases in B cells. Some types of NK
subsets are more responsive to stressor than oth-
ers. For example, the more cytotoxic CD56Lo

expressing NK cells will triple in number in cir-
culation while more immunoregulatory CD56Hi

expressing NK cells will not change (Bosch et al,
2005). Part of the reason resides in the differ-
ences in CAM expression across these cell sub-
types. It has been consistently shown, for exam-
ple, that the phenomenon of lymphocyte subtype
redistribution in response to acute stress can
be differentiated according to L-selectin expres-
sion. It is primarily lymphocytes not expressing
L-selectin (CD62L−) that markedly increase in
the circulation following acute stress (either psy-
chological or physical). CD8+CD62L− T cells,
for example, show a two- to threefold increase
in the circulation following acute stress as com-
pared to CD8+CD62L+ T cells, which show
either no change or a more moderate increase.
A similar CD62L−/+ response differentiation is
shown for both CD4+ and NK lymphocytes.
This phenomenon most likely results from a
combination of events, including a preferential
release of CD62L− lymphocytes from the spleen
and marginal pools, an increased rate of adhe-
sion of CD62L+ lymphocytes, and a possible
downregulation or shedding of CD62L from the
leukocyte’s surface upon further activation.

2.1.2 CAMs and Chronic Behavioral
Stressors

It is widely believed that more enduring stressors
lead to downregulation of immune function and
increased disease susceptibility. As with acute
stress studies, CAMs appear to have an impor-
tant role in mediating the effects of chronic
stress on leukocytes. We conduced a study on
CD62L expression on T lymphocytes among
elderly (average age of 75 years) spousal care-
givers of Alzheimer patients experiencing high
stress levels due to increased caregiving burden
(Mills et al, 1999). We compared them to a group
of caregivers with a relatively low stress bur-
den from caregiving. The highly stressed care-
givers showed significantly lower numbers of

circulating CD8+CD62L− and CD4+CD62L− T
cells at rest and following an acute psycholog-
ical stressor but no differences in CD62L+ T
cells as compared to a control group (Fig. 45.3).
Lower numbers of CD62L− T cells in the cir-
culation indicate that there is decreased avail-
ability of activated/memory T cells. In addition,
this “deficit” in activated/memory T lympho-
cytes, cells that are critical in mounting immune
responses, may imply a stress-associated accel-
erated decline of immunity in these older indi-
viduals, which, in turn, might have adverse con-
sequences for health. We have also reported that
in otherwise healthy men and women, those indi-
viduals who report experiencing greater hassles
in their lives have elevated circulating levels of
soluble CAM sICAM-1 (Jain et al, 2007).

2.2 Underlying Mechanisms
and Mediators: Sympathetic
Nervous System (SNS) and
Hypothalamic–Pituitary–Adrenal
(HPA) Cortical Axis Activation

Both the SNS and the HPA axis help reg-
ulate immune cell responses to a variety of
stressors. Adrenergic projections and sympa-
thetic nerve terminals are found in many
organs of the immune system, including the
spleen. Sympathetic agonists (catecholamines)
are rapidly released from nerve endings follow-
ing acute SNS activation and act directly on α-
and β-adrenergic receptors. β2-adrenergic recep-
tors are found on all white blood cells, includ-
ing lymphocytes, neutrophils, and monocytes.
Activation of these receptors leads to lympho-
cytosis. Adherence of NK cells to endothelial
cells is decreased in a dose-dependent man-
ner after adding β2-adrenergic agonists in vitro.
Catecholamines lead to increased recirculation
of lymphocytes into the blood by decreasing the
affinity of the lymphocyte to the vessel wall
and possibly through a shedding of adhesion
molecules such as CD62L and ICAM-1 from the
cell surface.
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Fig. 45.3 In stressed vulnerable and non-vulnerable
caregivers, circulating levels of CD8+CD62L−
(a), CD8+CD62L+ (b), CD4+CD62L− (c), and
CD4+CD62L+ (d) T cells. Compared with non-
vulnerable caregivers, vulnerable caregivers had lower

circulating levels of CD8+CD62L− and CD4+CD62L−
T cells at rest (p = 0.01) and following a stressful
speech task (p = 0.01). There were no differences in
CD8+CD62L+ or CD4+CD62L+ cells (Mills et al, 1999)

Glucocorticoids induce immunosuppressive
effects. Studies demonstrate that glucocorticoids
reduce the number of circulating leukocytes and
downregulate cytokine production and chemo-
taxis, as well as downregulation of CAMs
including E-selectin (CD62E) and ICAM-1. In
vivo studies demonstrate time-related effects
of dexamethasone on ICAM-1 expression, in
which prolonged treatment significantly reduces
ICAM-1 expression on monocytes.

2.3 CAM Measurement

Assessment of soluble CAMs is typically
done by enzyme linked immunosorbent assay
(ELISA). Assessment of CAMs expressed
on immune cells is typically done by flow
cytometry.

3 Hemostasis

There are a number of hemostasis biomarkers
that are highly relevant to behavioural medicine.
The scheme in Fig. 45.4 simplifies complex
and closely intertwined hemostasis pathways.
Activation of hemostasis results in a sequential
interaction between enzymes and inhibitors
of the coagulation and fibrinolysis cascades,
of platelets, and of the von Willebrand factor
(VWF). Two pathways of blood coagulation
are commonly distinguished. Whereas the
intrinsic pathway is initiated by FXII, the
extrinsic pathway is triggered when tissue factor
becomes exposed to the blood stream at sites of
tissue damage, e.g., on material of a ruptured
atherosclerotic plaque. Tissue factor instantly
binds to circulating FVII. Both pathways result
in activation of several clotting factors in a
sort of cascade, and eventually converge in
a common activator complex. This complex
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Fig. 45.4 Hemostasis pathways. The figure shows coag-
ulation steps in solid lines and fibrinolysis steps in dashed
lines with the symbol “→” meaning activation of a
step and the symbol “�” meaning inhibition of a step.
Hypercoagulability markers thrombin–antithrombin (AT)
III complex (TAT) and D-dimer are depicted in boxes.
Von Willebrand factor (VWF), platelets, clotting factor V
and X are involved in both coagulation pathways. FXII,
FXI, FIX, and FVIII are components of the intrinsic
pathway, and tissue factor (TF) and FVII belong to the
extrinsic pathway of blood coagulation. PAI-1, plasmino-
gen activator inhibitor-1; t-PA, tissue-type plasminogen
activator (cf. text for details in terms of activation
steps)

converts prothrombin to thrombin, which, in
turn, converts fibrinogen to fibrin. Together
with platelet aggregates, fibrin forms a blood
clot that, for example, may critically occlude a
coronary artery to result in myocardial infarc-
tion. Circulating VWF mediates adherence of
platelets to sites of blood vessel injury where
platelets are activated and aggregate with each
other through fibrinogen bridges. Negatively
charged phospholipids on activated platelets
catalyze activation of circulating clotting
factors.

Termination of clot formation involves several
anticoagulant steps, e.g., binding of antithrombin
III to thrombin. This step neutralizes throm-
bin, a potent activator of several clotting fac-
tors and platelets, in a thrombin/antithrombin
III (TAT) complex. Fibrinolysis is initiated by
tissue-type plasminogen activator (t-PA) con-
verting plasminogen into fibrin-cleaving plas-
min. The breakdown of cross-linked fibrin
chains yields soluble fibrin fragments such as D-
dimer. The antifibrinolytic enzyme plasminogen
activator inhibitor (PAI)-1 is the main inhibitor

of t-PA neutralizing t-PA in a t-PA/PAI-1-
complex.

TAT and D-dimer are viewed as coagulation
activation markers because they combine sev-
eral coagulation steps leading to thrombin and
fibrin formation, respectively. In addition, TAT
and D-dimer are also hypercoagulability markers
indicating exaggerated coagulation activity. It is
important to note, that unlike individual clotting
and fibrinolysis factors, D-dimer indicates acti-
vation of the entire hemostatic system, i.e., fibrin
formation by the coagulation system and fibrin
degradation by the fibrinolytic system.

3.1 Hemostasis Factors and
Cardiovascular Disease

Numerous large-scale and prospectively
designed epidemiologic studies suggest that
hemostatic factors, for instance fibrinogen, D-
dimer, VWF, and PAI-1, predict cardiovascular
disease (CVD) in apparently healthy subjects
as well as recurrent events in patients with
established CVD (Lowe et al, 2002). These
relationships have been shown to be indepen-
dent of sociodemographic factors, lifestyle,
and established cardiovascular risk factors
smoking, diabetes, hypertension, and obesity,
all of which may affect hemostasis. Altogether,
this abundant epidemiologic research challenges
the view that hemostasis factors are mere risk
markers of CVD and do not actively contribute
to atherosclerosis. It is assumed that a procoag-
ulant milieu, as reflected by increased activity of
clotting factors, coagulation activation markers,
platelets, and the VWF on the one hand and
impaired fibrinolysis on the other will gradually
contribute to atherosclerosis progression over
many decades by promoting fibrin deposits in
the atherosclerotic vessel wall and inflammation
(Falk and Fernandez-Ortiz, 1995). Moreover, a
procoagulant milieu at the time of atheroscle-
rotic plaque rupturing will accelerate coronary
thrombus growth to determine myocardial
ischemia and damage.
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3.2 Effects of Behavioral Stressors
and Negative Affect on
Hemostasis

3.2.1 Acute Stressors

Different types of speech tasks, mental arith-
metic, mirror star tracing task and the Stroop
color-word conflict test, are regularly applied
as mental stressors in studies. This research
suggests that acute stress elicits a significant
increase both in procoagulant factors (i.e., FXII,
FVII, FVIII, fibrinogen, VWF, platelet activ-
ity) and in profibrinolytic t-PA (Table 45.1).
However, findings of an increase in coagulation
activation markers TAT and D-dimer suggests
that the concomitant activation of virtually all
hemostasis components with acute stress results
in net hypercoagulability compatible with the
evolution paradigm of Cannon (von Känel et al,
2001). We showed that, unlike changes in blood
pressure and cortisol, changes in the coagula-
tion system do not adapt in response to the same
stressor (i.e., combined speech task and mental
arithmetic) applied three times to healthy sub-
jects with an interval of 1 week (von Känel
et al, 2004a) (Fig. 45.5). Apparently, evolution
empowered humans to mount the same hyper-
coagulability any time we might potentially be
injured independent of whether or not we per-
ceived this situation as threatening.

3.2.2 Modulators of the Acute
Procoagulant Stress Response

Certain diseases and behavioral factors have
been shown to exaggerate the acute procoagu-
lant stress response. In particular, it has been
shown that D-dimer formation is increased and
fibrinolytic activation is attenuated in acutely
stressed patients with CVD such as coronary
artery disease and systemic hypertension partly
because the endothelium has become dysfunc-
tional and partially deprived of its anticoagulant
properties in atherosclerotic vessels (von Känel
et al, 2001). Also, recovery of platelet activity
after stress is delayed in patients with atheroscle-
rosis as compared to those without (Strike
et al, 2004). Anxiety, depression, and poor cop-
ing strategies (e.g., low problem solving) were
shown to be associated with greater D-dimer for-
mation with acute stress in elderly subjects who
were caregivers for a spouse with Alzheimer’s
disease (Aschbacher et al, 2005; von Känel et al,
2004b). These caregivers also experience greater
acute procoagulability to stress when they expe-
rienced relatively more negative life events in
the preceding months and if their spouse showed
relatively more severe dementia. We also found
that recovery of acute stress-induced increase
in D-dimer was relatively prolonged in school
teachers with higher levels of exhaustion and
anhedonia, as well as in those who overcom-
mitted to their job (von Känel et al, 2004a, b).

Table 45.1 Changes in
hemostasis factors with
behavioural stress

Hemostasis factor
Acute
stress

Chronic
stress

FVII ↑ ↑
FXII ↑
FVIII ↑ ↑
Fibrinogen ↑ ↑
Thrombin/antithrombin III

complex
↑ —

D-dimer ↑ ↑
Von Willebrand factor ↑ ↑/—
Platelet activity markers ↑
Plasminogen activator

inhibitor-1
— ↑

Tissue-type plasminogen
activator activity

↑ ↓

↑: increase with stress; ↓: decrease with stress; —: no response to stress
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Fig. 45.5 Lack of habituation in the acute procoagu-
lant stress response. Subjects underwent the same stressor
three times with 1-week apart. Hemostatic factors were
measured at week one and week three (but not at week
two). While there was a significant increase in Willebrand
factor (a), fibrinogen (b), clotting factor VII activity

(FVII: c) and D-dimer (d) across the two sessions (all
p values < 0.02), there was no significant difference in
the magnitude of change from baseline to stress and
45 min (recovery 1) and 105 min (recovery 2) post-stress
between testing sessions (von Känel et al, 2004a)

The latter findings may add to our mechanistic
understanding about how job stress and related
negative affect put workers at risk of developing
CVD. In sum, a hyperactive procoagulant stress
response might embed cardiovascular harm in

certain individuals with certain diseases, and at
certain times of their life as it might enhance
thrombus formation at times of plaque rupture
triggered by acute stress-induced blood pressure
peaks.
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3.2.3 Hemostasis and Chronic Stressors

As far as actual chronic stress effects, notably,
the effects of chronic stress on fibrinolytic activ-
ity are distinctly different from those observed
with acute stress (Table 45.1). Chronic stress
impairs the fibrinolytic activity such that the bal-
ance between procoagulant factors and profibri-
nolytic factors is shifted toward hypercoagula-
bility to an extent that exceeds the physiologic
net hypercoagulable changes seen with acute
stress in healthy individuals. Chronic stress has
particularly been related to increases in plasma
levels of fibrinogen, PAI-1, and D-dimer (von
Känel and Dimsdale, 2003; von Känel et al,
2001). These findings derive from investigations
on hemostasis factors in subjects with high job
strain, low socioeconomic status, and caregivers
of a demented spouse. In these studies, job strain
is mainly defined as a mismatch between job
demands and decision latitude and an imbal-
ance between effort spent and reward obtained
moderated by a personality trait of overcommit-
ment to work. Whereas relationships between
various job strain variables and elevated plasma
levels of FVII, fibrinogen, and PAI-1 on the
one hand and decreased activity of profibri-
nolytic t-PA on the other hand are independent,
most of the association between low socioeco-
nomic status and hypercoagulability becomes
insignificant when statistics control for health
habits (von Känel et al, 2001). We found that
the number of negative life events in the pre-
ceding month correlate positively with plasma
D-dimer levels in Alzheimer’s caregivers (von
Känel et al, 2003). In another study, chronically
stressed dementia caregivers had higher D-dimer
than age- and gender-equated non-caregiving
controls, even when controlling for cardiovas-
cular diseases and risk factors, life style, and
medication (von Känel et al, 2006a).

3.2.4 Hemostasis and Negative Affect

Behavioral cardiology research has identified
hemostatic perturbations in relation to differ-
ent types of negative affect, particularly depres-
sion, anxiety, and exhaustion (von Känel et al,

2001). Depression has been associated with sub-
tle platelet hyperactivity that was suggested to
be greatest in depressed patients with coronary
artery disease (von Känel, 2004). Depression
is also shown to correlate with increased fib-
rinogen in a number of cross-sectional stud-
ies. In a prospective study over almost 2 years
on healthy teachers, we found that increase in
depressive symptoms and in fibrinogen levels
are significantly correlated. Whereas controlling
for baseline level of depressive mood yielded
the association between changes in depression
and fibrinogen nonsignificant, controlling for
baseline fibrinogen levels maintained the predic-
tive value of fibrinogen change for the change
in depressive mood (von Känel et al, 2009c).
Given that in addition to being a procoagulant
factor, fibrinogen also exerts inflammatory prop-
erties; this dynamic relationship might advance
our knowledge about psychophysiologic mecha-
nisms underlying both atherosclerosis and sick-
ness behavior. The literature on hemostasis and
anxiety is comparably scant and less conclusive.
For instance, there is hypercoagulability with a
predominant activation of inhibitors in fibrinol-
ysis in psychiatric patients with phobic anxiety
(Geiser et al, 2008), whereas panic-like anx-
iety is associated with increased D-dimer but
decreased fibrinogen in factory workers (von
Känel et al, 2004c). A fairly consistent line
of research suggests that a state of profound
exhaustion ensuing from long-term psychologi-
cal strain is associated with elevated PAI-1 (von
Känel et al, 2004d). Such an antifibrinolytic
effect might help explain the observation that
excessive fatigue may precede an acute myocar-
dial infarction.

3.3 Physiological Mechanisms of
Acute and Chronic Stress Effects
on Hemostasis

Molecular studies and in vivo studies in animals
and humans convincingly demonstrate that the
SNS regulates hemostatic activity. Much of this
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knowledge derives from human studies in which
adrenergic compounds, particularly the stress
hormones epinephrine and norepinephrine, had
been infused together, with or without previ-
ous blockade of adrenergic receptors by various
drugs (von Känel and Dimsdale, 2000). Via stim-
ulation of vascular endothelial β2-adrenergic
receptors, catecholamines release FVIII, VWF,
and t-PA from endothelial storage pools into
the circulation. This phenomenon takes place
within minutes and shows dose dependency.
Catecholamines also stimulate release of FVIII
from the liver and affect hepatic clearance of
t-PA. In addition, platelets are activated by stim-
ulation of their α2-adrenergic receptors with
platelet β2-adrenergic receptors likely exerting
an inhibitory effect on platelet activation by
catecholamines. Greater sensitivity of the β2-
adrenergic receptor is associated with greater
thrombin formation in response to acute stress.
To date, there is little evidence for a significant
effect of the HPA axis and cortisol activity on the
acute stress procoagulant response. Conceivably,
evolution wanted the blood to clot instantly after
injury as mediated by the SNS. In contrast, the
HPA axis peaks its activity only 15–30 min after
stress and, therefore, is a system likely too slow
to critically limit acute bleeding.

The pathophysiologic underpinnings of the
link between hemostatic changes and chronic
stress and negative affect are far from clear,
though gene regulation, the autonomic nervous
system, and the HPA axis could all be involved.
In accordance with observed decrease in PAI-1
with chronic stress, restraint stress, and injection
of non-selective β-adrenergic substances in ani-
mals (i.e., epinephrine, isoprenalin) both result
in up-regulation of PAI-1 mRNA with a con-
comitant increase of PAI-1 activity in tissue
homogenats. In factory workers we found rela-
tionships between overnight urinary excretion of
cortisol and catecholamines on the one hand and
morning plasma levels of PAI-1, fibrinogen, and
D-dimer on the other (von Känel et al, 2004e).
In women with stable coronary artery disease
plasma levels of cortisol correlate directly with
those in fibrinogen and VWF (von Känel et al,
2008). In terms of a potential parasympathetic

modulation of hemostasis, we find an inverse
relationship between vagal indices of heart rate
variability (i.e., high-frequency power, RMSSD)
and FVII and fibrinogen in women with coronary
artery disease and factory workers suggesting
that vagal withdrawal might be associated with
hypercoagulability (von Känel and Orth-Gomér,
2008; von Känel et al, 2009d).

3.4 Coagulation Measurement

Assessment of hemostasis factors in human
plasma is typically done by ELISA or coagu-
lometric methods using factor-deficient standard
human plasma and reagents (von Känel et al,
2004a). Clotting factors, VWF, and fibrinolysis
enzymes are either measured by immunological
(i.e., antigen level) or functional (i.e., molecule
activity) methods (von Känel et al, 2001).
Several methods are available to assess platelet
activity (von Känel, 2004). These include flow
cytometry to assess expression and confor-
mational change of glycoprotein receptors on
the surface of (activated) platelets, measure-
ment of platelet releasing factors in plasma
(beta-thromboglobulin, platelet factor 4) using
ELISA technique, and in vitro aggregation stud-
ies applying all sorts of platelet agonists (e.g.,
epinephrine, serotonin).

4 Inflammation, Adhesion,
and Hemostasis: Clinical
Relevance and Future Directions
in Behavioral Medicine

Increases in rates of inflammation, cellular adhe-
sion activity, and coagulation can initiate dis-
ease and/or influence the progression of already
established disease. The effects of stressors on
these physiological systems, while serving an
earlier evolutionary need and beneficial effect for
surviving in fight and flight, are essentially nega-
tive in our modern environment which is so often
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characterized by comparably long-lasting psy-
chological stressors. Daily hassles experienced
in a rapidly changing society, years of marital
stress and job strain, and the fate of becoming
a caregiver for a loved one can elicit repetitive
and sustained inflammation and hypercoagula-
bility that has lost its protective nature, thereby
contributing to disease.

The good news is that some behavioral stres-
sors can have beneficial effects. Recent studies
provide insight into the immune-mediated posi-
tive effects of acute stressors. Edwards et al, for
example, showed that exposure to brief psycho-
logical stress can enhance the antibody response
to vaccination (Edwards et al, 2006). The appli-
cation of such findings to clinical populations,
including individuals with cancer, multiple scle-
rosis, and rheumatoid arthritis, merits investiga-
tion.

As far as behavioural interventions, if stres-
sors do interact with inflammation, adhe-
sion, and hypercoagulability in predicting dis-
ease such as cardiovascular disease, carefully
conducted behavioural intervention studies on
effects of stress management in its broad-
est sense on these endpoints seem warranted.
For instance, increasing vagal nerve activity
by behavioral modification, meditation, hypno-
sis, biofeedback, and cognitive and relaxation
therapies might enhance the cholinergic anti-
inflammatory pathway to curtail overshooting of
inflammatory responses to stress (Tracey, 2007).
In patients with coronary artery disease, stress
management increases both vagal and endothe-
lial function relative to usual care (Blumenthal
et al, 2005). In early-stage breast cancer patients
not receiving chemotherapy, mindfulness-based
stress reduction re-establishes decreased natural
killer cell activity and increases cytokine levels
relative to a control condition (Witek-Janusek
et al, 2008). While such investigations suggest
that stress management may have positive effects
on biomarkers of inflammation, adhesion, and
hemostasis, studies on whether these effects will
ultimately benefit health outcomes are sorely
needed. This seems a fruitful field for future
behavioral medicine research. For instance,
it has been shown that meditation decreases

cardiovascular and all-cause mortality in patients
with systemic hypertension (Schneider et al,
2005) and that cardiac rehabilitation particu-
larly reduces recurrent events and mortality if
it considers psychosocial treatment, including
stress management (Linden et al, 1996). It is
reasonable to hypothesize that positive effects
on inflammation, adhesion, and/or hemostasis
related to behavioral interventions are at least
partially responsible for their positive outcomes.
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Chapter 46

The Metabolic Syndrome, Obesity, and Insulin
Resistance

Armando J. Mendez, Ronald B. Goldberg, and Philip M. McCabe

A major worldwide health issue is the dramatic
increase in the prevalence of overweight and
obese individuals. According to the World
Health Organization (WHO, 2006), globally
there are over 1.6 billion overweight adults,
with approximately 400 million of them obese,
and it is projected that by 2015 approximately
2.3 billion adults will be overweight and over
700 million obese. In the United States, the
prevalence of obesity has more than doubled
from 15% of the adult population in 1973–1976
to 34% in 2003–2006 (National Center for
Health Statistics, 2008a), while the propor-
tion of overweight individuals has remained
relatively unchanged over the same period at
approximately one-third of the population.
During the same time period the incidence of
overweight and obese children in the United
States aged 2–5 years old has also more than
doubled from 5 to 11%, but remained relatively
constant in older children (approximately 17%).
Increased ponderosity places individuals at risk
for chronic diseases, including type 2 diabetes,
cardiovascular disease (CVD), hypertension,
stroke, and certain forms of cancer, which
are morbidities that are likely to increase
as individuals become overweight earlier
in life.

It is thought that the major causes of the
obesity epidemic are increased consumption of
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energy-dense foods high in saturated fats and
sugars and reduced physical activity. Obesity
is interrelated with a cluster of metabolic vari-
ables including insulin resistance, impaired glu-
cose tolerance, dyslipidemia, and hypertension
(Cornier et al, 2008) that when present together
has been referred to as the metabolic syndrome.
It has been shown that the metabolic syndrome
can increase the risk of type 2 diabetes and
CVD and that lifestyle interventions designed
to reduce body weight, increase physical activ-
ity, and attenuate the metabolic syndrome com-
ponents are associated with reductions in the
incidence of disease.

1 Defining the Metabolic Syndrome

The first broadly utilized definition of the
metabolic syndrome evolved from the work
of Reaven (1988) who described a group or
clustering of metabolic abnormalities associ-
ated with insulin resistance including glucose
intolerance, hyperinsulinemia, dyslipidemia, and
hypertension. Several refinements have been
proposed in the definition of the metabolic syn-
drome, which has also been referred to as syn-
drome X, metabolic syndrome X, insulin resis-
tance syndrome, and cardiometabolic syndrome.
Although differences exist in the definitions used
(see below), the major utility of the metabolic
syndrome classification has been to identify per-
sons with increased risk of future cardiovascu-
lar and/or diabetic complications. Diagnosis of
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the metabolic syndrome should initiate manage-
ment of the condition, primarily through lifestyle
interventions, to reduce future CVD and diabetes
risk.

There are several published definitions of the
metabolic syndrome, and while similar, each
specifies distinct criteria. The WHO published
its definition of the metabolic syndrome in 1998
(Alberti and Zimmet, 1998). In this report,
impaired glucose tolerance (IGT), insulin resis-
tance, or frank diabetes are required, in addi-
tion to two of the four other components that
include increased body weight, elevated triglyc-
erides, reduced HDL cholesterol (HDL-C), and
hypertension or presence of microalbuminuria as
a marker of vascular dysfunction (Table 46.1).
Determination of insulin resistance, measured by
the euglycemic clamp method, made this def-
inition of the metabolic syndrome difficult to
use in clinical practice or in epidemiological

studies. The WHO report identified the need
for a clearer description of the essential com-
ponents of the syndrome and further research to
support the relative contribution of each compo-
nent. Importantly, it was recognized that insulin
resistance may be the common etiology affect-
ing the other components defining the metabolic
syndrome. Also noted was the increased risk
of CVD imposed by the presence of multi-
ple metabolic syndrome components. The report
also discussed management of traditional CVD
risk factors and hyperglycemia.

Subsequent to the WHO definition of the
metabolic syndrome, the National Cholesterol
Education Panel/Adult Treatment Panel III (ATP
III) published its definition of the metabolic
syndrome in 2001 (ATP III, 2001) and later mod-
ified this definition in 2004 after the National
Heart, Lung, and Blood Institute (NHLBI)
and the American Heart Association (AHA)

Table 46.1 Definitions and criteria of metabolic syndrome

WHO (1998) ATP III (2005) IDF (2005)

Required criteria IGT, IFG, type 2 diabetes,
or insulin resistance plus
any two additional
components

Any three components Increased waist
circumference, plus any
two additional
components

Body
weight/adiposity

Waist to hip ratio:
Men >0.9
Women >0.85

Waist circumference
Men ≥102 cm
Women ≥88 cm

Gender and
ethnicity-specific values
for increased waist
circumference

Blood pressure ≥ 140/90 mmHg ≥130 mmHg systolic
≥85 mmHg diastolic

≥130 mmHg systolic
≥85 mmHg diastolic

Hyperglycemia IGT (fasting Glu < 126 and
2 h ≥ 140 and <200)
or
IFG (fasting Glu ≥ 110)
or
type 2 diabetes (fasting
Glu ≥126
or insulin resistance

Fasting Glu ≥ 100 mg/dl or
Rx for glucose or
diabetes

Fasting Glu ≥100 mg/dl or
diabetes

Triglycerides >150 mg/dl >150 mg/dl or TG lowering
Rx

>150 mg/dl
or
TG lowering Rx

HDL cholesterol Men <35 mg/dl
Women <39 mg/dl

Men <40 mg/dl
Women <50 mg/dl
or
HDL raising Rx

Men <40 mg/dl
Women <50 mg/dl
or
HDL raising Rx

Other Microalbuminuria None None

Adapted from Alberti and Zimmet (1998); Grundy et al (2004); Zimmet et al (2005)
Abbreviations: IGT, impaired glucose tolerance; IFG, impaired fasting glucose; Glu, glucose; TG, triglycerides; Rx,
prescription
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cosponsored a workshop to address issues raised
by the cardiovascular and diabetes communities
(Grundy et al, 2004a, b). In contrast to the WHO
criteria, ATP III had no requirement that IGT
or insulin resistance must exist for a subject to
be classified as having the metabolic syndrome,
but acknowledged the central role that insulin
resistance holds in the syndrome. Instead, the
diagnosis of the metabolic syndrome requires
(see Table 46.1) that any three of the five identi-
fied risk components be present (increased waist
circumference, elevated triglycerides, reduced
HDL cholesterol, elevated blood pressure, or ele-
vated fasting glucose). Another new approach
offered in the ATP III definition was the incor-
poration of an abdominal index of obesity, rather
than a generalized index because of data indicat-
ing greater predictive value of waist circumfer-
ence over body mass index (BMI) for diabetes
and CVD. The overall outcome of the 2004
workshop was to affirm the utility of the origi-
nal ATP III guidelines with minor modification
and clarifications. These included allowing for a
lower waist circumference threshold for ethnic
groups or individuals prone to insulin resistance
and allowing for triglyceride, HDL cholesterol,
and blood pressure to be counted as abnor-
mal when an individual is on drug therapy for
these conditions. Also, the threshold for ele-
vated fasting glucose was lowered from ≥110
to ≥100, as recommended by the American
Diabetes Association (but not WHO) revised
definition of impaired fasting glucose (American
Diabetes Association, 2002). Within the context
of ATP III, the metabolic syndrome is considered
a secondary target for treatment to reduce risk of
CVD, with the recognition that the presence of
any metabolic syndrome components increases
CVD risk. The risk is even greater when three
or more components are present (Klein et al,
2002; Knuiman et al, 2009; Sattar et al, 2003). It
was also suggested in the ATP III guidelines that
individual risk for CVD be assessed based on
the Framingham Risk Assessment (Wilson et al,
1998).

The International Diabetes Federation
(IDF) published its definition of the metabolic
syndrome in 2005 (Zimmet et al, 2005). This

definition emphasized central obesity, deter-
mined by gender and ethnic-specific values for
waist circumference, as a required component.
In addition, two other components were required
for the metabolic syndrome diagnosis using
similar criteria to ATP III (Table 46.1). While
the role of insulin resistance was acknowledged
as an important component associated with
the metabolic syndrome, it was omitted as a
criterion because of the difficulties in measuring
insulin resistance accurately. The IDF consensus
group also recommended additional metabolic
criteria should be included in future research
studies that might allow for future modification
of the metabolic syndrome definition. These cri-
teria include body fat distribution, atherogenic
dyslipidemia, dysglycemia, direct measures
of insulin resistance, vascular function, proin-
flammatory status, prothrombotic status, and
hormonal factors.

The metabolic syndrome definitions
described above are the most widely used
in epidemiological studies, but others have
been proposed. The European group on insulin
resistance (EGIR) proposed a modified WHO
definition of the metabolic syndrome (Balkau
and Charles, 1999), but termed it insulin resis-
tance syndrome (IRS), with the main assumption
being that insulin resistance is the major cause
of the metabolic dysregulation. By their criteria,
IRS was defined as the presence of insulin
resistance (measured as plasma insulin levels
in the upper quartile of the population) and at
least two other components (increased waist
circumference, dyslipidemia, hypertension, or
glycemia). The major purpose for developing
these criteria was to identify risk factors for
diabetes, and thus EGIR excluded subjects
from the IRS diagnosis who already had type 2
diabetes.

The American Association of Clinical
Endocrinologists (AACE) in 2003 used modi-
fied ATP III guidelines to define IRS (Einhorn
et al, 2003). This diagnosis required the pres-
ence of insulin resistance (measured as impaired
fasting glucose or impaired glucose tolerance)
and additional components based on clinical
judgment. The purpose of the AACE definition
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of insulin resistance syndrome was for identifi-
cation of individuals at risk and to provide early
and more aggressive lifestyle intervention for
prevention of disease consequences. Similar to
the EGIR, subjects with type 2 diabetes were
excluded from the diagnosis.

Recently, the IDF, NHLBI, AHA, World
Heart Federation, International Atherosclerosis
Society, and International Association for the
Study of Obesity proposed a common set of cri-
teria for the clinical diagnosis of the metabolic
syndrome (Alberti et al, 2009). This joint state-
ment now recognizes that obesity (defined by
waist circumference) should not be a prerequisite
for the diagnosis, but that it represents one of five
criteria, with the presence of any three criteria
fulfilling the diagnosis of metabolic syndrome.
This new consensus definition is very similar to
the modified ATP III definition (Table 46.1) with
the exception that the elevated waist circumfer-
ence is both population and country specific.

Application of the metabolic syndrome crite-
ria in children and adolescents requires modifi-
cation of the adult criteria, and several studies
have attempted to define childhood metabolic
syndrome (e.g., Lambert et al, 2004; Rodriguez-
Morín et al, 2004; Weiss et al, 2004). Reported
prevalence of the metabolic syndrome in pedi-
atric populations varies, and in general is low
(below 10%); however, among obese children
prevalence exceeds 30%. Recently, the IDF pub-
lished its definition of the metabolic syndrome in
children and adolescents (Zimmet et al, 2007).
For children between the ages of 6 and 10
years old, the metabolic syndrome is defined
as the presence of obesity (waist circumfer-
ence ≥90th percentile). For children and ado-
lescents between the ages of 10 and 16 years
old, the metabolic syndrome is defined as the
presence of obesity (waist circumference ≥90th
percentile) and the adult criteria for triglyc-
erides, HDL-C, blood pressure, and glucose. For
youths over 16 years of age, the panel rec-
ommends using the existing IDF criteria for
adults. More recently, the AHA published a
scientific statement of childhood metabolic syn-
drome (Steinberger et al, 2009) that examines the
issues related to metabolic and cardiovascular

risk factors within a pediatric population. This
statement identifies areas of research that require
further investigation within this population so
that lifestyle modification and medication may
be used to reduce future CVD risk.

Although the metabolic syndrome has gained
wide acceptance, there is some controversy con-
cerning its diagnostic utility and its use for
evaluating CVD and diabetes risk (Eckel et al,
2006; Greenland, 2005; Johnson and Weinstock,
2006; Kahn et al, 2005; Nilsson, 2007; Reaven,
2005, 2006, 2007; Service, 2003; Stern et al,
2004). It has been suggested that the cluster
of metabolic components in the metabolic syn-
drome represents already known and established
risk factors for CVD. Furthermore, it has been
argued that the risk associated with the presence
of the metabolic syndrome is no greater than
the additive risk of any individual component.
Regardless of the diagnosis, however, multiple
CVD risk factors might still be present and
therefore it is unlikely that clinical management
would be affected. Questions have also arisen
regarding the reliability and/or lack of data, espe-
cially from longitudinal studies, to support the
cutoff values used for each of the metabolic
syndrome components that are continuous vari-
ables. It was also noted that among the various
definitions of the metabolic syndrome, there is
inherent imprecision by which each of the crite-
ria is defined. For example, there are no specific
guidelines for how blood pressure measurements
should be taken (sitting, supine, resting prior to
measurement), and there are no clear criteria in
determining cutoff values for waist circumfer-
ence depending on ethnicity, as stated by the IDF
(Zimmet et al, 2005) and commented on in the
ATP III workshop (Grundy et al, 2004a).

Of central relevance to these arguments is the
strong association of the metabolic syndrome
components with insulin resistance. Evidence
also suggests that insulin resistance per se can
directly affect metabolic dysfunction and can
significantly account for most of the CVD and
type 2 diabetes risk attributed to the metabolic
syndrome. For example, it has been shown
that insulin resistance is strongly associated
with hyperglycemia (Abdul-Ghani et al, 2008;
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Godsland et al, 2004; Reaven et al, 1993), hyper-
tension (Ferrannini et al, 1987; Kaplan, 1991),
and dyslipidemia (Haffner et al, 1988; Orchard
et al, 1983; Zavaroni et al, 1985). This debate
is ongoing and beyond the scope of the cur-
rent chapter; however, awareness of this ongo-
ing discussion is essential to the evaluation and
interpretation of data related to the metabolic
syndrome.

2 Epidemiology of Obesity and the
Metabolic Syndrome

Based on measures of BMI, it was reported
(National Center for Health Statistics, 2008b;
Steinberger et al, 2009) that 32.7% of US adults
over the age of 20 are overweight (BMI 25.0–
29.9), 34.3% are obese (BMI ≥30.0), and 5.9%
are extremely obese (BMI ≥40.0). Although
the prevalence of overweight Americans has
remained stable since 1980, the prevalence of
obesity in adults has more than doubled dur-
ing that time period. Among ethnic groups,
45% of non-Hispanic black adults and 36.8%
of Mexican Americans were obese, whereas
approximately 30% of non-Hispanic white
adults were obese. It was also reported that
17.1% of US children and adolescents are over-
weight; a figure that has tripled since 1980
(Ogden et al, 2006).

The prevalence of the metabolic syndrome
is also increasing in the United States and
throughout the world; however, the prevalence
estimates depend upon the definition of the syn-
drome used. In addition, factors such as gender,
ethnicity, and age greatly affect prevalence, as
well as socioeconomic status and lifestyle habits
(Cornier et al, 2008). Estimates of metabolic
syndrome prevalence across all Americans have
varied between 24 and 39% (Cornier et al, 2008),
but it has been pointed out that this global statis-
tic may not be useful because the prevalence
of the metabolic syndrome increases dramat-
ically with age (Cassells and Haffner, 2006;
Ogden et al, 2006). The metabolic syndrome

prevalence increases with each decade of life,
paralleling age-related increases in obesity and
central adiposity and based on National Health
and Nutrition Examination Survey (NHANES)
data, reaches 50–60% by 60–69 years of age
(Cornier et al, 2008). Metabolic syndrome preva-
lence is highest in Hispanics and lowest in
African Americans, but the low prevalence in
African Americans may be an artifact of the
definition of the syndrome used (Cassells and
Haffner, 2006).

Type 2 diabetes affects more than 7% of
the population in the United States and is most
prevalent in the elderly and in specific ethnic
groups, such as Hispanics, African Americans,
and American Indians (Crandall et al, 2008).
Diabetes is often accompanied by many long-
term health complications, and individuals with
type 2 diabetes have a two- to fourfold increase
in risk of developing CVD and stroke. The
prevalence of the metabolic syndrome is high
in individuals with type 2 diabetes, which is
not surprising since glucose concentration is an
important factor in the metabolic syndrome, and
most diabetic individuals have waist circumfer-
ences that exceed the criterion for the metabolic
syndrome (Cassells and Haffner, 2006). Based
on NHANES data, it was reported that in dia-
betic patients over the age of 50, the prevalence
of the metabolic syndrome is 85% (Alexander
et al, 2003). It has been pointed out, how-
ever, that obesity, the metabolic syndrome,
and insulin resistance do not always go hand-
in-hand. Overweight/obese individuals can be
insulin sensitive and normal weight subjects can
be insulin resistant (Abbasi et al, 2002), which
emphasizes the complex relationship among
these variables.

3 Lifestyle Modification of the
Metabolic Syndrome, Type 2
Diabetes, and CVD

Given the accumulating evidence that metabolic
variables play an important role in type 2
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diabetes, a number of randomized clinical trials
(RCTs) have been conducted around the world
to examine whether behavioral interventions can
influence the progression of this disease. More
specifically, it was hypothesized that weight loss
and/or increased physical activity or exercise
may favorably alter metabolic processes, thereby
preventing type 2 diabetes. In addition, several
follow-up studies have examined whether these
lifestyle modifications also influence preclini-
cal markers of morbidity and mortality due to
CVD. Although there have also been long-term
lifestyle intervention trials to treat hypertension,
and shorter term trials directed at dyslipidemia,
as yet there is no evidence that lifestyle interven-
tions for the metabolic syndrome prevent CVD.

The first of these RCTs was conducted in
China beginning in 1986 (Pan et al, 1997). Over
100,000 men and women from health clinics in
the city of Daqing were screened for impaired
glucose tolerance and type 2 diabetes. Using
WHO criteria, 557 subjects were determined
to have impaired glucose tolerance and subse-
quently were randomized into one of the four
conditions: control, diet only, exercise only, or
diet-plus-exercise. The goal of the diet interven-
tion was to promote vegetable intake and lower
alcohol and sugar consumption. Overweight sub-
jects were encouraged to lose weight by reduc-
ing total caloric intake. The goal of the exer-
cise intervention was to increase leisure time
physical activity. Follow-up examinations were
conducted every 2 years over a 6-year period
to determine the incidence of type 2 diabetes.
Over the 6-year follow-up period, the cumula-
tive incidence of diabetes was 67.7% for the
control group compared to 43.8% in the diet
group, 41.1% in the exercise group, and 46.0% in
the diet-plus-exercise group. A proportional haz-
ards analysis, adjusted for differences in baseline
body mass index and fasting glucose, revealed
the three intervention groups were associated
with 31% (diet), 46% (exercise), and 42% (diet-
plus-exercise) reductions in risk of developing
diabetes. It was concluded that all three lifestyle
interventions were equally effective in prevent-
ing diabetes; however, the relationship between
the amount of weight lost and the incidence of

diabetes was inconsistent. Recently, a 20-year
follow-up study found that these interventions
over a 6-year period prevented or delayed the
onset of diabetes for up to 14 years after the
active intervention (Li et al, 2008); however,
the influence of the lifestyle modifications on
first CVD events, CVD mortality, and all-cause
mortality was inconclusive.

The Finnish Diabetes Prevention Study was
an RCT conducted on 522 middle-aged, over-
weight men and women with impaired glucose
tolerance (Tuomilehto et al, 2001). The interven-
tion group received individualized counseling
to reduce weight, total fat intake, and saturated
fat intake, while increasing fiber consumption
and physical activity. Annual follow-up exams
included OGTT to assess the presence of dia-
betes, and the mean duration of follow-up was
3.2 years. The intervention group lost a signif-
icant amount of body weight compared to the
control group over each of the first 2 years of
the study, and the cumulative incidence of dia-
betes after 4 years in the intervention group
was 11 and 23% in the control group. The risk
of developing diabetes was reduced by 58% in
the intervention group, which was directly asso-
ciated with changes in lifestyle. A subsequent
post hoc analysis focusing specifically on leisure
time physical activity in these subjects found
that increased physical activity reduced the inci-
dence of type 2 diabetes in high-risk individuals
(Laaksonen et al, 2005).

An extended follow-up of the Finnish
Diabetes Prevention Study (Lindstrom et al,
2006) assessed the extent to which lifestyle
changes and risk reduction persisted following
the termination of the counseling intervention.
Three years following the 4-year intervention,
there was still a 43% reduction in the relative
risk for diabetes in the intervention group. This
reduction in risk was related to reaching inter-
vention goals (i.e., weight loss, reduced intake
of total and saturated fat, increased dietary fiber,
and physical activity). A recent study (Herder
et al, 2009) reported that the lifestyle interven-
tion reduced subclinical inflammatory markers
at the 1-year follow-up of the Finnish Diabetes
Prevention Study; however, a separate follow-up
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study (Herder et al, 2009; Uusitupa et al, 2009)
did not find a significant decrease in the 10-year
mortality and CVD morbidity due to the lifestyle
intervention.

The largest RCT to assess the potential ben-
efits of lifestyle modification on diabetes was
the US Diabetes Prevention Program (DPP;
Knowler et al, 2002). In this RCT 3234 subjects
who were non-diabetic but had elevated fast-
ing glucose and impaired glucose tolerance were
randomly assigned to placebo, lifestyle mod-
ification, or metformin (an antihyperglycemic
drug) groups. The lifestyle intervention was
designed to achieve a 7% weight loss across 24
weeks, and subjects in this group were instructed
(and periodically counseled) to perform 150 min
per week of moderate intensity physical activ-
ity and to consume a low-fat, reduced calorie
diet. With an average follow-up time of 2.8
years, it was reported that the incidence of dia-
betes was 11.0% in the placebo group, 4.8%
in the lifestyle modification group, and 7.8%
in the metformin group. The lifestyle modifica-
tion reduced the incidence of disease by 58%
compared to placebo, whereas the metformin
intervention only reduced diabetes by 31%. It
was concluded that although both interventions
reduced the incidence of diabetes, the lifestyle
modification was significantly more effective
than the pharmacological intervention.

A subsequent DPP follow-up study (Orchard
et al, 2005) examined the prevalence of the
metabolic syndrome at baseline and as a result
of the lifestyle modification and metformin inter-
vention. It was reported that at baseline 53%
of study participants were determined to have
had the metabolic syndrome (defined as three or
more characteristics that met criteria from the
ATP III). With a mean follow-up time of 3.2
years, the incidence of the metabolic syndrome
was reduced by 41% in the lifestyle modifica-
tion group and by 17% in the metformin treated
group. Another DPP follow-up study (Hamman
et al, 2006) determined that weight loss was the
predominate predictor of the incidence of dia-
betes. For every kilogram of body weight loss
there was a 16% reduction in risk. Increased
physical activity helped to maintain weight loss,

and among the subjects who did not achieve the
weight loss goal at the end of 1 year, those who
met the exercise goal also had 44% less dia-
betes incidence. The DPP lifestyle intervention
was equally effective in all ethnic groups and
genders, but was greatest in older participants
(Crandall et al, 2008). Lifestyle intervention
also prevented increase in blood pressure, low-
ered triglycerides, LDL density, and CRP levels
and raised HDL-C significantly compared to the
placebo and metformin groups (Haffner et al,
2005; Ratner et al, 2005). The effectiveness of
lifestyle modification on diabetes incidence has
also been demonstrated in clinical trials in Japan
(Kosaka et al, 2005) and India (Ramachandran
et al, 2006), emphasizing the generalizability
of these behavioral interventions across ethnic
groups.

4 Pathophysiology of the Metabolic
Syndrome

No specific etiology is known to account for
the metabolic syndrome, nevertheless, subjects
with the syndrome exhibit a variety of metabolic
abnormalities associated with the individual
components of the syndrome. Most notable are
obesity and insulin dysregulation, which are the
most frequently occurring metabolic syndrome
components (Ervin, 2009). Multiple metabolic
abnormalities could additively or synergistically
influence the progression of CVD and diabetes.

Insulin resistance may be characterized by
impaired glucose tolerance and elevated fasting
glucose due to reduced insulin action. In the
insulin-sensitive state, insulin not only affects
glucose metabolism but also suppresses adipose
tissue lipolysis. In overweight or obese indi-
viduals, increased adiposity results in elevated
circulating free fatty acids (FFA) due to higher
rates of triglyceride lipolysis, mediated primarily
by the inability of insulin to suppress triglyc-
eride lipolysis through the action of hormone
sensitive lipase and reduced expression of adi-
pose triglyceride lipase (Jocken et al, 2007).
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Increased circulating FFA has been hypothesized
to lead to tissue-specific lipotoxicity (Kusminski
et al, 2009; Unger, 2003). Elevated FFA levels
inhibit insulin-stimulated skeletal muscle glu-
cose uptake and increase hepatic glucose produc-
tion (Boden, 1999), thus contributing to periph-
eral insulin resistance. Further, the increase in
FFA levels promotes increased hepatic triglyc-
eride synthesis and storage, and the excess
triglycerides are secreted as very low-density
lipoproteins (VLDL) (Lewis, 1997), which lead
to an increased production of LDL. Elevated
plasma triglycerides are inversely correlated
with HDL-C levels (Austin, 1989), which is
thought to occur by the action of cholesteryl
ester transfer protein (Sandhofer et al, 2006).
This leads to smaller, triglyceride-rich HDL par-
ticles with higher catabolic rate due to increased
renal clearance, which results in reduced HDL
levels (Ji et al, 2006). In similar fashion, ele-
vated triglyceride levels lead to formation of
atherogenic small, dense LDL particles which
are more slowly cleared by the LDL receptor and
thus tend to accumulate (Kwiterovich, Jr., 2002).
Therefore, increased adiposity through increased
FFA flux, and compounded by insulin resistance,
contributes to the dyslipidemia associated with
metabolic syndrome. In muscle, increased FFA
levels inhibit insulin-mediated glucose transport
activity (McGarry, 2002), affecting peripheral
glucose uptake (contributing to IGT) and even-
tually leading to hyperglycemia. Additionally,
excess FFA levels result in an increase of
myocyte triglyceride levels that have been shown
to directly affect insulin resistance in the mus-
cle (Krssak et al, 1999). Increased levels of FFA
have also been shown to mediate vasoconstric-
tion and activate the sympathetic nervous system
(SNS), potentially contributing to hypertension
and atherogenesis (Grekin et al, 1995; Tripathy
et al, 2003). The consequences of increased
adiposity can influence many of the metabolic
syndrome components directly and contribute to,
or exacerbate, the insulin-resistant state.

The SNS plays an important role in both
etiology and pathogenesis of the metabolic syn-
drome and has been linked to an increased
risk of CVD. Accumulating evidence suggests

that human obesity is characterized by increased
SNS activity and decreased cardiac vagal activ-
ity, which could contribute to the adverse con-
sequences of the metabolic syndrome (Garruti
et al, 2008; Straznicky et al, 2008; Tentolouris
et al, 2008). Schneiderman and Skyler (1996)
proposed a pathway for atherogenesis that is
based on an interactive relation among insulin
resistance, hyperinsulinemia, and sympathetic
tone. According to this notion, social and emo-
tional factors can interact with insulin-sensitive
metabolic variables to promote the develop-
ment of cardiovascular disease. Several studies
have now shown that activation of the sympa-
thoadrenal system inhibits glucose uptake by
peripheral tissue and increases hepatic glucose
uptake, thus directly impacting insulin resis-
tance and hyperglycemia (Nonogaki, 2000). In
hypertension, increased SNS activity may lead
to CVD through modifications of heart rate, car-
diac output, and renal sodium retention (Grassi,
2006). As mentioned above, stimulation of β-
adrenergic receptors increases circulating FFA
levels through increased adipose tissue triglyc-
eride lipolysis, which contributes to the dyslipi-
demia associated with metabolic syndrome and
to insulin resistance. Together, these observa-
tions suggest a direct role for SNS dysfunction in
adverse outcomes associated with the metabolic
syndrome. Still undetermined is whether sympa-
thetic dysfunction is involved in the development
of, or is a consequence of, the metabolic syn-
drome.

The metabolic syndrome condition has been
described as a proinflammatory state charac-
terized by an excessive release of inflamma-
tory cytokines, accompanied by increased oxi-
dant stress (Cornier et al, 2008). It has been
reported that in subjects with the metabolic
syndrome, plasma and tissue levels of inflam-
matory molecules are elevated, including C-
reactive protein (CRP), tumor necrosis factor-α
(TNF-α), interleukin (IL)-6, IL-1β, IL-18, and
resistin (Espinola-Klein et al, 2008; Kowalska
et al, 2008; Reilly et al, 2007; You et al,
2008). Increased adiposity contributes directly
to cytokine levels by at least two mechanisms.
The first involves increased numbers of adipose
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tissue resident macrophages, and the second
direct cytokine production by the adipocytes
(Weisberg et al, 2003; Xu et al, 2003). The
adipocyte-derived cytokines can subsequently
affect insulin action in other tissues and within
the adipocyte (Kennedy et al, 2009). IL-6 is
produced by both adipose tissue and skeletal
muscle, has been shown to be associated with
BMI and fasting insulin, and is elevated in sub-
jects with type 2 diabetes (Ruge et al, 2009).
IL-6 has been shown to affect insulin action by
interfering with insulin receptor signaling, thus
contributing to insulin resistance. Elevations of
circulating cytokines, particularly TNF-α, can
directly cause beta-cell dysfunction contributing
to IGT, hyperlipidemia, and diabetes (LeRoith,
2002). Adiponectin, a cytokine released by adi-
pose tissue, acts to sensitize tissues to insulin
action and is reduced in individuals with the
metabolic syndrome (Hung et al, 2008). Hepatic
CRP production is induced by peripheral IL-6
(and other cytokines) and may serve as a rel-
atively stable marker of inflammation and has
been shown to be an independent predictor of
CVD (Ridker et al, 2003). Population studies
have shown that subjects with the metabolic syn-
drome and elevated CRP have increased risk of
CVD relative to subjects with the syndrome and
lower CRP levels.

Inflammation, oxidative stress, and dys-
lipidemia are all factors shown to promote
CVD. Inflammatory cytokines induce endothe-
lial dysfunction through expression of endothe-
lial cell surface adhesion molecules, which
leads to macrophage infiltration of the ves-
sel wall and initiation of atherogenesis (Libby,
2006). Elevated plasma LDL results in increased
transcytosis of LDL through the vessel wall.
Intravascular oxidative stress leads to modifica-
tion of LDL to an oxidized form readily taken
up by macrophages and leading to formation
of foam cells and fatty streaks, which are the
earliest histologic manifestations of atheroscle-
rosis (Ross, 1986). Decreased plasma HDL lev-
els diminishe both the anti-inflammatory and the
anti-oxidant properties attributed to this lipopro-
tein (Movva and Rader, 2008). Additionally,
oxidant stress inhibits nitric oxide production,

which impairs vascular reactivity, further con-
tributing to CVD.

5 Assessment of the Metabolic
Syndrome and Insulin Resistance

Diagnosis of the metabolic syndrome requires
the evaluation of each of the five defined com-
ponents: insulin resistance and hyperglycemia,
elevated triglycerides, reduced HDL-C, blood
pressure, and obesity and waist circumference.
The methods and considerations for the individ-
ual assessments are described in the following
section.

5.1 Insulin Resistance and
Hyperglycemia

The WHO definition of the metabolic syndrome
is the only one that utilizes a measure of insulin
resistance as a required component, although
elevated fasting glucose levels, specified by the
ATP III and IDF definitions, are often associated
with an insulin-resistant state. Insulin resistance
can be defined as the condition in which normal
amounts of insulin are inadequate to produce a
normal insulin response from fat, muscle, and
liver cells. In mild cases of insulin resistance,
increased insulin secretion by pancreatic β cells
results in hyperinsulinemia to maintain eug-
lycemia. As insulin resistance worsens, individu-
als whose increased pancreatic insulin secretion
is unable to compensate for the reduced insulin
action develop impaired glucose tolerance and
hyperglycemia.

The “gold standard” for assessing insulin
resistance is the euglycemic insulin clamp
method (DeFronzo et al, 1979) and it remains
the method to which all other tests of insulin
sensitivity are compared. The method (Bergman
et al, 1985; Del Prato s et al, 1985; Matsuda and
DeFronzo , 1997) involves the administration
of exogenous insulin to maintain a constant



714 A.J. Mendez et al.

pre-set hyperinsulinemic level (typically 40–100
μIU/ml). Simultaneously, the plasma glucose
concentration is “clamped” at the norm fasting
levels by means of an exogenous glucose infu-
sion. Since plasma glucose concentrations are
held constant, the glucose infusion rate equals
glucose uptake by all the tissues in the body
and reflects the tissue sensitivity to exogenous
insulin. Technically, the method requires that
two intravenous lines be inserted in the subject,
one for insulin and glucose infusions and the
other for frequent blood sampling to measure
glucose levels. Glucose is measured at approx-
imately 5-min intervals and glucose infusion
rates are adjusted throughout the study to main-
tain euglycemia. Infusions are typically main-
tained for 2 h and insulin sensitivity (or its
inverse insulin resistance) is determined from
the average glucose infusion rate during the
final 40 min when steady-state conditions are
assumed. Insulin sensitivity can then be cal-
culated by published methods (Bergman et al,
1985; Del Prato et al, 1985; Matsuda and
DeFronzo , 1997).

Because the euglycemic clamp method is
expensive, time consuming, and labor inten-
sive, it is mainly used in research settings
and is not practical for large population-based
studies. Several modifications aimed at simpli-
fying the method and other surrogate assess-
ments have been proposed. The Minimal Model,
as described by Bergmann and colleagues
(Bergman et al, 1987; Finegood et al, 1984),
requires only intravenous administration of glu-
cose. It is less labor intensive than clamp
techniques, yet still requires as many as 25
blood samples over 3 h and a computer-assisted
mathematical analysis. A later refinement of
the Minimal Model utilizes a simplified 12
blood sample method, but still requires intra-
venous access and 3 h to complete (Steil et al,
1993). The Minimal Model has correlated well
with the euglycemic clamp over a broad range
of insulin sensitivities (Finegood et al, 1984;
Bergman et al, 1987); however, the correlation
was reported to be lower in subjects with ele-
vated levels of insulin resistance (Saad et al,
1994).

The oral glucose tolerance test (OGTT), rou-
tinely used for the diagnosis of impaired glucose
tolerance (IGT) and diabetes, has been used to
assess insulin sensitivity as well. Because no
intravenous access is needed, OGTT is more
practical for assessment of large populations. In
this procedure one typically uses a 75 g glucose
load in the form of a drink, and glucose and
insulin are measured at various intervals over
2 h. Using a variable number of OGTT measure-
ment time points, several mathematical models
have been used to assess insulin resistance, and
in general, these models have provided values
that are significantly correlated with data gener-
ated from the euglycemic clamp (e.g., Bergman
et al, 1987; Mari et al, 2001; Matsuda and
DeFronzo, 1999). An advantage of OGTT-based
indices is that they incorporate an assessment
of insulin resistance in both the fasting and the
postprandial phases.

Several models have been proposed to
assess insulin sensitivity using fasting (home-
ostatic) insulin and/or glucose levels (reviewed
in Grundy, 1998a; Matthews et al, 1985a;
Muniyappa et al, 2008). These measures assume
that subjects are fasting and in a basal steady-
state condition in which β-cell insulin secre-
tion is relatively constant and glucose utilization
matches glucose production. A limitation to all
procedures that rely on insulin values is the lack
of a standardized insulin assay (Sapin, 2007)
which makes the results dependent on the assay
chosen. Fasting serum insulin is a readily avail-
able measure, and elevated insulin levels can be
indicative of insulin resistance; however, fasting
insulin levels poorly correlate with insulin sen-
sitivity as measured by the euglycemic clamp
(Laakso, 1993).

The homeostasis model of insulin resistance
(HOMA) (Matthews et al, 1985b) is calculated
by the equation:

Homa = (Insulinfasting(μIU/ml)

(μIU/ml)xGlucosefasting(mg/dl)/405)

The denominator of 405 (22.5 if glucose is
expresses as mmol/l) is a normalizing factor
obtained for a “normal healthy individual”
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(fasting glucose 81 mg/dl and insulin 5
μIU/ml). Variants of the HOMA calculation
(e.g., log(HOMA) and 1/(HOMA)) have been
shown to correlate better with euglycemic clamp
results (Wallace et al, 2004). An alternative
model, the quantitative insulin sensitivity check
index (QUICKI) (Katz et al, 2000), utilizes log
transformed fasting insulin and glucose values:

QUICKI = 1/
[
log(Insulinfasting) + log(Glucosefasting)

]

QUICKI was shown to provide a better
linear correlation with the euglycemic clamp
method than other surrogate measures, includ-
ing HOMA, and is superior to the other fasting
measures of insulin resistance (Chen et al, 2005;
Ferrannini and Mari, 2004; Muniyappa et al,
2008; Pacini and Mari, 2003).

5.2 Dyslipidemia

Common components to all definitions of the
metabolic syndrome are elevated triglycerides
and low HDL-C (Table 46.1). These measures
are standardized (Myers et al, 1989), can be
determined by most reference laboratories, and
are directly comparable among most studies.
The high triglyceride/low HDL-C phenotype is
often associated with elevated levels of LDL-
cholesterol, presence of atherogenic small dense
LDL, and elevated postprandial hyperlipidemia.
Each of these factors has been shown to indepen-
dently elevate CVD risk (Grundy, 1998b).

5.3 Blood Pressure

Although none of the metabolic syndrome def-
initions provide explicit guidelines for accurate
blood pressure measurement, it is clear that
standardized methodology should be used. The
AHA scientific statement for blood pressure
measurement (Pickering et al, 2005) recom-
mends the auscultatory technique utilizing a
trained observer and mercury sphygmomanome-
ter. While many variables can affect blood pres-
sure readings, observer error accounts for the

majority of this variability (Beevers et al, 2001)
and can be substantially reduced with appropri-
ate training (Ostchega et al, 2003). For larger
studies, it is strongly recommended that appro-
priate quality assurance and control procedures
be included as an important component of study
design (e.g., Kuznetsova et al, 2002).

Detailed descriptions for blood pressure
assessment have been published (Beevers
et al, 2001; National Health and Nutrition
Examination Survey, 2009; Pickering et al,
2005). The subject should be seated with legs
uncrossed, with back support and the arm at
the level of the heart. It is recommended that
the subject then rest for 5 min before the first
reading is taken. The observer should ensure
use of the appropriate cuff size for the arm
circumference of the subject being tested. The
cuff should be inflated to at least 30 mmHg
above the pressure at which the radial pulse
disappears and deflated at a rate of 2–3 mmHg
per minute. A minimum of two readings at least
1 min apart should be taken and the average of
the readings is then reported. If the two reading
differ by more than 5 mmHg, then one or two
additional readings should be taken and the
average of all the readings reported.

5.4 Obesity and Waist Circumference

Each of the metabolic syndrome definitions
includes a measure of increased body weight or
adiposity using waist circumference as a sur-
rogate measure. Decision points for waist cir-
cumference in ATP III have been standardized
(≥102 cm for men and ≥88 cm for women),
while the IDF criteria depend not only on gender
but also on ethnicity to account for differences
in stature and body type. In contrast, the WHO
criteria utilize either the waist to hip ratio (0.9
for men and >0.85 for women) or a BMI greater
than 30 kg/m2. Each of the metabolic syndrome
definitions utilizes slightly different locations for
determination of the waist circumference. By
ATP III guidelines, the waist circumference is
measured immediately above the iliac crest. For
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WHO and IDF criteria, the waist circumference
is measured at the midpoint between the inferior
margin of the last rib and the crest of the ileum.
The difference in measurement sites has been
evaluated in several studies, and although there is
generally good agreement in defining increased
waist circumference, differences do exist that
can misclassify certain subjects (Mason and
Katzmarzyk, 2009; Matsushita et al, 2009). For
the WHO criteria, the hip circumference is also
measured at the maximum extension of the but-
tocks, which allows for calculation of the waist
to hip ratio.

Procedurally, the subject stands with their feet
shoulder width apart, arms slightly away from
the body or loosely crossed over the chest, and
with clothing pulled down below the waist. Once
the appropriate site is located, a measuring tape
is placed around the trunk of the subject perpen-
dicular to the body axis and parallel to the floor,
and measurement is taken to the nearest 0.5 cm
while the subject is exhaling. The procedure is
usually repeated twice and the average of the
two measures reported. While waist circumfer-
ence measurements are easily obtained, reports
of operator variability occur and can be reduced
with proper training. Finally, the WHO criteria
for increased body weight can also be satisfied
by calculation of BMI, which is calculated by
dividing body weight (kg) by height (in meters)
squared.

6 Conclusion

The increasing prevalence of obesity is a major
worldwide health issue. It is also clear that obe-
sity, hyperglycemia, and dyslipidemia are impor-
tant risk factors for type 2 diabetes and CVD.
Furthermore, lifestyle interventions designed to
reduce weight and body fat, as well as increasing
physical activity, have been shown to reduce the
risk of type 2 diabetes and CVD. Individuals at
high risk for these diseases exhibited a cluster of
interrelated risk factors, which has subsequently
been termed the metabolic syndrome. Clinically,

the metabolic syndrome diagnosis was imple-
mented to identify individuals at increased risk
for CVD and type 2 diabetes who might benefit
from early intervention. Unfortunately, ambigu-
ities exist in the definition of the metabolic syn-
drome making it difficult to focus on the relative
importance of each specific component of the
syndrome. There is also an active debate among
medical researchers and clinicians regarding the
utility of the metabolic syndrome diagnosis.

The components of the metabolic syndrome
are physiologically interrelated; however, the
root cause of the syndrome has not yet been
established. Clearly, obesity and insulin resis-
tance are driving forces that produce an altered
metabolic state. The pathophysiologic conse-
quences of this metabolic dysregulation include
systemic inflammation, oxidative stress, and
dyslipidemia that affect disease burden. Further
research is needed to better define the metabolic
syndrome and to better understand its physiolog-
ical origins and the contribution of the individual
components to disease morbidity and mortality.
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Chapter 47

The Non-invasive Assessment of Autonomic
Influences on the Heart Using Impedance
Cardiography and Heart Rate Variability

Julian F. Thayer, Anita L. Hansen, and Bjorn Helge Johnsen

1 Autonomic Balance and Health

There is growing evidence for the role of the
autonomic nervous system (ANS) in a wide
range of somatic and mental diseases. The
ANS is generally conceived to have two major
branches – the sympathetic system, associated
with energy mobilization, and the parasympa-
thetic system, associated with vegetative and
restorative functions. Normally, the activity of
these branches is in dynamic balance. When
this changes into a static imbalance, for exam-
ple under environmental pressures, the organism
becomes vulnerable to pathology.

The sympathetic nervous system is also fur-
ther sub-divided into alpha-adrenergic and beta-
adrenergic components. However, it is important
to note that these distinctions, though based in
anatomy and physiology, are largely for peda-
gogic purposes. That is, the body is a unified
entity such that challenges energize the whole
body in an attempt to produce a context appro-
priate response. This is similar, and of course
related, to the idea that the whole brain is
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involved in generating responses and is also
consistent with modern, parallel-distributed pro-
cessing models. This is extremely important to
remember as we search for measures that index
different, specific aspects of function. Most mea-
sures will represent the confluence of a number
of processes and in the context of the dynam-
ics of a response where cascades are initiated
and compensatory processes recruited, any out-
come index that we generate will most likely be
more complex than our current knowledge can
accommodate. This will yield sometimes con-
flicting findings and will tax our ability to find
universally consistent relationships.

Autonomic imbalance, in which one branch
of the ANS dominates over the other, is asso-
ciated with a lack of dynamic flexibility and
health. Empirically, there is a large body of
evidence to suggest that autonomic imbalance,
in which typically the sympathetic system is
hyperactive and the parasympathetic system is
hypoactive, is associated with various patholog-
ical conditions (Sztajzel, 2004). In particular,
when the sympathetic branch dominates for long
periods of time, the energy demands on the sys-
tem become excessive and ultimately cannot be
met, eventuating in death. The prolonged state
of alarm associated with negative emotions like-
wise places an excessive energy demand on the
system. On the way to death, however, prema-
ture aging and disease characterize a system
dominated by negative affect and autonomic
imbalance.

Like many organs in the body, the heart is
dually innervated. Although a wide range of
physiologic factors determine cardiac functions
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such as heart rate (HR), the ANS is the
most prominent. Importantly, when both cardiac
vagal (the primary parasympathetic nerve) and
sympathetic inputs are blocked pharmacologi-
cally (for example, with atropine plus propra-
nolol, the so-called double blockade), intrinsic
HR is higher than the normal resting HR (Jose
and Collison, 1970). This fact supports the idea
that the heart is under tonic inhibitory con-
trol by parasympathetic influences. Thus, resting
cardiac autonomic balance favors energy con-
servation by way of parasympathetic dominance
over sympathetic influences. In addition, the HR
time series is characterized by beat-to-beat vari-
ability over a wide range, which also implicates
vagal dominance as the sympathetic influence
on the heart is too slow to produce beat-to-beat
changes (Saul, 1990). Low heart rate variabil-
ity (HRV) is associated with increased risk of
all-cause mortality, and low HRV has been pro-
posed as a marker for disease (Task Force, 1996;
Thayer and Lane, 2007).

2 Aspects of Cardiac Function:
Chronotropy, Inotropy, and
Dromotropy

With respect to autonomic influences on car-
diac function it is useful to distinguish at
least three types of functions, each with its
own unique relationship with ANS activation
including sympathetic–parasympathetic interac-
tions (Berne and Levy, 2001, a highly recom-
mended reference). For example, the heart is
composed of a number of types of effector tis-
sues such that, for example, the influence of
ANS activation at the sinoatrial (SA) node is
different from that at the atrioventricular (AV)
node. In general the parasympathetic influences
dominate the sympathetic influences on cardiac
function. With respect to the control of heart rate
(known as chronotropy) there have been numer-
ous demonstrations of the predominance of the
parasympathetic influences. In a classic paper,
Levy and Zeiske (1969) showed that the effect
of a given level of parasympathetic stimulation

varied as a function of the background level
of sympathetic stimulation. Specifically, the
decrease in HR associated with a given parasym-
pathetic stimulus was greater the greater the
level of background sympathetic activity. They
termed this effect “accentuated antagonism.”
This effect represents the differential effect of
sympathetic and parasympathetic influences at
the sinoatrial node. Accentuated antagonism is
thought to be due to both pre-junctional and
post-junctional neurotransmitter effects (Levy,
1997; Uijtdehaage and Thayer, 2000).

The ANS effects are somewhat different at
the atrioventricular node. In the absence of
background sympathetic activity, the effect of
parasympathetic stimulation on cardiac contrac-
tility (known as inotropy) is negligible. However,
in the presence of sympathetic background activ-
ity the effect of parasympathetic activation pro-
duces a substantial (and non-algebraically addi-
tive) decrease in contractility (Levy, 1997).

Moreover, at the AV junction the conduction
speed of the electrical impulse (known as dro-
motropy) increases with sympathetic activation
and decreases with parasympathetic activation
with an interaction that is algebraically addi-
tive such that simultaneous maximal stimulation
leads to essentially a zero net effect (Levy and
Martin, 1996).Thus in order to accurately inter-
pret the effects of a given autonomic influence
on the heart, knowledge of the level of activity
of both branches is necessary.

In the service of the organism the individ-
ual measures that can be derived from non-
invasive measurements such as impedance car-
diography and HRV tend to cluster into patterns
associated with regulatory functions. This pat-
terning has been examined in the context of
what has been called “cardiovascular activation
components (CAC)” (Stemmler et al, 1991).
These CAC’s can be described in both func-
tional and anatomical/physiological terms. For
example, measures that index cholinergic acti-
vation tend to overlap with measures associated
with cardiac chronotropy such as HR, various
indices of HRV, and left-ventricular ejection time
(LVET: a sympathetic chronotropic measure
derived from impedance cardiography; Thayer
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and Uijtdehaage, 2001). Similarly, measures that
index beta-adrenergic activation such as pre-
ejection period (PEP), stroke volume (SV), car-
diac output (CO), and the Heather Index of
contractility (HI) are associated with cardiac
inotropy. Total peripheral resistance (TPR), a
measure that can be derived from the com-
bination of impedance derived CO and blood
pressure recordings, is associated with alpha-
adrenergic activation.

One of the purposes to which impedance
cardiography has been applied is in the charac-
terization of individuals as either cardiac reactors
or vascular reactors (Sherwood et al, 1990b).
This is based upon the relationship between
CO and TPR as components of blood pressure.
Specifically, mean arterial pressure (MAP) =
CO X TPR. Thus any given blood pressure
is multiply determined and could arise from
changes in either CO or TPR or both. Stevo
Julius (Brook and Julius, 2000) has proposed a
model of the development of hypertension which
posits that the initial stages of the progression to
hypertension are associated with increased CO
but normal TPR. However, over time and with
the establishment of the hypertensive state, CO
returns to normal and TPR becomes elevated.
Both Ring and colleagues (2002) and Miller and
Ditto (1988) have shown that during an extended
laboratory stress session a similar shift in hemo-
dynamics takes place such that blood pressure
elevations are initially due to increases in CO
but over the course of the task (order of mag-
nitude 10 min) there is a shift such that the same
blood pressure is maintained by increased TPR.
These distinctions are of more than academic
interest. In particular, it has been shown that
the deleterious effects of elevated blood pres-
sure with respect to end-organ damage, morbid-
ity, and mortality are due primarily to elevated
TPR. For example, in both normotensive and
hypertensive individuals it has been shown that
elevated BP via TPR but not CO is associated
with increased risk for cardiovascular events and
death (Fagard et al, 1996; Mensah et al, 1993).
Recent research (Ottaviani et al, 2006) has fur-
ther refined the way in which individuals are
characterized with respect to their hemodynamic

profile with Ottaviani and colleagues showing
superior prediction of ambulatory blood pres-
sure by this new approach compared to previous
classification schemes.

3 The Baroreflex

A primary function of the cardiovascular sys-
tem is to maintain optimal arterial blood pressure
and to provide adequate blood flow to the brain
and other vital organs. In response to environ-
mental demands blood pressure and the distri-
bution of blood flow throughout the body are
finely tuned by an intricate system that includes
the arterial baroreflex. Baroreceptors, which are
stretch-sensitive nerve terminals mainly located
in the central vascular tree and the heart, sense
changes in blood pressure. These barorecep-
tors send afferent signals to the brain which
reflexively adjust efferent outputs to regulate the
changes in blood pressure. When blood pres-
sure increases it elicits reflex decreases in heart
rate, cardiac contractility, and vascular resistance
via parasympathetic activation and sympathetic
inhibition. Similarly, decreases in blood pressure
elicit reflex increases in heart rate, cardiac con-
tractility, and vascular resistance via parasym-
pathetic inhibition and sympathetic activation
(Benarroch, 2008).

This system serves to maintain optimal short-
term blood pressure primarily through the regu-
lation of heart rate and provides for the dynamic
beat-to-beat regulation of blood pressure via
negative feedback. It is important to understand
that this dynamic system has many variables that
can be indexed by ICG and HRV. Moreover, we
typically capture only a snapshot of this continu-
ously running movie. Thus our measures of heart
rate, cardiac contractility such as PEP and CO,
and vascular resistance such as TPR averaged
over some time interval do not fully reflect the
complex dynamic interplay of stimulus initiated
cascades and compensatory responses.

Moreover, until recently it was thought that
the major determinant of long-term blood pres-
sure was fluid volume and that the baroreflex
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played little role in such long-term regulation
(Coleman et al, 1977). However, recent research
suggests a much more prominent role for the
baroreflex in long-term blood pressure regu-
lation and thus the baroreflex takes on even
more importance in our understanding of auto-
nomic influences on cardiovascular regulation
(see Thrasher, 2006, for the history of this
controversy and the recent evidence suggest-
ing a role for the baroreceptors in long-term
blood pressure regulation). Briefly, recent evi-
dence suggests that baroreceptor afferent activ-
ity is chronically elevated in hypertension that
prolonged afferent stimulation of the barorecep-
tors is associated with reductions in long-term
blood pressure, and that baroreflex sensitivity is
inversely related to ambulatory blood pressure in
humans (Lohmeier, 2001; Lohmeier et al, 2004;
Hesse et al, 2007).

Whereas a complete exposition about the
baroreflex is beyond the scope of the present
chapter, we will briefly summarize several key
aspects of baroreflex function and measurement.
Several indices of baroreflex function have been
suggested and defined (Duschek and Reyes del
Paso, 2007; Parati et al, 2000). Baroreflex sensi-
tivity (BRS) refers to the extent of reflex changes
in heart rate following fluctuations in blood pres-
sure. The function of the baroreflex, though
dually innervated, is largely under parasympa-
thetic control and the various indices of barore-
flex function correlate with vagally mediated
HRV (Benarroch, 2008; Duschek and Reyes del
Paso, 2007). As such baroreflex sensitivity is
another index of parasympathetic activity that
can be used to assess the autonomic influences
on the cardiovascular system.

Parati and colleagues (2000) have provided an
excellent review of the measurement of barore-
flex sensitivity both in clinical medicine and in
research. Two approaches are especially salient
for the present discussion. Both methods rely on
spontaneous fluctuations in HR and BP. The first
method examines the sequence of changes in
heart period (the inverse of heart rate) and BP in
the time domain to find periods of spontaneous
reflex adjustments and is called the “sequence”
method.

Another method based on the spectral anal-
ysis of simultaneously recorded heart rate (IBI)
and BP is called the spectral method and
yields an index called the “alpha coefficient.”
Whereas the “sequence” method and the “spec-
tral” method are correlated they are derived dif-
ferently and have different characteristics. Most
importantly, they have both been shown to be
valid measures of baroreflex sensitivity and thus
of autonomic influences on the cardiovascular
system (Duschek and Reyes del Paso, 2007;
Parati et al, 2000).

In summary, the use of non-invasive indices
of autonomic control of the heart derived from
impedance cardiography and HRV are useful and
essential tools for behavioral medicine research.
However, to fully utilize the wealth of data that
can now be produced by turn-key systems a more
comprehensive understanding of the complexi-
ties of the many factors that go into the outcome
measures is necessary if we are to make rea-
sonable inferences from our data. Hopefully the
preceding discussion will aid in this endeavor. In
the following, we will first discuss issues related
to impedance cardiography and then address
issues related to HRV.

4 Impedance Cardiography

Impedance cardiography (ICG) was introduced
more than 40 years ago as a non-invasive tech-
nique to measure systolic time intervals and
cardiac output (CO). The primary measures that
can be derived from the ICG signal are sys-
tolic time intervals [total ejection time (ET),
pre-ejection period (PEP), and left-ventricular
ejection time (LVET); see Fig. 47.1] and stroke
volume (SV). In combination with the electro-
cardiogram (ECG; and sometimes the phono-
cardiogram to measure the heart sounds) the
ICG signal can be used to index the opening
and closing of the left ventricle and thus can
be used to calculate the systolic time intervals.
However, the calculation of SV is the major
variable derived from the ICG. ICG involves
the application of a low voltage, high-frequency
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Fig. 47.1 The top trace is the firstderivative of the
impedance (Z) signal. The second trace is the untrans-
formed impedance signal. The third trace is the ECG and
the fourth trace is the phonocardiogram signal. The time
between A (which coincides with the R spike of the ECG)

and B is the pre-ejection period (PEP), the time between
B and X is the left-ventricular ejection time (LVET),
and the time between A and X is the total ejection time.
Adapted from the web version of Mamivuo and Plonsey
(1995; Figure 25.4)

signal to the thoracic cavity. Because blood is a
conductor of electricity, blood flow in the thorax
can be calculated as the difference between the
impedance associated with the blood flow during
each heart beat. The most commonly used for-
mula for the calculation of SV is due to Kubicek
and uses the distance between the electrodes
used to record the applied electrical current, the
LVET, the resistivity of the blood, the baseline
impedance, and the change in the slope of the
first derivative of the ICG signal (Sherwood et al,
1990a). From these measures there are numer-
ous indices that can be derived (see Sherwood
et al, 1990a, for a complete description of the
various indices). There is little debate in the
literature about the ability of ICG to produce
accurate absolute measures of the systolic time
intervals (Cybulski et al, 2004). Furthermore,
there is a general consensus on the ability of
ICG to produce accurate relative levels of SV
and thus to accurately track changes in SV and
CO. However, there is a continuing controversy
about the ability of ICG to produce accurate

absolute levels of SV and thus CO. Part of this
controversy stems from the fact that there is
no truly agreed upon “gold standard” for the
measurement of SV and CO (Jensen et al, 1995).

Both invasive and non-invasive methods for
the assessment of SV and CO have relative
advantages and disadvantages. Some methods
such as the thermodilution method are not prac-
tical for use in behavioral medicine research.
Others such as echocardiography require an
experienced technician. Most importantly, recent
technological advances have produced reliable
and easy to use ambulatory devices for the mea-
surement of ICG. The ability to record measures
of cardiac dynamics in an ambulatory setting
is a major advance for behavioral medicine
research. In addition, recent studies suggest that
such methods may yield measures of abso-
lute levels of SV that are at least as reliable
as measures derived from echocardiography in
both supine and tilted postures (Cybulski et al,
2004). These authors noted that in the supine
position there were no differences between SV
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measures via ICG compared to those measured
by echocardiography. In the tilt position they
noted that the ICG gave values that were 6 ml
greater than echo-derived values but it was
unclear if the ICG or the echo values were the
source of the discrepancy.

Researchers have many questions about the
use of impedance cardiography. One question
concerns the use of ICG to obtain absolute val-
ues of SV and CO. As indicated above, this is
an area of continuing controversy. Perhaps the
safest answer is that ICG can be used to get good
relative measures of SV and thus CO and TPR.
Despite several studies suggesting that ICG can
provide accurate absolute levels, caution should
still be exercised when interpreting ICG-derived
measures of SV and CO. Recently, other meth-
ods to assess SV and CO based upon pulse con-
tour analysis have become available (Wesseling
et al, 1993). Data suggest that the bias associ-
ated with the pulse contour method may be the
least followed by ICG-based measures with ther-
modilution methods yielding the least reliable
measures (Bogert and van Lieshout, 2005; Doerr
et al, 2005).

Another question concerns the need to cor-
rect measures of SV, CO, and TPR for body size.
Again there is a lack of consensus on this ques-
tion. Men, due to their larger body and heart size,
often have larger values for SV and CO than do
women. Therefore, if one wants to make infer-
ences about absolute levels of SV or CO between
groups and the groups differ in their gender com-
position or body size, this may be problematic.
Under such circumstances SV and CO values
may be corrected for body size by an equation
that weights SV and CO values by body surface
area (see Sherwood et al, 1990a). This produces
what are called SV index and CO index. By
using this corrected value of CO in calculations
of TPR one also gets a TPR index measure. On
the other hand, differences in body size do con-
tribute to absolute differences in SV and CO
(and may affect changes in these measures as
well). Therefore “correction” for body surface
area may obscure “real” biological differences.

Issues about the use of spot electrodes
versus band electrodes are another area that

researchers have investigated. McGrath and
colleagues (2005) recently revisited this topic
with their own investigation as well as provid-
ing a detailed review and critique of five previous
comparison studies. Despite various differences,
inconsistencies, and shortcomings among the six
studies, these authors concluded that given the
better signal-to-noise ratio, validity, and partic-
ipant comfort associated with spot electrodes as
well as the increasing use of ambulatory devices,
spot electrodes appear to be the better solution.

4.1 The Genetics of Impedance
Derived Measures

There is surprisingly little research on the genet-
ics of cardiac contractility (inotropy) and the
associated measures derived from impedance
cardiography. A recent study using an extended
twin design reported that heritability estimates
for PEP, PEP/LVET ratio, and HI ranged from
48 to 62% for PEP, 35 to 58% for PEP/LVET,
and 38 to 50% for HI (Kupper et al, 2006). It was
concluded that these impedance derived indices
of cardiac contractility showed substantial evi-
dence of heritability. In a bi-racial sample of
youths, the heritabilities for CO and SV were
reported as 50 and 56%, respectively. However,
significant ethnic differences were found for
TPR with a heritability of 51% for African
Americans and a surprising 18% for European
Americans (Snieder et al, 2003). In addition
molecular genetic studies have linked indices
of cardiac contractility to chromosome 11 of
the human genome and the beta-2 adrenergic
receptor gene has been associated with SV and
TPR (Arnett et al, 2001; Snieder et al, 2002;
Tang et al, 2002). Clearly additional research is
needed in this area.

4.2 Summary

Impedance cardiography is a useful, albeit
imperfect, technique for the measurement of
cardiac hemodynamics. Measures of systolic
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time intervals and thus indices of the auto-
nomic influences on certain indices of cardiac
chronotropy (e.g., LVET) and inotropy (e.g,
PEP) are relatively problem free from a measure-
ment perspective. However, measures of SV and
thus CO are more problematic. Absolute values
of these measures must be treated with caution.
Because of the lack of a clear “gold standard,”
there will always be some uncertainty associated
with measures of SV and CO derived from any
technology – impedance cardiography included.

5 Heart Rate Variability

The basic data for the calculation of all the mea-
sures of HRV is the sequence of time intervals
between heart beats (see Fig. 47.2, top trace).
This interbeat interval time series is used to
calculate the variability in the timing of the
heart beat. As mentioned earlier, the heart is
dually innervated by the autonomic nervous sys-
tem such that relative increases in sympathetic

Fig. 47.2 The top trace shows an IBI time series. The
highlighted portion is shown in more detail in the sec-
ond tracing. The figure and values on the left are from a
fast Fourier transform (FFT) analysis and those on the
right are from an autoregressive analysis of the high-
lighted data. The tables show the frequency band, peak

frequency, power, percentage power, and power in nor-
malized units. Whereas the values from the two methods
are similar they are not identical. Adapted from the output
of free software provided by the Department of Applied
Physics, University of Kuopio, Finland. See Niskanen
et al. (2004)
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activity are associated with heart rate increases
and relative increases in parasympathetic activ-
ity are associated with heart rate decreases. The
parasympathetic influences are pervasive over
the frequency range of the heart rate power spec-
trum whereas the sympathetic influences “roll-
off” at about 0.15 Hz (Saul, 1990; see Fig. 47.2
bottom panels). Therefore high-frequency HRV
represents primarily parasympathetic influences,
with lower frequencies (below about 0.15 Hz)
having a mixture of sympathetic and parasym-
pathetic autonomic influences. The differential
effects of the ANS on the sinoatrial node, and
thus the timing of the heart beats, are due to
the differential effects of the neurotransmitters
for the sympathetic and parasympathetic nervous
systems. The sympathetic effects are on the time
scale of seconds whereas the parasympathetic
effects are on the time scale of milliseconds.
Therefore the parasympathetic influences are the
only ones capable of producing rapid changes
in the beat-to-beat timing of the heart (see
Fig. 47.2, middle trace). More detail concerning
the various rhythms present in the interbeat inter-
val time series is given below.

The number of publications on HRV has
risen exponentially since the first clinical use of
HRV in the assessment of fetal distress appeared
in the late 1950s (Hon, 1958). However, the
study of the various rhythms associated with
the autonomic control of heart rate has a much
longer history (see Berntson et al, 1997, for a
nice historical review). HRV may be a partic-
ularly useful measure in behavioral medicine
research. Reduced HRV is considered to be an
index of diminished health. In addition, HRV
has been associated with a number of psycho-
logical states and dispositions. Some of these
relationships particularly relevant to behavioral
medicine will be briefly summarized here but
readers are referred to the above cited reviews
for more extensive coverage of this topic.

5.1 Physiological Regulation

We have recently reviewed the literature on
the relationship between vagal function and

the risk for cardiovascular disease (CVD)
and stroke (Thayer and Lane, 2007). The
National Heart, Lung, and Blood Institute
of the US National Institutes of Health list
eight risk factors for heart disease and stroke
(http://www.nhlbi.nih.gov/hbp/hbp/hdrf.htm). It
is interesting to note that there is at least some
data to suggest that each of these risk factors
is associated with decreased vagal function as
indexed by HRV. Furthermore, emerging risk
factors for CVD and mortality such as inflamma-
tion and psychosocial factors are also associated
with decreased HRV. In addition, several large
epidemiological studies have shown that reduced
HRV is a risk factor for all-cause mortality and
morbidity (Thayer and Lane, 2007). Thus, HRV
in part due to its relationship with physical health
and physiological regulatory systems may be of
special relevance to researchers in behavioral
medicine. However, another area that will be of
importance for behavioral medicine researchers
is emotional regulation.

5.2 Emotional Regulation

We and others have recently reviewed the lit-
erature on the relationship between HRV and
emotional regulation (Appelhans and Luecken,
2006). Emotional regulation is a valuable skill
that has clear implications for health. Emotions
represent a distillation of an individual’s per-
ception of personally relevant environmental
interactions, including not only challenges and
threats but also the ability to respond to them
(Frijda, 1988). Viewed as such, emotions reflect
the integrity of one’s ongoing adjustment to con-
stantly changing environmental demands. When
the affective system works properly, it pro-
motes flexible adaptation to shifting environ-
mental demands. In another sense, an adequate
emotional response represents a selection of an
optimal response and the inhibition of less func-
tional ones from a broad behavioral repertoire,
in such a way that energy use is matched to
fit situational requirements. Therefore, the rela-
tionship between HRV and emotional regulation
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will have important implications for those of us
that study the link between emotional states and
dispositions such as depression, anxiety, anger
and hostility, alexithymia, and physical health.
Yet another area of interest involves research on
cognitive functioning and HRV.

5.3 Cognitive Regulation

We have also recently reviewed our research on
the relationship between HRV and cognitive reg-
ulation (Thayer et al, 2009). Attentional regula-
tion and the ability to inhibit prepotent but inap-
propriate responses are important for health in a
complex environment. Many tasks important for
survival in today’s world involve cognitive func-
tions such as working memory, sustained atten-
tion, behavioral inhibition, and general men-
tal flexibility. These tasks are all associated
with prefrontal cortical activity (Arnsten and
Goldman-Rakic, 1998). Deficits in these cog-
nitive functions tend to accompany aging and
are also present in negative affective states and
dispositions such as depression and anxiety.
Stress can also impair cognitive function and
may contribute to the cognitive deficits observed
in various mental disorders. It is also possi-
ble that autonomic dysregulation contributes to
decline in attention and cognitive performance.
Importantly, we have shown that HRV is related
to these important cognitive functions as well as
to prefrontal cortical function.

5.4 Models of Neural Control of HRV

There are two major models of the neural con-
trol of HRV. They emphasize different aspects
of the neural control of the heart but are
by no means mutually exclusive. Whereas the
Polyvagal Theory (Porges, 1995) is focused
exclusively on the vagus, the neurovisceral inte-
gration model is concerned with autonomic
influences on the viscera more generally but with
an emphasis on the parasympathetic nervous

system (Thayer and Lane, 2000, 2009). In addi-
tion, the neurovisceral integration model is based
on nonlinear dynamical systems theory and
emphasizes inhibitory processes (Thayer and
Lane, 2009).

5.4.1 The Polyvagal Theory

Porges (1995) developed the “Polyvagal
Theory,” where he linked psychophysiological
processes with neurophysiological processes
and brain structures. Thus, Porges wanted to
explain how vagal pathways regulated HR
in response to novelty and a wide variety of
stimulation (i.e., attention, motion, emotion, and
communication). Porges (1995) emphasized the
role of the vagus in the adaptation to external
stimuli. Porges described vagal activity as func-
tioning similar to a brake (Porges et al, 1996).
The function of the vagal brake is to keep HR
slow by increased vagal output and inhibition
of sympathetic influences. Releasing the vagal
brake reduces vagal inhibition on the cardiac
pacemaker (sinoatrial node) and HR increases
due to the intrinsic rate of the pacemaker,
mechanical reflexes, and sympathetic influences.

Porges and colleagues (1999) extended the
idea of the vagal brake as a tonic link between
RSA and metabolic output such as HR in
response to environmental challenge, to a state-
dependent index of the dynamic regulation of
brain stem function by cortical neurons. Thus, in
this model, the cortex would monitor the visceral
state of the organism and provide an immediate
neural command to make instantaneous adjust-
ment via dynamic shifts in the vagal control of
the heart. The relation between the RSA and
heart period would then be dependent on corti-
cal activity (Porges et al, 1999). More recently,
we have proposed another model of the neural
control of the heart.

5.4.2 The Model of Neurovisceral
Integration

The neurovisceral integration model has iden-
tified a flexible neural network associated with
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self-regulation and adaptability that might pro-
vide a unifying framework within which to
view the diversity of observed responses across
domains (Thayer and Lane, 2000, 2009). In this
model a set of neural structures that regulate
physiological, behavioral, emotional, and cog-
nitive responses can be indexed via peripheral
indices such as cortisol excretion, startle blink
magnitude, inflammatory markers, and HRV.
This model emphasized the role of HRV as an
index of self-regulation and its ability to reflect
neural feedback mechanisms between the cen-
tral nervous system (CNS) and the autonomic
nervous system (ANS).

At the core of this model is the central
autonomic network (CAN; Benarroch, 1997).
Importantly for the present discussion, the pri-
mary output of the CAN is mediated through
the preganglionic sympathetic and parasympa-
thetic neurons that innervate the heart via the
stellate ganglia and the vagus nerve, respec-
tively. The interplay of these inputs to the sinoa-
trial node of the heart generates the complex
variability that characterizes the healthy HR
time series (Saul, 1990). Furthermore, sensory
information from the heart and other periph-
eral systems are fed back to the CAN. Thus,
HRV can be used to index a set of neural
structures associated with self-regulation and
health.

In support of this model we have shown that
HRV is associated with activity of the prefrontal
cortex such that inactivation of the prefrontal
cortex leads to increased HR, decreased HRV,
and disinhibition of sub-cortical sympathoexci-
tatory circuits (Ahern et al, 2001). Thayer and
Lane (2000, 2009) suggested that a common
reciprocal inhibitory cortico-subcortical neural
circuit serves as the structural link between psy-
chological processes like emotion and cognition
and health-related physiological processes, and
that this circuit can be indexed with HRV. Thus,
because of these reciprocally interconnected
neural structures that allow prefrontal cortex
to exert an inhibitory influence on sub-cortical
structures, the organism is able to respond to
demands from the environment and organize
their behavior.

5.5 Measures of HRV

A variety of measures have been used to opera-
tionalize HRV. In the following we will briefly
review some of the many measures available.
However, readers should refer to the various
guidelines for all the various measures available.
In addition, Allen and colleagues (2007) have
recently provided an extremely valuable primer
and comparison of some of the metrics of cardiac
chronotropy.

5.6 Time Domain Indices of HRV

Time domain indices may be based upon the
interbeat intervals directly or on differences
between successive interbeat intervals. In addi-
tion, there are both short-term and long-term
indices. Short-term indices are based on record-
ings with a duration on the order of magnitude of
minutes. Long-term indices are usually based on
24-h recordings. Those measures that are based
on the interbeat intervals directly do not distin-
guish the autonomic sources of the variability.
These indices include the standard deviation of
all N–N (normal to normal) intervals (SDNN)
and the standard deviation of the average of N–
N intervals for each 5 min period over 24 h
(SDANN).

The second type of indices is based on the
differences between successive N–N intervals.
These indices are based on the comparison of the
lengths of adjacent cardiac cycles and include
the percentage of adjacent cycles that are >50 ms
apart (pNN50) and the root mean square suc-
cessive differences in milliseconds (RMSSD).
RMSSD is the most commonly used measure
derived from interval differences. This index
uses what is called first differencing in the
econometrics literature and acts like a high pass
filter thus removing long-term trends and slower
frequency variability from the signal. Due to the
frequency characteristics of the autonomic influ-
ences on the heart such that vagal influences
cover the full frequency range and sympathetic
influences are primarily restricted to the lower
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frequencies, RMSSD reflects primarily vagal
influences (Saul, 1990).

5.7 Frequency Domain Indices of HRV

Frequency domain analysis gives information
about the amount of variance or power in the
heart rate or heart period time series explained
by periodic oscillations at various frequencies.
Power spectral analysis of the time series pro-
vides basic information on the amount of vari-
ance or power as a function of frequency
(Task Force, 1996). Typically four frequency
bands can be distinguished from 24-h record-
ings and two frequency bands can be reliably
discerned in short-term recordings. These are
high frequency (HF; 0.15–0.4 Hz), low fre-
quency (LF; 0.04–0.15 Hz), very low frequency
(VLF; 0.003–0.04 Hz), and ultra low frequency
(ULF; ≤0.003 Hz). The HF and LF bands are
prominent in short-term recordings with a VLF
or direct current (DC) component being associ-
ated with aperiodic and artifactual variance (see
Fig. 47.2). Thus the VLF and ULF bands are not
usually interpretable in short-term recordings. It
is important to note that the total spectral power
is exactly equal to the time domain variance
of the HR time series. This useful relationship
can be helpful in troubleshooting spectral analy-
sis algorithms. Moreover, this makes clear that
spectral analysis is similar to analysis of vari-
ance in that both techniques are used to partition
variance and attribute it to various sources.

The measurements of frequency power com-
ponents described above are usually expressed as
absolute values of power (milliseconds squared;
Task Force, 1996). The absolute power measure-
ments represent the variance of the measured
signal about its mean value. The so-called nor-
malized scores represent the relative value of
each power component in proportion to the total
power. In addition, the VLF or DC component is
often subtracted from the total power in calculat-
ing the normalized values. The DC component
is defined as the spectral components with a
frequency <0.03 Hz (Pagani et al, 1986). The LF

to HF ratio (LF/HF) has been proposed to reflect
the sympathovagal balance (but see below).

There are numerous algorithms for doing
spectral analysis. Historically the fast Fourier
transform (FFT) was used. However, there are
several disadvantages to this approach includ-
ing the necessity of specifying the boundaries of
the frequency bands in advance. This is called
“windowing” and can lead to serious misinter-
pretations of the data if they fail to capture
the frequencies that one is interested in. For
example, in doing spectral analysis on infants
or other species such as rodents, the ranges of
the frequency bands we have described will not
apply. The frequency of respiration varies greatly
from infancy to adulthood and across species so
to capture respiratory modulated HRV one has
to adjust the “windows” in an FFT. Whereas
bioengineers have called the FFT the “classi-
cal” approach to spectral analysis, more modern
approaches based on linear prediction analysis
have been developed. The major algorithm in
this approach is the autoregressive algorithm and
overcomes the windowing problem by using a
true components analysis in which the central
frequency and width of the bands is determined
empirically and on an individualized basis (Kay
and Marple, 1981).

Still more recent developments include the
use of wavelets and algorithms for what is called
time–frequency analysis. These approaches go
even further and do not make assumptions con-
cerning stationarity and thus allow for relatively
continuous estimates of spectral power (Akay,
1997). In addition, numerous indices based on
nonlinear dynamical systems or “chaos” the-
ory have proven useful in the analysis of HRV
(Pincus, 2001; Snieder et al, 2007). However,
detailed discussion of these techniques is beyond
the scope of the present chapter. Below we give
an overview on what is known about the various
bands.

5.7.1 The Ultra low-Frequency Band:
<0.003 Hz

The ULF band has shown strong relationships
with mortality, and therefore an understanding
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of this band is important (Stein and Kleiger,
1999). Whereas, as noted earlier, all frequencies
of HRV reflect autonomic, particularly parasym-
pathetic, influences to some degree, the utility
of the ULF band to predict morbidity and mor-
tality appears to lie in its relationship to the
functional capacity of the patient (Roach et al,
2004). Roach and colleagues in several studies
have shown that SDNN and ULF power in 24-
h recordings is related to the range of physical
activity that patients engage in and not with dif-
ferences in autonomic control of the heart per
se. Given that approximately 1 h is needed to
observe about 10 cycles at this frequency it is
clear that this band cannot be resolved in short-
term recordings and is thus not a meaningful
index under such circumstances.

5.7.2 The Very Low-Frequency Band:
0.003–0.04 Hz

The physiological origins of the VLF band have
remained elusive. This band has been variously
linked to fluctuations in the renin–angiotensin
system and to thermoregulation (Kitney, 1980).
We undertook a study to investigate the rela-
tionship between ambient temperature and HRV
with a special emphasis on the VLF band
(Sollers et al, 2002). Compared to the hot and
control conditions, the cold condition was asso-
ciated with significantly greater VLF power.
This increase in VLF power was accompanied
by an increase in diastolic blood pressure (DBP).
Moreover, this pattern of an increase in VLF
power and DBP was unique to the cold condi-
tion. These results suggested that the VLF band
responded, at least in part, to variations in ambi-
ent temperature and thus was associated with
thermoregulation. Again because of the low fre-
quency of these oscillations (approximately 2 per
minute) this band is not resolved in short-term
recordings.

5.7.3 The Low-Frequency Band:
0.04–0.15 Hz

There has been a great deal of controversy sur-
rounding the meaning of variations in power

in the LF band. Oscillations in this frequency
band have been identified for over 100 years and
are associated with baroreflex-mediated blood
pressure variations (Penaz, 1978). In support
of this idea, Moak and colleagues (2007) have
recently shown in a very conclusive study that
supine LF power reflects baroreflex function and
is thus primarily of vagal origin. The empirical
data support this analysis as LF power has been
shown to correlate very highly with HF power
(0.70 or higher) in numerous studies (Thayer
and Lane, 2007). Therefore, raw LF power most
likely reflects significant parasympathetic ner-
vous system activity with varying degrees of
sympathetic influence depending on various con-
ditions. Given that approximately 2 min of data
are necessary to provide adequate spectral reso-
lution of this frequency (approximately 10 oscil-
lations), LF power can be reliably assessed in
short-term recordings.

5.7.4 The High-Frequency Band:
0.15–0.4 Hz

HF power is primarily parasympathetically
mediated. The HF band primarily reflects the
respiration-mediated HRV at 0.15–0.4 Hz (Saul,
1990). The defined frequency band for this
parameter usually encompasses the frequency
range corresponding to the frequency of nor-
mal respiration. Thus, the HF power predomi-
nantly measures the variability in HR induced
by respiration (but see discussion about con-
trolling for respiration below). This index of
vagally mediated cardiac control correlates
highly with the time domain-based measure of
RMSSD.

Researchers have many questions about the
use of HRV. One question that researchers often
have is whether they can derive accurate mea-
sures of HRV from recording sources other than
the ECG. Sometimes a researcher will have a
HR or IBI time series derived from a photo-
plethysmograph or from a pulse wave such as
might be derived from a blood pressure record-
ing. Research has shown that while not ideal, the
time series derived from these devices can under



47 Non-invasive Assessment of Autonomic Influences on the Heart 735

certain circumstances be used to provide reason-
ably accurate measures of HRV (Giardino et al,
2002; McKinley et al, 2003).

Another question that is frequently asked con-
cerns the measurement of sympathetic nervous
system activity using HRV. It would be very con-
venient if one could independently index both
the parasympathetic and the sympathetic influ-
ences on the heart using HRV. Unfortunately the
situation is not so simple. First, the notion of a
unitary “sympathetic nervous system” is ill con-
ceived. As noted above, there are many different
types of adrenergic transmitters and receptors,
and their distribution across the various cardiac
effector tissues is neither completely segregated
nor unique. For example, there are two major
types of adrenergic receptors – alpha and beta.
Using a gross oversimplification one could say
that alpha-adrenergic receptors tend to dominate
the vasculature and beta-adrenergic receptors
tend to dominate the heart. Therefore, any dis-
cussion of an index of “sympathetic activity”
must account for the local nature of sympa-
thetic influences on effector tissues. This is high-
lighted by the fact that measures of sympathetic
nerve activity derived from microneurography
are highly location dependent (Wallin, 2006).
Second, as noted above, with respect to the HRV
power spectrum, the vagal influences cover a full
range of frequencies whereas the sympathetic
influences “roll-off” at about 0.15 Hz (Saul,
1990). Thus any measure derived from HRV
analyses will have at least some parasympathetic
influence. Thus, raw LF power has been empir-
ically shown to be highly reflective of vagal
influences under a wide range of situations.

It has been suggested that normalized LF
power or the LF/HF ratio might be a better index
of SNS influences. Again, the situation is not
so simple. Empirically, “normalized” LF power
and/or the LF/HF ratio in concert with HF power
may provide some insight into the relative rela-
tionship among autonomic influences. However,
it must be clearly stated that for various rea-
sons noted above, these indices should never
be taken to reflect “sympathetic” activity and
therefore should be used with caution (Eckberg,
1997).

One of the most hotly debated issues in the
use of HRV concerns the influence of respiration
on indices of HRV. Allen and colleagues (2007)
have recently proposed a multi-step strategy to
deal with respiration which includes monitoring
respiration rate to see if it differs between condi-
tions and if it does, using analysis of covariance
to ascertain if the HRV effects remain after
statistical control. They argue that if the HRV
effects are not accounted for by respiration then
one can interpret the HRV effects with a certain
degree of confidence. However, if the effects do
not remain after accounting for respiration one is
left in an interpretive bind. This is because some
studies suggest that HRV indices adjusted for
respiration parameters may in fact be less accu-
rate indices of vagal influences than their unad-
justed counterparts (Houtveen et al, 2002). Thus,
the adjustment itself may do more harm than
good. We also should note that not all indices
of HRV are equally affected by respiration.
For example, RMSSD has been recommended
for ambulatory studies as it is less affected by
changes in breathing frequency (Penttila et al,
2001). In addition, we have recently shown
in a large sample that the nonlinear dynam-
ical systems related measure of approximate
entropy (ApEn) is uncorrelated with respiration
and indeed may be a more sensitive indicator of
cardiac autonomic effects than more traditional
measures such as peak-to-trough RSA (Snieder
et al, 2007). Finally, we have also shown that
there may be individual differences in the degree
of respiratory influences on different measures of
HRV (Hill et al, 2009). Thus, great care must be
exercised in using wholesale corrections of HRV
indices for respiration.

An interesting aspect of the whole debate that
has not been fully appreciated is that all of these
arguments for the control of respiration assume
that the direction of causality flows from respi-
ration to the cardiac changes. That is, respiration
causes the changes in the HRV. However, recent
data in the respiratory physiology literature sug-
gests that the heart beat might initiate the onset
of inspiration. This has been known since the
early 1920s when Walter Coleman observed that
there was a marked tendency for there to be
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a fixed number of heart beats between inspira-
tions (Coleman, 1921). That is, that the causal
direction might flow from the cardiac change to
respiration (Tzeng et al, 2003). If this is the case
then controlling for respiration effects in HRV
indices clearly may remove variability associ-
ated with neural influences on the control of the
heart beat and thus at least partially remove vari-
ance that we are interested in studying. We raise
this point here merely to show that the relation-
ship between heart rate and respiration may be
more complex than the arguments for the con-
trol of respiration might lead one to believe. The
debate about the control of respiration will con-
tinue but the recommendations of Allen and col-
leagues (2007) seem like a reasonable approach
to take at this time.

The recommendations of Allen and col-
leagues (2007) assume that one has a measure
of respiratory rate available. If one does not have
a direct measure of respiratory rate from a strain
gauge or other device for the assessment of respi-
ration one can derive an index of respiratory rate
from the IBI time series (Thayer et al, 2002).

5.8 The Genetics of HRV

The investigation of the genetics of HRV is cur-
rently an area of very active exploration. Both
behavioral and molecular genetic studies sug-
gest that there is a significant genetic component
to the individual differences in HRV including
stress-induced HRV changes (Boomsma et al,
1990; Wang et al, 2009). Kupper and colleagues
(2004) reported heritabilities for the time domain
indices of SDNN (35–47%) and RMSSD (40–
48%) in a large twin study of 772 partici-
pants across four time periods during the day.
Wang and colleagues (2005) in a large study
of African American and European American
youth reported that SDNN, RMSSD, and HF
were highly significant correlated (r > 0.80).
Moreover, this combined factor had a heritability
of 70%.

Several molecular genetic studies have also
been reported with significant associations found

with the angiotensin-converting enzyme inser-
tion/deletion gene (Busjahn et al, 1998; Thayer
et al, 2003) and the choline transporter gene
(Neumann et al, 2005). Several research groups
are continuing to explore possible candidate
genes associated with HRV and much future
work is needed.

5.9 Summary

HRV remains one of the best ways to mea-
sure cardiac autonomic control. It is clear that
it has relationships with aspects of functioning
including physiological, emotional, and cogni-
tive regulation that are important for research in
behavioral medicine. Given the pervasiveness of
data collection and analysis systems the modern
researcher now more than ever needs to know
what to do with these data. Hopefully the preced-
ing discussion will help researchers make better
inferences from their data and help to guide them
through some of the controversies and issues
involved.

6 Conclusion

It has been more than 15 years since the pub-
lication of the Society for Psychophysiological
Research’s guidelines on impedance cardiogra-
phy (ICG) and 10 years since their heart rate
variability (HRV) guidelines (Sherwood et al,
1990a; Berntson et al, 1997). The Task Force
of the European Society of Cardiology and
the North American Society of Pacing and
Electrophysiology guidelines on HRV were pub-
lished simultaneously in Circulation and the
European Heart Journal in 1996 (Task Force,
1996). Much has transpired in the areas of ICG
and HRV since those seminal works. In this
chapter we have tried to provide an update on the
current state of affairs in the non-invasive assess-
ment of autonomic control of the cardiovascular
system as can be provided by ICG and HRV.
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One extremely important development in the
field has been the appearance of numerous turn-
key systems for the measurement of both ICG
and HRV. These systems range from inexpen-
sive exercise watches for HRV and compact
ambulatory devices for ICG to very elaborate
laboratory-based systems. A particularly excit-
ing development has been the appearance of
several ambulatory systems for the recording of
ICG and HRV. These systems allow researchers
to collect large amounts of data with very little
effort. With the advent of these turn-key sys-
tems for the collection of large amounts of high
quality data the technological hurdles that once
were obstacles to the widespread use of ICG and
HRV have largely been surmounted. Thus the
researcher must now be more prepared than ever
to deal with the complexities of the data they
are confronted with. Numerous future challenges
still face us, however. The appropriate statistical
analysis of the large amounts of data we collect
particularly in the context of continuous record-
ings and time–frequency analytic techniques will
require continued effort. The further explication
of the neural concomitants of ICG and HRV
measures also will be an area of active research.
And perhaps one of the biggest challenges is
the use of indices of HRV for risk assessment
and stratification in clinical medicine. Given
that numerous factors influence the values of
spectral-derived indices, the use of time domain-
based measures where a common and easily
comprehended metric is available seems to be
the most fruitful line of investigation (LaRover
and the ATRAMI Investigators, 1998). The non-
invasive assessment of autonomic control of the
cardiovascular system has much to offer to the
behavioral medicine researcher. It is hoped that
the present chapter will aid in some small way
those interested in this important topic.
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Chapter 48

Cardiac Measures

Gina T. Eubanks, Mustafa Hassan, and David S. Sheps

1 Myocardial Imaging

There are several techniques that can be used
to perform myocardial imaging. This section of
the chapter will cover the following five pop-
ular techniques: single photon emission com-
puted tomography (SPECT), multigated acquisi-
tion (MUGA) scans, positron emission tomogra-
phy (PET), computed tomography angiography
(CTA), and cardiac magnetic resonance imaging
(CMR).

1.1 SPECT Imaging

Single photon emission computed tomography
(SPECT) is a nuclear imaging technique com-
monly used to measure myocardial perfusion,
thickness, and contractility of the myocardium
during various parts of the cardiac cycle in
order to diagnose ischemic heart disease. Left
ventricular ejection fraction (LVEF), stroke vol-
ume, and cardiac output can also be cal-
culated with gated myocardial SPECT imag-
ing. A cardiac-specific radionuclide, commonly
99mTc-tetrofosmin or 99mTc-sestamibi, is ide-
ally injected during physical stress or, for those
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who are unable to exercise, during pharmacolog-
ically induced stress. Approximately 1–2 h after
the stressor, SPECT imaging is performed to
depict the distribution of the radionuclide during
stress. The images illustrate the relative blood
flow to the different regions of the myocardium.
The stress images are then compared to rest-
ing images in order to determine the presence
of myocardial ischemia (the images obtained
are also compared to normal databases using
standardized software) (Fig. 48.1).

SPECT imaging has been used in behav-
ioral studies in order to determine the effects
that psychological stress has on the occurrence
of myocardial ischemia in patients with coro-
nary artery disease (CAD) (Hassan et al, 2007).
Mental stress is induced in the laboratory set-
ting, with the patients receiving an injection
of the radioisotope during the stressor, and
SPECT images are obtained after the stressor.
The images from the mental stressor are com-
pared to the resting images in order to determine
the occurrence of myocardial ischemia due to
psychological stress. Many studies have shown
that psychological stress induces myocardial
ischemia in CAD patients, even in the absence of
ischemia during physical stress (Ramachandruni
et al, 2006).

SPECT imaging is most commonly used as a
non-invasive measure to diagnose ischemic heart
disease and is of low risk. Use of SPECT imag-
ing in behavioral studies is desirable because
it allows more time between the stressor and
the imaging, as compared to other imaging
techniques that use radioisotopes with shorter
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Fig. 48.1 Resting and Stress SPECT Images: this figure shows reversible ischemia in the inferior wall
∗R = resting image, S = stress image

half-lives, such as positron emission tomogra-
phy (PET). Additionally, SPECT imaging has
become the more popular technique due to
its greater sensitivity and specificity in women
when compared to MUGA scans.

1.2 MUGA Imaging

A multigated acquisition (MUGA) scan is a
nuclear cardiac measure used to evaluate the
function of the heart ventricles at rest, dur-
ing stress, or at both time points and provides
movie-like, three-dimensional (3-D) images of
the heart that show the wall motion of the
heart allowing the identification of any wall
motion abnormalities. During the test, a radioac-
tive marker, Technetium-99m-pertechnetate, is
injected intravenously after the introduction of

stannous (Tin) ions. The images obtained with a
MUGA scan illustrate the circulation dynamics
of the radioactive marker, therefore, the circula-
tion of the blood in the chambers of the heart,
and can be used to calculate the LVEF of the
heart (Fig. 48.2) (Murphy and Lloyd, 2007).
MUGA scans provide important information of
the heart’s function that allows doctors to deter-
mine the presence or extent of ischemic heart
disease, congestive heart failure, as well as the
cause for low cardiac output after open-heart

Fig. 48.2 MUGA: normal vs. abnormal wall motion
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surgery, and to assess the effects of cardiotoxic
drug agents and efficacy of procedures used for
cardiac treatment (Murphy and Lloyd, 2007).

MUGA scans were predominantly the pre-
ferred nuclear cardiac measure for clinical diag-
nostic purposes and in behavioral cardiology
studies, but have recently been replaced with
SPECT imaging due to the time flexibility,
sensitivity, and specificity offered with SPECT
(Goldberg et al, 1996; Kim et al, 2003; Sheps
et al, 2002).

1.3 PET Imaging

Positron emission tomography (PET) imaging is
a nuclear medicine technique which allows the
reader to examine certain bodily functions by tar-
geting the injected radionuclide (Fleming, 2004).
PET is used in many branches of medicine and
research, such as oncology, neurology, cardi-
ology, neuropsychology, psychiatry, and phar-
macology. For cardiac purposes, PET studies
are performed in order to identify atherosclero-
sis and vascular diseases (Murphy and Lloyd,
2007). However, as SPECT imaging is the most
commonly used nuclear medicine technique for
behavioral cardiology studies∗∗∗∗. Still, there are
potential advantages to the use of PET imag-
ing in behavioral cardiology studies compared to
SPECT, such as better spatial resolution and the
ability to quantify blood flow.

1.4 CT Angiography

Computed tomography angiography (CTA) is an
imaging technique that produces a 3-D image
of the inside of an object using a series of two-
dimensional (2-D) X-ray images taken around a
single axis of rotation. CTA utilizes sub-second
rotations in combination with multi-slice CT (up
to 64-slice) to produce high-resolution and high-
speed imaging with excellent quality. Cardiac
CTA is used to capture images of the coronary
arteries and can be coupled with retrospective

electrocardiogram (ECG) gating to produce bet-
ter temporal resolution, which involves imaging
each portion of the heart more than once while
recording an ECG trace. This technique corre-
lates the CT data with the corresponding phases
of the cardiac cycle, and after ignoring the data
collected during systole, images can be pro-
duced from the remaining data collected during
diastole (Murphy and Lloyd, 2007).

Cardiac CTA is most commonly used to rule
out coronary artery disease in order to avoid
using the invasive catheterization procedure if
possible. However, cardiac CTA has a less con-
clusive positive predictive value (i.e., is less
accurate for diagnosing the severity of disease)
and is, therefore, not commonly used for diag-
nosing CAD.

Cardiac CTA is not frequently used in behav-
ioral cardiology studies due to cost and the
high level of radiation exposure associated with
this technique. Again, SPECT is the preferred
imaging technique for research studies.

1.5 Cardiac MRI

Cardiac magnetic resonance imaging (CMR) is
a non-invasive imaging technique that utilizes
strong magnetic fields which align with hydro-
gen protons in various tissues. Radio frequency
(RF) energy is then beamed through the tis-
sues, temporarily exciting the protons. When the
protons relax, the RF energy is released, creat-
ing the data to be measured (Fleming, 2004).
Occasionally, MRIs are conducted using a con-
trast material, which alters the magnetic field and
enhances or highlights the tissues seen in the
images.

Clinically, CMR imaging provides a plethora
of information that is used for diagnostic pur-
poses. CMR images are able to capture vital
clinical and diagnostic evidence for congenital
heart disease, peripheral vascular disease, coro-
nary artery disease, cardiomyopathy, acute and
chronic rejection in heart transplant patients,
pericardial disease, cardiac tumors, and valvular
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heart disease (Marcu et al, 2006; Pennell et al,
2004).

While CMR is able to provide a substantial
amount of information for clinical purposes and
has been utilized in cardiac research studies,
it has not been adopted as an imaging tech-
nique in behavioral cardiology studies due to the
high cost and the restrictions on the patient’s
movements during the study procedures.

2 Peripheral Arterial Tonometry
(PAT)

Peripheral arterial tonometry (PAT) utilizes a
device called the Endo-PAT2000 and measures
endothelial function via signal changes in the fin-
gertip of the patient. The test consists of placing
a thimble-like probe on the patient’s fingertip,
which inflates and measures the digital pulsatile
volume changes during testing procedures (Goor
et al, 2004). Clinically, PAT is intended for use
as a diagnostic aid in the detection of endothe-
lial dysfunction or changes in sympathetic tone
(Fig. 48.3).

PAT can be used in behavioral cardiology
studies as a supplement to other cardiac mea-
sures for determining the presence of myocar-
dial ischemia during exercise and psychological
stressors; reproducibility of responses has not
been well studied, but inter-observer agreement

Fig. 48.3 PAT: mental stress responder vs. non-
responder.
Goor et al (2004)

in measurements is greater than 95% (Goor et al,
2004; Hassan et al, 2009). Studies have shown
that there is a significant correlation between
the results obtained from nuclear imaging and
the results obtained from PAT when measuring
stress-induced myocardial ischemia in patients
with CAD (Goor et al, 2004; Hassan et al, 2009).

3 Electrocardiogram (ECG)
Measures

3.1 Standard 12 Lead and
Ambulatory Monitoring

Standard 12 lead electrocardiograms (ECGs)
measure the heart’s rhythm, rate, and heart rate
variability (HRV), in addition to providing evi-
dence of ventricular irritability, such as ventricu-
lar premature contractions (PVCs), and manifest
ischemia, illustrated by ST segment depression
(Fig. 48.4) (Murphy and Lloyd, 2007).

Ambulatory monitoring is a technique that
involves the use of a portable electrocardio-
graphic device, usually the same size as a
cassette-dictating recorder, which consists of
electrodes attached to the person and is worn for
24 or 48 h. The electrocardiographic readings
are correlated with personal diary recordings to
examine the relationship between the ECG read-
ings and the self-reported levels of emotional
distress, physical distress, and/or other measure-
ments which can be prompted by a palm pilot-
type device and measured using a standardized
scale, such as a visual analog scale (Francis et al,
2009; Murphy and Lloyd, 2007).

Both 12 lead ECGs and ambulatory monitor-
ing are used in behavioral studies to assess HRV
and changes in heart rate (HR) over time, as
well as the relationship between the detection of
arrhythmias and ischemia and/or the relationship
between psychological stress and ischemia, indi-
cated by ST segment depression (Krittayaphong
et al, 1996).

Standard 12 lead ECGs are an advantageous
cardiac measure to utilize because they have



48 Cardiac Measures 745

Fig. 48.4 (a) and (b) Normal baseline ECG vs. ECG with ST depression

been validated by years of experience as well as
being inexpensive.

3.2 ECG Responses to Stress

Classically, HR, systolic blood pressure (SBP),
and diastolic blood pressure (DBP) changes have
been used to reflect the degree of physiological
response to psychological stress (Krantz et al,
2000).

In addition to HR and BP responses, ST seg-
ment responses are examined during the inter-
pretation of ECG responses to stress. ST seg-
ment depression is an indicator of ischemia
to the heart and commonly occurs in patients
with CAD who experience ischemia during exer-
cise, but is a much less frequent occurrence
(∼15%) in patients with CAD during mental
stress ischemia (Krantz et al, 2000).

ECG responses to stress can also be mea-
sured with QT measurements, which reflect the
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re-polarization of the ventricle. An abnormal
response to stress can be measured by the dif-
ference between the shortest and the longest
QT intervals on the standard 12 lead ECG,
known as the QT dispersion (QTd). The more
the QTd seen, the greater the disparity in the re-
polarization of the ventricle, thereby, increasing
the heart’s vulnerability to subsequent arrhyth-
mias. QTd is often used to evaluate the effect
of stress on cardiac conduction or the propensity
toward arrhythmias (Hassan et al, 2009).

4 ECHO Measurements

An echocardiogram (ECHO) is a technique
using ultrasound, which allows accurate assess-
ments of cardiac function and blood flow at rest
and in response to stress. It uses ultrasound to
obtain 2-D slices of the heart. However, recently,
ultrasounds are utilizing 3-D real-time imaging,
which allows for a better assessment of valvular
defects and cardiomyopathies (Bharucha et al,
2008; Poh et al, 2008).

Clinically, ECHOs are able to assess the
blood flow velocity and cardiac tissue by uti-
lizing Doppler ultrasound in order to identify
the size and shape of the heart, cardiac valve
areas and functions, abnormal communications
between the left and the right sides of the heart,
and valvular regurgitation, in addition to allow-
ing the calculation of cardiac output and ejection
fraction (Murphy and Lloyd, 2007).

Echocardiography techniques have been used
in some studies to assess ischemia (specifically,
changes in wall motion and/or thickening of
myocardium) (Kop et al, 2001; Murphy and
Lloyd, 2007).

5 Differences Between Exercise
and Psychological Stress-Induced
Cardiac Responses

The greatest differences in exercise and psycho-
logical cardiac responses are seen in HR, SBP,

and DBP responses to stress. The HR increases
to a greater extent during exercise vs. psycho-
logical stress. The SBP, however, changes much
more quickly during psychological stress but
reaches the same maximum point as during exer-
cise stress. It is the DBP that illustrates the
greatest difference in change between exercise
and psychological stress. During psychological
stress the DBP rises, but falls during exercise
stress. This difference in reaction reflects the
effect of peripheral vasodilation during exer-
cise stress as opposed to vasoconstriction or
increase in alpha tone during psychological
stress (Goldberg et al, 1996; Krantz et al, 2000).

6 Summary

There are many different cardiac measures that
can be used to assess cardiac responses in behav-
ioral research. It is recommended that the design
of studies should sometimes include the use of
more than one technology in order to answer
fundamental questions particularly related to
physiologic mechanisms of responses to stress.
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Chapter 49

Behavioral Medicine and Sleep: Concepts,
Measures, and Methods

Martica H. Hall

1 Introduction

Over the past 30 years, behavioral medicine
researchers have identified important psycho-
logical, social, behavioral, and environmental
risk factors for a variety of medical diseases,
as reviewed in other chapters of this text.
Researchers have also begun to identify bio-
logical mechanisms through which these psy-
chological, social, behavioral, and environmen-
tal risk factors impact disease pathology such
as autonomic, endocrine, immune, and neural
pathways. At the other end of the spectrum,
researchers have identified markers of resilience
such as social networks and support, certain cop-
ing strategies and health behaviors, and positive
affect which buffer or protect against the effects
of adverse circumstances (e.g., psychological
stress, low socioeconomic status) on health and
functioning. Until recently, behavioral medicine
research, including its conceptual models, mea-
sures, and clinical applications, has focused
almost exclusively on psychological, social,
behavioral, and environmental factors that occur
or are measured during waking. Yet, humans
spend 1/3 to 1/4 of their lives asleep, and there
is strong evidence that sleep is essential to health
and functioning (e.g., Tononi and Cirelli, 2006).
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We know, for example, that experimental sleep
deprivation or restriction protocols conducted in
healthy young adults lead to profound changes
in central and peripheral physiology as well as
functional changes in cognition, affect, perfor-
mance, and behavior (e.g., Irwin et al, 2006;
Lim and Dinges, 2008; Sari et al, 2008; Spiegel
et al, 1999, 2002, 2004; Stricker et al, 2006;
Redwine et al, 2000; Vgontzas et al, 2004). If
one takes a step back and considers the 24-h
day, sleep is likely important to many of the
psychological, social, behavioral, and environ-
mental factors that are the focus of behavioral
medicine research and its clinical applications.

The premise of this chapter is that behavioral
medicine models that incorporate sleep, whether
as a major variable of interest, a confounder, an
effect modifier, or a therapeutic target, offer a
more complete understanding of the processes
through which psychological, social, behavioral,
and environmental factors affect and are affected
by health and functioning. Moreover, primary
sleep disorders such as sleep apnea and insom-
nia, which are common, costly, and associated
with considerable morbidity and decreased qual-
ity of life, may be also viewed by behavioral
medicine researchers as significant health out-
comes in their own right (Ancoli-Israel, 2006;
Boivin, 2000; Somers, 2005; Tasali et al, 2008b).
The goal of this chapter is to identify the dimen-
sions of sleep that may be most relevant to
behavioral medicine, describe how each may be
assessed, and briefly summarize relevant evi-
dence linking sleep to health and functioning.
The chapter concludes by identifying important
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future directions related to the role of sleep
in behavioral medicine research and its clinical
applications.

2 Dimensions of Sleep Important
to Health and Functioning

Sleep is a complex biobehavioral process that
can be characterized along multiple dimensions
(see Hall et al, 2007). This chapter is focused
on four dimensions of sleep that have been most
widely evaluated in relation to health and func-
tioning; these include sleep duration, continuity,
architecture, and quality. As described below,
each of these dimensions of sleep may be mea-
sured along a continuum and each has been
associated with indices of health and/or physi-
ological processes known to contribute to dis-
ease pathology including central and peripheral
endocrine, immune, autonomic, and metabolic
mechanisms. Each of these dimensions of sleep
changes across the life span, from infancy
through old age, and may, additionally, be mod-
erated by sex, race/ethnicity, and mental and
physical health conditions (Carrier et al, 2001;
Carskadon and Dement, 2005; Hall et al, 2009;
Ohayon et al, 2004).

Not reviewed in this chapter are three dimen-
sions of sleep that have been less studied in
relation to health but may represent promising
directions for future research; these include day-
time naps, fatigue, and sleep debt. Daytime naps,
which are difficult to accurately measure, may
indirectly affect health through their impact on
the duration, continuity, architecture, and quality
of nocturnal sleep (Goldman et al, 2008). Fatigue
is a common symptom of cardiovascular disease,
diabetes, hepatitis, arthritis, and cancer and has
been associated with disease course and treat-
ment outcomes (e.g., Ancoli-Israel et al, 2001,
2006). Like daytime naps, fatigue is not eas-
ily measured and may affect and be affected
by dimensions of nocturnal sleep important to
health and functioning. Sleep debt refers to a
biobehavioral state that is the result of obtain-
ing too little sleep due to situational constraints

(Basner et al, 2007; Spiegel et al, 2005). At a
conceptual level, sleep debt differs from mea-
sures of short sleep duration which do not take
into account individual differences in sleep need,
which may be genetically determined (Ying et al,
2009). Also not reviewed are sleep disorders and
circadian rhythms which, although widely stud-
ied in relation to health and functioning, are
beyond the scope of this chapter (see reviews
by Ancoli-Israel, 2006; Boivin, 2000; Hall et al,
2007a; Somers, 2005; Tasali et al, 2008b).

2.1 Sleep Duration

2.1.1 Sleep Duration: Definitions
and Measurement

The two most commonly assessed indices of
sleep duration include “time in bed” and “total
sleep time” (Hall et al, 2007a). Operationally,
time in bed (TIB) may be defined as total hours
elapsed between getting into bed to go to sleep
at night (“good night time”) and waking up in
the morning (“good morning time”). Total sleep
time (TST) may be operationalized as time in
bed minus the amount of time needed to fall
asleep (“sleep latency”) and amount of time
spent awake during the night (“wakefulness after
sleep onset”). For example, if an individual gets
in bed at 11:00 p.m., takes 30 min to fall asleep,
is awake for a total of 30 min during the night,
and gets out of bed at 6:00 a.m., their TIB and
TST would equal 7 and 6 h, respectively.

Self-report measures of sleep duration may
include retrospective questionnaires or diary-
based measures, which are also sometimes
referred to as sleep logs. As summarized below,
the majority of studies that have evaluated rela-
tionships among sleep duration and indices of
health and functioning are based on single, ret-
rospective questions such as “How long do
you sleep at night?” or “How much sleep do
you usually get in a 24 h period?” In contrast
to single items, questionnaires and diary-based
measures may instruct participants to indicate
sleep duration amounts (e.g., “8 h”) or indicate



49 Behavioral Medicine and Sleep 751

clock times (11:00 p.m.) for later calculation of
sleep duration variables. While questionnaires
use retrospective referents (e.g., “last 2 weeks”
or “past month”) to calculate indices of sleep
duration, sleep diary protocols typically instruct
research participants to complete diary entries
about the previous night’s sleep each morning
after awakening from sleep over a period of
several days or weeks.

Objective measures of sleep duration may be
derived from wrist actigraphy or polysomngra-
phy (PSG). Actigraphs are watch-sized devices
(see Fig. 49.1), typically worn on the non-
dominant wrist, that use an internal accelerom-
eter to record and store physical activity counts
in pre-specified epoch lengths (e.g., each 30
s, each minute) over several days or weeks.
Once actigraphy data are collected and uploaded
into research computers, software programs may
then be used to calculate TIB and TST, based
on the participant’s activity patterns (Kushida
et al, 2001; Sadeh et al, 1994). Figure 49.2
shows activity counts derived from a mid-life
female who wore a wrist actigraph for approxi-
mately 3 weeks. Her recording period began at
approximately 9 p.m. on a Monday (21:00 h).
Activity counts, starting with the first full day
of recording (Tuesday), are “double-plotted” so
that each full day appears first in the panel
on the right (00:00 h to 00:00 h) and again
on the next row down in the panel on the left
(00:00 h to 00:00 h). Double-plotting provides a
visual representation of the timing, duration, and

Fig. 49.1 Wrist actigraph

variability of actigraphy-assessed sleep profiles
across the study period.

In contrast to activity-based measures of
sleep duration derived from wrist actigraphy,
PSG may be used to calculate sleep duration
based on electrophysiological signals derived
from the electroencephalogram (EEG), electro-
oculogram (EOG), and electromyogram (EMG).
These signals are recorded via surface elec-
trodes during nocturnal sleep periods and/or day-
time naps and then visually scored by trained
polysomnographers, who “stage” each epoch of
sleep (typically in 20- or 30-s epochs) based on
EEG, EOG, and EMG waveforms, according to
standardized criteria (Rechtschaffen and Kales,
1968). Epochs may be classified as awake, stages
1, 2, 3, or 4 of non-rapid eye movement (NREM)
sleep or rapid eye movement (REM) sleep.
Although the methods used by PSG and actigra-
phy to assess sleep and wakefulness differ, each
may be used to quantify sleep duration using
the same conceptual definitions applied to self-
report measures of time in bed and total sleep
time.

Advantages of self-report and actigraphy-
based measures of sleep duration include their
ease of administration and low cost. Sleep diaries
and actigraphy, which can be measured over
many days with relatively low participant bur-
den, offer the additional advantage of being able
to quantify day-to-day variability in sleep dura-
tion and timing and to distinguish between dif-
ferent types of days (e.g., work versus non-work
days, school/weekday versus weekend days).
Importantly, these characteristics of sleep dura-
tion may be affected by factors relevant to
behavioral medicine research such as occupa-
tional differences related to the social gradient
(e.g., shift work), health behaviors (e.g., caffeine
and alcohol use), psychological stress, caregiv-
ing, and the quality of close personal relation-
ships (Brummet et al, 2006; Capaldi et al, 2005;
Dahlgren et al, 2005; Hall et al, 1997, 2000,
2008a; Sekine et al, 2006; Troxel et al, 2007a,
2007b; Walsh, 2004). The most significant dis-
advantages of self-report measures of sleep dura-
tion include measurement error and subjective
bias. Individuals are not always aware of or
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Fig. 49.2 Actigraphy output

able to recall brief awakenings from sleep and
thus may overestimate sleep duration in com-
parison to actigraphy- or PSG-assessed indices
of sleep duration (Hall et al, under review;
Lauderdale et al, 2008; Owens et al, under
review; Silva et al, 2007). Subjective bias can
be especially evident in populations with sig-
nificant sleep disturbances, including insomnia,
sleep apnea, medical disorders involving pain,
and psychiatric disorders (e.g., Rotenberg et al,
2000; Tang and Harvey, 2005). One of the limi-
tations inherent with actigraphy is that the device
cannot distinguish between sleep and immobil-
ity which reduces its accuracy, although several
studies have reported non-significant differences
between indices of sleep duration assessed by
wrist actigraphy and polysomnography (Chae
et al, 2009; Kushida et al, 2001; Hall et al,
under review). Finally, it may be important
to recognize that measures of sleep duration
rarely account for or explicitly evaluate daytime
napping.

While PSG uses physiology to quantify sleep
and wakefulness and is often considered the
“gold-standard” for measuring sleep, it is associ-
ated with greater participant burden and expense,
including equipment and the need for expert

personnel. Thus, PSG has not generally been
used in epidemiological studies of sleep and
health and is rarely used to evaluate variability
in sleep duration and timing. An emerging trend
in population- and community-based sleep stud-
ies relevant to behavioral medicine is the use of
ambulatory PSG monitors, which use the same
technology as laboratory-based monitors (Hall
et al, 2009, 2008a; Iber et al, 2004; Matthews
et al, 2008). Significant advantages of in-home
ambulatory PSG, which allows participants to
sleep in their own beds, under their usual cir-
cumstances, at their habitual sleep and wake
times, include decreased participant burden asso-
ciated with sleeping away from home and
increased ecological validity of PSG-assessed
sleep parameters, including the duration and tim-
ing of sleep.

2.1.2 Sleep Duration and Health: Evidence

Sleep duration is one of the most widely stud-
ied dimensions of sleep in relation to health and
functioning due, in part, to a series of serendip-
itous findings based on secondary analyses of
large epidemiologic studies of morbidity and
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mortality. In the first study of its kind, Kripke
and colleagues reported a U-shaped relation-
ship between self-reported sleep duration and
all-cause mortality, after adjusting for demo-
graphics, health behaviors, co-morbidities, and
medication use (Kripke et al, 2002). Since that
time, numerous, but not all, studies have found
similar relationships among extremes of sleep
duration (generally, < 6 h or > 8 h) and mor-
tality (Amagai et al, 2004; Ferrie et al, 2007;
Ikehara et al, 2009; Knutson and Turek, 2006;
Kripke et al, 2002; Patel et al, 2004; Tamakoshi
and Ohno, 2004). A recent meta-analysis of 23
studies reported pooled relative risk (RR) values
of 1.10 (95% CI = 1.06–1.15) and 1.23 (95%
CI = 1.17–1.30) for all-cause mortality and short
and long sleep duration, respectively (Gallechio
and Kalesan, 2009).

Strong cross-sectional associations also have
been observed for extremes of sleep duration
and multiple indices of health and function-
ing, including increased blood pressure, ele-
vated levels of inflammatory markers, and the
metabolic syndrome (e.g., Hall et al, under
review; Hall et al, 2008b; Knutson et al, 2009;
Steptoe et al, 2006). With respect to tempo-
ral precedence, self-reported short and/or long
sleep duration have been prospectively associ-
ated with weight gain, diabetes, hypertension,
coronary artery disease, myocardial infarction,
and stroke in several population-based studies
(Ayas et al, 2003a, 2003b; Chen et al, 2008;
Gangwisch et al, 2007; Hasler et al, 2004; Patel
et al, 2006). For example, short sleep duration
(<5 h) was associated with a nearly twofold
increase in incident hypertension over an 8- to
10-year follow-up of mid-life National Health
and Nutrition Examination (NHANES) partici-
pants (Gangwisch et al, 2006). With some excep-
tions, relationships among sleep duration, mor-
bidity, and mortality in population-based studies
have generally remained significant after adjust-
ing for age, sex, race/ethnicity, health behaviors,
and medical and psychiatric co-morbidities. In
several recent studies, age and sex were found
to moderate these relationships (Cappuccio et al,
2007; Gangwisch et al, 2008; van den Berg et al,
2008) while others failed to observe significant

associations among self-reported sleep duration
and health outcomes after adjusting for relevant
covariates (Bjorkelund et al, 2005; Lopez-Garcia
et al, 2009; Taheri et al, 2007).

Fewer community- or population-based stud-
ies have used objective measures of sleep to
assess relationships among sleep duration and
indices of health and functioning. Analyses of
actigraphy-assessed sleep duration in a subsam-
ple of the Coronary Artery Risk Development
in Young Adults (CARDIA) cohort showed
cross-sectional relationships between short sleep
duration and increased body mass index (BMI)
(Lauderdale et al, 2009). In the same sam-
ple, actigraphy-assessed short sleep duration was
prospectively associated with incident hyperten-
sion [odds ratio (OR) = 1.37, 95% confidence
interval (CI) = 1.05–1.78] and longer sleep dura-
tion was associated with lower incidence of
coronary artery calcification (King et al, 2008;
Knutson et al, 2009). Hall, Matthews and col-
leagues (under review) recently reported that
decreased sleep duration, as measured by in-
home PSG, was a significant cross-sectional
correlate of the metabolic syndrome in a
community-based sample of mid- to late-life
adults. Increased sleep duration, as measured
by total sleep time, was associated with lower
odds of having the metabolic syndrome (OR =
0.70, 95% CI = 0.52–0.94) after adjusting for
age, sex, race, exercise, smoking, symptoms
of depression, and sleep disordered breathing.
Relationships among PSG-assessed sleep dura-
tion and the metabolic syndrome did not differ
by sex or race/ethnicity. In the only study of its
kind conducted to date, time spent asleep as mea-
sured by laboratory-based PSG was unrelated to
all-cause mortality in a sample of healthy elders
without sleep or psychiatric disorders (Dew et al,
2003).

In summary, converging evidence suggests
that extremes of sleep duration are associated
with health and functioning, although prospec-
tive studies using objective measures (actigra-
phy, PSG) are lacking. The use of objective mea-
sures is especially important given discrepancies
between self-reported and objective indices of
sleep duration, which may be confounded by



754 M.H. Hall

other risk factors for morbidity and mortality
such as age, sex, race, BMI, and co-morbidities
(Cappuccio et al, 2007; Gangwisch et al, 2008;
Hall, Krafty et al, under review; Lauderdale
et al, 2008; Owens et al, under review; van
den Berg et al, 2008). Moreover, few studies
(Hall, Matthews et al, under review) adjusted
for sleep disordered breathing, including apnea–
hypopnea index (AHI) or indices of intermittent
hypoxia, which is a significant risk factor for
increased morbidity and cardiovascular- and all-
cause mortality (see review by Somers, 2005).
A final limitation of the extant research linking
sleep duration to indices of health and func-
tioning is that these studies tell us little about
how extremes of sleep duration might affect
morbidity and mortality. Measures of sleep dura-
tion do not differentiate between sleep that is
fragmented versus consolidated but of equiv-
alent duration nor between sleep that is light
(e.g., stages 1 or 2 of NREM sleep) versus deep
(e.g., stages 3 or 4 of NREM sleep) but of
equivalent duration. Nor do measures of sleep
duration differentiate between individuals with
or without primary sleep disorders such as sleep
apnea and insomnia which have been widely
linked to health and functioning (Ancoli-Israel,
2006; Boivin, 2000; Somers, 2005; Tasali et al,
2008b). As summarized in the following sec-
tions, emerging evidence suggests that sleep con-
tinuity, architecture, and quality are also linked
to health and functioning.

2.2 Sleep Continuity

2.2.1 Sleep Continuity: Definitions and
Measurement

Measures of sleep continuity focus on one’s
ability to initiate and maintain sleep and may
be assessed by self-report, wrist actigraphy, or
polysomnography (Hall et al, 2007a). Sleep
latency refers to the amount of time it takes
to fall asleep (e.g., minutes from “good night
time” to onset of sleep), whereas wakefulness
after sleep onset (WASO) refers to the total

amount of wakefulness during the sleep period
(e.g., minutes of wakefulness between sleep
onset and “good morning time”). Sleep effi-
ciency is a proportional sleep continuity mea-
sure which refers to the percent of time in bed
spent asleep. Although operational definitions
may differ across laboratories, sleep efficiency is
commonly calculated as (time spent asleep/time
in bed) × 100. Using the example discussed
above, an individual who spent 7 h in bed
(420 min) and obtained a total of 6 h of sleep
(360 min) would have a sleep efficiency value
of 85.7%. Arousal index, which refers to the
number of transient arousals from sleep as mea-
sured by changes in the EEG or EMG, has not
been frequently evaluated in studies of sleep and
health (American Sleep Disorders Association
Task Force, 1992).

Retrospective questionnaires and diary-based
measures of sleep continuity typically assess
sleep latency and WASO. If time in bed is
assessed, these data may also be used to cal-
culate sleep efficiency. Wrist actigraphy uses
activity-based algorithms to derive estimates
of sleep latency, WASO, and sleep efficiency.
Increasingly, researchers are also using actigra-
phy to quantify restlessness during sleep based
on movement during the sleep period (e.g.,
Goldman et al, 2008). Visual sleep stage scor-
ing and identification of transient arousals from
sleep are used to quantify PSG-assessed indices
of sleep latency, continuity, efficiency, and
arousal (American Sleep Disorders Association
Task Force, 1992; Rechtschaffen and Kales,
1968). While few studies have directly evalu-
ated different modalities of sleep continuity, Hall
and colleagues recently compared sleep latency,
WASO, and sleep efficiency values derived
from sleep diaries, actigraphy, and in-home
PSG recorded over three consecutive nights in
a community sample of 323 mid-life women
(Hall, Krafty et al, under review). Overall,
these analyses suggested that diary-based mea-
sures of sleep continuity underestimated sleep
latency and WASO values derived from PSG
and overestimated sleep efficiency compared
to PSG. Although actigraphy similarly under-
estimated sleep latency and WASO compared
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to PSG, actigraphy- and PSG-assessed sleep
efficiency values did not differ. Race/ethnicity
and menopausal symptoms were significant
effect modifiers in these analyses, which sug-
gests that sample characteristics influence diary,
actigraphy, and PSG-based estimates of sleep
continuity.

The relative advantages and disadvantages of
different measurement modalities for assessing
sleep continuity are similar to those described for
sleep duration. Compared to PSG, the decreased
cost and participant burden associated with self-
report and actigraphy-assessed measures of sleep
continuity suggest these measurement modal-
ities are well-suited for studies that include
large numbers of participants as well as stud-
ies that require many nights of data. In these
instances, actigraphy may be preferable to sleep
diaries as actigraphy is less influenced by sam-
ple characteristics and may provide more accu-
rate estimates of sleep efficiency. Although sev-
eral reports have shown no differences between
actigraphy- and PSG-assessed sleep efficiency,
actigraphy does not generally provide accurate
estimates of sleep latency and WASO (Hall,
Krafty et al, under review; Kushida et al, 2001;
Sadeh et al, 1994). Similar to measures of
sleep duration, measurement error and subjective
bias may influence self-report and/or actigraphy-
assessed indices of sleep continuity, while PSG-
derived measures provide more costly, yet pre-
cise and unbiased, estimates of this important
dimension of sleep (Hall, Krafty et al, under
review; Lauderdale et al, 2008; Owens et al,
under review; Rotenberg et al, 2000). In-home
ambulatory PSG may be used to decrease par-
ticipant burden associated with laboratory-based
sleep studies while simultaneously enhancing
the ecological validity and precision of measures
of sleep latency, WASO, and sleep efficiency.

2.2.2 Sleep Continuity and Health:
Evidence

Compared to sleep duration, fewer population-
based studies have evaluated relationships
among sleep continuity and indices of health

and functioning. As reviewed by Mezick and
colleagues (under review), five of seven longitu-
dinal studies reported that poor sleep continuity,
measured by self-report, was a significant pre-
dictor of incident cardiovascular disease after
adjusting for symptoms of depression and other
relevant covariates. Findings were similar for
self-reported sleep continuity and incident dia-
betes in the two longitudinal studies published to
date (as reviewed by Mezick et al, under review).
Sleep efficiency may also protect against the
common cold. In a study of 153 young to mid-
life adults, diary-assessed sleep efficiency was
a significant predictor of susceptibility to the
common cold following experimental rhinovirus
exposure (Cohen et al, 2009).

Fewer studies have used objective measures
of sleep continuity to evaluate relationships
among sleep and health. In two separate cross-
sectional studies, Hall and colleagues reported
that the metabolic syndrome was more prevalent
in individuals with decreased sleep efficiency,
as measured by in-home PSG and after adjust-
ing for symptoms of depression, sleep disor-
dered breathing, and other relevant covariates
(Hall, Okun et al, under review; Hall, Matthews
et al, under review). As shown in Fig. 49.3,
the metabolic syndrome was more prevalent in
mid-life women (n = 340; age range = 46–57
years) with PSG-assessed sleep efficiency val-
ues below 80%, compared with participants with
sleep efficiency values of 80% or higher (Hall,
Okun et al, under review). Similar results were
observed in a sample of 219 mid- to late-life
men and women (age range = 46–78 years);
also shown in Fig. 49.3 (Hall, Matthews et al,
under review) Other cross-sectional studies have
reported significant associations among PSG-
or actigraphy-assessed indices of poor sleep
continuity and obesity, increased blood pres-
sure, increased inflammation (e.g., interleukin-
6, endothelin-1, soluble intercellular adhesion
molecule), and decreased circulating natural
killer cell numbers (Hall et al, 1998; Knutson
et al, 2009; Mills et al, 2007; Motivala et al,
2005; van den Berg et al, 2008). Decreased
sleep continuity has also been associated with
increased autonomic arousal in experimental and
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Fig. 49.3 Prevalence of participants who meet criteria for the metabolic syndrome based on PSG-assessed sleep
efficiency

observational studies (Janackova and Sforza,
2008; Viola et al, 2002). In their longitudinal
study of sleep and all-cause mortality in healthy
older adults, Dew and colleagues reported that
participants with PSG-assessed sleep latencies of
greater than 30 min were at 2.14 times greater
risk of death (95% CI = 1.25–3.6) compared
to those who fell asleep in less than 30 min,
after adjusting for age, medical burden, and other
relevant covariates (Dew et al, 2003).

In summary, there is some evidence that
sleep continuity is a significant correlate of
morbidity and is prospectively linked with car-
diovascular disease, diabetes, and all-cause mor-
tality. Emerging evidence based on experi-
mental models of sleep fragmentation suggests
that endocrine, immune, metabolic, and auto-
nomic mechanisms may be important media-
tors of these relationships (Bonnet et al, 1991;
Janackova and Sforza, 2008; Redwine et al,
2003; Tartar et al, 2009). In terms of its
relevance to behavioral medicine and health,
sleep continuity appears to be exquisitely sen-
sitive to psychological and social factors such
as stress, loneliness, relationship quality, and
socioeconomic status (Akerstedt et al, 2002,
2004; Cartwright and Wood, 1991; Cartwright
et al, 1991; Cacioppo et al, 2002; Davidson
et al, 1987; Friedman et al, 2005; Hall et al,

1997, 2008; Kecklund and Akerstedt, 2004; Ross
et al, 1989). Although published data are lim-
ited at present, sleep continuity may represent
an important pathway through which psycho-
logical and social factors influence health and
functioning (Hall et al, 1998).

2.3 Sleep Architecture

2.3.1 Sleep Architecture: Definitions and
Measurement

Sleep architecture refers to the pattern or distri-
bution of visually scored NREM and REM sleep
stages as well as quantitative measures derived
from power spectral analysis of the EEG (Hall
et al, 2007a). Within NREM sleep, measures of
sleep architecture include stages 1–4, although
stages 3 and 4 are often combined into one
“slow-wave” or “delta sleep” measure. Measures
specific to REM sleep including REM latency
(minutes of sleep before the first appearance of
REM) and REM density (total number of phasic
REMs/time spent in REM sleep) are generally
included in the sleep architecture domain as they,
too, are structural measures of sleep; these mea-
sures are more strongly linked to major mood
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and anxiety disorders than to medical morbid-
ity and mortality (see review by Benca, 2005).
Lighter stages of sleep are characterized by low-
amplitude, fast-frequency EEG activity, whereas
deeper stages of sleep are characterized by high-
amplitude, slow-frequency EEG activity gener-
ated by rhythmic oscillations of thalamic and
cortical neurons (see Jones, 2005).

Visually scored and quantitative indices of
sleep architecture may be measured using
laboratory-based or in-home PSG studies. Sleep
architecture cannot be assessed by self-report
or actigraphy. In this context, it is important to
remember that actigraphy measures rest/activity
patterns and from these infers wakefulness or
sleep; absence of movement during sleep as
assessed by actigraphy cannot be used to infer
that the individual was in deep or REM sleep.
Studies focused on visually scored measures
of sleep architecture generally include multiple
nights of recording due to night-to-night vari-
ability in measures of NREM and REM sleep
(Israel et al, under review; Merica and Gaillard,
1985). Due to adaptation effects, multi-night
sleep studies typically discard the first night of
data and average visually scored measures of
sleep architecture across the remaining nights
(Toussaint et al, 1995). In contrast, quantitative
indices of sleep architecture are highly stable
across nights and are often measured on a single
night (Buckelmuller et al, 2006; Feinberg et al,
1978; Israel et al, under review; Tucker et al,
2007).

2.3.2 Sleep Architecture and Health:
Evidence

Numerous studies have demonstrated that
patients with medical disorders including
cardiovascular and kidney disease, diabetes,
and cancer exhibit lighter sleep architecture
profiles, compared to healthy individuals (e.g.,
Jauch-Chara et al, 2008; Ranjbaran et al, 2007).
Yet, these studies do not indicate whether sleep
architecture profiles were a contributing cause
or consequence of disease. Both possibilities
are plausible given experimental evidence of

bi-directional relationships among components
of sleep architecture and physiological processes
important to health and functioning, including
metabolic, endocrine, autonomic, and immune
mechanisms (e.g., Hall et al, 2004; Opp, 2006;
Rasch et al, 2007; Tasali et al, 2008a). In the
only study of its kind conducted to date, Tasali
and colleagues (2006) demonstrated that selec-
tive suppression of slow-wave sleep in healthy,
lean adults resulted in marked decreases in
insulin sensitivity. Changes in insulin sensitivity
were strongly associated with EEG spectral
power in the slow-wave delta band and were
unaffected by sleep duration. These results are
consistent with three observational studies that
reported cross-sectional associations among
the metabolic syndrome and decreased sleep
depth, as measured by decreased visually scored
slow-wave sleep or increased EEG spectral
power in the fast-frequency “beta” band after
adjusting for age, sleep apnea, and other relevant
covariates (Hall, Okun et al, under review; Hall,
Matthews et al, under review; Nock et al, 2009).
The longitudinal study of sleep and mortality by
Dew and colleagues (2003) is the only published
study, to date, that has evaluated relationships
among measures of sleep architecture and
indices of morbidity or mortality. In that study,
risk for mortality was significantly higher in
individuals with extreme amounts of REM
sleep (upper and lower 15th percentile of the
sample distribution); visually scored slow-wave
sleep percent was also modestly associated with
survival time.

In summary, fewer studies have evaluated
relationships among indices of sleep architecture
and health. Experimental manipulation of sleep
architecture, although technically complex, may
be an especially promising approach to disen-
tangling cause and effect and evaluating cellular
and molecular mechanisms through which sleep
architecture affects and is affected by health
(e.g., Tasali et al, 2008a). Quantitative analysis
of the EEG, which shows trait-like characteris-
tics, may hold promise for identifying sleep phe-
notypes that confer vulnerability to or resilience
against disease (e.g., Buckelmuller et al, 2006;
Feinberg et al, 1980; Israel et al, under review;
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Tucker et al, 2007). This latter point may be
especially relevant to behavioral medicine mod-
els of disease given that decreased slow-wave
sleep and increased EEG spectral power in the
fast-frequency beta-band have been linked with
symptoms of stress and a variety of chronic stres-
sors including job strain, marital dissolution,
and bereavement (Cartwright and Wood, 1991;
Cartwright et al, 1991; Hall et al, 1997, 2000,
2007b, 2008a; Kecklund and Akerstedt, 2004).
Experimental animal models have also demon-
strated that pre-natal stress, early life experience,
and acute stressors impact slow-wave and REM
sleep characteristics (e.g., Lesku et al, 2008;
Papale et al, 2005; Rabat et al, 2006; Rao et al,
1999).

2.4 Sleep Quality

2.4.1 Sleep Quality: Definitions and
Measurement

Sleep quality generally refers to subjective per-
ceptions about one’s sleep and may be assessed
using purely qualitative indicators (e.g., sleep
that is “restful,” “sound,” “restorative,” of
“good quality”) or a combination of qualitative
and quantitative indicators. Sleep diaries often
include one or more qualitative indicators about
the previous night’s sleep, which are assessed
using visual analog or Likert-type scales (Monk
et al, 1994). The Pittsburgh Sleep Quality Index
(PSQI), which is the most widely used self-
report sleep instrument and has been translated
into over 30 languages, is an example of a
“multiple-indicator” measure of sleep quality
(Buysse et al, 1989). The PSQI includes 19 ret-
rospective questions about one’s sleep over the
past month. These questions are used to derive
seven subscales (sleep duration, sleep latency,
sleep efficiency, sleep disturbance, daytime dys-
function, use of medications for sleep, overall
sleep quality), each of which has a range of 0–
3. These subscales may be summed to generate a
global measure of subjective sleep quality with
a range of 0–21; higher values reflect greater

subjective sleep complaints. Less frequently,
researchers use multiple indicators assessed by
actigraphy or PSG to characterize sleep quality,
although the correspondence between self-report
and objective measures of sleep quality has not
been systematically evaluated. Subjective bias
is the major disadvantage of self-report sleep
quality measures. Moreover, single indicators
such as “rested,” “restorative,” and “sound” have
not been empirically validated, so it is unclear
that participants are interpreting these indicators
in the same way and responding in a reliable
manner.

2.4.2 Sleep Quality and Health: Evidence

The majority of studies that have evaluated sub-
jective sleep quality and indicators of health have
been cross-sectional. For example, patients with
hypertension, diabetes, kidney disease, polycys-
tic ovary syndrome, and cancer report greater
subjective sleep quality complaints than do
age- and sex-matched healthy controls (e.g.,
Alebiosu et al, 2009; Haseli-Mashhadi et al,
2009; Knutson et al, 2006; Liu et al, 2009;
Sabbatini et al, 2008; Tasali et al, 2006). In a
community-based study of mid-life adults with-
out clinical cardiovascular disease, Jennings and
colleagues reported that higher PSQI-assessed
sleep quality complaints were associated with
increased prevalence of the metabolic syndrome
(Jennings et al, 2007). Although these data pre-
clude attributions of causality, sleep quality is
likely related to health in complex and some-
times indirect ways. For example, evidence that
sleep quality improves with treatment of the
primary medical disease (e.g., allergic rhinitis,
hypertension, heart failure) suggests that subjec-
tive sleep quality is more likely a consequence,
rather than a cause, of these medical condi-
tions (Mintz et al, 2004; Skobel et al, 2007;
Yilmaz et al, 2008). Sleep quality may indi-
rectly impact health via health behavior path-
ways. For instance, subjective perceptions that
one’s sleep is not sound or restorative may lead
to increased daytime caffeine use and increased
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use of alcohol prior to sleep which, in turn, may
negatively impact health and functioning.

3 Behavioral Medicine and Sleep:
Future Directions

Research on sleep in behavioral medicine is
in its infancy. A fair summary of the state-of-
(this)-science is that converging evidence sug-
gests numerous links between specific dimen-
sions of sleep and health. As reviewed above,
these relationships generally persist after adjust-
ing for “traditional” risk and protective factors
such as age, sex, co-morbidities, medication use,
socioeconomic status, health behaviors, psycho-
logical stress, symptoms of depression, and the
quality of close personal relationships. Here we
address several methodological, conceptual, and
empirical issues important to accelerating our
understanding of sleep in relation to behavioral
medicine models of health and disease.

The development of valid and reliable mea-
sures will play a critical role in our ability to
evaluate relationships among sleep and health,
including the translation of this knowledge
to clinical applications. Epidemiologic studies,
which play a key role in developing and refin-
ing conceptual models, are in need of validated
and reliable, low-burden measures that assess
traditional and emerging dimensions of sleep,
including habitual sleep duration, daytime naps,
fatigue, and sleep debt, as well as primary sleep
disorders such as insomnia and sleep apnea.
These measures may also prove important for
reducing participant burden in studies that con-
duct multiple repeated assessments such as ran-
domized clinical trials and experimental studies
designed to probe mechanisms. Wrist actigra-
phy holds great promise for decreasing subjec-
tive bias associated with self-report measures
and for providing “high-dimensional” data that
may be used to probe temporal characteristics
of dynamic relationships that unfold over time
(i.e., To what extent does a bad night of sleep
affect reactivity to stress and vice versa? Or, to

what extent does a bad night of sleep affect sus-
ceptibility to a viral infection and vice versa?).
The greatest challenge facing actigraphy-based
studies is the lack of standardized protocols for
reliably identifying the beginning and end of
sleep periods, including daytime naps and noc-
turnal sleep. This issue is far from trivial, as
all actigraphy-assessed outcomes are calculated
as a function of self-reported sleep start and
stop times or algorithms based on movement.
Although some have used event markers on wrist
actigraphs to indicate “good night time” and
“good morning time,” this method, again, relies
on the participant to use the event marker. Also
sorely needed are experimental protocols that
objectively quantify sleep quality, fatigue, and
sleep debt, which may be especially sensitive
to sample characteristics including expectations
and negative affective biases.

At a conceptual level, behavioral medicine
models that incorporate sleep need to think
carefully about whether specific dimensions of
sleep play different roles in health and disease.
For instance, subjective sleep quality, which is
adversely affected by medical and psychiatric
disorders, may indirectly impact disease course
and treatment outcomes via sleep-related health
behaviors such as spending more time in bed
or consuming alcohol to “help” sleep. In this
case, sleep quality may be viewed as an out-
come and well as a mediator. Moreover, sleep is
likely to interact with other behavioral medicine
risk factors (e.g., reactivity to stress, mood, qual-
ity of close personal relationships), so care must
be taken to understand interrelationships among
sleep and other psychological, behavioral, social,
and environmental factors that affect and are
affected by health. Practically speaking, it may
prove fruitful to construct one or more multi-
dimensional latent variable(s) to characterize
sleep in relation to health and functioning.

Although individual dimensions of sleep have
been related to various health outcomes, little
is understood about how specific dimensions of
sleep may confer vulnerability or resilience to
disease. Identification of the cellular and molec-
ular pathways through which sleep affects and
is affected by health is critical to advancing our
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understanding of the sleep–health relationship in
the context of behavioral medicine. Mechanism-
oriented studies of the sleep–health relationship
will benefit from basic sleep research which is
a highly developed discipline. Our understand-
ing of the neurobiology of sleep, the effects of
experimental sleep deprivation or restriction on
central and peripheral physiology, and emerg-
ing evidence regarding the genetic determinants
of sleep and circadian rhythms are three exam-
ples of research that is ripe for translation into
behavioral medicine studies of sleep and health.

In conclusion, sleep is a promising area of
investigation in relation to behavioral models
of health and disease although definitive, causal
studies are lacking. The strength of the associ-
ations among sleep and indices of health and
functioning suggest that, at minimum, it would
be wise to consider sleep (including prevalent
sleep disorders that impact health) as an impor-
tant covariate when evaluating the pathways
through which psychological, social, behavioral,
and environmental factors contribute to or pro-
tect against disease. That sleep is a modifiable
behavior suggests that it may represent an impor-
tant therapeutic target for behavioral medicine
research. The growing number of published
studies of sleep in behavioral medicine suggests
a receptive zeitgeist, which is certainly a step in
the right direction.
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Chapter 50

Neuroimaging Methods in Behavioral Medicine

Peter J. Gianaros, Marcus A. Gray, Ikechukwu Onyewuenyi,
and Hugo D. Critchley

1 Overview of Neuroimaging
Methods

Neuroimaging permits the in vivo (and largely
non-invasive) study of the human brain through
quantification of functional neurochemical,
metabolic, and micro- (e.g., white matter tracts)
and macro-structural (localized volume and
density of gray and white matter) features. In
particular, using magnetic resonance imaging
(MRI), the same scanner can generate a range of
quantifiable biological measurements within the
same individual to give convergent multivariate
information about functional and structural
integrity of brain processes. Among MRI meth-
ods, functional MRI (fMRI) of brain (measuring
regional hemodynamic changes contingent on
local neural activity) now represents a leading
human neuroscientific tool, having developed
rapidly from positron emission tomography
(PET) techniques for measuring regional cere-
bral blood flow and metabolism. By labeling
specific molecules with radioisotopes, PET uses
the source localization of radioactive decay
to provide three-dimensional, absolute rather
than relative, measures of metabolic activity
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(e.g., glucose uptake and utilization) or blood
flow (e.g. using 15O-labeled water). PET is also
the unrivalled technique for quantifying in vivo
in humans the distribution of neurotransmit-
ter/neuromodulator and receptor activity and the
presence of pathological proteins, such as amy-
loid. These approaches are complemented by
electrical and magnetic imaging methodologies
that provide information on synchronization
of neural (primarily cortical) function with
exceptional temporal resolution. Finally, newer
optical imaging techniques increasingly offer
the potential to image localized blood flow
within the cortex at a temporal resolution equal
to electrical and magnetic techniques. Below we
outline each of these imaging techniques, with
attention to the basic principles which under-
lie their generation and common utilization
techniques in neuroscientific research.

2 Functional Neuroimaging
Methods

There are several functional neuroimaging meth-
ods available for behavioral medicine research.
Of these, the most widely employed and most
likely relevant to questions in our field include
PET and fMRI. Broadly stated, PET and fMRI
differ in their invasiveness, in their ability to
localize ongoing changes in neural activity to
particular brain areas (referred to as spatial
resolution), and in their ability to resolve the
timing of changes in neural activity in rela-
tion to a given psychological, behavioral, or
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physiological process (referred to as temporal
resolution). Both methods quantify changes in
and interactions between neural activity pat-
terns from distributed brain areas over short
time periods. Hence, PET and fMRI can reveal
dynamic changes in the activity of brain net-
works, as opposed to isolated patterns of activity
from disparate brain areas. Importantly, these
co-occurring functional changes in brain net-
works can be linked to wide-ranging and time-
varying cognitive, emotional, behavioral, phys-
iological, and interpersonal response processes
important for understanding the neurobiologi-
cal bases of aspects of health and well-being in
behavioral medicine research. Here, we focus on
key issues involved in PET and fMRI studies,
referring readers to in-depth resources where rel-
evant. Throughout, we will emphasize the use
of PET and fMRI to indirectly measure regional
increases and decreases in brain activity, con-
ventionally referred to as patterns of brain “acti-
vation” and “deactivation,” which are complexly
determined by changes in regional blood flow,
oxygen concentration, and metabolism in areas
of neural activity. For more detailed treatments
of the PET and fMRI methods reviewed next,
we refer the reader to several informative texts
(Buxton, 2002; Cabeza and Kingstone, 2006;
Frackowiak et al, 2003; Huettel et al, 2004;
Jezzard et al, 2001; Toga and Mazziotta, 2002).

2.1 Positron Emission Tomography

Both PET and fMRI quantify regional changes
in hemodynamic and metabolic activity that
are correlated with changes in neural activity
(Raichle, 2006; Savoy, 2001). Neuroimaging
methods employing PET provide three-
dimensional images of the brain corresponding
to quantitative levels of glucose metabolism,
oxygen consumption, regional cerebral blood
flow (rCBF), and neurotransmitter receptor-
binding potentials during passive (resting or
baseline) or active (task-related) behavioral
states. This is achieved by localizing emitted
positrons from radioactive tracers injected into
the bloodstream. With PET, these tracers can
be distributed and concentrated differentially

throughout the blood vessels supplying brain
tissue. Specifically, in PET, radioactive decay
releases a proton, which is annihilated after col-
liding with an oppositely charged free electron,
releasing two gamma rays in opposite directions.
Co-incident scintillation detectors arranged in a
ring around the decaying radio nucleotide can
detect these paired gamma rays and calculate
a vector along which this annihilation must
have occurred. By measuring many thousand
annihilation events, the spatial location of these
emissions can be determined. Biologically
active radiotracer molecules with rapid decay
rates (short half lives) are administered into the
body. These radiotracers accumulate in active
regions where their decay can be localized, and
three-dimensional images can be constructed
to identify blood flow or active metabolism
with a spatial resolution of approximately
3 mm2. Hence, PET methods capitalize on these
distributional and concentration characteristics
to assess levels of brain activity because of
the close relationship between cellular (neural)
activity, blood flow, and metabolism. The most
common PET methods rely on 18FDG and
H2

15O as injected tracers to measure regional
cerebral glucose metabolism and cerebral blood
flow, respectively. To localize brain activity
patterns, PET data are analyzed using kinetic
modeling procedures, which estimate the spatial
concentration of a particular radioactive tracer.
The resulting PET images can then be examined
within individuals across experimental periods
or between individuals at rest or during task
performance as a function of another variable of
interest (e.g., as a function of stressor-evoked
changes in a measure of peripheral physiological
reactivity). As discussed by Gray and colleagues
(this volume), for example, stressor-evoked
changes in cardiovascular (Critchley et al, 2000;
Gianaros et al, 2004; Lane et al, 2001) and
neuroendocrine activity (Dedovic et al, 2005;
Pruessner et al, 2007) have been linked to
changes in rCBF using PET imaging.

The particular development of PET spans an
appreciably long methodological history, with
over 50 years between the French physicist Paul
Villard’s discovery of gamma rays in 1900 to
the first published study of positron counting
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with medical possibilities (Wrenn et al, 1951).
Twenty more years followed before Phelps
and colleagues (1975) published the methods
underlying the PET techniques used today.
Further refinement of scintillation technology
(Weber and Monchamp, 1973) and the syn-
thesis of radiolabeled deoxyglucose (Sokoloff
et al, 1977) provided the necessary basis for
the massive increases in detector elements and
computing found in modern commercial PET
imaging systems. In the context of this his-
torical development, the neuroimaging appli-
cations of PET are being increased rapidly
by the more recent development of radioli-
gands, such as carbon 11-labeled raclopride,
which selectively antagonizes and binds to the
D2 dopamine receptor, allowing investigation
of psychiatric disorders associated with distur-
bance of dopamine transmission. PET radioli-
gands have also been developed with specificity
for a range of other neuromodulators and neuro-
transmitter receptor subtypes including GABA,
serotonin, norepinephrine, with the potential to
provide fundamental insight into a range of psy-
chiatric and central nervous system disorders
(Zipursky et al, 2007). Development of radiola-
beled ligands to identify discrete neuopatholog-
ical processes promises much for “biomarking”
neurodegenerative diseases. A ligand for quan-
tifying beta amyloid deposition in Alzheimer
disease (Pittsburgh compound B) represents the
most developed of these approaches and may
emerge as a diagnostic marker and means of
monitoring interventions (Klunk et al, 2004).
PET is also commonly used in conjunction
with computed tomography (CT), where many
two-dimensional x-ray images are combined to
provide detailed three-dimensional images of
the body. Combining PET and CT allows for
detailed structural images which also contain
information about metabolism.

2.2 Functional Magnetic Resonance
Imaging

The biophysical basis of fMRI differs from PET
in several ways. With fMRI, short-term changes

in neural activity (e.g., on the order of sec-
onds) can be localized without ionizing radia-
tion or radioactive tracers. As detailed below,
fMRI localizes neural activity by exploiting
the blood oxygenation level-dependent (BOLD)
effect, a phenomenon discovered in the field
of nuclear magnetic resonance physics (Ogawa
et al, 1990a, b; for review, see Raichle, 2006).
The BOLD effect is based on the concentra-
tion of oxygen in the blood that flows to brain
areas where there is a change in neural activity.
Specifically, when the activity of neural tissue
increases, blood flow to that tissue increases to
provide a metabolic substrate for cellular activity
(Buxton, 2002; Huettel et al, 2004; Logothetis,
2002). However, in areas of neural activity, blood
flow changes disproportionately to oxygen con-
sumption. In consequence, there is a change in
the oxygen concentration within blood vessels
supplying that tissue. This change in oxygen
concentration can be detected with MRI because
the oxygen level in hemoglobin (the protein
molecule in red blood cells) changes the extent
to which hemoglobin disturbs a local magnetic
field. Hence, changes in fMRI BOLD signal
intensity reflect changes in the ratio of deoxy-
genated to oxygenated hemoglobin in the blood
supplying particular brain areas. Given that the
BOLD effect is dependent on measuring relative
changes in oxygen concentration, fMRI stud-
ies routinely employ task paradigms involving
a comparison of brain activity during two or
more conditions (see below). These comparisons
are used to quantify functional neural changes,
which have been labeled as patterns of BOLD
“activation” and “deactivation.”

To elaborate on the biophysical basis of this
imaging modality, magnetic resonance imaging
(MRI) exploits the physical magnetic proper-
ties of the nuclei of the atoms which make
up our bodies. In the 1940s it was discov-
ered that atomic nuclei when placed within
a magnetic field absorb radiofrequency (RF)
energy and later emit this energy at a reso-
nant RF frequency (Bloch, 1946; Purcell et al,
1946). This insight (nuclear magnetic resonance,
NMR) was applied initially to identify chemical
components of complex molecules or mixtures.
Imaging of biological tissues (MRI) emerged
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with techniques for measuring and localizing
the density of hydrogen atoms in large three-
dimensional samples such as the body. The
signals from resonant hydrogen nuclei (mostly
in water molecules) are modulated by proxi-
mate and neighboring tissue classes and fluids,
enabling images to provide detailed information
about the internal structure of organs including
the brain. Placing the head in the magnetic field
generated by an MRI scanner aligns the spinning
nuclei of hydrogen atoms within the brain and
skull. By applying repeated tailored pulses of
RF energy, these nuclei can be made to emit RF
resonances that can be recorded and measured.
The position of these nuclei can be determined
with the addition of a magnetic gradient which is
stronger at the top of the head and grows weaker
toward the chin and neck, and as a result the
nuclei at the strongest end of the magnetic field
spin faster than those within the weaker field.
Applying RF energy will only evoke a resonant
signal within atoms that spin at the frequency of
the RF pulse, allowing individual slices within
the head to be separately excited and measured.
Additional gradients (phase-encoding gradient
and frequency-encoding gradient) further alter
the speed of procession within a slice, allow-
ing the identification of resonant signals from
precise locations within each slice.

Resonant signals from tissue excited during
MRI naturally decay rapidly for a variety of rea-
sons. By using differently timed sequences of RF
and gradient pulses (pulse sequences) the signal
measured during MRI can be made more or less
sensitive to different sources of decay. Two criti-
cal features of a pulse sequence which determine
the sensitivity to differential sources of signal
decay are the echo time (TE) and the volume
repetition time (TR). Most MRI sequences make
use of a gradient field or secondary radiofre-
quency pulse (gradient recalled echo sequence
or spin echo sequence, respectively) to refocus
nuclei spins. The signal measured during this
echo form the basis of the images generated dur-
ing MRI. By varying the lengths of the TE and
TR, MRI images can be made more or less sen-
sitive to T1-or T2-weighted effects. Structural or
T1-weighted MRI imaging utilizes differences

in the longitudinal relaxation of various tissue
classes. After a slice of tissue is excited by RF
energy, the alignment of spinning protons within
the slice gradually returns to alignment with the
magnetic field, and as a result the resonant signal
decays smoothly. The speed at which this sig-
nal decays (longitudinal relaxation time or T1)
depends on the ability of the surrounding tis-
sue lattice to efficiently absorb resonant energy,
and this varies according to tissue type. Fat, for
example, is more efficient at absorbing energy,
therefore resonant signals from fat decay more
quickly than neural tissue or water. Structural
MRI uses a pulse sequence which maximizes the
differences in signal decay as different tissues
realign themselves with the static magnetic field.

As noted earlier, functional MRI (fMRI) is
now commonly used to investigate dynamic
activity within the brain or rather the changes
in regional blood flow and perfusion consequent
upon neural activity. fMRI is tuned to be sen-
sitive to BOLD signal changes. More precisely,
this is achieved by using a pulse sequence which
maximizes signal sensitivity to T2∗ effects. T2∗
refers to the loss of signal due to interactions
with nearby nuclei and by inhomogeneities in the
local magnetic field, causing variation in local
precession rates. The interaction of nuclei pro-
cession with nearby nuclei and unevenness in
the magnetic field results in a rapid de-coherence
and resulting loss of signal intensity in the trans-
verse plane. The rate at which energy is released
is dependent on the biology of the tissue, and
it is this feature which makes it possible to
index neural activity. When a region of neu-
ral tissue becomes active, its metabolic needs
increase and a neurovascular coupling mecha-
nism results in increased localized blood flow,
increasing the level of oxygenated blood locally.
Again, even after accounting for the increased
metabolic demands of active neural tissue, this
causes an increase in the ratio of oxygenated
to deoxygenated blood in the vicinity of func-
tionally active neural tissue. Oxygenated and
deoxygenated hemoglobin have different mag-
netic susceptibilities and as a result differing
T2∗ decay time courses. It was this observation
which led to optimization of BOLD-sensitive
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pulse sequences. Like T1-weighted imaging, this
is typically achieved with a gradient-recalled
echo sequence, however, unlike T1 imaging
where the echo (TE) and repetition (TR) times
are short, BOLD T2∗-weighted imaging typi-
cally uses a long TR (greater than 1500 ms) and
a long TE (greater than 60 ms) (Ogawa et al,
1990a, b).

It is important to emphasize here that the
fMRI BOLD signal is subject to numerous con-
founding factors, including the dramatic effects
of even slight (millimeter) head movements on
signal quality, the compromising impact of cere-
brovascular insults, lesions, and atherosclerotic
disease on the vessels supplying brain tissue,
the appreciable decrease in the signal-to-noise
ratio within particular areas of the brain that
abut air–tissue interfaces (i.e., sinus areas near
the ventral orbitofrontal cortex), and the phys-
ical movement of the brain that occurs with
breathing and each beat of the heart. Further,
one disadvantage of fMRI relative to PET is
that it poses challenges to recording concur-
rent changes in peripheral (e.g., stressor-evoked)
physiology, which is often a major goal in
behavioral medicine and stress research. This
disadvantage stems from several sources. One
includes the radiofrequency and electrical arti-
facts introduced into peripheral recordings (e.g.,
the electrocardiogram) by the changing magnetic
gradients imposed by fMRI scanning. Another
disadvantage reflects the fact that the metal-
lic instrumentation often used for peripheral
physiological recording is not safe in the MRI
environment (see http://www.mrisafety.com/).
However, instrumentation for recording concur-
rent changes in peripheral physiology in the MRI
environment is becoming increasingly available,
and this instrumentation will better allow for the
assessment of electroencephalographic, electro-
cardiographic, blood pressure, respiratory, and
other physiological measures during fMRI pro-
tocols (Gray et al, 2009; Lane et al, 2009a,
b). If such instrumentation is not available to
the behavioral medicine researcher, then an
alternative approach to integrating assessments
of peripheral physiological activity into fMRI
studies is to have participants perform the same

task in an fMRI scanner and in a laboratory set-
ting or plastic replica of the scanner to emulate
the same experimental environment. Notably,
many of these methodological challenges are not
an issue for fMRI and imaging studies of neu-
roendocrine function discussed by Gray et al
in this volume, where measurements commonly
rely on salivary sampling procedures (for review,
see Dedovic et al, 2009).

Notwithstanding these issues, fMRI has sev-
eral advantages over PET, including the ability
to scan the same person over multiple sessions
within a short period of time (because of the
lack of radiation exposure), the higher spatial
and temporal resolution of the BOLD signal, and
the relatively lower cost and wider availability
of fMRI at most research institutions. Indeed,
the increasing availability of MRI scanners with
higher magnetic field strengths (measured in
Tesla units, where 1 Tesla = 10,000 Gauss) is
expected to provide unprecedented opportunities
for localizing functional and structural aspects of
the brain at increasingly precise levels of spatial
resolution.

2.3 Arterial Spin Labeling

As noted above, the fMRI BOLD signal indi-
rectly reflects relative changes in neural activity
because it is based on interacting changes in
neurovascular function and oxygen concentra-
tion. In this way, measuring the BOLD signal
has at least one disadvantage compared with
PET; namely, it provides a surrogate and non-
quantitative parameter of neurophysiological
activity. However, using specialized MRI scan-
ning parameters (referred to as pulse sequences),
the quantitative parameter, rCBF, can be esti-
mated with a technique called perfusion imag-
ing, which relies on arterial spin labeling (Detre
and Wang, 2002). This technique is gaining
increasing use in the field of neuroimaging,
and as reviewed by the complementary chap-
ter on neuroimaging in this volume, it has
been applied recently in behavioral medicine
studies of cardiovascular and neuroendocrine
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stress reactivity (Gianaros et al, 2009; Wang
et al, 2005, 2007). Hence, perfusion MRI is an
emerging non-invasive method that may better
capture quantitative changes in cerebral blood
flow that are more closely related to neural
activity and metabolism patterns.

3 Structural MRI Methods

3.1 Volumetric MRI

T1-weighted MRI scans can provide exception-
ally detailed high-resolution images of the phys-
ical structure of the brain through enhanced
contrast between gray and white matter compart-
ments, with suppression of cerebrospinal fluid
signal. Quantitative methods have been applied
to T1-weighted brain scans to examine the rel-
ative density and volume of the different neural
tissue classes, particularly gray and white matter,
on a region-by-region basis. The most com-
mon approach is termed voxel-based morphom-
etry, or VBM (Ashburner and Friston, 2000).
This is an automated technique to analyze the
amount of gray and white matter density or
volume on a voxel-wise basis and allows exam-
ination and comparison of differences within
specific brain regions that are the consequence
of maturational or neurodegenerative processes
that include genetic, constitutional, neurodevel-
opmental, experience-driven, and atrophic pro-
cess associated with disease or aging that may
lead to inter-group or cross individual variation
in regional brain structure.

3.2 Diffusion MRI

By utilizing a bipolar gradient pulse sequence,
MRI data can be made sensitive to movement
of water molecules in a specific direction, pro-
ducing phase-shift data which is sensitive to
the velocity of water movement. The laws of
molecular diffusion, or Brownian motion, can
be applied to this phase-shift MRI acquired in
multiple planes data to characterize a diffusion

tensor, a representation of the local restrictions
on the movement of water molecules at a specific
brain location (Hagmann et al, 2006). Diffusion
tensor data can be used to infer the directionality
of local fiber tracts, as water molecules are freer
to move along nerve fibers within the brain, than
to travel across them. Diffusion tensor imaging
(DTI) can be used to investigate tractography, the
shape, density, and integrity of white matter fiber
tracts within the brain and for examining the
effects of neurostructural pathology such as sub-
cortical lesions on brain connectivity (Burgel
et al, 2006).

4 Neurochemical Imaging

4.1 Magnetization Transfer MRI

MRI pulse sequences can also be specified so
as to reduce the signal sensitivity to both T1
and T2 effects by specifying a long TR (to min-
imize T1 signal differences) and a short TE
(to minimize T2 signal differences). The result-
ing images are sensitive to differences in the
overall density of protons within different brain
locations. Proton density images can contain
information about proton density within fluid
relative to macromolecular brain structure (i.e.,
neural tissue/membranes) through the applica-
tion of an RF pulse which saturates protons in
macromolecular brain structures. Magnetization
transfer imaging (MTR) then compares sequen-
tial proton density images with and without
the additional saturating RF pulse to identify
alterations in neurochemical (macromolecular)
integrity within hard neural tissue, such as white
matter plaques in multiple sclerosis or prolactin-
secreting tumors versus non-secreting adenomas
(Argyropoulou et al, 2003; Zackowski et al,
2009).

4.2 Magnetic Resonance
Spectroscopy

Magnetic resonance spectroscopy (MRS) can
be used to quantify chemical features of
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neural tissues. Most commonly, 1H-MRS (pro-
ton MRS) has been used in human studies,
though MRS can be applied to other atomic
nuclei, notably phosphorus. The key insight in
1H-MRS is that electrons surrounding the pro-
tons in an atom shield the resonant energy emit-
ted from the proton during MRI. This induces
a chemical shift in the resonant frequency emit-
ted from protons, and as there are different
numbers of electrons in different elements, the
chemical shift differs between different chem-
ical compounds and molecular isotopes. When
applied in a research context MRS combines the
structural information obtainable from MRI and
spectroscopy to assess the relative concentra-
tions of biological metabolites at a specific brain
location. The major signals of interest obtain-
able using 1H-MRS reflect the amount of choline
(Cho), creatine/phosphocreatine (Cr), and N-
acetylaspartate (NAA). These can be quantified
relative to each other and to the most prominent
“water peak.” Interpretation of relative differ-
ences in concentrations of these chemicals has
been heuristic; consensus suggests Cho concen-
tration reflects membrane integrity and turnover,
Cr a measure of metabolic activity, and NAA
a marker of neural integrity and density (Gujar
et al, 2005; McKnight, 2004). With higher
field MRI scanners other metabolite peaks are
becoming reliably quantifiable from brain tis-
sue including lactate (Lac), glutamate/glutamine
(Glx), myo-inositol (MyoI), and alanine (Ala).
“Incidental” information from MRS studies of
brain can also include measures of brain temper-
ature and pH.

5 Electrophysiological and Optical
Imaging

5.1 Electroencephalograph (EEG)

The first published reported measures of elec-
trical brain activity were made by Richard
Caton who after placing two unipolar electrodes
attached to a galvanometer on the scalp reported
responses to light, head rotation and chewing

(Caton, 1875). Interest in electrical measures
of brain function became widespread following
publication of Hans Berger’s papers “On the
EEG in humans,” in 1929 (Berger, 1929). Today
EEG measures are used routinely in clinical
investigations of sleep and seizures and in neu-
ropsychiatric research. Electroencephalographic
(EEG) measures of neural function provide
excellent temporal resolution of activity within
the cortex. Within patients groups, notably
epilepsy, delirium, and types of dementia, EEG
abnormalities (e.g., spikes and slow waves) are
apparent as diagnostic signatures on the raw
trace and may also provide insight into the loca-
tion of abnormal brain function. In an experi-
mental context EEG analytic methods include
both analyses of frequency components (reflect-
ing synchronized activity) evoked event-related
potentials. The applications of EEG to behav-
ioral medicine are covered in detail in the chapter
by Jennings, Zanstra, and Egizio in this volume.

5.2 Magnetoencephalography (MEG)

MEG developed out of predictions based on
superconductivity made by Brian Josephson in
1962. He predicted that when two superconduc-
tive metal plates are separated by a tiny gap or
junction, tunneling electrons produce a current
flow between the physically insulated super-
conductors (Josephson, 1962). Further, increas-
ing the conductive current beyond a critical
threshold should induce the tunneling current
to alternate over time in the tetrahertz range
(approximately 500 GHz) current (AC). These
predictions were confirmed the following year
by experimental work (Anderson and Rowell,
1963). One key feature of the quantum tunneling
AC current induced across a Josephson junc-
tion is exquisitely sensitivity interference from
even minute magnetic fields and as a result
can be used to make precise measurements of
extremely weak magnetic activity. This feature
has been exploited to construct superconducting
quantum interference devices (SQUID), which
are magnetometers sensitive to exceptionally
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small changes in magnetism. Electrical currents
by necessity also generate magnetic currents.
As a result, electrical activity generated by the
synchronized firing of pyramidal neurons gener-
ates tangential magnetic waves. Unlike electrical
potentials originating from the cortex, magnetic
potentials are not impeded by the skull and scalp.
This may offer some advantages in the recon-
struction of source density models for MEG
activity. As in EEG, new developments in source
localization and parametric mathematical mod-
els allow increasing precision in the identifica-
tion of localized cortical activity underlying the
generation of MEG waveforms. Current MEG
systems have over 100 squid sensors, which can
provide very high (millisecond) temporal reso-
lution and can be cortically resolved with high
spatial resolution 2 mm2.

5.3 Optical Imaging

Finally, optical imaging provides another alter-
native to electrical, magnetic, metabolic, and
MRI methods for imaging the brain. A widely
recognized feature of living tissue in medicine,
and particularly the development and manufac-
ture of medical monitoring equipment, is the
influence of functional status on a tissue’s optical
properties (Villringer and Chance, 1997). Light
in the near infrared range (approximately 700–
1000 nm) is able to pass relatively easily through
living tissue. Light passing through tissue may
be affected in three basic ways (1) by scattering
of photons, (2) by absorption, and (3) by bire-
fringence or double refraction (Foust and Rector,
2007). Brain function may be explored via opti-
cal means by one or a number of these features.
Techniques for optically imaging the brain are
currently not widely used within neuroscience,
however their adoption is increasing and this
may be expected to expand significantly during
the coming decade. Currently, two basic meth-
ods of optically imaging brain function are being
used, and these are outlined briefly below.

5.3.1 Near InfraRed Spectroscopy (NIRS)

Near infrared spectroscopy (NIRS) is the
most established optical method for investigat-
ing brain function, emerging from studies in
neonates. NIRS is a spectroscopic method; i.e., it
derives information on brain function by explor-
ing the absorption of light as it passes through
the body (brain). In NIRS imaging, light within
the near infrared spectrum is directed toward the
brain at the surface of the scalp. Most biologi-
cal material within the head has a high scattering
influence on near infrared light (NIR) light, and
as a result, NIR is not able to pass completely
through the head, but is instead randomly dif-
fused over a distance of few centimeters from the
NIR source. NIR detectors placed near the emit-
ter will receive light which has been reflected
along an elliptical- or banana-shaped path; the
further apart the emitter and receiver, the deeper
this ellipse must travel until at a distance of 7–
10 cm very little light is detected (Okada and
Delpy, 2003a, b). By carefully separating the
NIR emitters and detectors, it is possible to
ensure the elliptical light path passes through
cortical gray matter, allowing assessment of cor-
tical activity (Huppert et al, 2009). As the spe-
cific frequencies of light which are absorbed by
oxy- and deoxy-hemoglobin are known, spec-
troscopy can be applied to provide a measure of
the BOLD signal and hence the functional status
of localized gray matter. While the characteriza-
tion of BOLD activity in NIRS is restricted to
cortical regions close to the scalp and therefore
is unsuitable for assessing many midbrain, lim-
bic, or brainstem regions, the temporal resolution
of NIRS data is extremely high. It is not difficult
to sample NIRS data thousands of times more
rapidly than typical fMRI data, allowing for
smoothing to increase signal-to-noise features of
these measures (Koh et al, 2007).

5.3.2 Event-Related Optical Signal (EROS)

In addition to spectroscopic optical imag-
ing methods, other techniques characterize the
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influence that neuronal firing has on NIR trans-
mission. It has been recognized since at least
the 1940s that the transmission of light through
a neuron is altered by neuronal firing (Hill and
Keynes, 1949). This influence is not dependent
on the delayed alterations in hemoglobin ratios
which follow 4–6 s after neuronal firing, but is
instead associated with changes in the refrac-
tivity of neuronal membranes within a millisec-
ond of neuronal firing (Stepnoski et al, 1991;
Villringer and Chance, 1997). Current research
with event-related optical signal (EROS) meth-
ods makes use of these “fast” optical signals, and
as a consequence can identify cortical activity
with a much great temporal resolution than mea-
sures based on the BOLD response; e.g., NIRS,
fMRI (Gratton and Fabiani, 2001a, b). Despite
the restriction to shallow cortical regions, the
exceptionally high temporal and good spatial
resolution makes EROS methods a likely area for
future development.

6 Some Basic Design Principles in
Functional Neuroimaging

Of the methods reviewed above, it is most
likely that researchers in behavioral medicine
will most likely employ methods of functional
neuroimaing, particularly those of fMRI and
PET. Accordingly, this section highlights salient
design and inferential issues associated with
these modalities. As noted above, in most func-
tional neuroimaging studies, the goal is to char-
acterize relative changes in neural activity in
specific brain areas when a person performs
a behavioral task. A long-standing supposition
is that achieving this goal will help define the
role of specific brain areas in cognitive, emo-
tional, and behavioral processes (Raichle, 2006;
Savoy, 2001). For most PET and fMRI studies,
this goal is achieved with a canonical ‘subtrac-
tion paradigm’ derived from the early work of
Donders (1969). Employing this paradigm in
functional neuroimaging studies involves requir-
ing people to engage in a behavioral task with

two or more conditions. One (or more) of the
conditions will serve as an active condition of
interest, whereas another (or more) will serve as
a control condition. In a common approach to the
analysis of the neuroimaging data, brain “activa-
tion” will be determined by subtracting the con-
trol condition from the active condition to com-
pute a so-called contrast or difference image of
neural activity. Conversely, brain “deactivation”
could be similarly determined by subtracting
the active condition from the control condition,
which may be of relevance to those interested
in decreased or task-suppressed neural activity.
For behavioral medicine researchers interested
in stress reactivity processes, the active condition
of interest will generally require the partici-
pant to engage in a stressful or challenging task
that evokes peripheral physiological changes,
whereas the control condition will involve a min-
imally stressful task or relaxing baseline. In this
way, physiological reactivity and brain activation
measures can both be computed by taking the
difference between task and baseline levels.

Importantly, there are a range of experi-
mental designs in which the canonical subtrac-
tion paradigm can be implemented. The most
common are blocked and event-related designs
(Aguirre and D’Esposito, 2000; Culham, 2006;
Rosen et al, 1998). In a typical blocked design,
two or more task conditions will be alternated
in blocks or epochs for predefined time peri-
ods (e.g., ∼15 s to ∼2 min, depending on the
neuroimaging modality). For each alternating
block, only one task condition will be admin-
istered. According to the subtraction paradigm
logic described above, if the task conditions in
a blocked design differ only in the process of
interest engaged, then the fMRI or PET signal
changes in particular brain areas that differ-
entiate the conditions will presumably reveal
patterns of neural activity associated with the
process of interest.

While blocked designs are common, one of
their disadvantages is that they present chal-
lenges to assessing short-term changes in neural
activity (e.g., those occurring within a few sec-
onds after a stimulus is presented or after a
behavioral response is made). This has led to
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the development of event-related designs, par-
ticularly in fMRI research (at this time, the
temporal resolution in PET imaging precludes
event-related designs). In event-related fMRI
designs, aspects of brief changes in the BOLD
signal can be quantified following a single stim-
ulus or a behavioral response. In this way, the
onset, peak latency, length, and other short-term
changes in the BOLD signal waveform relative
to (subtracted) pre-stimulus (control) levels can
be assessed and associated with individual dif-
ference factors or stimulus or response variables
(Donaldson and Buckner, 2001; Rosen et al,
1998). Importantly, these short-term changes in
the BOLD signal can reveal considerably more
information than the aggregate difference in
fMRI or PET activity between two or more
conditions, as determined in blocked designs.
However, it is important to note that BOLD sig-
nal changes are small in comparison to the noise
inherent to the signal, resulting in reduced statis-
tical power for event-related designs (Donaldson
and Buckner, 2001). Hence, an increasing num-
ber of studies are employing mixed designs
blending both blocked and event-related features
(Visscher et al, 2003).

As discussed above, neuroimaging methods
offer several approaches to studying patterns of
brain activity of interest to behavioral medicine
researchers. Unfortunately, however, there are no
universally agreed upon ways to design, analyze,
and interpret all types of functional and struc-
tural neuroimaging studies. Nevertheless, there
are some standards of practice that should be
considered. First, neuroimaging studies should
be driven by focused hypotheses targeting spe-
cific brain areas or networks of interest. This
focus could be based on prior animal or human
research on the process(es) presumably sup-
ported by the brain area(s) of interest. Second,
careful attempts should be made to control for
salient confounds in functional neuroimaging
studies. This often involves matching control and
active conditions (or stimuli) of interest along as
many dimensions as possible. Importantly, this
will support stronger inferences using the sub-
traction procedure described above. Such control
could involve matching conditions (e.g., stressor

and non-stressor conditions) in terms of the
number of motor responses that are made dur-
ing task performance, the perceptual and cog-
nitive aspects of the stimuli presented, and the
peripheral physiological recording procedures
if they are employed [e.g., inflating a blood
pressure cuff during both control (non-stress)
and active (stress) conditions]. Other inferential
issues in functional neuroimaging research have
been detailed elsewhere (Logothetis, 2008).

Finally, for functional neuroimaging studies,
there are a number of statistical procedures avail-
able to (i) make simple comparisons between
task conditions or event types, (ii) assess neural
activity patterns that vary according to interac-
tions between task conditions and events, and
(iii) compute correlations between changes in
neural activity to determine connectivity patterns
expressed between brain areas. For all of these
procedures, it is important to account for the
inflated likelihood of observing statistically sig-
nificant effects by chance alone, given that (i) the
brain is a three-dimensional structure necessi-
tating multiple (often univariate) statistical tests
and (ii) multiple (correlated) measures are often
derived from repeated observations of the same
person over time, as in the case of functional
neuroimaging studies and longitudinal structural
neuroimaging studies (Genovese et al, 2002;
Nichols and Hayasaka, 2003). Hence, it is rou-
tine in neuroimaging studies to employ random
or mixed effects statistical analyses to permit
appropriate generalizations to the population and
to apply some form of correction for performing
multiple statistical tests across the brain (Friston
et al, 1995; Worsley et al, 1992). Most recently,
there has also been much debate and recommen-
dations offered for the appropriate analysis of
correlations in neuroimaging studies of individ-
ual differences, which are particularly relevant
for studies of stress reactivity (see Lieberman
et al, 2009; Vul et al, 2009).

7 Summary

Only recently have neuroimaging methods and
neurobiological theoretical frameworks been
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directed at understanding the “brain–body” path-
ways linking cognitive, emotional, social, behav-
ioral, and physiological processes to aspects of
health and well-being. As reviewed here, there
are a number of available neuroimaging and
related methods that can be applied in behavioral
medicine research. The complementary chapter
by Gray and colleagues in this volume illustrates
several of these methodological applications,
and it highlights future research directions incor-
porating these methods into behavioral medicine
research.
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Chapter 51

Applications of Neuroimaging in Behavioral
Medicine

Marcus A. Gray, Peter J. Gianaros, and Hugo D. Critchley

1 Value of Neuroimaging
Applications in Medicine

Over the past few decades there has been an
exponential increase in the use of these neu-
roimaging techniques in neuroscience research.
Medical imaging of the brain has not to
date been used primarily for diagnostic pur-
poses, unlike for example medical imaging of
the heart or lungs, in these cases identifica-
tion of structural functional or metabolic dif-
ferences (tumor, stenosis, aneurysm, calcifica-
tion, etc.). Neuroimaging on the other hand
is not typically for clinically diagnostic pro-
cesses, with the exception of identifying stroke
or lesions. The value of modern neuroimag-
ing applications lies in their ability to inves-
tigate brain structure and neurochemistry in
healthy and disease populations. Functional neu-
roimaging adds to this, allowing investigation of
how activity within circumscribed neural struc-
tures and circuits may differentiate clinical and
healthy populations, both at rest and while per-
forming specific experimental tasks which tap
relevant psychological functions. The applica-
tions of neuroimaging methods in behavioral
medicine are broad, and include psychological
processes, social and interpersonal processes,
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Trafford Centre/Clinical Imaging Sciences Centre,
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genetic processes, the identification of biomark-
ers, development and the life course, epidemiol-
ogy, behavioral and psychosocial interventions,
and treatment. In addition to these specific appli-
cations, neuroimaging has made valuable contri-
butions in understanding how mental states are
instantiated in the brain, associated with infor-
mation processing systems and integrated with
the ongoing physiological function of the body
(Lane et al, 2009a). Neuroimaging investigation
of these mind–body linkages offers the poten-
tial of significant advances in understanding the
physical/physiological basis of human thoughts,
feelings, and behavior. In the sections below
we highlight how specific applications of neu-
roimaging have valuably contributed to behav-
ioral medicine, including with specific examples.
We then focus in detail on an emerging applica-
tion within behavioral medicine; the application
of neuroimaging to stress reactivity and charac-
terize in detail findings which suggest corticol-
imbic brain areas are jointly involved in process-
ing stressors and regulating the cardiovascular
system.

2 Behavioral Medicine Applications

2.1 Psychological Processes

Human anxiety represents a domain where
neuroimaging has informed understanding of
psychological processes relevant to behavioral
medicine. Anxiety serves an adaptive role in
directing attention to real or potential sources

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_51, 783
© Springer Science+Business Media, LLC 2010
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of threat and to mobilize both cognitive and
behavioral and physiological resources toward
successful resolution of the threatening situa-
tion. Anxiety reactions may also cross into the
spectrum of clinical disorders when situation-
ally inappropriate, excessive, or prolonged. A
key neural structure emerging from animal and
human neuroscience research into anxiety is the
amygdala (LeDoux, 2000; Vuilleumier, 2005).
Originally identified in animal models of fear
conditioning (Davis and Whalen, 2001; LeDoux,
1996), recent functional neuroimaging research
has identified its engagement by a variety of
biologically and motivationally salient stim-
uli. One class of stimuli in particular, robustly
engages the amygdala: human faces (Adolphs,
2008). Facial expressions convey a rich vari-
ety of information vital for hyper-social animals
such as human beings and are potent social
cues of potential or actual threat, a feature par-
ticularly relevant for fearful facial expressions
(Anderson et al, 2003). Interestingly, the amyg-
dala responds to the content of facial expres-
sion, even when presented outside of conscious
awareness (Williams et al, 2004; Whalen et al,
1998) or when attention is directed elsewhere
(Vuilleumier et al, 2001). These findings illus-
trate that amygdala function contributes to the
psychological processing of social emotional
information encoded in facial expressions and
has particular relevance for the psychology of
anxiety responses.

The importance of the amygdala to anxiety-
related psychological processes in behavioral
medicine is highlighted by neuroimaging stud-
ies of patients with damage to the amyg-
dala. Anderson et al (2002) investigated trait
and day-to-day emotional experience within ten
left, ten right, and one bilaterally amygdala-
damaged patient(s). Despite localized damage
to the amygdala, patients did not differ from a
sample of 20 control participants in the magni-
tude and frequency of self-reported positive or
negative affect including anxiety. Further insight
into these intriguing findings is provided by
Anderson and colleagues’ (2000) findings from
a female bilaterally amygdala-damaged patient
whose ability to express emotions including

fear remained intact, while the ability to rec-
ognize these emotions from facial expressions
was severely impaired. Adolphs and colleagues
(2005) also reported findings from a different
female patient with bilateral amygdala damage
who displayed a similarly severe impairment in
fear recognition with facial stimuli. They show
that this deficit is associated with impairments
in eye direction while assessing facial expres-
sions. This patient failed to make the sponta-
neous fixations on the eyes while assessing facial
expressions, fixations which characterize normal
evaluation of others facial expressions observed
in healthy adults. These findings suggest that the
perception of fear and anxiety cues is heavily
dependent on the guidance of attentional pro-
cesses subserved by the functional activity of the
amygdala (see Fig. 51.1).

In healthy adults, functional imaging also
demonstrates a positive association between
the degree of amygdala engagement during
experimental tasks and trait measures of anx-
iety. During assessment of facial emotional

Fig. 51.1 Perception of facial expressions of fear and the
amygdale. Neuroimaging research highlights the role of
the amygdala in processing of face stimuli. (a) Healthy
people perceive fear in facial expressions by examining
the eyes in fearful expressions (above) more than other
facial features (in the image below facial features are
weighted by inspection time). (b) In a patient with amyg-
dala lesions, the eyes are not preferred and fear is not
recognized. (c) In healthy controls, fearful faces activate
the amygdala regardless of spatial attention. (a) and (b)
reproduced with permission from Adolphs et al (2008).
(c) reproduced with permission from Vuilleumier et al
(2001)
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expressions individuals differ in their degree of
amygdala reactivity, differences which appear
stable over time (Johnstone et al, 2005; Manuck
et al, 2007; see Hariri, 2009). Further, functional
neuroimaging reveals that individual differences
in amygdala reactivity during the processing of
emotional stimuli predict both trait (Dickie and
Armony, 2008; Etkin et al, 2004; Haas et al,
2007; Killgore and Yurgelun-Todd, 2005; Most
et al, 2006; Ohrmann et al, 2007; Ray et al,
2005) and state anxiety (Bishop et al, 2004;
Ewbank et al, 2009; Somerville et al, 2004; again
see Hariri, 2009). Moreover, amygdala reactivity
is accentuated across clinically anxious groups
including post-traumatic stress disorder (Bryant
et al, 2005; Liberzon et al, 1999), obsessive com-
pulsive disorder (Van der Heuvel et al, 2005a, b),
specific phobia (e.g., Wik et al, 1996), and social
phobia (e.g., Birbaumer et al, 1998).

Amygdala activity in the context of threat
(Critchley et al, 2002; Williams et al, 2004),
processing of social stimuli including faces
(e.g., Critchley et al, 2005a), and mental effort
(Gianaros et al, 2008a) is directly coupled
to peripheral autonomic sympathetic activity,
which in turn is implicated in the negative phys-
ical health consequences of chronic stress and
anxiety (Gianaros et al, 2009) (see below).

2.2 Social and Interpersonal
Processes

Social relationships are intimately tied to well-
being and mental health (Sullivan, 1953).
The close association between mental health
and social/interpersonal processes is highlighted
by the pervasiveness of severely impover-
ished social networks and deficits in social
skills of persons with schizophrenia, depression,
social anxiety, and eating disorders for exam-
ple. Primary assumptions embedded in social
and interpersonal perspectives in behavioral
medicine are that interpersonal disturbances may
function as (1) causally disruptive phenom-
ena in the development of mental illness, (2)

stressors within a diathesis-stress model of ill-
ness, and (3) a frequent consequence of, and
maintaining factor in, mental illness (see Segrin,
2001). Animal research demonstrates how posi-
tive social bonds underlie well-being, reducing
stress-related neuroendocrine activity (Carter,
1998), while human research shows well-being
and satisfaction are associated with perceived
social support (Kafetsios and Sideridis, 2006).
As a consequence, insights gained within social
cognitive neuroscience and the study of social
cognition have wide applicability to the field
of behavioral medicine (Cacioppo and Berntson,
2005; Ochsner and Lieberman, 2001).

Neuroimaging research contributes to under-
standings of the importance of social and inter-
personal processes in a variety of ways, includ-
ing investigating the neural processes which
underlie effective social/interpersonal interac-
tions and facilitate identification, attachment,
and social bonding. Simple social interactions
reveal a surprising complexity of coordinated
responses, many of which occur outside of con-
scious awareness (Lakin and Chartrand, 2008).
Study of effective social interactions reveals a
high degree of moment by moment symme-
try between participants in terms of emotional
expression, posture, and general levels of auto-
nomic arousal. As strong bonds form over time,
people increasingly resemble each others’ emo-
tional styles (Anderson et al, 2003). During
interaction, our expressions posture and arousal
levels become social responses. These in turn
evoke social responses in others which we per-
ceive as social stimuli, in turn evoking fur-
ther responses (Frith, 2008; Frith and Singer,
2008). Understanding the neural correlates of
these symmetries was strongly influenced by
the discovery of mirror neurons within mon-
keys. While it is unsurprising that specific motor
neurons fire during specific behaviors, such
as grasping an object, mirror neurons intrigu-
ingly fire both when an action is performed
and when one watches another performing that
action (Rizzolatti and Luppino, 2001). Mirror
neurons therefore are important in mediating
rapid nonconscious imitation (see Jeannerod,
1994) and are now believed to play a critical
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role in inferring and understanding the mean-
ing of observed actions (Cattaneo and Rizzolatti,
2009). Mirror neuron systems then may form
a critical social/interpersonal function, in that
they underlie shared feelings and understand-
ings. This is demonstrated in the work of Tania
Singer on empathy. Singer et al (2004) investi-
gated neural activity both when people received
painful experimental stimuli and when they
watched a loved one receive painful stimuli.
While each condition was associated with spe-
cific patterns of activity, activity within the ante-
rior insula (AI) and anterior cingulate cortex
(ACC) responded in a similar way to receiv-
ing pain and watching a loved one receive
pain. Further, individual levels of empathy cor-
related with the activation within these struc-
tures, suggesting that the degree to which AI
and ACC neurons mirrored others pain reflected
how empathic these people were. Singer went
on to examine how empathy is modified by
affection or its absence. In a money-making
game, males and females learnt to trust and dis-
trust specific game players. They then watched
these players receive painful experimental stim-
uli. “Empathic mirror neuron activity” was again
observed within the AI and ACC, but only if
these were “fair players.” Conversely, males dis-
played activity in reward circuitry when “unfair
players” received pain which correlated with
expressed desire for revenge (Singer et al, 2006).
By mirroring others we care about, empathy
allows for shared emotions and facilitates social
bonding. Neuroimaging research within social
cognitive neuroscience furthers understandings
of the neural underpinnings of trust (Vuilleumier
and Sander, 2008) and effective social bonding,
and of how these processes may be compro-
mised during fraught interpersonal interactions,
with direct relevance to social and interpersonal
processes in behavioral medicine.

2.3 Genetic Processes

A new era in medical science was marked by the
draft sequencing of the human genome in 2001

(Lander et al, 2001) and the completion of DNA
mapping of each human chromosome (Gregory
et al, 2006). The focus on individual disease pro-
cesses perhaps overrides the integrative agenda
of behavioral medicine, but nevertheless repre-
sents a significant opportunity for new discov-
eries and treatments. Alzheimer’s disease is one
area where genetic information, utilized within
neuroimaging studies, is contributing to behav-
ioral medicine. Alzheimer’s disease (AD), the
single most common cause of dementia in the
elderly, is characterized by the presence of beta-
amyloid plaques and hyperphosphorylated tau
tangles (Blennow et al, 2006). In addition, post-
mortem examinations reveal widespread reduc-
tions in gray and white matter volume associ-
ated with cortical thinning and demyelination
and enlargement of the ventricles. A range of
genetic features have been identified which con-
fer increased risk for development of AD. These
include inherited autosomal dominant conditions
such as presenilin mutations (PS1 or PS2) or the
amyloid precursor protein gene, however, these
familial mutations only account for around 5%
of AD cases (Bookheimer and Burggren, 2009).
Conversely, a diagnosis of AD in both parents
confers a 40% risk for AD, suggesting further
progress in identifying the genetic risk factors is
possible (Jayadev et al, 2008). To date, the best
genetic risk factors in the development of AD are
polymorphisms of the apolipoprotein E gene on
chromosome 19.

Apolipoprotein E (ApoE) is one of six
apolipoproteins which combine into lipoprotein
assemblies in order to transport lipids, includ-
ing triglycerides and cholesterol, through the
blood. Within the brain cholesterol is an essen-
tial component of myelin and membranes and
after secretion by astrocytes promotes healthy
synapse formation (Mauch et al, 2001). Each
of the paired ApoE alleles are expressed as the
E2, E3, or E4 variants, allowing six potential
ApoE genotypes (Bu et al, 2009). In the gen-
eral population, the frequency of the E4 allele
is approximately 15%, however, within patients
with AD this allele is considerably more frequent
(approximately 40%). Further, relative to those
without the E4 allele, possession of a single
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E4 allele increases the risk of AD (particularly
late onset AD) between three and four times
(Bu et al, 2009). Research exploring the mecha-
nisms through which the ApoE E4 allele confers
increased risk for AD suggests effects via multi-
ple pathways involving both beta-amyloid (Aβ)
and tau (see Fig. 51.2i).

Neuroimaging research is increasingly
utilizing genetic information. One important

development in the neuroimaging of AD has
been the development of Pittsburgh compound
B (PiB), PiB combines a radioactive isotype of
carbon (11C) with an analogue of the histology
stain thioflavin T which selectively binds to
fibrillar aggregates of Aβ (Klunk et al, 2004).
Reiman and colleagues (2009) investigated the
presence of fibrillar Aβ in healthy adults (mean
age 64 years). While all subjects were normal

Fig. 51.2 Neuroimaging of Alzheimer’s disease. (i)
Summary of apolipoprotein E (ApoE) functions in nor-
mal brain function and the pathogenic processes of
Alzheimer’s disease (AD). (ii) Brain maps showing
greater PiB binding in (A) eight cognitively normal ApoE
4 heterozygotes subjects and (B) eight cognitively nor-
mal homoyzogotes (B) compared with 12 cognitively
normal non carriers. Figure reproduced with permission
from Reiman et al (2009). (iii) Gray matter decrease
in patients with AD who carry the ApoE 4 allele com-
pared to healthy controls. Reproduced with permission

from Drzezga et al (2009). (iv) Multiple neuroimag-
ing explorations of pathophysiological changes within
AD disease are displayed for a single 88-year-old sub-
ject. Images include (A) FLAIR image, (B) T1-map,
(C) fractional anisotropy map, and (D) apparent diffu-
sion coefficient map. Additionally, sections are displayed
after histochemical staining with (E) Bodian Silver, and
(F) Luxol-Fast-Blue/Cresyl-Violet. Finally microscopic
sections (G–J) illustrate white matter hyperintensities.
Reproduced with permission from Gouw et al (2008)
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cognitively and did not differ on the mini mental
status exam, ApoE testing revealed subjects
carried either two, one, or no ApoE E4 alleles.
Despite being otherwise closely matched, PET
imaging of fibrillar Aβ aggregates with PiB
clearly differentiated the ApoE E4 allele (see
Fig. 51.2ii). Subjects with either one (see
Fig. 51.2iiA) or two (see Fig. 51.2iiB) copies
of the E4 allele displayed significantly greater
PiB binding than subjects without this ApoE
allele, clearly identifying increased fibrilliar
Aβ risk, even within cognitively normal adults.
Neuroimaging research is also investigating
differences in how gene markers differentiate
functional activity within the brain. Filippini
et al (2009a) examined healthy young adults
either with or without the ApoE E4 genotype,
looking at memory encoding and spontaneous
activity when subjects were simply waiting
quietly (i.e., “default network” activity, see
Rachile et al, 2001). They report increased
activity at rest within default brain networks
and, conversely, increased hippocampal activity
during memory encoding within E4 carriers.
Additionally, a growing body of research has
investigated functional brain activity in elderly
adults, either with or without mild cognitive
impairment to explore the impact of the ApoE
E4 allele on brain activity and cognitive func-
tion, and extending similar observations from
older adults carrying ApoE E4 (Bondi et al,
2005; Bookheimer et al, 2000; Buggren et al,
2002; Johnson et al, 2006a, 2006b; Lind et al,
2006; Smith et al, 1999; Trivedi et al, 2008,
2006; Wishart et al, 2006a; Woodard et al,
2009).

In addition to functional MRI research and
PET imaging of fibrilliar amyloid binding,
a range of structural/anatomical papers are
increasing understanding of AD. Regional brain
volume can be quantified with T1-weighted
MRI scans, allowing examination of vulnera-
ble regions including the entorhinal cortex and
hippocampus. Blennow and colleagues (2006)
present volumetric measures of hippocampal and
entorhinal volume within a single AD patient
over a period of 10 years, clearly demonstrat-
ing progressive decline in regional brain volume.

Additionally, automated techniques such as vol-
umetric brain mapping (VBM) are increas-
ingly being applied in AD (Cherbuin et al,
2008; Filippini et al, 2009b; Thomann et al,
2008; Wishart et al, 2006b; Xie et al, 2006).
Increasingly neuroimaging research is combin-
ing imaging methodologies. Drzega et al (2009)
for example combined Aβ imaging in PET and
automated VBM measures from MRI scanning
in AD patients, examining differences associ-
ated with the ApoE genotype. Increased PiB
uptake within E4-positive AD patients indi-
cated a greater fibillary amyloid load, how-
ever, while both E4-positive and negative AD
patients displayed greater cortical atrophy in
VBM measures relative to healthy controls (see
Fig. 51.2iii), E4 expression within AD patients
did not significantly increase cortical atrophy.
The impact of functional neuroimaging methods
in investigating the neuropathological genetic
processes is considerable. Previously, includ-
ing histological analysis at autopsy represented
the only objective method of quantifying the
impact of neuropathological processes in AD
patients. An area of active investigation in AD
is the examination of white matter connectiv-
ity in vivo via MRI diffusion tensor imaging
(DTI) (e.g., Damoiseaux et al, 2009; Medina
et al, 2008; Stricker et al, 2009; Ringman et al,
2007). Additionally, a range of measures may be
examined in combination. Gouw and colleagues
(2008) examined eleven AD patients and pre-
sented a direct comparison of stained brain slices
at autopsy with a range of functional imaging
measures including T1 white matter mapping,
DTI tractography, and apparent diffusion coeffi-
cient mapping (see Fig. 51.2iv), identifying AD
specific neuropathological processes including
differences in microglial activation, axonal, and
myelin density.

Beyond neurodegenerative conditions there
has been increasing interest in understanding
the mechanisms through which genetic pro-
cesses interact with emotional traits and vulner-
abilities to psychological stress. Thus genetic
variation affecting (by fourfold) the activ-
ity of catechol-O-methyltransferase (COMT;
the enzyme that breaks down monoamine
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neuromodulators dopamine and norepinephrine)
is associated with a range of differences in the
processing of emotional stimuli within brain
regions such as amygdala (Smolka et al, 2005).
Similarly genetic variants affecting the func-
tion of serotonin (5HT) via receptor transporter
or gene promoter molecules are also linked to
differential amygdala reactivity and emotional
traits and vulnerabilities (e.g., Fakra et al, 2009;
Friedel et al, 2009).

2.4 Development and the Life Course

Behavioral medicine broadens traditional organ-
ismic disease models to include wider social,
cultural, and developmental contributions to
health and disease. Just as cognitive and
emotional development is embedded in, and
dependent upon, an immediate social context
(Vygotsky, 1930), so the normal maturational
stages of cognitive development (Piaget, 1971)
occur within the context of a developing brain.
Neuroimaging methods have been applied to
investigate both the development of cognitive
capacities (functional development) and phys-
ical alterations in brain structure during the
life course (structural development). For exam-
ple, Dubois and colleagues (2008) explored
the influence of inter-uterine environment on
the functional and anatomical development of
brain in premature newborns, observing abnor-
mal and delayed gyrification within growth
restricted, but not other infants, including twins.
Figure 51.3a illustrates the minimal gyral and
sulcal development in the normal premature
infant brain. Longitudinal studies of healthy
children highlight the different growth phases
during brain maturation, an important consider-
ation when seeking a neurobiological correlate
of environmental influences across the lifes-
pan. Thus Gogtay et al (2008) scanned children
who returned every 2 years for MRI scanning.
Periods of reducing gray matter corresponded to
known times of selective pruning of neuronal
synapses and the study also highlighted grad-
ual myelination within the developing brain (see

Fig. 51.3b). Synaptic pruning occurs at a nonlin-
ear rate, with significant reductions during child-
hood and adolescence acting to streamline “inef-
ficient” neuronal circuits (Huttenlocher, 1994;
Somogyi et al, 1998). Similarly myelination also
occurs non-linearly (Bartzokis et al, 2009) and
continues into middle age, achieving peak vol-
ume at approximately 44 years in the frontal
lobes and 47 years in the temporal lobes.
Tractography with DTI in combination with
other MRI techniques permitted more detailed
understanding of these maturational processes.
Figure 51.3c presents age associated increases
in fractional and decreases in mean diffusivity
in 168 healthy participants aged between 8 and
30 years (Tamnes et al, 2010). These findings
are also consistent with Sowell and colleagues’
(2003) findings in 176 adults aged between 8 and
87 years (see Fig. 51.3d) and Lu et al’s (2009)
findings, where improved cognition functionally
activated regions which also displayed matu-
rational changes of structure (see Fig. 51.3e).
By understanding normal developmental brain
trajectories, the impact of lived experience on
health can be interpreted more confidently.

2.5 Biomarkers

Both structural and functional neuroimaging
data may serve as biomarkers for disease pro-
cesses, increased disease risk, and treatment
response. As noted above, certain signatures,
for example amygdala reactivity, may have
particular biomarker status in the context of
behavioral medicine. Within bipolar disorder
Kruger and colleagues (2006) explored neu-
ral responses during sadness induction within
nine euthymic bipolar patients and their healthy
siblings (i.e., increased bipolar risk). As with
previous bipolar patients who responded to
sodium valproate (but not healthy controls with-
out increased genetic risk) reductions in inferior
temporal and orbitofrontal cortex activity and
increases in dorsal/rostral cingulate and anterior
insula were observed (see Phillips and Vietta,
2007). This pattern of activity during emotional
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Fig. 51.3 Brain development over the life course. (a)
Cortical folding and volume of the brain at birth iden-
tified using T2-weighted MRI images (top left) and
segmented (bottom left) into cortex (green), unmyeli-
nated/myelinated white matter (red/orange), and basal
ganglia/thalamiregions (maroon). From this data, a sul-
cation index was computed (right). Reproduced with
permission from Dubois et al (2008). (b) Dynamics
of GM maturation over the cortical surface. The side
bar shows a color representation in units of GM vol-
ume. Modified from original in Gogtay et al (2004). (c)

Relative magnitude of developmental changes over the
age span 8–30 years. Illustrated are percentage changes
in white matter (WM) volume and mean diffusivity
(MD). Figure reproduced with permission from Tamnes
et al (2010). (d) Gray matter volume within the superior
frontal and superior temporal sulci changes as a nonlin-
ear function of age. Reproduced with permission from
Sowell et al (2003). (e) Regions of the cortical surface
which display a significant linear association between age
and gray matter thickness. Reproduced with permission
from Lu et al (2009)

challenge, if reproduced within other patients
and healthy first degree relatives may repre-
sent a functional biomarker for bipolar disorder,
indicative of affective instability, and poten-
tial for emotional dysregulation (Phillips and
Vietta, 2007). Functional biomarkers observed
with neuroimaging methodologies may offer
advantages over purely genetic biomarkers, as it
is understood that in many cases simple gene–
disease associations are unlikely to exist. Rather,
in line with the diathesis-stress model, genetics,
environment and life events frequently interact

in determining disease susceptibility. Functional
biomarkers may be sensitive to a range of
genetic, environmental, and psychosocial influ-
ences, and therefore better reflect vulnerability
arising from a variety of sources.

2.6 Behavioral and Psychosocial
Intervention

Epidemiological perspectives within behavioral
medicine are also informing interventional
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approaches. A range of psychosocial factors
including low socioeconomic status (SES), psy-
chosocial stress, social isolation, and personality
factors increase risk for medical and psychiatric
conditions and cluster together within groups
and individuals (Sobel, 1995). Greater under-
standing of psychosocial risks in disease pro-
cesses can inform development of effective
interventions, and neuroimaging can contribute
by exploring how psychosocial risks influences
brain structure and function.

For example, Farah et al (2006) exam-
ined the impact of significant alcohol expo-
sure on fetal brain development using MRI.
They explored cognitive, verbal, and visuospa-
tial function within people with heavy prena-
tal alcohol exposure. These participants peo-
ple displayed poorer performance on measures
including verbal and visuospatial functioning.
Interestingly, like previous findings (Sowell et al,
2001, 2002) they also exhibited increased gray
matter thickness, particularly over regions of the
temporal cortex which may reflect a retardation
of normal maturational reduction in gray mat-
ter volume during childhood (see Fig. 51.4a)
(Sowell et al, 2008).

Similar research has examined the associ-
ation of socioeconomic status (SES), parental
social standing, and perceived life stress with
brain circuitry supporting cognitive or mood
disorders and vulnerabilities to physical ill-
ness (Gianaros et al, 2008b, 2009). Low SES
increases risk for medical and psychiatric dis-
orders and is also associated with deficits in
working memory and cognitive control and lan-
guage (see Fig. 51.4B). Further, language abil-
ity (i.e., phonological awareness) of low, but
not high, SES children was observed by Noble
and colleagues (2006) to correlate strongly with
activity within the left fusiform cortex during a
listening task (see Fig. 51.4c), suggesting poor
language abilities within lower SES children
was associated with a failure of neural activ-
ity underlying phonological processing. Similar
results are reported by Raizada and colleagues
(2008) who observed greater hemispheric spe-
cialization within Broca’s area with higher SES.
Interventions informed by this type of research
involve tailored education for at-risk low SES
children in letter recognition, decoding print,
and increased overall print exposure (see Noble
et al, 2006). Overall, better understanding of the

Fig. 51.4 Prenatal alcohol and social effects on brain
maturation and function. (a) Differences in cortical thick-
ness within fetal alcohol spectrum disordered children
versus control children. (Ai) Group differences expressed
in millimeters. (Aii) Uncorrected P maps represent-
ing significant group differences in cortical thickness.
Reproduced with permission from Sowell et al (2008).
(b) Performance on the composite of seven different

measures of neurocognitive function between low and
middle SES children. Effect sizes are illustrated;
black bars represent statistically significant differences.
Reproduced with permission from Farah et al (2006). (c)
Correlations between phonological awareness and activ-
ity in (A) left fusiform, (B) left perisylvian cortex, and
(C) right perisylvian cortex. Reproduced with permission
from Noble et al (2006)
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neural correlates of deficits associated with psy-
chosocial risk factors can improve the ability to
target vulnerabilities with behavioral medicine
treatment interventions.

2.7 Neuroimaging and Treatment

Neuroimaging techniques may also develop into
treatment tools. Medical investigations, includ-
ing brain scans, may have intrinsic therapeu-
tic value imparted by a reduction in diagnos-
tic uncertainty or in educating the patient with
respect to the absence or likely consequences of
neuropathology (something that can be repeated
over time). Beyond this though there has been
a concerted effort to apply brain imaging tech-
nology to behavioral interventions. In the last
few years real-time (rt) imaging with functional
(f)MRI is being developed as a means to train
the modulation of brain activity for therapeu-
tic benefit (deCharms, 2008; Weiskopf et al,
2003). A second wave of research papers on this
topic, and brain computer interfaces more gen-
erally, is anticipated to emerge very soon, but
technical obstacles are now largely overcome
and proof-of-principle studies using rtfMRI for
pain (deCharms et al, 2005) and emotion regula-
tion (Caria et al, 2007) have been well received
by the neuroscience community. Other related
imaging methods may follow, for example near-
infrared spectroscopy which may provide similar
feedback information about brain activity for
self-regulatory training, but at lower equipment
costs and in more naturalistic settings than fMRI
(Abdelnour and Huppert, 2009; Coyle et al,
2007). The value of these techniques to clinical
populations in comparison to the circumscribed
applications of neurofeedback with EEG needs
to be established.

2.8 Epidemiology and Population

Neuroimaging research may also contribute
to informing epidemiological and population-
based approaches within behavioral medicine.

Population medicine approaches reflect the
insight that specific features within a population
may be associated with increased risk for cer-
tain disease processes, whereas at an individual
level these associations may not be as easy to
identify. For example, psychosocial and social
factors are increasingly recognized as differen-
tiating risk factors to a wide range of disease
states. Depression, stress, and social isolation
are, at the population level, strongly associated
with a range of illnesses including cardiovas-
cular disease and weakened immune responses.
Emotional stress including anxiety and depres-
sion is associated with increased rates of cardio-
vascular disease occurrence (Wulsin and Singal,
2003) and cardiovascular disease mortality rates
can precipitate cardiac arrhythmia and sudden
death in patients with heart disease (Lampert
et al, 2005; Oppenheimer et al, 1990; van Melle
et al, 2004). Exploring these associations has
revealed that mood, trauma, and stress directly
influence cardiac function (Lampert et al, 2005;
Wulsin and Singal, 2003; van Melle et al, 2004).
Further, poorly regulated physiological reac-
tions may initiate or exacerbate ill health among
vulnerable individuals. Understandings of epi-
demiology and disease risk gained at the level
of population medicine motivate neuroimaging
research. In turn neuroscience furthers under-
standings of how population risks may be medi-
ated within the body. In the following section we
consider in more detail the applications of neu-
roimaging to investigating links between stress
reactivity and the brain.

3 Stress Reactivity

As highlighted above, an individual’s tendency
to show exaggerated or otherwise dysregulated
cardiovascular reactions to acute stressors is
associated with increased risk for clinical and
preclinical endpoints of coronary heart disease
(CHD) (Krantz and Manuck, 1984; Obrist, 1981;
Schwartz et al, 2003; Treiber et al, 2003).
Specifically, there are several lines of evidence
suggesting that exaggerated stressor-evoked
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cardiovascular reactions may predict (1) an
accelerated progression of atherosclerosis in
humans and nonhuman primates; (2) the prema-
ture development of high blood pressure (hyper-
tension) and other precursors to CHD; and (3)
the likelihood of having a future coronary event
(e.g., myocardial infarction) (Schwartz et al,
2003; Treiber et al, 2003). Consequently, iden-
tifying “brain–body” mechanisms linking cen-
tral nervous system activity during acute stress
with cardiovascular reactions implicated in CHD
risk is essential (Lane et al, 2009b; Lovallo,
2005). Below, we focus more closely on specific
applications of neuroimaging research, which
links individual differences in stressor-evoked
reactions (primarily blood pressure or cortisol
reactivity) with activation of, and covariation
between, corticolimbic (including cingulate cor-
tex, insula, and amygdala) and brain stem (pons,
periaqueductal gray [PAG]) areas involved in
mobilizing hemodynamic and metabolic support
for stress-related behavioral responding.

In a PET study of six men (mean age 35
years), Critchley and colleagues (2000) tested
whether changes in mean arterial pressure cor-
related with concurrent changes in functional
neural activation evoked by two reliable stres-
sors; mental arithmetic and isometric handgrip.
An explicit aim of this study was to isolate
neural activity patterns that covaried directly
with stressor-evoked blood pressure changes
irrespective of task. Increased stressor-evoked
mean arterial pressure correlated on a within-
individual basis with increased cerebral blood
flow to the perigenual and mid-anterior areas
of the cingulate cortex, the orbitofrontal cor-
tex, postcentral gyrus, insula, and cerebellum
(see Table 2 in Critchley et al, 2000) – pro-
viding the first human neuroimaging evidence
in support of the view that these brain regions
may initiate or represent increases in blood pres-
sure to behavioral stressors (see Fig. 51.5a).
Critchley et al (2005b) followed this by exam-
ining myocardial function during these acute
stress tasks in 10 cardiology outpatients (mean
age 57 years), patients in whom stress increases
the likelihood of uneven or dysregulated heart
contraction (i.e., is pro-arrhythmic; Lown et al,

1977). Electrocardiogram (ECG) derived mea-
sures revealed that acute stress increased the
unevenness of global ventricular wall motion
and the variability of ventricular repolarization
between small localized regions of the heart.
The degree to which vulnerable cardiac outpa-
tients displayed these pro-arrhythmic alterations
was reflected by lateralized brain stem activ-
ity, suggesting that unbalanced cardiac drive was
reflected by disturbances in coordinated cardiac
function. Gray et al (2007) explored these asso-
ciations further, examining EEG measures of
cortical function in tandem with clinical ECG
within 10 similarly vulnerable cardiac outpa-
tients (mean age 59 years) during induced stress.
While stressor tasks induced sympathetic arousal
and demand on the heart, the effectiveness of car-
diac responses to stress within these patients was
mixed. Interestingly, activity overlying the dor-
solateral prefrontal cortex and insula reflected
the functional activity of the heart, suggesting
that these neural regions supported an ongoing
representation of cardiac function at a beat-
by-beat level, consistent with cardiac affer-
ent (baroreceptor generated) activation during
each cardiac cycle. Gray and colleagues (2009)
further explored the influence of baroreceptor
generated signals from the heart during acute
cardiovascular stress reactions. Acute cardio-
vascular reflexes were induced via electrical
skin stimuli in 11 healthy controls (mean age
27 years). By delivering electric shocks dur-
ing differing phases of the cardiac cycle, the
influence of baroreceptor activation (a vagal sig-
nal with generally inhibitory actions) on shock-
induced cardiovascular reflexes was explored.
Blood pressure reactions were markedly atten-
uated when electrical stimulation was delivered
during baroreceptor firing. In addition activity
in the amygdala, anterior insula, and brain stem
which regulated mean arterial pressure (MAP)
reactions also differed when electrical stimuli
were presented during baroreceptor discharge.
Neural activity within the amygdala, insula, and
PAG also reflected between subject differences
in heart rate variability, suggesting baroreceptor
influences on cardiovascular reflexes depends on
vagal reactivity (see Fig. 51.5b).
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Fig. 51.5 Neural activity associated with acute alter-
ations in cardiovascular function. (a) Anterior cingulate
activity showing positive covariance with mean arte-
rial pressure in exercise and mental arithmetic tasks.
Adapted with permission from Critchley et al (2000).
(b) Neural activity associated with different mean arte-
rial pressure reactions to cardiac timed stimuli. Within
the amygdala (left) and PAG (right) changes in neu-
ral activity were significantly associated with changes in

high-frequency heart rate variability flowing barorecep-
tor synchronous shocks. (c) During an acute stress task,
increased connectivity between the amygdala and pons
was associated with greater mean arterial pressure reac-
tivity (left). Similarly, increased connectivity between the
amygdala and perigenual anterior cingulate cortex was
associated with greater mean arterial pressure reactivity.
Reproduced with permission from Gianaros et al (2008)

Gianaros and colleges have also exam-
ined neural correlates of stressor-evoked
blood pressure reactivity. In an fMRI study,
20 adults (mean age 64 years) completed
a performance-titrated Stroop color-word
interference task, specifically adapted from

previous epidemiological studies of stressor-
evoked blood pressure reactivity and CHD
risk. Increased stressor-evoked MAP correlated
(within-subjects) with greater activation in the
perigenual and mid-anterior cingulate cortex
(areas 24 and 32), insula, medial and lateral
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prefrontal cortex, supplementary motor area, and
regions of the temporal, inferior parietal, and
occipital cortex. Subcortical regions in which
greater activation correlated with increased
MAP included the basal ganglia, lentiform area
bordering the extended amygdala and caudate,
thalamus, cerebellum, and PAG (see Table 2 of
Gianaros et al, 2005).

In an fMRI study of individual differences
in stressor-evoked blood pressure reactivity, 46
postmenopausal women (mean age 68 years)
performed a similar version of the Stroop task
described above (Gianaros et al, 2007). Across
individuals, a larger rise in systolic and dias-
tolic blood pressure covaried with heightened
activation of the perigenual anterior cingulate
cortex (pACC) (extending into Brodmann areas
10 and 31), insula, the lateral prefrontal cortex,
and cerebellum (see Table 2 in Gianaros et al,
2007). Moreover, Stroop-evoked blood pressure
reactivity during the fMRI recordings correlated
with those evoked in subsequent laboratory ses-
sion, illustrating that the individual differences
in stressor-evoked blood pressure reactivity were
stable across individuals and testing settings.
In this study, however, no associations were
observed between blood pressure reactivity and
activation in amygdala, midbrain, and brain stem
areas, regions thought to be involved in cardio-
vascular regulation. These null findings, how-
ever, were attributed to the scanning sequence
and field of view coverage used in this particular
study.

As a consequence, Gianaros et al (2008)
employed a region of interest approach to
directly examine amygdala activity and covari-
ation within corticolimbic and subcortical areas
during stressor processing and cardiovascu-
lar regulation. Thirty-two young adults (mean
age 20 years) again completed the Stroop
task described above while blood pressure and
fMRI data were acquired. Using this targeted
approach, individuals who exhibited greater
MAP reactivity showed greater stressor-evoked
pACC, pCC, insula, and amygdala activation
and a stronger positive functional connectiv-
ity between the amygdala and pACC and
between the amygdala and pons (see Fig. 51.5c).

Collectively, these neuroimaging findings sup-
port the notion that individual differences in
stressor-evoked blood pressure reactivity are cor-
related not only with patterns of co-activation in
corticolimbic systems, but also with the func-
tional interactions between these systems.

The amygdala expresses reciprocal connec-
tions with pontine cell groups critical for car-
diovascular control (Dampney, 1994; Hopkins
and Holstege, 1978; Miller et al, 1991). In view
of this circuitry the above results suggest that
the pons may represent a relay area that specif-
ically links individual differences in stressor-
evoked amygdala activity with the peripheral
expression of blood pressure reactions. Hence,
stronger efferent amygdala pre-autonomic sig-
naling could reflect stronger descending com-
mands for rises in blood pressure during acute
stressful experiences, whereas stronger affer-
ent pre-autonomic amygdala signaling could
reflect stronger ascending negative feedback to
the amygdala, curtailing excessive blood pres-
sure rises (i.e., greater negative amygdala-pons
connectivity was associated with reduced blood
pressure reactivity). In addition to the pons,
areas of the anterior cingulate cortex, such
as the pACC, are also reciprocally connected
to the amygdala, and both fear-conditioning
and emotion-regulation research suggest that
the anterior cingulate cortex (particularly the
perigenual area) may regulate amygdala activ-
ity (Etkin et al, 2006; Ochsner and Gross,
2005; Quirk and Beer, 2006). Indeed the pACC
and the amygdala are recognized as compo-
nents of a corticolimbic circuit orchestrating
integrated behavioral and visceromotor stress
responses (cf., Bush et al, 2000; Critchley et al,
2005a; Devinsky et al, 1995; Paus, 2001; Vogt,
2005). Hence, differential coupling between
these areas may also influence individual differ-
ences in stressor-evoked blood pressure reactiv-
ity (i.e., greater negative amygdala–pACC con-
nectivity was also associated with reduced blood
pressure reactivity). Future research employ-
ing effective connectivity procedures (Friston,
1994) and continuous (beat-by-beat) blood pres-
sure monitoring (Gray et al, 2009) may help
to more clearly distinguish directionality by
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parsing efferent from afferent signals in cardio-
vascular control networks including corticolim-
bic and pre-autonomic brain stem nuclei. Such
research may also prove useful in understand-
ing the pathophysiological processes underling
CHD risk. For example, heightened amygdala
activation to threatening emotional stimuli has
been associated with increased intima-media
vessel wall thickness in the carotid arteries,
indicating preclinical atherosclerosis and poten-
tial clinical endpoints of CHD (Gianaros et al,
2009). As above, increased functional connec-
tivity between the pACC and amygdala was
associated with increased pathophysiological
changes, suggesting alterations in co-activation
and connectivity may impact atherosclerotic dis-
ease processes and consequent CHD risk via
stress-related processes such as blood pressure
reactivity.

Finally, in addition to the cardiovascular sys-
tem, the hypothalamic–pituitary–adrenal (HPA)
axis is also increasingly studied in neuroimag-
ing research on stress reactivity (Dedovic et al,
2005, 2009; Eisenberger et al, 2007; Pruessner
et al, 2007; Taylor et al, 2008; Wang et al,
2005). As detailed by Puetz and colleagues
(Chapter 43), several endpoints of the HPA axis
can be measured reliably. Cortisol in particu-
lar can be measured as it changes from pre-
to post-stressor periods and as it varies over
the course of the day. Urry and colleagues
(2006) measured diurnal cortisol changes and
fMRI activity as participants were instructed
to increase or decrease their experienced nega-
tive affect while viewing emotionally evocative
pictures. Intentionally increasing negative affect
increased prefrontal (ventrolateral, dorsolateral,
and dorsomedial cortex) and amygdala activ-
ity. Further, while decreasing negative affect,
greater prefrontal (dorsolateral and dorsomedial
cortex) and lower amygdala activity was asso-
ciated with a steeper decline in cortisol over
the day. Considering that a flatter diurnal corti-
sol slope predicts greater mortality risk among
cancer patients (Abercrombie et al, 2004) and
subclinical atherosclerosis in the coronary arter-
ies (Matthews et al, 2006), a greater capacity
to regulate negative emotions (via prefrontal

control mechanisms) may protect against poten-
tially adverse HPA stress reactions. Similarly,
cortisol elevations elicited by the Trier Social
Stress Task (TSST) correlated with increased
dACC and dorsal medial prefrontal activation
during a subsequent social rejection task per-
formed during fMRI scanning (Eisenberger et al,
2007). Moreover, individual differences in per-
ceived social support mediated this association,
again highlighting the importance of interper-
sonal processes in brain–body reactions to stress.
As illustrated above, individual differences in
the functionality of key cortical, limbic, and
brain stem systems have been linked to both
acute (stressor-evoked) and circadian (diurnal)
changes in cardiovascular and HPA axis func-
tion. Neuroimaging methodologies have proved
valuable in this context to elucidate how individ-
ual differences in stress reactivity are associated
not only with regional brain activity, but also
with patterns of covariation between cortical,
limbic, and brain stem nuclei.

4 Conclusions

This chapter has reviewed the widespread
application of neuroimaging techniques within
behavioral medicine. Neuroimaging techniques
enabled considerable advances in understanding
how the mind and the body interact within both
health and disease. A wide range of neuroimag-
ing methods, reviewed in the previous chapter,
are routinely used to elucidate structural, func-
tional, metabolic, and neurochemical features
of the brain. These techniques have applica-
tions in understanding psychological processes
such as normal and abnormal anxiety reactions.
Social and interpersonal processes are intimately
tied to human behavior in both health and dis-
ease both statically and across the lifespan, and
neuroimaging furthers understandings of how
these processes are related to neural function.
Further, advances in genetics are increasingly
integrated with neuroimaging research, high-
lighting their specific neural consequences and
also how genetic features may interact with
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social and environmental factors to predict dis-
ease. Epidemiological approaches are also being
integrated with neuroimaging in identifying how
population-based risk may translate into specific
brain–body disturbances within the individual.
Neuroimaging of cardiovascular stress reactiv-
ity offers a good example of how cognitive or
emotional stress, which increases the risk of
adverse cardiovascular events, is closely associ-
ated with coordinated functional changes within
corticolimbic and mesencephalic regions of the
brain. Further and more generally, these neu-
roscientific approaches are increasingly provid-
ing insight into brain–body interactions which
promote broader understandings of health and
disease, considering not only the biology and
functions of the body, but also their interaction
with mind, behavior, and the environment.
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Chapter 52

Neuroimaging of Depression and Other Emotional
States

Scott C. Matthews and Richard D. Lane

1 Introduction

Depression is increasingly being recognized as
an important predictor of adverse medical out-
comes. Depression is associated with increased
mortality rates in the context of coronary
artery disease (Frasure-Smith and Lesperance,
2005), diabetes (Katon et al, 2005), stroke
(Jorge et al, 2003), and breast cancer (Onitilo
et al, 2006). Multiple mechanisms likely play
a role across these various disorders, including
increased sympathetic and decreased parasym-
pathetic activity, altered inflammatory and other
immune mechanisms, blood hypercoagulability,
reduced adherence to treatment regimens, etc.
It is likely that depression influences each of
these processes through altered brain function.
Although the way that altered brain mechanisms
contribute to each of these processes is not
known, our understanding of how brain struc-
ture and function is altered in clinical depres-
sion is growing. The purpose of this chapter
is to selectively review brain imaging findings
in depression and interpret these alterations in
light of current understanding of how these brain
structures function in normative contexts.

In behavioral medicine self-report measures,
such as the Beck Depression Inventory (Beck
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et al, 1961), are often used as continuous mea-
sures of depression severity. In post-myocardial
infarction patients, for example, the mortal-
ity risk associated with depression increases
linearly with scores on the Beck Depression
Inventory (Lesperance et al, 2002) and, relat-
edly, the relative risk of mortality is greater with
major depressive disorder (MDD) compared to
subclinical symptoms of depression (Ruguiles,
2002). It is therefore important to note that much
of what we know about the neural substrates
of depression are derived from imaging stud-
ies of MDD as a category, rather than studies
using depressive symptoms as a continuous vari-
able. It is not yet known with certainty whether
the brain changes that occur with MDD vary
continuously with increasing symptom sever-
ity, although there are some indications that
this is the case based on evidence from stud-
ies of patients with MDD (Drevets et al, 1999;
Matthews et al, 2008; Strigo et al, 2008).

Another challenge in this area of investigation
is the heterogeneity of MDD. This heterogeneity
is manifested in the lack of consistency across
neuroimaging laboratories in reaching definitive
conclusions about the neural substrates of MDD.
This is a complex problem that gets to the heart
of the challenges in this area of investigation
and there is no immediate solution available. The
challenges can roughly be divided into “known
unknowns” and “unknown unknowns.”

In the former category, we know from clinical
experience (or believe that we know) that sev-
eral factors contribute to heterogeneity among
patients with MDD: (1) family history of the
disorder; (2) number of previous episodes of
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depression; (3) severity and duration of the
current episode; (4) life events that may trig-
ger depressive episode; (5) presence of psy-
chosis (e.g., major depression with psychotic
features such as delusions); (6) cumulative life-
time duration of illness (number of days of
untreated depression); (7) age and gender mix
of the samples (e.g., males and females have
different levels of risk for depression); (8) pres-
ence of early life trauma, (9) co-morbid psy-
chiatric disorders such as anxiety or substance
abuse; (10) inter-current medical illness; (11) use
of antidepressant medication, (12) use of non-
pharmacologic antidepressant treatments such as
electroconvulsive therapy or psychotherapy. We
also know that common genetic variants such
as allelic variation in the serotonin transporter
promoter region or the val/met variants of the
catechol-O-methyltransferase gene (involved in
dopamine and other catecholamine metabolism)
contribute to variation in the activity of key
brain regions such as the amygdala (Hariri et al,
2002) and dorsolateral prefrontal cortex (PFC)
(Egan et al, 2001), respectively. These different
factors can potentially influence brain structure,
brain function, or both. However, the specific
ways in which these “known” factors influence
the neural basis of depression are incompletely
understood.

Among the “unknown unknowns,” there are
likely sources of variation among patients with
MDD that we have not yet been able to
define. For example, our reliance on self-report
measures of depression in behavioral medicine
research, and in psychiatric diagnosis more
generally, may have inherent limitations when
attempting to use such findings to uncover the
neural basis of MDD. This general topic has
been eloquently addressed by Nancy Andreasen
(1997), who points out that when trying to iden-
tify the neurobiological basis of a psychiatric
disorder (i.e., the so-called biotype) we are con-
strained by the requirement to use the existing
definitions of a disorder. In our current nosol-
ogy, which is based on symptoms or syndromes,
the so-called phenomenotype is largely based
on self-report occasionally augmented by a few
observations such as psychomotor retardation.

Since the phenomenotype and the yet-to-be dis-
covered biotype are incongruent, as evidenced
by inconsistent neuroimaging findings across
laboratories, one must somehow work iteratively
to refine the phenotype in search of a better-
matching biotype.

One way of refining the search is to select
subsets of individuals who share certain fea-
tures of the larger syndrome and to determine if
they are more homogeneous from a neurobiolog-
ical perspective. For example, some studies have
been conducted that aim to identify the neural
correlates of anhedonia (Tremblay et al, 2005;
Wacker et al, 2009). However, this may not be
an adequate solution, as patients with the same
symptoms may have a different neurobiology.
Moreover, this still leaves the problem of match-
ing (or mismatching) other depressive symptoms
needed to make the diagnosis of MDD. In fact,
there are several hundred different symptom
combinations that will yield the diagnosis of
MDD. An alternative approach is illustrated by
the work of Drevets and colleagues (1992), who
used family history (a proxy for genetic loading)
to compare “pure familial depressive disorder”
patients to healthy controls. While promising,
such an approach does not typically define the
actual genetic substrates or account for gene–
environment interactions. Unfortunately, there
is no simple way to address the problem of
heterogeneity among MDD individuals.

Given the challenges of recruiting an adequate
number of depressed subjects who otherwise
meet criteria for an imaging study (no implanted
devices or extensive dental work, no claustro-
phobia, no brain lesions, no centrally acting
medications except those under study, restric-
tions on weight and size, etc.), it is customary
to study patients who meet criteria for MDD,
even though the specific constellation of symp-
toms used to define MDD are typically quite
different across patients. Currently, there are
no standards in the field for selecting subsets.
Should the neurobiology of a subgroup of MDD
patients be found, it would certainly constitute a
significant advance, but it would still fail to iden-
tify the neurobiology of the remaining patients
with MDD.
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Thus, conclusions about the brain basis of
depression must be offered cautiously, and wher-
ever possible we will focus on findings that have
been replicated across laboratories. One conse-
quence of this variability is that brain imaging
findings in MDD do not yet have sufficient reli-
ability to be used for clinical decision making
in the care of individual patients. Once this het-
erogeneity is fully understood it will be possible
to use functional and structural neuroimaging in
individual patients for the purpose of diagno-
sis, treatment selection, and the monitoring of
treatment effectiveness. Given the importance of
depression as a world-wide health problem, and
the challenges involved, this is likely to remain
an area of active investigation in the decades
ahead.

2 Normative Emotional States

Emotional responses are initiated by an auto-
matic (often implicit, unconscious) assessment
about the extent to which goals, values, or needs
are being met in interaction with the environment
(Clore and Ortony, 2000). Emotional responses
also involve a concomitant automatic resetting
of physiology (e.g., heart rate increase), behav-
ior (e.g., avoidance behavior), thought (e.g.,
more alert), and feeling (e.g., fear) to enable
the organism to adapt to changing circumstances
(Levenson, 1994). Given the complexity of func-
tions involved, it is not surprising that multiple
brain structures participate as components of
a coordinated network in generating emotional
responses. This brief review will highlight the
functions of the amygdala, the insula, and the
ventral striatum including nucleus accumbens,
hippocampus, anterior cingulate cortex (ACC),
posterior cingulate cortex (PCC), and ventrome-
dial PFC including orbitofrontal cortex as struc-
tures that participate in this network (Figs. 52.1
and 52.2).

The amygdala is a prototypical emotion-
related structure that can be activated through
either interoceptive processes or exteroceptive
sensory stimuli. Often associated with fear and

anxiety (Davis, 2000; LeDoux, 2000), the amyg-
dala functions as a “salience detector” by eval-
uating the emotional significance of internal
and external events (Amaral et al, 1992). It is
essential for aversive conditioning and preferen-
tially participates in negative emotional states,
although it also participates in positive emo-
tional states (Zald, 2003). The amygdala orches-
trates the somatomotor, visceral, and cognitive
responses to threats by virtue of its connections
with cortical brain structures above and hypotha-
lamic and brainstem structures below it (LeDoux
et al, 1990). The nucleus accumbens and ventral
striatum participate in reward responses and pos-
itive emotional states. Other structures that are
involved in generating both positive and nega-
tive emotional responses include the thalamus,
hypothalamus, basal ganglia, and ventromedial
PFC (Phan et al, 2002).

The hippocampus lies adjacent to the amyg-
dala in the medial temporal lobe. Although orig-
inally thought to be a key component of the lim-
bic system, it is now thought to have a primarily
cognitive function and plays a major role in orga-
nizing memory mechanisms such as the ability
to consciously recall facts and autobiographical
events (Gazzaniga et al, 2008). The hippocam-
pus participates in emotional responding in an
adjunctive way by assessing the contextual sig-
nificance of incoming information (Fanselow,
2000). The hippocampus is also an important
feedback site for circulating cortisol and has
an important influence on regulation of the
hypothalamic–pituitary–adrenal axis (Sapolsky,
2000).

The posterior insular cortex is the primary
projection area for visceral sensation, while the
anterior insula, particularly on the right side
(Craig, 2003), is a higher association area for
these bodily signals (Critchley et al, 2001) and
is involved in remapping these signals into con-
scious bodily feelings. In addition to perceiving
and modulating the physiological condition of
the body, the insula participates in anticipa-
tion of aversive stimuli such as physical pain
(Craig, 2002; Strigo et al, 2008b). In some ways
the insula functions as a high level sensory
structure.
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Fig. 52.1 Pictorial depiction of (a) orbitofrontal cor-
tex (green) and ventromedial prefrontal cortex (brown);
(b) dorsolateral prefrontal cortex; (c) amygdala; and (d)

anterior cingulate cortex. Reprinted with permission from
Davidson, et al (2000)

The ACC, by contrast, is primarily a motor
structure situated in the medial frontal lobe
that is considered a paralimbic structure in part
because it has fewer cell layers than neocortex
(Paus, 2001). The ACC is highly interconnected
with other paralimbic structures, such as the
insula, as well as limbic and other subcortical
structures. The ACC has several divisions. The
subgenual ACC, also called Brodmann’s area 25,
is the principal site of autonomic regulation in
the frontal lobe and has important bidirectional
connections with the amygdala, periaqueductal
gray, nucleus accumbens, hypothalamus, ante-
rior insula, and orbitofrontal cortex, all of which
are involved in different aspects of the generation
and processing of emotional responses (Vogt,
2009; Price, 1999). The rostral (pregenual) ACC
has strong bidirectional connections with the
amygdala. It is activated in a variety of emotional

states and participates both in conscious pro-
cessing of emotional feeling states as well as
performing related cognitive operations, such as
thinking about feelings, reflecting upon feelings
(Lane, 1997, 2000), and resolving emotional
conflicts (Etkin et al, 2006). The supragenual
ACC is the area of the limbic lobe between the
pregenual ACC and the mid-cingulate cortex.
The mid-cingulate cortex (also called the dorsal
ACC) plays a major role in the executive control
of attention and is predominantly connected to
the lateral PFC, parietal cortex, and pre- and sup-
plementary motor areas. Dysfunction in this area
in depression is thought to contribute to cogni-
tive changes associated with the disorder, such
as difficulties in concentration (Mayberg et al,
1999). More generally, the ACC is an interface
for cognition and affect and is a higher level
brain area where the physiological adjustments
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Fig. 52.2 The coronal view depicts the insula (purple),
hypothalamus, thalamus, amygdala, and basal ganglia.
The “limbic structures” figure depicts the anterior, mid,
and posterior cingulate cortices, orbitofrontal cortex, hip-
pocampus, amygdala, and hypothalamus. Reprinted with
permission from Lane et al (2009)

necessary for supporting adaptive cognitive and
affective responses (Lane, 2009) are generated.

The orbitofrontal cortex is also a paralim-
bic structure that participates in the evaluation
of the emotional significance of stimuli from
the internal and external environments and is
densely interconnected with the amygdala (Zald
and Rauch, 2006). By contrast, the medial PFC is
a neocortical structure adjacent to the ACC and
orbitofrontal cortex that is involved in represent-
ing states of the self and monitoring and regulat-
ing the internal milieu (Lane, 2008). The medial
PFC is a critical node in the medial visceromo-
tor network given its direct connections to the
hypothalamus and periaqueductal gray (Kober
et al, 2008). The medial PFC is also reciprocally

connected to the PCC, an area involved in eval-
uating the personal significance of information
from the external environment given its close
proximity to the parietal cortex and hippocam-
pus (O’Connor et al, 2007). The ACC and PCC
are key nodes in the so-called default network
that is active “at baseline” (Raichle et al, 2001;
Gusnard et al, 2001). This network is activated
when subjects are not engaged in specific tasks
and may be related to daydreaming or related
types of self-related cognitions.

The dorsolateral PFC is a neocortical struc-
ture involved in mediating working memory
and setting goals for behavioral responses
(Goldman-Rakic, 1996). It is densely connected
to the motor cortex and the hippocampus and
plays a key role in integrating behavior with
existing circumstances in the external environ-
ment, including the regulation of emotional
behavior. Imaging studies have shown that the
dorsolateral PFC is activated during performance
of reappraisal tasks that require regulation of
emotion (Ochsner and Gross, 2005).

3 Overview of Brain Changes
in MDD

The cognitive model of depression (Beck, 1961)
posits that stressful life events activate cognitive
vulnerability and the depressive state develops,
resulting in the depressive phenotype that is
characterized by increased negative emotion pro-
cessing (i.e., negative bias) and impaired emo-
tional control (e.g., emotional responses that
are too intense or prolonged). Extensive behav-
ioral evidence supports this model, revealing that
depressed individuals (1) focus more on nega-
tive stimuli and less on positive stimuli (Mogg
et al, 1995; Scher et al, 2005), (2) are less
easily distracted from negative emotion process-
ing (Ellenbogen et al, 2002; Lyubomirsky et al,
1998; Siegle et al, 2002; Wenzlaff and Bates,
1998), (3) show heightened stress hormone lev-
els such as cortisol that may have deleterious
effects on the brain (Sapolsky, 2000), and (4)
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experience nonpainful physical stimuli as emo-
tionally aversive (Strigo et al, 2008a).

Functional neuroimaging studies have iden-
tified the brain structures that process negative
emotions (Adolphs, 2002) and a neural network
that is involved in emotional control (Ochsner
and Gross, 2005). Several positron emission
tomography (PET) and functional magnetic res-
onance imaging (fMRI) studies indicate that
neural substrates such as the amygdala, sub-
genual ACC, and insula, which are critical for
emotion processing, are hyperactive in individ-
uals with MDD, both at rest (Mayberg et al,
1999) and during performance of emotional
tasks (Drevets et al, 1997; Sheline et al, 2001;
Siegle et al, 2007). Related studies show that
the response in this network is sustained in
depressed individuals (Siegle et al, 2002) and
that increased activity of this network is related
to increased severity of depression (Drevets et al,
1992). These brain imaging findings suggest a
neural correlate of negative emotion processing
in depression.

Conversely, brain structures in the lateral PFC
and supragenual ACC, which are involved in
the cognitive control of behavior (Aron, 2007)
and emotion (Ochsner and Gross, 2005), are
hypoactive in individuals with MDD both at rest
(Mayberg et al, 1999) and during performance of
interference processing tasks that require cogni-
tive control (George et al, 1997). These findings
suggest a brain basis for the impaired emotional
control observed in depression. For more exten-
sive reviews the reader is referred to Mayberg
(1997) and Drevets (2001).

4 Structural Brain Changes in MDD

Psychiatric disorders have traditionally been dis-
tinguished from neurological disorders by the
absence of identifiable brain lesions. However,
with the advent of modern high-resolution brain
imaging techniques, and the ability to quantita-
tively aggregate data across subjects, abnormal-
ities in brain structure are being identified in a

variety of psychiatric disorders. As we review
below, a variety of structural changes have been
observed in patients with MDD. These are sig-
nificant in at least two major respects. First,
structural brain differences between patients and
controls are suggestive of either a factor pre-
disposing to the development of the disorder or
a consequence of the disorder or its treatment.
Second, structural brain changes must be taken
into account when comparing functional brain
activity in patients and controls. For example,
functional brain activity in ventromedial PFC
reveals decreased activity in MDD patients com-
pared to controls in unadjusted comparisons,
but when structural volume loss in this area in
depressed patients is taken into account, activity
in ventromedial PFC is actually hyperactive in
depression (Drevets et al, 1997).

Recent reviews (Konarski et al, 2008;
Lorenzetti et al, 2009) describe the volumet-
ric changes associated with major affective dis-
orders. Studies investigating ventricle to brain
ratios, an index of possible brain atrophy, reveal
relative increases in ventricular size in heteroge-
neous samples of individuals with MDD (Morys
et al, 2003; Salokangas et al, 2002). Related
studies have shown an association between more
severe depressive symptoms and smaller PFC
volumes (Bremner et al, 2002; Lacerda et al,
2004; Shah 2002). As noted above, several
related studies show that the subgenual cingu-
late is small but hyperactive in MDD (Botteron
et al, 2002; Drevets et al, 1997). There are
also accumulating reports of decreased vol-
ume of the supragenual ACC (Ballmaier et al,
2004; Hastings et al, 2004), orbitofrontal cor-
tex (Ballmaier et al, 2004; Bremner et al, 2002;
Lacerda et al, 2004; Lai et al, 2000; Lee et al,
2003; Lavretsky et al, 2004; Steffens et al,
2003; Taylor et al, 2003), and dorsolateral PFC
(Coffey et al, 1993; Krishnan et al, 1992) in
MDD. Therefore, although discrepant reports
exist (Axelson et al, 1993; Ashtari et al, 1999;
Bremner et al, 2000; Hastings et al, 2004; Husain
et al, 1991; Krishnan et al, 1992; Kumar et al,
1998; Pillay et al, 1997; Rosso et al, 2005;
Sheline et al, 1996), there is some convergence
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of evidence showing that MDD is associated
with volume reduction in several regions of the
PFC and ACC.

Alterations in limbic and paralimbic struc-
tures have also been frequently observed in
MDD. Numerous studies have shown that MDD
is associated with decreased volume of the hip-
pocampus (Bremner et al, 2000; Caetano et al,
2004; Frodl et al, 2004b; Hickie et al, 2005;
Janssen et al, 2004; MacMaster and Kusumakar,
2004a; MacQueen et al, 2003; Shah et al,
1998; Sheline et al, 1996, 1999; Taylor et al,
2005). In several studies, decreased hippocam-
pal volume has been related to a greater num-
ber of depressive episodes (Bell-McGinty et al,
2002; Caetano et al, 2004; Frodl et al, 2004a;
MacQueen et al, 2003) and to increased sever-
ity of depressive symptoms (Caetano et al, 2004;
MacQueen et al, 2003; Vakili et al, 2000),
suggesting that decreased volume of the hip-
pocampus may be a marker of increased severity
and chronicity of MDD. Additionally, although
further research is needed, there is accumulat-
ing evidence that hippocampal volume may be
related to clinical manifestations of MDD, such
as a different response to antidepressant medica-
tion in men and women (Vakili et al, 2000).

Although the preponderance of data suggests
smaller amygdala volumes in MDD (Caetano
et al, 2004; Hastings et al, 2004; Sheline et al,
1998; Siegle et al, 2003; Rosso et al, 2005),
several discrepant studies reveal larger amyg-
dala volumes (Bremner et al, 2000; Frodl et al,
2002; MacMillan et al, 2003). A recent meta-
analysis of 13 relevant studies (Hamilton et al,
2008) indicates that amygdala volume is sig-
nificantly decreased in unmedicated depressed
individuals and significantly increased in med-
icated depressed individuals. In addition, there
is evidence that duration of illness may also
affect amygdala volumes, such that MDD indi-
viduals earlier in the course of illness may
show increased amygdala volume (Frodl et al,
2002), whereas MDD individuals with a more
chronic and recurrent history of MDD may show
decreased amygdala volume (Bremner et al,
2000; Caetano et al, 2004; Hastings et al, 2004).

Further research is needed to clarify whether
MDD is associated with decreased amygdala
volumes primarily on the right side (Bremner
et al, 2000) and/or whether females are more
likely than males to show decreased amygdala
volume (Hastings et al, 2004).

Finally, although limited data are available,
there is evidence that MDD is associated with
a decreased volume of the basal ganglia, par-
ticularly the striatum (i.e., caudate nucleus and
putamen) (Greenwald et al, 1997; Husain et al,
1991; Kim et al, 2008; Krishnan et al, 1992) and
a larger pituitary (MacMaster and Kusumakar,
2004b).

Taken together, these studies suggest that
MDD is associated with anatomical alterations
in a widely distributed cortico-limbic-striatal cir-
cuit. Although a lack of consistency among these
studies has prevented the formulation of a parsi-
monious mechanistic model of mood disorders,
evidence from animal and human studies sug-
gests that anatomical brain changes may occur
as a result of ongoing depressive episodes. In
a recent prospective study (Frodl et al, 2008),
healthy controls and MDD individuals under-
went high-resolution structural MRI magnetic
resonance imaging at baseline and again after 3
years. Results from a voxel-based morphometry
analysis, an automated structural brain imag-
ing analysis technique that permits separate
measurement of gray and white matter vol-
umes, revealed that over time MDD individuals
relative to healthy controls showed a signifi-
cantly greater decrease in gray matter density
in the ACC and dorsomedial PFC as well as
the hippocampus and amygdala. Additionally,
greater volume decreases in gray matter den-
sity in these regions were observed in indi-
viduals who did not remit compared to remit-
ters. In future studies, it will be important to
replicate these findings to confirm that ongoing
depressive symptoms cause the anatomical brain
abnormalities observed in MDD, to determine
whether successful treatment of MDD stops vol-
ume loss, and to explore whether pre-existing
anatomical abnormalities may lead to depressive
symptomatology.
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5 Functional Brain Changes in MDD

Functional neuroimaging studies have con-
tributed greatly to the widely held view that
MDD is a brain disorder affecting an integrated
system of cortical, subcortical, and limbic struc-
tures (Mayberg, 1997). To fully appreciate the
complexity of the functional neuroanatomy of
MDD, it is useful to consider at least two types
of studies. The first are studies in which func-
tional activity in specific brain regions at one
point in time differs in MDD relative to non-
depressed control subjects. The second are fMRI
studies of antidepressant treatment response.
Studies using different methodologies provide
converging results, which support the concep-
tualization of MDD as a disorder associated
with increased functional activity in reciprocally
connected (Mesulam and Mufson, 1982) struc-
tures such as the amygdala, subgenual ACC, and
insula, which are critically involved in emotion
processing, and with decreased activity in the
PFC and ACC, which are involved in emotion
regulation. Debate remains regarding whether
MDD symptoms are driven primarily by exces-
sive activity in emotion processing structures,
which “overwhelms” control circuits in the PFC
and ACC (i.e., bottom-up dysfunction), or rather
primarily from a failure of structures in the
PFC and ACC to appropriately modulate emo-
tion processing structures such as the amygdala
(i.e., top-down dysfunction). Recent evidence
suggests that both mechanisms may be at play
(Fales et al, 2008).

The negative bias in MDD has been demon-
strated in studies showing that MDD individuals
are more likely to classify ambiguous facial
expressions as negative (Bouhuys et al, 1999;
Gur et al, 1992; Surguladze et al, 2004), and
that this bias for negative facial expressions pre-
dicts clinical variables such as relapse (Bouhuys
et al, 1999). Therefore, because they provide
an ecologically valid stimulus for probing emo-
tion processing, emotional face tasks have been
implemented frequently in imaging studies of
depression. In such tasks, individuals are typi-
cally instructed to identify the emotion of a face

or match the emotions of faces within a group
of faces, and activation during face processing
is contrasted with activation during a control
condition such as shape matching. Hyperactivity
of the amygdala and adjacent structures in the
medial temporal lobe has been observed repeat-
edly both at rest (Mayberg et al, 1999), and in
response to face processing and related emo-
tionally evocative tasks (Drevets et al, 1997;
Matthews et al, 2008; Sheline et al, 2001; Siegle
et al, 2007) in individuals with MDD.

The subgenual ACC (Brodmann’s area 25) is
another critical node of the cortico-limbic net-
work that is involved in mood regulation and
emotion processing. On the basis of functional
imaging results and its pattern of connectiv-
ity, this structure was selected as the site for
deep brain stimulation of treatment refractory
depression (Mayberg et al, 2005; see below).
The subgenual ACC is part of the “default
mode network,” i.e., the neural circuit that is
engaged during non-task related behavior and
is centrally involved in self-awareness, emotion
processing, and conscious experience (Mazoyer
et al, 2001; Raichle et al, 2001). Accumulating
evidence suggests that the subgenual ACC is
deactivated during performance of demanding
cognitive tasks that require an external focus
of attention (Kennedy et al, 2006; Marsh et al,
2006). Such deactivation may be an indicator of
the degree to which affective processing is inhib-
ited (Gusnard et al, 2001). Given this evidence,
it is not surprising that increased subgenual ACC
activity has been observed in MDD, a disorder
that is characterized by an impaired ability to
disengage from negative self-referential emotion
processing. Consistent with this formulation,
recent evidence indicates that an impaired ability
to deactivate this structure during a demand-
ing cognitive task appears to relate to increased
depressive symptom severity (Matthews et al,
2009). This evidence suggests that MDD symp-
tom severity may relate to the ability to “turn off”
the subgenual ACC, an effect induced by deep
brain stimulation.

Compelling evidence shows that insula
activity related to emotion processing and
homeostatic control is also dysregulated in MDD
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(Nagai et al, 2007). Recent fMRI research
reveals that unmedicated individuals with cur-
rent MDD show hyperactivity of the anterior
insula during emotional tasks (Grimm et al,
2008), and that pretreatment activation in ante-
rior insula predicts antidepressant treatment
response (Langenecker et al, 2007). In accor-
dance with the cognitive model, depressive
symptoms often result from excessive focus
and worry about anticipated events that may or
may not come to fruition. Based on this evi-
dence, a recent study used a pain processing
task during fMRI to examine the neurobiological
basis of pain anticipation in MDD (Strigo et al,
2008b). In that study, MDD was associated with
increased activation in the amygdala, insula, and
ACC during pain anticipation, suggesting that
MDD individuals experience increased affective
processing even before they actually experience
pain. Additionally, greater right amygdala acti-
vation during pain anticipation was associated
with greater levels of perceived helplessness in
MDD individuals, suggesting that greater amyg-
dala activity may represent a neural correlate of
a passive coping style in MDD. A third finding
from this study was that, for the same perceived
intensity of painful stimulation, MDD subjects
showed decreased activation of a neural network
that is involved in the modulation of pain and
emotion. This is an observation that is consistent
with a large body of converging studies showing
that MDD is associated with decreased activity
of a fronto-cingulate network that participates in
behavioral and emotional control.

As indicated above, prior evidence implicates
prefrontal brain structures in emotional control.
Research in healthy non-depressed volunteers
shows that during the voluntary suppression of
negative affect, the PFC exerts an inhibitory
influence on the amygdala (Urry et al, 2006),
both through direct anatomical connections and
through indirect connections with the ventrome-
dial PFC (Ongur and Price, 2000). This research
further shows that stronger coupling between
the ventromedial PFC and amygdala during the
down-regulation of negative affect is related to
more adaptive diurnal fluctuations in circulat-
ing free cortisol (Urry et al, 2006). Consistent

research in healthy volunteers shows that dis-
traction by negative pictures during performance
of a working memory task is associated with
increased activity in the inferior frontal gyrus
(IFG), and that less IFG activity to emotional
distracters is observed in subjects who rate emo-
tional distracters as less distracting (Dolcos and
McCarthy, 2006).

In MDD, activity in the PFC-amygdala cir-
cuit during emotional control is dysregulated.
Specifically, prior evidence suggests that MDD
individuals do not show the inverse relationship
between the ventromedial PFC and amygdala
during affect regulation, but rather the opposite
relationship whereby greater ventromedial PFC
activation is associated with greater amygdala
activation, perhaps due to greater right lateral-
ized PFC activity (Johnstone et al, 2007). Recent
studies indicate that MDD individuals show
decreased activity in a network of structures that
includes the IFG during error trials of a vali-
dated inhibitory task (Matthews et al, 2009) and
during performance of an oddball detection task
(Wang et al, 2008). These findings suggest that
MDD is associated with an inability to appropri-
ately activate a neural network that is involved
in emotional control, and that these brain abnor-
malities may underlie important bodily changes
that occur in MDD.

Related studies indicate that resting connec-
tivity of default mode network structures such
as the subgenual ACC is increased in MDD,
and that increased subgenual ACC connectiv-
ity is related to a greater length of depressive
episodes (Greicius et al, 2007). Converging evi-
dence reveals that default mode connectivity
in MDD is increased during performance of
emotionally evocative tasks (Chen et al, 2007;
Pezawas et al, 2005). This evidence suggests that
MDD is associated with dysregulated default
mode network activity.

6 Changes in Brain Function due
to Antidepressant Treatment

A series of studies has identified neural systems
that are involved in the antidepressant treatment
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response. Importantly, antidepressant medica-
tion and psychotherapy may affect different neu-
ral nodes in unique ways that are consistent
with the cognitive model of depression. These
findings add a neuroanatomical perspective to
the robust observation that the combination of
antidepressant medication and psychotherapy is
more effective in the treatment of depression
than either treatment alone (Pampallona et al,
2004).

In one study (Kennedy et al, 2007), response
to venlafaxine relative to response to cogni-
tive behavior therapy was associated with larger
decreases in subgenual ACC activity, consistent
with the notion that antidepressant medications
may primarily affect the regions of the cortico-
limbic network that are involved in automatic
emotional responses. This evidence is reinforced
by studies in healthy volunteers, which indi-
cate that depletion of tryptophan, a precursor
to serotonin, is associated with increased amyg-
dala responses to fearful stimuli (van der Veen
et al, 2007). Conversely, in the Kennedy study
response to cognitive behavior therapy relative
to response to venlafaxine was associated with
larger increases in structures such as the supra-
genual ACC, suggesting that cognitive behavior
therapy may act primarily to modify activity
in brain regions involved in emotion regula-
tion. This evidence is consistent with studies
showing that MDD is associated with decreased
functional coupling between the amygdala and
supragenual ACC (Chen et al, 2007; Matthews
et al, 2008), and with findings that decreased
amygdala–supragenual cingulate functional cou-
pling is related both to increased depressive
symptom severity (Matthews et al, 2008) and to
a poorer antidepressant treatment response in the
ACC (Chen et al, 2007).

Related evidence shows that increased base-
line metabolic activity in pregenual ACC dur-
ing PET (Mayberg, 1997) and increased error-
related activity in the rostral ACC as well
as increased inhibition-related activity in the
IFG, amygdala, insula, and nucleus accum-
bens during fMRI (Langenecker et al, 2007)
predict a positive response to pharmacological
treatments.

7 Brain-Based Treatments
of Depression

Despite the growing knowledge about its bio-
logical basis, it is estimated that 10–20% of
individuals who suffer from MDD continue
to be severely disabled despite adequate tri-
als of psychopharmacologic or psychotherapeu-
tic treatments and/or electroconvulsive therapy
(Judd et al, 2008). Improved antidepressant treat-
ments are needed. An exciting development is
the emerging evidence of the relatively safe and
effective methods of brain stimulation in the
treatment of depression.

A landmark advance in psychiatry occurred in
2005 when it was demonstrated that deep brain
stimulation of subgenual ACC was an effec-
tive treatment for depression (Mayberg et al,
2005). The decision to stimulate this brain struc-
ture was based on a network analysis of func-
tional changes in the brain in depression and a
determination of which loci were most impor-
tant. In the largest study to date, 20 patients
with treatment-resistant depression received sub-
genual ACC deep brain stimulation and were
assessed at multiple time points before and
after deep brain stimulation (Lozano et al,
2008). Additionally, PET was used to mea-
sure changes in brain metabolism associated
with the antidepressant response to deep brain
stimulation. Significant reductions in depressive
symptoms were observed 1 week after deep
brain stimulation, and a progressive increase
in the proportion of treatment-resistant depres-
sion patients that showed a clinically signifi-
cant reduction in depressive symptoms increased
from 2 weeks to 6 months following deep
brain stimulation. Importantly, PET data from
eight deep brain stimulation responders revealed
that deep brain stimulation was associated with
decreased metabolism in the subgenual ACC
gray matter immediately adjacent to the deep
brain stimulation electrodes, as well as altered
metabolism in several frontal, cortical, subcorti-
cal, and limbic structures of the cortico-limbic
network. These findings suggest that there are
immediate and longer term beneficial effects
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of deep brain stimulation for individuals with
treatment-resistant depression and provide fur-
ther mechanistic evidence of the brain abnormal-
ities in MDD.

Vagus nerve stimulation (VNS) has received
Food and Drug Administration approval for
the treatment of epilepsy and more recently
for treatment-resistant depression (George et al,
2007). The use of VNS in depression is con-
sistent with evidence that vagal tone is reduced
in depression: a meta-analysis of 13 studies in
medically healthy individuals found a small-to-
medium reduction in vagal tone associated with
depression (effect size of d= .332) and compa-
rable reductions in vagal tone in six studies of
depressed patients with cardiovascular disease
(effect size of d = 0.280) (Rottenberg, 2007).
During VNS, the left vagus nerve is stimulated in
the neck. Such stimulation leads to direct effects
on the brain, which is consistent with evidence
that 80% of vagal fibers are afferent (from the
periphery to the brain). Functional brain imaging
evidence suggests that VNS influences the brain
through afferent vagal fibers, which are known
to enter the midbrain at the nucleus tractus soli-
tarius and then connect to the reticular activating
system, the parabrachial nucleus, raphe nucleus,
locus ceruleus, thalamus, and then limbic, par-
alimbic, and cortical regions including the ante-
rior insula and ACC. In general, VNS initially
activates brain structures but then deactivates
them over time with repeated stimulation, which
may explain its antidepressant effects. A recent
fMRI study in treatment-resistant depression, for
example, found that VNS was associated with
decreased activity in right medial prefrontal,
subgenual ACC, left anterior temporal pole, and
right somatosensory cortex, as well as increases
in right superior temporal cortex (Nahas et al,
2007).

Another nonpharmacological treatment of
depression is transcranial magnetic stimulation.
Repetitive transcranial magnetic stimulation of
the left dorsolateral PFC is an effective treat-
ment for depression (Gross et al, 2007), and slow
transcranial magnetic stimulation of the right
dorsolateral PFC may also have utility in some
contexts. Although functional imaging studies of

transcranial magnetic stimulation are quite lim-
ited, there is evidence that repetitive transcranial
magnetic stimulation of the left dorsolateral PFC
is associated with increased activity in the mid-
cingulate cortex (Paus et al, 2001), a structure
that is hypoactive in depression.

8 Conclusions

Brain imaging can advance the behavioral
medicine research agenda by contributing to the
delineation of mechanisms that mediate estab-
lished relationships between psychosocial vari-
ables on the one hand and medical outcome
on the other (Lane et al, 2009a). Some of the
most compelling evidence in the field of behav-
ioral medicine concerns the effects of depression
on early mortality (Steptoe, 2006). Progress has
been made in identifying some of the autonomic,
neuroendocrine, and immune effects of depres-
sion that can affect disease pathophysiology. Yet,
there is considerable variability in the effects
of depression on health that are still poorly
understood. Elucidation of the brain basis of
depression can potentially contribute to a greater
understanding of the sources of such variabil-
ity. This review has demonstrated that modern
brain imaging has begun to define the key brain
structures that are altered either structurally or
functionally in depression. Much remains to be
done, however, to identify the origins of indi-
vidual variation in the peripheral manifestations
of depression. Doing so will require a research
strategy that includes assessment of psychoso-
cial, brain, peripheral mediators, and end-organ
variables within the same individuals (Lane
et al, 2009b). This research strategy promises to
improve our ability to identify those at risk and to
provide new methods for primary and secondary
prevention.
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Chapter 53

The Electric Brain and Behavioral Medicine

J. Richard Jennings, Ydwine Zanstra, and Victoria Egizio

1 Introduction

Electrophysiological measures of brain function
were developed well before the advent of brain
imaging techniques. Electrophysiological mea-
sures assess the summated electrical activity
generated by neural membrane potentials that
is detectible most frequently from the scalp,
but occasionally by either depth electrodes or
electrodes on the brain surface. Relative to mag-
netic resonance and positron emission tomog-
raphy imaging, electrophysiological measures
are known to directly assess neural activity
as opposed to vascular support for that activ-
ity. Electrophysiological measures occupy an
important area in the space/time topology of
brain indices. Electrical activity occurs over
a millisecond time frame in synchrony with
summated neural membrane changes. Transient
neural events thus can be readily detected
in the recorded electrical potentials. In con-
trast magnetic resonance imaging and positron
emission tomography depend on relatively sus-
tained neural activation that stimulates a cere-
bral blood flow response (see Chapter 50).
Electrophysiological measures thus have rela-
tively greater and excellent temporal sensitiv-
ity. Their drawback is spatial sensitivity. When
assessments are made from the scalp or even
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brain surface, the source of summated mea-
sures assessed is only approximately known.
The brain is largely a conductive medium so
electrical changes travel readily through this
medium away from their source. Analytic tech-
niques can accurately determine how a signal
from a particular source is expressed at the
brain surface, but determining the source(s) of
the electrical changes from surface changes is
a complex problem (termed the “inverse prob-
lem”). Approximations to this “inverse problem”
can be made, and with large electrode arrays
and sophisticated software some spatial localiza-
tion is possible with electrophysiological mea-
sures. As with any scientific problem, a clear
analysis of the problem should permit the inves-
tigator to decide whether his question is well
answered by a temporally sensitive measure –
such as electrophysiology – or a measure with
clearer spatial resolution – such as magnetic res-
onance imaging. A promising approach, but one
with many technical and practical challenges, is
multi-modal imaging of the brain. The combina-
tion of techniques such as electroencephalogra-
phy and magnetic resonance imaging ultimately
has the promise of enhanced assessment of both
temporal and spatial properties of the brain as it
processes information of interest.

A brief introduction to electrophysiologi-
cal measures is appropriate, but the interested
reader is encouraged to refer as well to any
of a number of excellent reviews for a thor-
ough coverage of the topic (Andreassi, 2007;
Niedermeyer and Lopes da Silva, 2004; Rugg
and Coles, 1995). The electroencephalogram
(EEG) is the most common electrophysiological
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measure in human studies. This measure is typ-
ically taken from scalp electrodes. These elec-
trodes assess naturally occurring changes in volt-
age (in the microvolt range) arising from the
brain. Localization is assisted by standardized
placement of electrodes, often following the 10–
20 system (Niedermeyer and Lopes da Silva,
2004). Although information can be gained from
only a few electrodes, recent attempts to bet-
ter localize the source of electrophysiological
changes have led to expanded numbers of elec-
trodes, e.g., 128 over the scalp. Electrical sig-
nals at the scalp are thought to primarily arise
from summated pre- and postsynaptic potentials.
Electrical activity is continuously detectible and
the resting EEG signal is a complex of changing
waveforms that can be analyzed into components
with different wavelengths. Early work identi-
fied subjective state with the degree to which
the complex waveform was made up of a par-
ticular wavelength. Quiet peaceful resting was,
for example, associated with a preponderance
of alpha waves (8–12 Hz); while active thought
was found to be associated with higher fre-
quency beta (12–30 Hz) and gamma (30 Hz and
higher) waves. Extending this frequency analysis
approach into sleep resulted in the classification
of stages of sleep based in part on the fre-
quency characteristics of the EEG (see Chapter
49). Stage 4 sleep, for example, is characterized
by slow, delta waves (up to 4 Hz). The EEG can
thus used to monitor subjective state related to a
disease or risk factor.

The same electrodes and measure appara-
tus are used to assess brain reactions as well.
Initial work examined cortical evoked potentials.
These were “evoked” by a known and carefully
controlled physical stimulus, e.g., a light flash
or tone. Reliable waveforms were elicited with
components unfolding over time that could be
roughly associated with processing in particular
brain areas. Event-related, as opposed to evoked,
potentials are often of greater interest to the psy-
chologist. These are neural responses to mental
events, e.g., attending to an upcoming stimulus,
recalling a word. The initiating “stimulus” is a
mental event whose timing should be known,
but an event that is less readily identified than

an environmental stimulus. With either event-
related (ERPs) or evoked potentials (EPs) the
signal occurs in the context of the ongoing
complex EEG waveform. Typically the stimu-
lus or event must be repeated numerous times
so an average across these presentations can
be computed. The segments of EEG surround-
ing the stimulus or event are aligned by the
event/stimulus time and an average is computed
across this ensemble. The transient changes in
brain activity elicited by the event are syn-
chronized with the event but these changes are
small and often masked by ongoing variability
in the EEG. Aligning the data with the onset of
the event and averaging across occurrences of
the event eliminates the non-synchronized activ-
ity and leaves the “event-related potential” or
“evoked response.” Components of these aver-
age waves are labeled (roughly) by their polarity
and timing, e.g., P300, a positive wave occurring
about 300 ms after the event. These components
are then typically examined to see if they are
related to, for example, enhanced attention to an
event or recollection of a word. A typical and fre-
quently used experimental paradigm is the “odd-
ball.” Tones of a particular frequency and ampli-
tude are presented to a participant repetitively
with reasonably close spacing. An occasional
tone of a different frequency (or amplitude), the
oddball, is presented in the midst of the repetitive
tones (often termed the standard). The oddball is
known to elicit a large P300 ERP.

A very limited amount of human work uses
the exposed brain and can assess field or sin-
gle unit potentials that are much more spatially
specific. These techniques are very relevant for
animal model work, but we will not review them
here.

The use of EEG in behavioral medicine
research is relatively low compared to the use in
areas such as cognitive and affective psychology.
Among the papers that we reviewed only 24%
were published in journals commonly viewed as
relevant to behavioral medicine. At some vari-
ance is the use of electrophysiological measures
in clinical medicine. Electrophysiological mea-
sures of the brain are routinely applied in the
assessment of epilepsy, level of consciousness
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after head injury, central conduction times, and
in sleep disorders. These clinical applications are
extended to research issues occasionally and we
shall review some such studies. Often, a neuro-
logical perspective is taken in these papers, using
EEG as a marker of brain state or EPs as mea-
sures of conduction times. We have attempted
to exhaustively review the use of brain electro-
physiology in behavioral medicine studies that
directly concern a disease state, disease etiol-
ogy, or disease risk factor. The review spans
the years from 1950 (Ovid Medline) and 1967
(Psych Info) to March 2009 as represented in
online data bases. Appendix 1 gives the search
criteria used to identify articles. Next, final
selection of articles based on their relevance
for this review was made by two independent
reviewers followed by a conference to achieve
an agreed upon set of articles to review. This
approach leads naturally to an organization of
the review by disease entity and within that an
organization by type of electrophysiology (EEG,
event-related potential, or other technique). Of
note, we have followed the convention (a rather
odd one) of excluding psychiatric and neuro-
logic disease from our coverage of diseases of
relevance to behavioral medicine. Certain top-
ics of relevance to behavioral medicine were
missed by the search strategy, most notably the
placebo effect (Colloca et al, 2008; Wager and
Nitschke, 2005). Fortunately, a recent review
of this literature provides a comprehensive
overview detailing the role of electrophysiology
in placebo analgesia research (Ng et al, 2004).
Electrophysiological measures are very widely
used in psychiatric research. Again this appli-
cation has been reviewed elsewhere (Allen and
Kline, 2004; Bagic and Sato, 2007; Davidson
et al, 2000). We briefly consider the applica-
tion of electrophysiology to health behaviors,
smoking, alcohol use, eating, and exercise. The
literature directed solely at understanding these
risk factors (as opposed to their pathogenic or
health effects) is quite large and thereby beyond
the scope of the current review. We would,
for example, be overwhelmed by examining the
EEG/ERP studies of acute alcohol or tobacco
intake. Finally, we confined our review to the

articles identified through the electronic search
criteria. Review of the articles clearly suggested
that the electronic criteria had failed to iden-
tify all the articles using electrophysiological
measures in an area. Thus, the current review
should not be considered exhaustive within any
particular disease/health behavior category.

Our review led us to four conclusions con-
cerning electrophysiological measures in behav-
ioral medicine. (1) As noted above, electrophys-
iological measures are employed rather rarely in
behavioral medicine research, (2) Existing appli-
cations focus more on cognitive function despite
the sensitivity of these measures to affective and
motivational states, (3) The sensitivity of EEG
and ERP measures to both biological insults and
psychological states forces the investigators to
adopt an integrated biopsychological approach
to disease/patient health, and (4) EEG/ERP mea-
sures to date have been used primarily as mark-
ers of disease state or pharmacological effect as
opposed to examining processes influenced by or
inherent to the disease.

2 Cardiovascular Disease

Electrophysiological measures have been
applied in cardiovascular disease in various
different ways; an initial example examines
pharmacological effects. Denolle and col-
leagues (2002) examined cognitive effects of
treatment with antihypertensive drugs in hyper-
tensive patients. They examined the possible
neuroprotective effects of a specific type of
antihypertensive drug (nicardipine, a calcium-
channel blocker) on the EEG, in comparison
to an antihypertensive drug that is known to
have sedative side effects (clonidine, an alpha-
receptor agonist). After 2 weeks of treatment,
results suggested that nicardipine effects were
mainly excitatory: a decrease of slow delta
waves and increase in alpha power. Clonidine
showed a sedative EEG profile. Psychometric
tests did not show any changes in attention,
vigilance, and memory in the nicardipine group,
but in the clonidine group these parameters
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decreased. Antihypertensive effects of clonidine
and nicardipine were similar. This study shows
how EEG can be applied to examine differential
cognitive effects of medication. The added value
of EEG is that in this particular study it detected
cognitive changes in the nicardipine group that
were not detected up by the psychometric tests.

In an interesting application of ERP, Gray
et al (2007) examined the relationship between
myocardial function and brain potentials, to
examine the role of the brain in arrhythmias.
Stress was assumed to trigger enhanced sympa-
thetic drive to the heart. They further assumed
that the heart evoked potential (HEP), detected
at frontal and central scalp sites, assesses cortical
responsivity to cardiac afferent information and
its subsequent control of myocardial changes, as
measured using electrocardiogram. Indeed the
HEP in the left temporal and lateral prefrontal
surface electrodes was found to be associated
with changes in myocardial indices during stress.
This study shows a novel way to examine the
role of stress in cardiovascular disease in that it
uses ERP as a central measure of stress-related
cardiac activation to examine abnormal afferent
feedback mechanisms that may be involved in
arrhythmiogenesis (Gray et al, 2007).

Several studies examined the relationship
between sleep and cardiovascular disease, using
polysomnography (Guilleminault et al, 1996;
Lee et al, 2008; Taheri et al, 2007; von
Kanel et al, 2007; Zaregarizi et al, 2007).
The polysomnogram was used to measure
factors relating to respiration during sleep,
sleep-disordered breathing (snoring, apneas,
hypopneas) (Taheri et al, 2007; Lee et al,
2008), and upper airway resistance syndrome
(Guilleminault et al, 1996). The polysomno-
gram involves the simultaneous measurement of
some or all of the following parameters: 2-lead
EEG, EOG (electrooculogram), ECG (electro-
cardiogram), EMG (electromyogram), oxygen
saturation, and a respiration belt. Apnea is a
complete cessation of breathing for at least
10 s, whereas hypopnea is a partial cessation of
breathing as derived from the polysomnogram.
A number of studies focused on respiratory
components of the polysomnogram and factors

relevant to cardiovascular disease. Taheri and
colleagues (2007) found no association between
sleep duration or sleep-disordered breathing and
C-reactive protein (CRP). The authors suggest
body mass index may mediate the association
between sleep-disordered breathing and CRP,
but do not report any mediation analyses. Lee
and colleagues (Lee et al, 2008) examined
snoring as an aspect of the obstructive sleep
apnea/hypopnea syndrome (OSAHS), which has
been found to be associated with cerebrovascu-
lar disease. Although carotid atherosclerosis was
related to snoring, polysomnography measures
could not be shown to mediate the relation-
ship. Guilleminault and colleagues (1996) found
a suggestive association between transient blood
pressure increases and acute instances of the
upper airway resistance syndrome (heightened
inspiratory effort without significant hypox-
emia). These studies involve EEG only as a
component on the polysomnogram while empha-
sizing the potential importance of respiration
during sleep as related to cardiovascular risk.

In other studies examining the role of EEG
in the association between sleep and heart dis-
ease, polysomnography was applied to examine
factors relating to sleep quality and disruption
(von Kanel et al, 2007) and napping (Zaregarizi
et al, 2007). Von Kanel and colleagues (2007)
looked at the role of sleep disturbances and
prothrombotic changes. Polysomnography mea-
sures of sleep disruption were associated with
prothrombotic parameters such as those that
are associated with endothelial damage (von
Willebrandt factor, soluble tissue factor; sTF),
hypercoagulability (d-dimer), and fibrinolysis
(PAI enzyme). In contrast to the majority of
the studies reviewed, a substantial sample was
employed; patients were 153 hypertensive, pre-
dominantly overweight individuals. Sleep dis-
ruption parameters were found to be predictive
of both increased VWF and sTF. Furthermore,
sleep apnea was associated with higher levels of
fibrinolytic factors.

Napping is a protective factor; having a siesta
regularly is associated with a 37% decrease
in risk for myocardial infarction. Zaregarizi
and colleagues (2007) examined whether this
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reduction in risk is due to the daytime nap itself,
a supine posture, or the expectancy of a nap. The
nap, particularly one with short sleep-onset time,
seemed to relate most strongly to blood pressure.

In summary, EEG and ERP appear use-
ful in examining psychologically mediated risk
for arrhythmia and for evaluating medication
side effects. Sleep has been examined with
polysomnography both because of its impact on
heart disease and as an etiologic factor. Results
show the promise of objective polysomnography
but the papers reviewed did not relate these to
self-reports of sleep quality. Self-reported sleep
has previously been related to heart disease in
epidemiologic work (Ayas et al, 2003).

3 Diabetes and Neuroendocrine
Disorder

Research using EEG/ERP directed at diabetes
has been characterized by use of both EEG as
a measure of state and EP’s/ERP’s as a probe
of cognitive or sensory function. Both measures
are largely directed at the impact of glucose dys-
regulation on neural function. Hypoglycemia is
a fall in blood glucose levels that can occur as
a complication of insulin treatment in diabetes
mellitus. Hypoglycemia, if uncontrolled, can
spiral through autonomic, cognitive, and affec-
tive disruption down to coma. Early awareness
of hypoglycemia is important, as is the long-term
effect of glucose dysregulation in general.

3.1 Hypoglycemia

Hypoglycemia’s impact on neural processing has
been documented reasonably well using EEG,
EP, and ERP. The application of these measures
to this aspect of diabetes was among the most
thorough in the literature.

Lingenfelser et al (1993) examined audi-
tory EP’s. Diabetic patients were exposed to
three hypoglycemic episodes whereas in patients

in the control group, glucose levels were
strictly controlled around a set point. As glu-
cose levels fell in the experimental group, the
expected increased awareness of hypoglycemia
was observed as well as expected counter
regulatory blunting of adrenaline and cortisol
responses. Mid latency components of the audi-
tory EP were delayed, reflecting slowed auditory
processing.

Auditory ERPs, e.g., the P300, during hypo-
glycemia were examined to document cogni-
tive and neural processing deficits (Strachan
et al, 2003). Diabetic patients were exposed to
euglycemic (a control condition during which
glucose levels were normal) or induced hypo-
glycemia states. Significant effects of hypo-
glycemia on performance on two neuropsy-
chological tests, the digit symbol test and the
trail-making B test, were found, but no sig-
nificant effects were found for early negative
and late positive, especially P300, components
of the auditory ERP. Psychometric tests were
generally more sensitive to the effects of hypo-
glycemia on cognitive function than EEG mea-
sures. Lobmann and colleagues (2000) did a
similar study, however, and found effects of
hypoglycemia on ERP components interpreted
as reflecting stimulus selection (selection nega-
tivity) and response selection (lateralized readi-
ness potential) in both diabetics and controls.
Performance in the selective attention task was
affected by hypoglycemia too. After restora-
tion of euglycemia, performance and selection
negativity recovered in diabetics but not in con-
trols. Diabetes patients appeared to cope with the
effects of hypoglycemia better than the controls,
presumably due to enhanced cerebral glucose
uptake in diabetics. This enhancement of cere-
bral glucose uptake may, however, contribute
to reduced glucose awareness among diabetics
(Lobmann et al, 2000).

Howorka and colleagues (2000) examined
EEG parameters interpreted as reflecting vig-
ilance to the hypoglycemic state in Type
1 diabetes patients who had a history of
hypoglycemia. The EEG was obtained dur-
ing relaxation, while participants were in
a non-hypoglycemic state. In comparison to
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non-diabetic controls those with a history of
hypoglycemia showed a reduction of power in
the beta band, whereas those without recurrent
hypoglycemia showed a small reduction in delta
power in comparison to a healthy control group.
No direct comparisons between the diabetes
patient groups (with or without recurrent hypo-
glycemia) were reported. These results were
interpreted as showing less internalized vigi-
lance in those with a history of hypoglycemia.
No differences were found on self-report mea-
sures examining motivational state, arousal, and
well-being.

Jauch-Chara and colleagues (2007) examined
the effects of hypoglycemia during and after
sleep. Nocturnal hypoglycemia was expected
to affect vigilance, cognition, and mood on
the next day, an effect that might be less
pronounced in diabetics compared to healthy
controls, presumably due to habituation. On
one night participants were exposed to hypo-
glycemia whereas during the other night, par-
ticipants’ plasma glucose concentration levels
were normal (euglycemia condition). In addi-
tion to polysomnographic measures during the
euglycemic and hypoglycemic nights, on the
following day, mood, performance, and audi-
tory ERPs were measured. In both patients
and controls, hypoglycemia increased tiredness,
depression, and restlessness. Nevertheless, no
effects of hypoglycemia could be demonstrated
on the auditory ERPs. Group differences in sleep
parameters were found using the polysomo-
graphic measures; hypoglycemia increased time
spent awake during the first part of the night and
this effect was worse in healthy controls.

An interesting issue is whether glycemic state
and insulin induce separable influences. Kern
and colleagues (2001) examined the effects of
insulin on mood, bodily symptoms, and cogni-
tive function in healthy individuals. Participants
were exposed to a euglycemic clamp proce-
dure where glucose levels were kept constant
while participants were infused with insulin. In
this way, the effects of insulin were examined,
independent of glucose. Participants performed
an oddball task. The P300 latency and ampli-
tude were enhanced in a high insulin condition

as compared to a low insulin condition (Kern
et al, 2001). Furthermore, insulin was found
to improve performance on a working mem-
ory task. These positive results argue for fur-
ther study within diabetic as well as normal
participants.

3.2 Hypoglycemic Awareness

Awareness of hypoglycemic changes has
been examined using the EEG state measures
(Howorka et al, 1996; Tribl et al, 1996). Patients
with impaired hypoglycemic awareness may
be more likely to progress into severe hypo-
glycemia because their inability to detect a state
in which blood glucose is low will prevent them
from taking appropriate measures. Furthermore,
recurrent neuroglycopenia may result in reduced
hypoglycemic awareness (Frier, 2001). Tribl
and colleagues (1996) used a hypoglycemia
protocol to examine patients varying in reported
awareness. EEG was recorded as a function
of decreasing glucose levels (normoglycemia,
mild hypoglycemia, moderate hypoglycemia,
and severe hypoglycemia). During the normo-
glycemic stage, those with poor hypoglycemia
awareness showed less theta power and more
alpha power. During mild hypoglycemia, these
effects were the reversed, however; higher theta
power and lower alpha power in those with
poor hypoglycemia awareness. In the lowest
hypoglycemic levels, no differences were found
between those with and those without hypo-
glycemia awareness. Howorka and colleagues
(1996) similarly examined the hypoglycemic
state in patients classified as “unaware” or
“aware.” During hypoglycemia, participants
performed a mental arithmetic task during
which the EEG was recorded. Unaware patients
had significantly higher alpha power, but lower
power in delta and theta frequency bands. The
authors interpret this EEG pattern as suggesting
lower vigilance in unaware patients and suggest
that this may, at least partly, be responsible
for impaired hypoglycemia perception. These
two papers both support a relationship of brain
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state and hypoglycemia awareness, though both
experimental conditions and results differed
somewhat between studies.

A wide range of applications of EEG tech-
nique has been used to examine the effects of
hypoglycemia and hypoglycemia awareness in
diabetes. Both glycemic state and individual dif-
ferences in awareness were found to impact EEG
measures. The number of studies available and
relatively small samples prevent definitive inter-
pretation. Level of hypoglycemia and whether
or not the study involved mental task perfor-
mance appeared to influence the results and these
parameters were not typically consistent across
studies.

3.3 Long-Term Effects of Diabetes

Longer term effects of diabetes on the cen-
tral nervous system have been implicated by
observed cognitive performance deficits among
diabetes patients relative to controls on a range
of tasks (learning, problem solving, mental and
motor speed) (Dey et al, 1997; Pozzessere et al,
1991).

Two studies examined the P300 in insulin-
dependent diabetes mellitus patients. Pozzessere
and colleagues (1991) examined sixteen patients
and sixteen (age- and sex-) matched healthy con-
trols during performance of an oddball task.
P300 latencies were lengthened in patients as
compared to controls. Furthermore, diabetes
patients performed significantly worse on a
memory test (digit span backward). P300 latency
and digit span task performance, however, were
not significantly correlated in either the dia-
betes or the control group. The authors suggest
that memory task performance and the P300
examine different aspects of cognitive function-
ing in diabetes and should be combined to
evaluate the effects of diabetes on the brain.
Dey and colleagues (1997) examined effects of
long-standing diabetes in 28 patients in com-
parison to 28 healthy controls. P300 latencies
in diabetes patients were significantly longer
than in controls. Dey and colleagues (1997)

obtained a significant correlation between blood
glucose levels and P300 latencies; as blood glu-
cose levels increased, P300 latencies were less
delayed – an effect not examined by Pozzessere
et al (1991). This particular finding suggests that
hypoglycemia plays a role in the obtained dif-
ferences between patients and controls. In order
to examine the long-term detrimental effects of
diabetes the alternative explanation needs to be
ruled out that the observed differences between
patients and healthy controls could be due to the
short-term effects of hypoglycemia.

Catterall and colleagues (1984) examined the
potential role of diabetic neuropathy, hypothe-
sizing that this may result in sleep apnea, which
could explain sudden death in diabetes patients.
Polysomnography-derived measures did not dif-
fer between the groups and therefore it was con-
cluded that neuropathy-induced sleep apneas are
not responsible for sudden unexplained deaths
in diabetic neuropathy patients. This conclusion
may, however, be deemed premature due to the
limited sample size (eight patients and eight
controls).

The promise of understanding influences on
the brain of diabetes and treatment maintenance
remains, but the studies reviewed were typi-
cally rather small and the measurement approach
limited the interpretations that could be made.

4 EEG and the Effects of Hormone
Treatment

The administration of hormone replacement
therapy (HRT) offers the promise of normaliza-
tion of function, but EEG/ERP has been used
to determine whether general brain state or cog-
nitive function indeed improved with treatment.
Schneider and colleagues (2005) examined the
effects of growth hormone (GH) replacement
deficiency on the sleep EEG, using polysomnog-
raphy in growth hormone-deficient patients.
Results showed that the values for the obtained
sleep parameters were similar to those for
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healthy individuals as reported in the litera-
ture and therefore, the authors conclude that
6 months of GH replacement therapy did not
adversely affect night sleep or daytime sleep
propensity (Schneider et al, 2005).

Golgeli and colleagues (2004) examined the
effects of growth hormone (GH) replacement
therapy on cognitive function in women with
Sheehan’s syndrome. Sheehan’s syndrome is
also known as postpartum hypopituitarism, a
pituitary hormone deficiency as a result of life-
threatening blood loss during or after childbirth.
At baseline, amplitude and latencies of auditory
oddball ERPs of patients showed longer laten-
cies than those of controls. After 6 months of
hormone replacement therapy, patients showed
decreased P300 latencies compared to pre-
treatment levels. The authors conclude that
Sheehan’s syndrome is associated with cognitive
impairment as demonstrated by prolonged P300
latencies and the improvement with GH replace-
ment. The conclusions of this study could have
been strengthened if the paper had reported EEG
measures in the control group as well, after a
6-month period.

In a similar study on the effects of thy-
roxine treatment in congenital hypothyroidism,
Oerbeck and colleagues (2007), in a cross-
sectional paradigm, used an auditory oddball
paradigm to examine P300 and earlier cogni-
tive (P1, N1, P2) ERP components. Significant
group differences in amplitude and latency were
found on early ERP components (P1, N1). P300
latency and amplitude in the congenital hypothy-
roidism group were negatively correlated with
duration of treatment. The authors interpret these
findings as suggesting that early treatment may
have helped to normalize the P300 component.

These studies demonstrate the potential added
value of EEG to examine treatment effects; prin-
cipally the ability to register subtle changes in
brain processing that may not be evident on per-
formance tests. Most of the studies reviewed
above examine the effects of treatment on the
P300. Some of the paradigms above involve
before and after measurements of the P300,
assuming that changes in the P300 will reflect
changes in treatment, an assumption which may

be questionable in the absence of control group
comparisons. The P300 component is strongly
affected by state, and control of this factor is
essential for interpretation of treatment effects.

5 Stress

Hall and colleagues (2000) examined the associ-
ation between quantitative sleep measures using
the EEG (spectral analysis), subjective sleep
complaints, stress, and depression. Participants
were fourteen individuals who were diagnosed
with primary insomnia. It was hypothesized that
self-reports of stress and depression would be
positively correlated with measures of hyper-
arousal during sleep. Hyperarousal during sleep
was operationalized as subjective sleep quality
as well as an increase in alpha and beta power in
the EEG and a decrease in delta power. Results
showed that subjective stress burden was nega-
tively correlated with delta power and depression
was associated with increased alpha power in the
EEG. Intrusion tendency was positively corre-
lated with beta power and negatively associated
with subjective sleep quality. The authors point
out that these results are in contradiction of pre-
vious findings suggesting a discrepancy between
subjective measures of sleep and indices of sleep
quality/duration derived from visual scoring of
the EEG. It is suggested that traditional visual
sleep stage scoring may be overestimating sleep
quality and duration. The authors argue that
spectral measures of EEG may be a more valid
measure (Hall et al, 2000).

Frey and colleagues (2002) examined the
effects of sleep deprivation and long shifts in
physicians on their sleep quality and quan-
tity, cognitive performance, perceived stress, and
EEG power spectra. EEG data were collected
while the participants relaxed. Data were col-
lected twice (morning and evening) during a
24-h shift. There were two conditions: a no-
rest condition and a rest condition. During the
rest condition, physicians were allowed to sleep
for 4 h in the afternoon. In the no-rest condi-
tion, delta power was increased from morning to



53 The Electric Brain and Behavioral Medicine 829

evening in comparison to the rest condition, sug-
gesting increased fatigue. No differences were
found on cognitive performance tests, however
(e.g., Pauli test, RT tasks). It would have been
interesting to see how the self-report measures
were associated with the EEG data, however, this
was not reported.

These two studies show how EEG
(polysomnography) can be applied to examine
the relationship between sleep and stress.

6 Cancer

Electrophysiological measures have been
employed in the study of various forms of
cancer. The most common use of electrophys-
iological recording is in the assessment of
patients’ cognitive functioning. While some
studies explicitly examine neuropsychological
processing in the context of certain types of
potentially neurotoxic medical treatments,
others examine neuropsychological processing
as a function of diagnosis alone.

Multiple studies have examined neuropsycho-
logical processing in individuals who are long-
term survivors of leukemia or solid tumor malig-
nancy. In a study comparing adolescent survivors
of acute leukemias or solid tumor malignancy to
control participants, both patient groups showed
longer P300 latencies in response to an oddball
task (Lahteenmaki et al, 2001). For the most
part, there were no differences in P300 latency
between patient groups or based on patient
irradiation history. However, P300 latency did
vary in association with time since diagnosis,
age at diagnosis, and across various forms of
chemotherapy treatment. These results are sim-
ilar to those reported in previous research also
comparing young adult survivors of leukemia
and solid tumor malignancies to a control group
(Heukrodt et al, 1988). In that study, both
patient groups also had longer P300 latencies
in an oddball task than control participants.
Moreover, participants in both patient groups
who experienced learning problems had longer
P300 latencies than patients without learning

problems. Among leukemia patients, chemother-
apy treatment and radiation effects may account
for some of the variation in P300 latency.
Another study explored electroencephalogram
recordings of young adult survivors of child-
hood acute lymphoblastic leukemia (Ueberall
et al, 1997). Participants who were between the
ages of 2 and 5 years at diagnosis showed more
electroencephalogram abnormalities than chil-
dren diagnosed within other age ranges. Non-
significant trends indicated that participants with
abnormal electroencephalogram recordings may
have more deficits in cognitive functioning as
assessed by a neuropsychological test battery
that examined the domains of attention and
memory. Differences in electroencephalogram
activity did not vary as a function of disease
or treatment characteristics. Also, participants
with abnormal electroencephalogram recordings
did not appear to have morphological abnormali-
ties as captured via magnetic resonance imaging
scans. Thus, it appears that increased P300 laten-
cies have been documented among long-term
survivors of leukemia and solid tumor malignan-
cies. Moreover, this electrophysiological index
has been shown to share some association with
learning problems and lesser cognitive problems.

Complementing this literature, electrophysio-
logical recording has been used in a variety of
applications. For example, in a study of women
undergoing chemotherapy to treat breast cancer,
asymmetry of the alpha rhythm of the electroen-
cephalogram was found primarily in women
receiving high-dose chemotherapy in compari-
son to women receiving low-dose chemotherapy
or control participants (Schagen et al, 2001).
Asymmetry refers to a difference in the pre-
ponderance of alpha waves between the right
and left hemispheres of the brain. Negative
affect has been associated with right-hemisphere
dominance (Henriques and Davidson, 1990).
Although increased P300 latency assessed via
an oddball task was associated with poorer per-
formance on a variety of neuropsychological
assessments, it did not differ as a function of
patient or non-patient status. Increased P300
latencies were, however, reported in a sample of
adults with solid tumor malignancies (Siddiqui
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et al, 1992). Polysomnography research in adults
with solid tumor malignancy showed decreased
quantity and quality of nocturnal sleep, increased
latency to the onset of rapid eye movement sleep
and a decreased percentage in this stage of sleep,
decreased sleep efficiency, and low levels of
slow-wave sleep (Parker et al, 2008).

In sum, these studies identify electrophysi-
ological differences in different forms of can-
cer with the most common finding being an
increased P300 latency. This is typically seen as
a cognitive deficit although concurrent cognitive
assessment has often not been done. The vari-
ety of cancers, treatments, and types of patients
has clearly not been fully explored. Rather these
studies only support the potential utility of elec-
trophysiological measures.

7 Immunological Disorders

The most commonly studied immunological
conditions that are examined using electrophys-
iological methodology are hepatitis B and C
and human immunodeficiency virus. However,
some research has investigated the autoimmune
disorder lupus (Langosch et al, 2008).

7.1 Hepatitis B and C

Electrophysiological measures have mainly been
used to assess the side effects of interferon treat-
ment on cognitive and psychological function in
patients with hepatitis B and C (Tanaka et al,
2004). In one of the earliest reports of this
kind, hepatitis C patients who were treated with
interferon-alpha had higher delta, theta-1, and
theta-2 power values, and lower alpha-2 and beta
power values as measured by EEG (Kamei et al,
2002). These changes were recorded when com-
paring baseline values to those obtained during
the course of treatment. Another study com-
pared baseline EEG recordings and psycholog-
ical functioning to that assessed at various time
points during interferon treatment in hepatitis B

and C patients, abnormal EEG activity (e.g., gen-
eral slowing of the basic rhythm and of the alpha
wave) was associated with increased incidence
of various psychological symptoms including
mania, depression, and sleep disorders (Tanaka
et al, 2004). This association appeared to be
independent of multiple medical or treatment
factors. Amodio et al (2005) confirmed the gen-
eral slowing of the mean dominant frequency in
hepatitis C patients and also observed increases
in frontal alpha power and parietal theta power.
These results, unlike those of Tanaka et al
(2004), were unrelated to cognitive or other
psychological factors.

This group of studies largely supports the
contention that interferon treatment given to hep-
atitis patients influences EEG activity; however,
it remains unclear what effects, if any, these
changes may have on cognitive and psycho-
logical function. Variation in the precise brain
indices related to treatment limit inference, but
likely relate to variation in measurement, differ-
ences in instruments used, and participant differ-
ences (which were often not well described).

7.2 Human Immunodeficiency Virus
and Lupus

Deficits in cognitive functioning have been the
focus of EEG/ERP work on acquired immunod-
eficiency syndrome (AIDS) and human immun-
odeficiency virus (HIV). This is based on the
observation of deficits on neuropsychological
test performance associated with AIDS/HIV
(Bungener et al, 1996). In some cases, the
spectral content of the EEG is interpreted as
reflecting cognitive state. In a study examin-
ing EEG activity in HIV-positive homosexual
men, CD-8 cell count showed a significant posi-
tive correlation with theta, alpha, and beta wave
power (Gruzelier et al, 1996). These authors
also reported a trend toward decreased CD-4 cell
count and increased activity in theta, alpha, and
beta power. Subsequent EEG research indicates
that HIV-positive patients who are symptomatic,
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in comparison to HIV-positive non-symptomatic
patients or control participants, show increased
power in the alpha and theta wave bands;
after controlling for the effects of antiretroviral
medication, this association appeared to persist
mainly among untreated patients (Baldeweg and
Gruzelier, 1997). Furthermore, while increased
alpha wave amplitude in HIV-positive symp-
tomatic patients was associated with increased
rates of depressive symptoms, decreased alpha
wave amplitude in HIV-positive asymptomatic
patients was associated with increased rates of
depressive symptoms. These results show a sen-
sitivity of EEG waves to the disease and treat-
ment but the authors offer little interpretation of
shifts in both lower and higher frequency bands.

Other work has inferred cognitive state from
ERP observed in the oddball paradigm. Chao and
colleagues (Chao et al, 2004) found that HIV-
positive individuals had decreased P200 and 300
amplitudes and longer P300 latencies than con-
trols. Moreover, among HIV-positive patients,
depressive symptoms were positively correlated
with N1 latency. Similar slowing of compo-
nents was observed by Jabbari et al (1993).
Among HIV-positive patients relative to con-
trols, they suggest that diffuse EEG slowing
may be associated with increased reaction time,
there may be lower amplitude of visual evoked
potentials and brain-stem evoked potentials, and
there may be prolonged P300 and N2 latency
(Jabbari et al, 1993). The increased latency of
N100 and N200 waves in the oddball task was
confirmed in a sample with HIV-positive homo-
sexual males and control participants (Bungener
et al, 1996). An association was also found
between decreased P300 amplitude and emo-
tional blunting. Similarly, in a study of the
chronic multisystem autoimmune disease sys-
tematic lupus erythematosus, which we will
not review in great detail, results showed that
patients who scored higher on a measure of emo-
tional lability had reduced response latencies to
ERP indices of pre-attentive and early orienting
responses to auditory stimuli (Langosch et al,
2008). In summary, this research suggests that
activation of the immune system in HIV patients
may be associated with higher amplitude of

slow-wave frequencies typically associated with
drowsiness/inattention. This seems combined
with a slowing of early ERP components in the
oddball task as well as a reduction in ampli-
tude of these and later components. The absence
of performance testing, as well as some cor-
relations with depressive symptoms, questions
whether these changes are best characterized as
cognitive. An impact of the disease on the brain
is clearly implied, but results to date are rather
non-specific and minimally interpreted.

8 Chronic Pain

A variety of chronic pain conditions including
rheumatoid arthritis, low back pain, fibromyal-
gia, and chronic fatigue syndrome have been
studied using electrophysiological measures.

8.1 Fibromyalgia

Electrophysiological research on fibromyalgia
has examined sleep, pain processing, general
health, and cognitive function. The diagnosis of
fibromyalgia is based on diffuse pain in four
body quadrants with tenderness upon palpation
at certain musculoskeletal points (Landis et al,
2004). Patients often complain of sleep prob-
lems such as experiencing non-restorative, rest-
less sleep. A small literature suggests that alpha
wave sleep enduring throughout the sleep cycle
may characterize chronic pain conditions, partic-
ularly fibromyalgia (Rains and Penzien, 2003).
Instead of falling into a deep sleep, fibromyal-
gia patients may remain in a stage predominated
by alpha waves, a waveform typically associ-
ated with drowsy wakefulness. Recent research
has not strongly supported this observation. In a
study of patients undergoing polysomnography
to diagnose probable sleep disorders, a subset
of patients who had abnormal alpha wave activ-
ity were identified (Rains and Penzien, 2003).
Less than 40% of these patients with abnor-
mal alpha wave activity suffered from a chronic



832 J.R. Jennings et al.

pain condition, including fibromyalgia. Another
study examined alpha wave activity in female
fibromyalgia patients who were allowed to sleep
undisturbed for 60 min and then were awo-
ken throughout the night to complete a battery
of memory tests (Perlis et al, 1997). Patients
were categorized as high or low alpha generators
based on levels of alpha wave activity recorded
during the period of undisturbed sleep. High
alpha fibromyalgia patients did characterize their
sleep as shallow, but their alpha did not mediate
memory differences among the patients. Women
with fibromyalgia also appear to have less spin-
dles per minute during non-rapid eye move-
ment sleep than controls (Landis et al, 2004).
Spindles, an indicant of transition to a deeper
sleep stage, also have a slightly shorter duration
among fibromyalgia patients. These results were
influenced by patients’ experience of pain inten-
sity. Thus, while alpha wave activity may not be
a defining feature of fibromyalgia, sleep spin-
dles appear to show promise warranting future
research.

ERP studies have asked whether pain stim-
uli are processed differently by fibromyalgia
patients. Fibromyalgia patients, compared to
control participants, have been shown to have
reduced P200 wave and late positive slow-
wave amplitudes during a task requiring them
to categorize words as unpleasant and pain
related or neutral (Montoya et al, 2005). Another
study with a similar word categorization pro-
tocol failed to separate fibromyalgia and con-
trol patients despite a sensitivity to pain stimuli
found in patients with recent injuries (Fossey
et al, 2004). These two studies illustrate an inter-
esting methodology, but their conflicting find-
ings raise issues of sample size and co-occurring
group differences, which were not investigated.

In addition to these studies of sleep and
pain processing, electrophysiological research
incorporating measures of general health has
been conducted. The only study in this area
found that, in comparison to control participants,
fibromyalgia patients had greater latency and
lower amplitude P300 recordings during an odd-
ball task (Alanoglu et al, 2005). However, these
electrophysiological findings were not related to

a measure of general health, the length of time
since fibromyalgia diagnosis, or tenderness upon
palpation at various musculoskeletal points.

Research regarding cognition has relied on
measures of ERPs in response to oddball tasks
as a marker of cognitive function (Yoldas et al,
2003). This work showed that fibromyalgia
patients’ N2 to P3 wave amplitudes were lower
than those of control participants and their P300
latency was negatively correlated with levels of
pain elicited by palpation. The authors included
measures of pain perception and psychiatric
function with their electrophysiological indices,
providing an interesting integration of psycho-
logical and physiological variables. However,
as the authors claim their results have rele-
vance for cognitive functioning, the inclusion of
a neuropsychological battery would have been
particularly effective.

Potentially important differences in sleep
and cognitively elicited ERP’s have thus been
reported for fibromyalgia patients relative to
controls. Interpretation must be made very cau-
tiously though as sample sizes were small and
validity is also potentially threatened by the fail-
ure in most cases to thoroughly assess group
characteristics, such as age and concomitant psy-
chopathology, that might be as important as
fibromyalgia for the results reported. Finally,
while Yoldas and colleagues included measures
of pain perception and psychiatric function in
conjunction with electrophysiological assess-
ment, other researchers often do not. The inclu-
sion of psychological assessments such as these
provides a richer, more integrated framework
in which to interpret electrophysiological find-
ings. As such, future research would do well to
include such additional measures.

8.2 Chronic Fatigue Syndrome

Chronic fatigue syndrome is a diagnosis
whose etiology remains unknown but symp-
toms include severe chronic fatigue, impaired
short-term memory, difficulty concentrating,
sore throat, tender lymph nodes, muscle pain,
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joint pain, headaches, un-restorative sleep,
and malaise. Very little research has been
conducted in this area. One study examined
polysomnography recordings in this population
(Scheffers et al, 1992). When comparing chronic
fatigue patients, individuals with narcolepsy,
and control participants, chronic fatigue patients
had the highest prevalence of sleep disorders,
as diagnosed via polysomnography. One study
examined cognitive function in chronic fatigue
syndrome patients and control participants
(Yoldas et al, 2003). No group differences in
the P300 and N2 components of the ERP were
observed during an attention and an oddball
task. Although both of these studies collected
data on cognitive and psychological factors,
neither examined how these measures interacted
with electrophysiological findings or sample
characteristics.

8.3 Rheumatoid Arthritis and Low
Back Pain

A small literature has examined electrophysi-
ological activity in the context of rheumatoid
arthritis and low back pain. Regarding rheuma-
toid arthritis, research suggests that patients, in
comparison to healthy control participants, show
larger amplitude N1 and P2 responses follow-
ing repetitive, painful stimulation (Hummel et al,
2000). While patients’ neural responses to stim-
uli were significantly different from controls,
patients and control participants showed simi-
lar responses as measured by a peripheral index
of pain sensitivity. This was taken to indicate
that central influences may play a primary role
in the experience of pain in rheumatoid arthri-
tis patients. Finally, continuous EEG record-
ings measured in patients with low back pain
who received heat therapy showed decreased
power in the beta-1 and beta-2 frequency bands
in comparison to low back pain patients who
received analgesic treatment (Kettenmann et al,
2007).

9 Respiratory Diseases

A small number of respiratory-related conditions
have been examined with electrophysiological
measures ranging from respiratory-related aller-
gies to chemical intolerance. Major pulmonary
diseases such as chronic obstructive pulmonary
disease and asthma appear though to be min-
imally investigated. An exception to this is a
study directed at using ERP to evaluate cogni-
tive function in chronic obstructive pulmonary
disease patients. Kirkil et al (2007) examined
hypoxic but stable patients during an attack and
when recovered, as well as controls. The P300
to the oddball in this paradigm was delayed in
its onset in the constrictive pulmonary obstruc-
tion group (regardless of within or beyond an
attack phase) relative to control participants. The
latency of the P300 was negatively correlated
with oxygen saturation and forced expiratory
volume measures. The P300 results are inter-
preted as a cognitive effect although no perfor-
mance tests were administered to validate this
interpretation.

Allergic rhinitis is highly prevalent and one
identified study examined how relevant medi-
cations may affect neurophysiological function-
ing, particularly sleepiness and alertness. Ng
and colleagues (2004) failed to find any dif-
ferences between first and second generation
antihistamines in a study of children using a
cross-over design that also included a placebo
condition. The latency of the P300 in an oddball
task was increased by both antihistamines rela-
tive to placebo although sleepiness/alertness rat-
ings were unaltered. The authors suggest that the
electrophysiology measures were more sensitive
than ratings and should be used to determine the
effects on alertness of antihistamines.

Chemical odor intolerance remains a con-
troversial, but increasingly important clini-
cal condition. Electrophysiological studies have
provided biological assessment of differences
between those reporting this intolerance relative
to those that do not. Staudenmayer and Selner
(1990) compared patients referred for odor intol-
erance, for various forms of psychopathology, or
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controls referred for an unrelated disease, e.g.,
asthma, lactose intolerance. Resting EEG was
classified into patterns related to the predomi-
nance of certain frequencies of the alpha rhythm
and the co-occurrence of these rhythms with
the slightly slower theta rhythm. Classifications
were based on EEG observed at the parietal, P4,
electrode site. Classification frequencies were
then compared between the three groups. These
frequencies were interpreted as showing that the
control group differed from both the psycho-
logic and odor intolerant groups, but that the
latter two did not differ from each other. The
exact basis for the classification of the EEG
patterns was unclear, as was the claim for sim-
ilarity of the psychologic and odor intolerant
groups (as opposed to lack of significant dif-
ference). The further controversial interpretation
was made that odor intolerant patients might
project psychologic problems upon environmen-
tal stimuli.

Bell et al (1998) examined the question
of electrophysiological signs of chemical odor
intolerance in college samples selected via
questionnaire to show particularly strong or
minimal intolerance. This sample was then
cross-classified by the presence or absence
of depressive symptoms. Spectral power in
the different resting EEG bands was assessed
during a pre-task period and during rest
periods separating odor and cognitive stimula-
tion. Differences in theta and beta waves were
reported between groups replicating the gen-
eral finding of Staudenmayer and Selner, but
not using their category technique. Importantly
depressive symptoms did not appear related
to EEG patterns. Based on the literature and
their somewhat scattered pattern of results, Bell
and colleagues ( 1998) argue that psychological
symptoms cannot explain odor intolerance and
that the theta findings may indicate increased
drowsiness among odor intolerant patients.

A subsequent paper by this group (Bell et al,
1999) examined community volunteers who
reported chemical sensitivity either with or with-
out associated avoidance behaviors. A similar
design assessing EEG during exposure to odors
and during interposed rest periods was used, but
with a repeated session approximately 2 weeks

after the first session. The authors note, but do
not report directly, a replication of their prior
resting EEG findings. The main result from this
paper was a sensitization of slow wave. Delta
power increased after exposure to odors, but
only during the second session and only among
participants with chemical sensitivity and no
reported associated avoidant behavior. They also
suggest that the increased delta power reflects an
induction of “spaciness” in those affected.

The design of these studies of odor intol-
erance seems based on the assumption that
the obtained EEG pattern is a biological trait
that could be related to the odor intolerance
of the participants. The EEG frequencies col-
lected under resting conditions are interpreted as
reflecting an arousal continuum. Arousability as
witnessed by shifts in EEG power in response to
either a psychologic or an odor manipulation was
measured in one study (Bell et al, 1999), but the
results were complex and difficult to interpret.
An issue has been the psychological character-
istics of these patients. Interested readers may
wish to consult a review that mentions EEG but
considers chemical intolerance more generally
(Bell et al, 1999).

10 Kidney/Blood Diseases

Electroencephalographic measures have been
used primarily in the study of the effectiveness
of dialysis in the treatment of kidney failure.
Frequency analysis of resting EEG as well as
evoked potentials has been examined, gener-
ally with a neurological perspective, i.e., look-
ing for general changes in frequency charac-
teristics or changes in neural conduction times.
The studies discussed later do, however, often
include assessment of cognitive function and
quality of life as well in part due to the
dementia associated with late-stage kidney dis-
ease. EEG/ERP measures have, by and large,
not correlated highly with these psychologi-
cal/behavioral assessments. The studies we iden-
tified were largely clinical in scope and used rel-
atively small patient samples. An early study by
Tennyson and colleagues (1985) is illustrative.
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Ten patients with chronic renal failure were
assessed pre- and post- dialysis and with simi-
larly timed tests on a non-dialysis day. A cog-
nitive test (a digit symbol test) and an auditory
oddball test using ERP’s were administered on
each occasion. The oddball task intermixed low
probability (.2) “odd” tones with more probable
(.8) standard tones with a fixed frequency and
loudness. The amplitude of the P300 increased
post-dialysis, but no shift in the latency of this
component was demonstrated. Presumably, this
was the P300 to the “odd” stimuli, but this
is not clear. The latency of a number of ERP
components related to changes in serum chem-
istry (chloride, sodium, potassium, and blood
urea nitrogen) even though no pre–post changes
in latency were evident. Cognitive performance
did not change significantly with dialysis. Prior
to treatment cognitive performance was related
to individual difference in P300 latency, but
changes in ERP latency and amplitude after dial-
ysis were unrelated to changes in performance.
Later work continued to examine the same ques-
tion though varying the precise timing of assess-
ments. Gallai and colleagues (1994), for exam-
ple, examined the P300 and cognitive tests at the
onset and offset of dialysis in a slightly larger
group of patients. In their work, the P300 latency
shortened, effects on amplitude were minimal,
and cognitive performance improved signifi-
cantly. Much more recently, Vos et al (2006)
performed a quite similar study but assessed
whether doubling the frequency of home dial-
ysis for a 6-month period would yield changes
in cognitive function, quality of life, and EEG
(rather than ERP) characteristics. Differences
between the effects of two dialysis regimens
were, however, minimal – a transient change in
quality of life ratings and the frequency of the
EEG alpha rhythm. A similar conclusion was
drawn from a study of children with two frequen-
cies of dialysis which closely examined conduc-
tion times in a somatosensory evoked potential
study (Hurkx et al, 1995). Although latency
of very early EP components was delayed in
these patients relative to normative data, the
two dialysis regimens did not yield significant
differences in conduction time or component
amplitudes.

Iron deficiency anemia is another disease that
is addressed by improving blood constituents. A
similar scientific approach to the dialysis studies
was taken in a treatment trial of oral iron ther-
apy with both EEG and ERP (p300 measures)
as outcome variables (Kececi and Degmirmenci,
2008). Pre-post measures were taken circum-
scribing 3 months of successful oral iron therapy
in 51 patients. Over most scalp sites and for
most ERP components, shortened latencies and
enhanced amplitudes were observed after treat-
ment relative to pre-treatment values. The power
in EEG frequency bands all shifted toward lower
frequencies except for the highest frequency
(gamma) band. A subanalysis suggested that
the improvements were more closely related to
changes in hemoglobin rather than the changes
in iron concentrations.

In sum, applications of electrophysiologi-
cal measures to kidney disease have focused
on the response to dialysis treatment, exam-
ining the possible remediating effects of this
treatment on the dementia related to late-stage
kidney disease. A neurological approach was
taken, but changes were typically not striking
and often more evident in later ERP compo-
nents. This and the report in some studies of
cognitive improvement suggest effects of dial-
ysis on processing in cortical areas rather than
on conduction pathways. A study of anemia sug-
gested that improvement might be related to
hemoglobin and the oxygen carrying capacity
of the blood. Studies comparing different blood
cleansing/improving treatments have not, how-
ever, convincingly demonstrated an active con-
stituent that leads to the changes observed rather
consistently in ERP components and somewhat
variably in EEG spectra. Studies in this area
were generally characterized by a neurological
approach with standardized techniques and less
attention to patient state and functional/cognitive
status.

11 Health Behaviors

In contrast to disease-related studies, health-
related studies using EEG were rare using our
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search terms. The reason for this may be that
the terms were constrained to identify articles
linking health behaviors and disease, while most
articles in areas such as human exercise/sport,
eating, alcohol, or tobacco use examine these
areas without drawing inferences to disease.
EEG measures appear underutilized in health
behavior areas. For example, a review of studies
of exercise/sport makes this point and suggests
the utility of the measures (Thompson et al,
2008).

We can only illustrate the nature of the liter-
ature briefly here using smoking as an example.
Early as well as later reviews have emphasized
the sensitivity of electrophysiological measures
both to the biological factors, such as nicotine,
and to the psychological and environmental con-
text within which smoking occurs (Hasenfratz
and Baettig, 1993; Knott, 1991; Knott et al,
2008; O’Connor and Langlois, 1993). Other
work examines factors related to smoking ces-
sation, such as the surprisingly long-lasting brain
changes that follow cessation in chronic smokers
(Gilbert et al, 2004). A current interest is in the
use of these indices as genetic endophenotypes
that are suitable for understanding genetic fac-
tors in the initiation maintenance and cessation
of smoking (Lerman et al, 2009; see Chapter 32).

12 Biofeedback

The field of behavioral medicine was initiated in
part because of the scientific and public inter-
est in the reported success of biofeedback as a
treatment modality. Biofeedback of EEG con-
tributed to this initial enthusiasm and continued
to be an important modality for biofeedback
treatment. Our search terms yielded a relatively
small number of applications of EEG biofeed-
back to physical disease. EEG biofeedback often
is offered as a relaxation technique. Indeed our
review suggests that EEG biofeedback assists
patients with coping with their disease, although
specific changes in the EEG do not seem to
mediate this.

Biofeedback has application to cardiovascu-
lar disease, but feedback of cardiovascular rather
than EEG measures is more common. EEG
biofeedback studies typically focus on patient
stress rather than on cardiovascular outcomes.
A case study by Norris and colleagues (2001)
seems to typify the area and it also cites a num-
ber of excellent early reviews of EEG biofeed-
back. In their study a hypertensive patient is
taught to increase alpha wave power in the EEG
over 26 sessions. Ability to maintain appro-
priate blood pressure without medication as
well as changes in performance and well-being
were reported although these changes were not
related to the EEG change over the sessions.
A much larger study was directed at altering
cardiac patient anxiety through enhancing beta
wave (16–40 Hz) power (Michael et al, 2005).
Training of the beta waves was not uniformly
successful, but substantial improvements in anx-
iety were observed.

Biofeedback for conditions thought to relate
more closely to brain function would be
expected to more directly alter the disease state
if successful. Our search terms again seemed to
only sample this area. Siniatchkin et al (2000)
provided feedback on a slow cortical poten-
tial related to attention/preparation (contingent
negative variation) in a group of children with
migraine and a comparison group of healthy
children. Training in control of the brain wave
was used, i.e., both increasing and decreasing
its amplitude. Children with migraine learned
more slowly than control children but were
able to achieve control. The frequency and
duration of migraine episodes also decreased
across training, but, as with the prior studies
reviewed, change in the ERP was not clearly
related to the clinical outcome. A similar result
was obtained with biofeedback for fibromyalgia
patients. Biofeedback was successful in alter-
ing frequency/amplitude of EEG bands (Mueller
et al, 2001), but the authors did not relate
changes in EEG activity to reported changes
in pain or psychiatric symptomatology. One
study of pain was identified that did link out-
comes. Miltner and colleagues (1988) used
biofeedback of relatively early components of
the somatosensory-evoked potential to modify
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pain sensations. Feedback was given to both
increase and decrease the size of the peak to
peak difference between negativity and posi-
tivity in the 150–260 ms time frame after the
mild electrical stimulus. Control of this dif-
ference was generally achieved after a single
session with decreasing of the amplitude more
successful than increasing. Pain perception was
also decreased during decrease training. These
effects were promising, but not large and not
immediately applicable to clinical issues.

In sum, biofeedback appears to have clini-
cal utility, but this often appears to be due to
non-specific effects of the treatment. Studies typ-
ically have quite small number of patients with
a subset of these patients obtaining clearer ben-
efit than the others. Given the intensive nature
of biofeedback this is understandable, but it
does limit interpretation. Overall, biofeedback
of EEG/ERP in medical samples cannot be said
to have the specific positive effects that have
been reported for neurologic/psychiatric condi-
tions, such as headache (Nestoriuc et al, 2008).
An exciting use of biofeedback that may become
increasing relevant is for bionics. EEG and
ERP’s of persons with disabilities can be used to
guide external devices permitting the patients to
regain functions, such as mobility and commu-
nication. Typically, patients are trained to show
a particular EEG pattern that can then be used
to control a “robot” executing the action associ-
ated with that brain pattern. Significant progress
with this technology has been made. Our search
identified one illustrative article (Cincotti et al,
2008).

13 Conclusion

Electrophysiological measures provide relatively
inexpensive, sensitive indices of brain state and
responsivity. As such, they could be useful addi-
tions to many behavioral medicine studies. Our
review led us to suggest that the current, rather
sparse literature could usefully be expanded
through use of electrophysiological measures to

assess affective and motivational as well as cog-
nitive states. Such measures should be used to
infer disease/health-related processes, likely in
conjunction with other measures of brain pro-
cesses. With some exceptions, current studies
were characterized by small samples and a lim-
ited measurement/assessment approach. Future
work would certainly benefit from enhanced
sample size, thorough assessment of patient
characteristics, well-matched controls, and care-
ful designs. Beyond these basic concerns, more
creative and conceptual application of EEG/ERP
would likely be productive. Theoretical and
methodological developments in the EEG/ERP
field, such as dopamine models of the later-
alized readiness potential, or the use of 128
electrode arrays, were largely not represented
in the literature reviewed. Conceivably, these
measures will be increasingly used as brain
measures, such as magnetic resonance imaging,
which reveal important central components of
disease. These central components may then be
defined more clearly using the temporal res-
olution and specificity of electrophysiological
techniques. Research focused on affect and psy-
chological conditions (work excluded from this
chapter) has productively used advanced elec-
trophysiological techniques and related these
to imaging results. Richard Davidson and col-
leagues’ work on positive and negative affect
is illustrative of such approaches (Davidson,
2003; Davidson et al, 2007; Urry et al, 2006).
Substantial progress can be anticipated from
studies using such approaches and focused on
processes specifically altered by a health behav-
ior, a disease state or influenced by a therapeutic
intervention.
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Appendix

Below the keywords used in Ovid Medline
are listed. A similar list of search terms was
used in Psych Info, but due to the structure of
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the databases, the search terms used in Ovid
Medline differed from those in Psych Info.

Electrophysiology terms:

• Electroencephalography
• Alpha rhythm
• Beta rhythm
• Cortical synchronization
• Delta rhythm
• Theta rhythm
• Polysomnography
• Evoked potentials

Disease terms:

• Disease syndrome
• Chronic disease
• Neoplasms (neoplasms or cancer)
• Musculoskeletal diseases
• Digestive system diseases
• Stomatognathic diseases
• Respiratory tract diseases
• Otorhinolaryngologic diseases
• Nervous system diseases
• Eye diseases
• Male urogenital diseases
• Cardiovascular system
• Heart (cardiology or cardiac or heart disease

or cardiovascular)
• Cardiovascular diseases
• Congenital, hereditary, and neonatal diseases

and abnormalities
• Endocrine system diseases
• Diabetes mellitus or diabetes
• Immune system diseases
• Female urogenital diseases
• Pregnancy complications
• Hematologic diseases
• Lymphatic diseases
• Connective tissue diseases
• Skin diseases
• Metabolic diseases
• Nutrition disorders
• Occupational diseases
• Wounds and injuries
• Surgical procedures, operative postoperative

period
• Pain Surgery

Health psychology terms:

• Behavior therapy
• Behavior control
• Behavior modification
• Health behavior
• Patient compliance
• Medication adherence
• Self-examination
• Treatment refusal
• Pain management
• Exercise
• Muscle stretching exercises
• Resistance training
• Life style
• Health promotion
• Health education
• Consumer health information
• Patient education as topic
• Sex education
• Tobacco use cessation
• Smoking cessation
• Community networks
• Social support
• Social isolation
• Social problems
• Socialization
• Internal–external control
• Interpersonal relations
• Life style
• Morale
• Psychosocial deprivation
• Personality
• Assertiveness
• Authoritarianism
• Character
• Creativeness
• Dependency (psychology)
• Empathy
• Individuality
• Intelligence
• Leadership
• Machiavellianism
• Negativism
• Personality development
• Ego
• Introversion
• Self-concept
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• Type a personality
• Temperament
• Emotions
• Attitude
• Attitude to death
• Attitude to health
• Adaptation, psychological
• Behavior
• Motivation
• Quality of Life
• Human activities
• Activities of daily living
• Feedback, psychological
• Orientation
• Personal autonomy
• Sleep
• Placebo effect
• Placebos

Exclusion terms:

• Substance-related disorders
• Alcohol-related disorders
• Psychotic disorders
• Schizophrenia
• Schizotypal personality disorder
• Attention deficit and disruptive behavior dis-

orders
• Attention deficit disorder with hyperactivity
• Conversion disorder
• Brain injuries
• Traumatic brain hemorrhage
• Parkinsonian disorders
• Dementia
• Alzheimer disease
• Epilepsy
• Seizures
• Affective disorders, psychotic
• Bipolar disorder
• Depressive disorder
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Chapter 54

Reporting Results in Behavioral Medicine

Michael A. Babyak

1 Introduction

The landscape of statistical analysis is evolv-
ing at an unprecedented rate. Modern compu-
tational power, channels of instant communi-
cation and dissemination, and, ultimately, dis-
satisfaction with conventional statistical meth-
ods have fomented a new era in terms of
data analysis and methodology. Powerful new
analytic approaches, important innovations in
methodological standards, and even new think-
ing in fundamental philosophy are upon us with
a breathtaking pace. These developments are
quite welcome but also sobering – we (behav-
ioral medicine and related fields) remain in
many ways far behind even the older waves
of innovation that preceded this newer deluge.
Consequently, although the primary aim of this
chapter is to discuss how to present research
data, I take the opportunity to consider a num-
ber of issues dealing with data analysis per se.
After all, the quality of the analysis is immutably
linked to the quality of the report. My choices
as to which data analysis topics to address here
are admittedly idiosyncratic and obviously quite
incomplete, but are based on my experience as
a reviewer for many years for a wide variety of
journals in psychology and medicine and also as
a statistical editor for the journal Psychosomatic

M.A. Babyak (�)
Department of Psychiatry and Behavioral Sciences,
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e-mail: babya001@mc.duke.edu

Medicine, where a relatively large volume of
manuscripts came across my desk. Although
many submissions were excellent from an ana-
lytic perspective, there also were far too many
with substantial problems and misconceptions,
often clearly reflecting a failure to keep up with
modern practice. I chose to focus my aim in the
present chapter on the issues that I felt could
be readily remediated without a monumental
amount of retraining.

The chapter is organized to correspond
roughly with the order of sections in a typical
research manuscript, from background and ratio-
nale through the discussion and interpretation.
Within each section I introduce what I believe
are most relevant, immediately accessible topics.
I do take a bit of extra time with multivariable
modeling, as this technique now constitutes the
vast majority of our analytic practice.

This chapter, of course, can only touch upon
a limited number of topics and even then only
briefly. The excellent book by Lang and Secic
(2006) provides a detailed treatment of a much
wider variety of topics in reporting statistics
and would serve as a valued reference for any-
one interested in learning more. In addition,
there are several useful papers that provide an
overview of common reporting problems from
the perspective of journal editors and reviewers,
including Harris et al (2009) and Byrne (2000).
In terms of modern statistical ideas, while there
are many outstanding texts on modern statisti-
cal practice, the primary influences on my own
work and in terms of the present chapter is
undoubtedly Harrell’s regression book (Harrell,
2001). In addition to texts, there are now a
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number of relatively widely accepted consen-
sus guidelines for reporting the results of studies
of various designs. These include, among oth-
ers, CONSORT (Altman et al, 2001) for clinical
trials, STROBE (Noah, 2008) for observational
studies, QUOROM (Moher et al, 1999) and
MOOSE (Stroup et al, 2000) for meta-analysis.
The International Conference on Harmonisation
of Technical Requirements for Registration of
Pharmaceuticals for Human Use (ICH) (ICH,
2009), although focused on pharmaceutical tri-
als, provides every information that behavioral
medicine researchers might find helpful. In addi-
tion, the Equator Network (http://www.equator-
network.org/) provides an excellent overview
of reporting guidelines for health-related data.
Many peer-reviewed journals now require as a
matter of policy that these guidelines be fol-
lowed. Further, a number of journals also have
begun to implement specific “statistical guide-
lines” in the hope of improving and standardiz-
ing the analytic practice and reporting that they
publish (Cooper et al, 2003; Freedland et al,
2005).

Finally, as you read this chapter, or any of the
aforementioned texts and guidelines, I encour-
age the reader to be constantly mindful of the
startling rate of change in these ideas. With any
luck, much of what I present here, especially per-
taining to the current fashion of relying almost
solely on null hypothesis testing and p-values
to draw conclusions about what was observed
in a study, will be obsolete within the next two
decades.

2 Some General Principles

Although there are far too many specific data
analytic and reporting scenarios to address in
a single chapter, there are some general princi-
ples that apply to virtually all that we might do
analytically. They are as follows:

– State the aims of the study as explicitly
as possible, including if applicable, specific
hypotheses.

– Explain how the analyses address the study
aims.

– Identify where the study falls along the con-
firmatory/exploratory continuum.

– Preserve the original measurement properties
of the instrument: this includes avoiding arti-
ficial categorization of continuous variables
in the analysis stage.

– Provide enough information for replication.
– Show as much of the raw data as is practical.
– Emphasize point estimates and intervals of

effect size: p-values should be only a part
of evaluating the scientific merit of a study
finding.

– Avoid selective reporting and discussion.
Many philosophers of science argue that dis-
confirmatory (null or those opposite of expec-
tation) results are more important for the
growth of scientific knowledge than “posi-
tive” results. If you did the test, report it. If
you report it, discuss it.

Some of the above points may seem obvious
or elementary, while others may be more opaque.
Hopefully, in the coming pages we will rein-
force the elementary points and illuminate the
less obvious or familiar areas.

3 The Introduction and Background
Section

Perhaps an odd place to begin a chapter on
presenting results but the opening section of a
research report prepares the reader for all that
follows – the methods, analysis, results, and
interpretation. The styles and length of this sec-
tion differ considerably across disciplines and
individual journals; many medical journals insist
on very brief background sections, often only a
very short paragraph, while journals in other dis-
ciplines, for example, psychology, tend to prefer
longer introductions with an emphasis on the-
oretical material. Regardless of the style and
length, the introductory section at a minimum
should review the most relevant prior work in the
area and how the present study fits with what is
already known. Here the hypotheses are stated
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as explicitly as possible, indicating the direc-
tion and, if possible, the expected magnitudes
of the hypothesized relations between the criti-
cal study variables. A simple example might be,
“We hypothesize that at the end of the treat-
ment period the Active Treatment group will
score, on average, at least 4 points (0.5 stan-
dard deviations) lower than the Usual Care group
on the Beck Depression Inventory.” Even though
our current fashion of null hypothesis testing
does not easily allow for a formal test of the
magnitude of difference, it is still very help-
ful to compare the prediction to the result by
“eyeballing.”

It is also useful to try and locate the study on
the continuum of exploratory versus confirma-
tory at this point. If much is already known about
a question, and the study has a strong explicit
hypothesis or hypotheses with a focused set of
variables under study, the study is more likely
on the confirmatory side of the spectrum. On
the other hand, there are times we may have
only a vague intuition about what we might find
and perhaps no hypotheses at all. In this case,
the study is labeled as exploratory or hypotheses
generating. Science needs studies across the full
range of this spectrum to make progress.

The introduction section also can be used to
describe briefly the implications of the range of
possible findings. If positive, to what extent does
this confirm or support the hypothesis given the
design and previous literature? Although some
authors are reluctant to do so, the introduction
should also briefly entertain what a negative or
“reversal” finding might mean. Making these
explicit statements at the beginning provides the
reader with a coherent thread that can be fol-
lowed through the design, analysis, results, and
interpretation.

4 The Methods Section

4.1 Design Considerations

The methods section typically begins with a sec-
tion that includes a description of recruitment
and, if the study compares randomized groups,

the details of the randomization procedures.
Randomization procedures not only are crit-
ical to the validity and generalizability of a
trial but also determine how the data should
be analyzed. Randomization of study partici-
pants should be carried out using concealment,
or what is often referred to as blind allocation,
that is, no one involved in the decision to enroll
a patient should have foreknowledge of the next
treatment assignment. In fact, the randomization
procedure should be designed such that the staff
cannot even guess as to what the next assign-
ment would be. Studies have shown that when
study staff members are aware of the impend-
ing treatment assignment, subtle (and at times
not so subtle) biases can be introduced (Schulz
and Grimes, 2002). Imagine, for example, that
a potential participant in relative fragile health
arrives to be evaluated for inclusion in a trial.
If the evaluator is aware that the next assign-
ment is to the active treatment arm, they may
be subtly or unconsciously inclined to reject the
candidate. In addition to blind allocation, assess-
ment at all phases of the study also should be
blind to treatment condition if at all possible for
obvious reasons. Remaining blind to treatment
assignment during assessment is often challeng-
ing in behavioral treatment studies because some
assessments may naturally elicit responses that
reveal the treatment assignment to the evaluator.
Of course, in behavioral treatment studies, it is
impossible for study participants to be blind to
their treatment condition.

If the study is sufficiently large, random-
ization usually manages to create reasonable
baseline balance on background characteristics
across treatment arms, thus minimizing concerns
about confounding. When the study is relatively
small, however, around N < 200, random imbal-
ances may occur across treatment arms (Lachin,
2000), which in turn may bias the estimate
of the treatment effect. If the imbalances are
not large, covariate adjustment at the analytic
stage is sufficient to produce unbiased treat-
ment effect estimates. Some researchers choose
to avoid risking the possibility of large base-
line imbalances by adopting stratified sampling.
In stratified sampling, the researcher identifies a
small set of background characteristics that may
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be of particular concern in terms of confounding,
for example, gender and age. The potential sam-
ple is divided into a set of subgroups based on
the characteristics of interest. For example, if age
and gender are the stratification variables, four
subgroups might be identified: younger women,
younger men, older women, and older men (age
must be artificially categorized here). A separate
randomization list is then created for each sub-
group, ensuring that the number of participants
assigned to each treatment arm is equivalent
within each subgroup.

In practice, because the number of subgroups
increases exponentially as the number of strat-
ification factors increase, more than a few fac-
tors can quickly become unwieldy and often
impractical. In addition, imbalances may still
arise on other variables not in the stratification
scheme. Pocock and Simon (1975) offer an alter-
native procedure called minimization. Briefly,
minimization evaluates imbalance “on the fly,”
estimating the imbalance that would result from
assignment of a new participant to a given treat-
ment arm. Minimization has the advantage of
being able to manage a relatively large number
of background variables.

A final thought with respect to design con-
cerns clustered observations. Clustered observa-
tions occur when there is a natural correlation
among members within a subgroup, such as
within a family or treatment site. Studies that
include clustered observations, sometimes even
randomizing at the cluster level, have become
increasingly common (Bland, 2004). Failure to
account for the clustering, even in the case of
relatively weak within cluster correlations, can
distort the standard errors used for testing and
interval estimation. The correct standard errors
can be generated using modern techniques avail-
able in mixed models (for example, Littell et al,
2006) or using special procedure such as the
Huber–White sandwich (robust variance) esti-
mator (Williams, 2000).

4.2 Describing Measures

It is not possible to fully evaluate the results
of statistical analyses without knowing the

measurement properties of the variables
involved. For one, the reliability of a measure
can have a direct influence on the effect size
estimate, with lower reliability attenuating
the estimate (Cohen et al, 2002). Measures
should be described in terms of content and
measurement properties. Describe exactly what
the instrument is presumed to measure and
include precedents showing that it has been
used in similar settings. This latter issue is
a special challenge in behavioral medicine,
where some measurement instruments may
not have been used extensively in the special
populations that we often study. For example, a
self-report measure of anxiety may have been
used frequently in clinical psychiatric samples,
but perhaps only rarely, if ever, used for patients
with pulmonary disease. The psychometric
properties established for the instrument in the
psychiatric population may be less desirable in
the pulmonary population, which would have
important implications in interpreting the results
of analyses based on that instrument. Further,
the measurement properties for an instrument
may be quite different across ethnic or cultural
groups (Whitfield et al, 2008).

Report the potential range of each measure
and how to interpret the scores, for example,
“scores can range from 1 to 40, with higher
scores indicating poorer neuropsychological per-
formance.” If available, indexes of reliability
and validity should be presented. For self-report
instruments, internal consistency (alpha) and
test–retest reliability are the most commonly
used reliability coefficients. A common error in
reporting reliability is to confuse an internal con-
sistency index, such as Cronbach’s alpha, with
a measure of unidimensionality. Alpha, in fact,
has very little to do with how many dimensions
underlie a psychometric scale. It is easy to show
that a scale with many underlying dimensions
can still have a high alpha coefficient (Green
et al, 1977). Factor analytic techniques are the
more appropriate choice for assessing dimen-
sionality. For diagnostic tests, inter-rater reliabil-
ity and sensitivity/specificity should be reported.
Indicate clinically or theoretically meaningful
values for the scale. For examples, “scores of 14
or greater on the depression scale are typically
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interpreted as indicating clinically significant
levels of symptoms.” I emphasize here, however,
that although clinical cutpoints are necessary in
the clinic, and potentially important in interpret-
ing the analyses, they have virtually no useful
place in the data analysis phase of a study.
Statisticians have been pleading with scientists
for decades to avoid cutting up continuous vari-
ables (Cohen, 1983; Peters and van Voorhis,
1940), yet the practice persists. The problems
created by making artificial categories are man-
ifold and well-documented, including loss of
power in univariate analyses, increased type I
error in multivariable models, loss of ability to
detect nonlinearity, vulnerability to residual con-
founding (see for example, MacCallum et al,
2002; Maxwell and Delaney, 1993; Royston
et al, 2006). Cutpoints can be useful for descrip-
tive purposes, for example, to show how the
sample data compare with widely accepted clin-
ical groupings (or with prior studies that commit
the categorization error), but they are a poten-
tial source of serious distortion in the analytic
phase of a study. The argument is often made that
cutpoints were used in the analysis because they
are used in clinical decision-making or that they
are based on published clinical practice guide-
lines (for example, definitions of hypertension or
obesity). This position, however, puts the cart far
before the horse. Clinical cutpoints can be made
with far greater reliability based on data that
have been analyzed using the full, continuous
form of a measure. It is literally impossible to
evaluate the tenability or usefulness of cutpoints
if the cuts are made before the analysis.

4.3 The Analytic Plan

The trend for journals to reduce the space allo-
cated to the analytic plan or to put it in smaller
font type is contrary to the spirit of good sci-
entific reporting. The analysis section, like the
methods section of any good scientific report,
is meant not only to describe what was done
but also to supply enough detail to allow the
methods to be replicated entirely by a competent

independent party. Fortunately, with the advent
of widespread access to the Internet, many
technical details can now be made available
in an online appendix. The movement toward
increased transparency of research practice and
sharing of technology, especially for publically
funded research, has also resulted in increased
sharing of annotated programming code for all
analyses in such appendices (Rossini and Leisch,
2003). By providing this code with annotation,
the interested reader can fully evaluate what
assumptions were made about the analysis and
how they were (or were not) dealt with. In addi-
tion, posting code allows an extra layer of quality
control over scientific results.

In the data analysis section, the full ana-
lytic approach is laid out in the context of the
study questions. The statistical models should be
completely spelled out, preferably in equation
form, accompanied by an explanation of how
each model relates to the hypotheses. A simple
example might be, “the primary hypothesis that
weight loss, adjusted for age, would be associ-
ated with a clinically meaningful reduction in
systolic blood pressure will be tested using a
general linear model, with the form blood pres-
sure = a + b1×weight loss + b2×age, where
a is the intercept, b1 and b2 are the regression
weights.” If there are many analyses or models,
things can get quite tangled in a reader’s mind
pretty quickly. In these cases, it may be helpful to
include a table, flowchart, or list to display how
the analyses were organized.

Include the software and specific procedure
within the software package used for each
analysis. For example, “Cox proportional haz-
ards models were estimated using the survreg
package available in R (http://cran-r.org).” If
any special algorithms were developed for the
analyses that were not part of the standard
software, the algorithm should be made avail-
able in an appendix. If intellectual property
rights to the algorithm are not clear, provide
at least a general description of the func-
tion. Finally, describe how the assumptions of
the model were tested and what was done if
the assumptions were not met. For example,
“We examined model assumptions, including
linearity, influential observations, additivity, and
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homoscedastic residuals using the techniques
outlined by Harrell. When an assumption was
violated, we modified our analyses accordingly,
as described in the results section.”

The description of the analytic plan also
includes any special preprocessing of measures,
such as collapsing of sparse cells, rescaling or
transformation, and how outliers were evaluated
and managed. A common misconception in pre-
processing is that all variables must be normally
distributed. Very few modern analytic proce-
dures assume or require a variable to be normally
distributed. In fact, for a variable on the predictor
side of a regression model there is no distri-
butional assumption at all (of course, we hope
the predictor has sufficient range and variabil-
ity, or prevalence). In Gaussian-based models,
such as multiple regression or the general lin-
ear model, the critical assumption is that the
residuals of the model are normal. Often, when
the response variable (the criterion or depen-
dent variable) in the regression is not normally
distributed, the residuals also will not be nor-
mally distributed, but this is not always the case.
Conversely, a normally distributed response vari-
able does not guarantee that the residuals will be
normally distributed. The best approach, there-
fore, is to examine the residuals carefully regard-
less of the distribution of the response variable.
Of course, there are also now many modern
modeling approaches that can accommodate a
number of non-normal error distributions, such
as the generalized linear model (McCullagh and
Nelder, 1989).

A special case of preprocessing data occurs
when data are missing. If the proportion of miss-
ing cases is very small (<5%) or the reason for
missingness is completely random, it is possi-
ble to delete the case with the missing value
or to use simple mean or median substitution
without introducing much bias (Harrell, 2001).
It is more often the case, however, that data
are missing in some systematic way. For exam-
ple, participants who are more depressed, sicker,
older, or more hostile might be more prone to
having missing data points. In cases where the
missing data mechanism is systematic, modern
practice almost uniformly discourages deleting

cases with missing data; instead we now prefer
to use the special methods available for pre-
serving cases with missing data. These methods
usually involve a modeling or resampling tech-
nique to impute several possible values for the
missing data point (or points). A series of new
data sets are generated, each containing a differ-
ent set of plausible guesses at what the missing
data points might be. A separate analysis is then
performed on each data set, and the results of
the analyses are averaged to yield a single final
result (Little and Rubin, 2002). In addition to
allowing cases with missing data to be used in
the analysis, multiple imputation also incorpo-
rates information about the fact that the missing
data point was only estimated and not observed.
Simpler methods, such as substituting the mean
or median for a missing value, fail to take this
uncertainty into account and can lead to stan-
dard errors that are too small (and hence p-values
that are too small). Intuitively, it may seem that
imputation of missing data is “making data up.”
There is ample evidence, however, that com-
pared to the conventional approach of deleting
cases with missing data from the analysis, impu-
tation produces less biased estimates of the effect
of interest (Little and Rubin, 2002). The meth-
ods section should include a description of the
specific method for dealing with missing data.
Later, in the results section or in an appendix, the
frequency and patterns of missing data should
be described. For a very accessible and prac-
tical introduction to missing data methods, see
McKnight and colleagues (2007).

The proper management of missing data is
especially important in clinical trials, where the
intent-to-treat (ITT) principle (Lachin, 2000) has
become the standard. ITT requires that the pri-
mary analysis of the treatment effect includes
all study participants who were randomized,
regardless of their actual level of participa-
tion in the trial after randomization. An ITT
includes even those participants who dropped
out of the study immediately after randomiza-
tion. Thus, ITT requires that we must somehow
find a way to include in the analysis participants
with missing data on outcomes. Lachin (2000)
notes that unless data are missing completely at
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random (that is, there is no systematic reason for
missingness, such as age, illness severity), sim-
ple approaches such as last-observation-carried
forward and even some of the more sophis-
ticated modern methods for handling missing
data, such as random effects models and gen-
eralized estimating equations, may not remove
bias created by missing data. When there are
systematic mechanisms underlying missingness,
the aforementioned multiple imputation (Little
and Rubin, 2002) or special applications of
finite maximum likelihood (Enders, 2006) are
preferred.

In contrast to ITT is the so-called per-protocol
or efficacy subset analysis, in which the anal-
ysis includes only participants who are deemed
adherent to the treatment. ITT analysis answers
the broad policy question, “What is the esti-
mated benefit for anyone walking into the clinic
room and being prescribed a given treatment,
irrespective of adherence?” In contrast, per-
protocol answers the question, “If the participant
did complete the protocol as desired, what is
the treatment effect?” Although the per-protocol
question seems perfectly reasonable, there are
a number of reasons for preferring ITT to per-
protocol. Foremost among these reasons is that
ITT minimizes bias due to differential dropout.
Consider, for example, a two-group trial com-
paring an active treatment group to a placebo.
Imagine that the experimental treatment creates
untoward side effects in a particularly vulner-
able group of participants, such as those who
were more severely ill at study entry. Those
side effects could cause those sicker participants
in the active treatment arm to drop out before
completing the study. Participants in the control
group with comparable levels of illness severity,
however, would not have experienced those side
effects and would be more likely to stay in the
study. Thus, at the end of the study, the partici-
pants in the treatment arm would be, on average,
healthier than those in the control arm solely due
to differential dropout. The estimate of the treat-
ment effect would therefore be too optimistic.
More broadly, dropout has the effect of spoiling
the randomization, which of course would ren-
der any analysis suspect. Interestingly, contrary

to popular belief, ITT is not always more conser-
vative than per-protocol in terms of identifying
a treatment effect (Lachin, 2000). One poten-
tial means of better answering the question that
naïve per-protocol analysis attempts is Rubin’s
complier average causal effect (CACE) model
(Little and Rubin, 2000). The technical details
of the CACE model are beyond the scope of
this chapter, but the broader concept is to iden-
tify the background characteristics of the subset
of study participants who adhered to the pro-
tocol and then find participants in the control
group who are similar on those background char-
acteristics and then perform the comparison on
the two subsets. Borman and Dowling (2006)
have recently published a study that provides
an accessible example of how the CACE model
might be applied.

4.4 The Confirmatory Versus
Exploratory Continuum

Returning to the more general topic of infer-
ence and design, a study may contain a com-
bination of both confirmatory and exploratory
analyses. There should be a clear statement
distinguishing any exploratory analysis from
those planned before the data were collected.
Exploratory analyses can take a variety of forms,
including those planned before data collection,
but whose rationale is somewhat speculative,
and also those decided upon after examining the
data. If exploratory analyses were carried out,
describe them in as much detail as possible,
particularly why those particular analyses were
selected. A typical exploratory analysis might
take the form of repeating an analysis on partic-
ular subgroups of the original sample. See below
for a discussion of “subgroup analyses.”

Exploratory analyses play an important part
of the scientific process, but do not repre-
sent the same strength of evidence in terms of
inference compared to confirmatory analyses.
Unfortunately, we have developed a scientific
culture in which investigators are reluctant to



852 M.A. Babyak

label a finding as preliminary or to report a result
with a non-significant p-value. This norm must
change if we are to gain all we can from our
data. All data provide information. Our role as
scientists is to ensure that we interpret it in the
context of what we know about the strength of
the inference.

4.5 Statistical Power

Particularly in the present era when conventional
p-values are still used to evaluate the success
or failure of a hypothesis test, provide a full
description of how the sample size and power
were determined. The description should include
the level of alpha, power, sample size, effect size,
and any other assumptions about the data, such
as attrition, drop-in (such as when a patient in a
control or usual care group decides to find addi-
tional treatment), missing data, and the inclusion
of adjustment covariates. Effect size estimates
from pilot studies are rarely sufficiently stable to
use in a power analysis (Kraemer et al, 2006).
In addition, depending on the statistical method-
ology, even effect sizes reported in larger stud-
ies are often overly optimistic (see Steyerberg,
2009) and should not necessarily be used as a
firm guide as to what a desirable effect size might
be. Instead, a power analysis should be based
on what a clinically or theoretically meaning-
ful effect would be for the outcome variable. In
other words, design the study with enough power
to detect an effect of the size you would not want
to miss.

The power section is also a natural place for
presenting how multiplicity (control of type I
error due to multiple hypothesis testing) will be
addressed. If no correction is made for multiplic-
ity, we must justify this choice. Power analyses
also should be reported for observational studies,
including secondary analyses of existing data
sets (Noah, 2008). In this latter case, although
the sample size is already fixed, it is important to
know whether that sample size would afford the
power to detect a meaningful effect size. If the
sample size is not large enough, there may be a

need to revisit the analytic plan or the design, or
even to abandon the study.

5 The Results Section

5.1 Describing the Sample

For clinical trials, the CONSORT guidelines
suggest presenting a flowchart of the number
of participants throughout the various phases of
data collection, from the earliest screening and
recruitment to the final analysis. Indicate the
number of patients who remained in the study
at each phase of the study, along with the num-
ber who were no longer included and the reasons
for exclusion or dropout. The flowchart should
include the number of study participants who
had complete data and also the number who
were included in the final analysis. Good exam-
ples of the CONSORT flowchart can be found in
any issue of JAMA, which requires them for all
clinical trial reports.

After the flowchart and narrative description
of the participant flow, the conventional “Table
1” can be presented. This table should include
the demographic characteristics of the sample
and any other baseline variables that will aid the
reader in judging the generalizability of the study
to other populations. For some studies, where
there are clearly defined groups, such as treat-
ment arms in a clinical trial, or comparison of
men and women, or individuals with and without
a diagnosis, the descriptive table can be broken
out by those groups, along with a final column
summarizing the entire cohort. For categorical
variables, present the number of participants in
a given category along with the percentage that
the number represents with respect to the group.
For quantitative variables with reasonably nor-
mal distributions, present the mean and standard
deviation; if the distribution is skewed or asym-
metric, present instead the median and inter-
quartile range. When comparing randomized
groups, the CONSORT statement discourages
the use of hypothesis tests for baseline balance
across the groups (Senn, 2008, p. 98), although
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there are some who dissent from this view
(Berger, 2005). The use of hypothesis tests to
compare groups in observational studies is less
controversial, but one must be mindful that if
those variables are used together later in a mul-
tivariable model, they may behave quite dif-
ferently in that model compared to how they
behaved in a so-called univariate analysis. As we
will discuss a bit later, we should avoid the temp-
tation to use the p-values from the table as a cri-
terion of inclusion in a subsequent multivariable
model (Harrell, 2001).

Finally, as a general rule, not just for the first
table but throughout the report, round, round,
and round some more (Wainer, 1992). Rounded
values can convey their meaning far more imme-
diately than values carried to many decimal
places. It also may make no scientific sense
to report, for example, blood pressure to the
third decimal place when the margin of error
in the measurement is at least several whole
millimeters of mercury. Lang and Secic (2006)
suggest that there is rarely an instance where
more than three decimal places are necessary in
medical studies. Lang and Secic are also quick to
point out, however, that the rounding should take
place only in presentation, not in the statistical
analysis.

There is some disagreement about the level of
precision of p-values. Some authorities suggest
reporting p-values to the second decimal place.
Others, however, suggest using three places in
order to allow meta-analysts to recover effect
sizes more easily. There is agreement that p-
values that are below 0.001 should be reported
as <0.001. Many researchers seem to believe that
small p-values somehow make the result “extra
significant.” This, of course, is not true, as the
magnitude of a p-value is influenced not only by
the observed effect size but also by the sample
size of the study and the variability and reliabil-
ity of the measures under consideration. In all
other cases, regardless of whether the p-value
is considered “significant,” p-values should be
reported exactly and not as a comparison to a
critical value. For example, report p = 0.030
rather than p < 0.05.

5.2 Primary Results

Virtually all authoritative sources suggest that
the first result reported should be the pri-
mary hypothesis tests, followed by supportive
or secondary analyses (Lang and Secic, 2006).
Presenting the most impressive result first based
on significance or effect size regardless of the
original analytic plan may give the false impres-
sion that these handsome results were tests of
the primary hypotheses, which, of course, may
or may not be true. It is well known that the sam-
pling distribution, and hence the type I error rate,
is very different for a large number of tests com-
pared to a few prespecified tests (Maxwell and
Delaney, 2004). Reporting effects based on their
impressiveness rather than on the prespecified
analytic plan is a form of selective reporting. In
order to address the problem of selective report-
ing, some journals now require that the original
analysis plan, for example, the funding applica-
tion, be submitted or made available along with
the manuscript.

5.3 Secondary Outcomes and
Analyses

After the tests of the primary hypotheses are
presented, additional analyses can be included.
These latter analyses should be clearly labeled
as secondary or exploratory. Secondary analy-
ses may be prespecified or post hoc. Prespecified
secondary analyses may, for example, include
analyses of the primary outcome using a less
well-known measure or experimental assess-
ment device or additional measures that build
a more comprehensive picture of the effects of
a treatment. These latter types of analyses are
sometimes referred to as “supportive” analyses.
For example, in a clinical trial of hypertension,
blood pressure may be the primary outcome,
but the treatment effect on other measures of
cardiovascular health or cardiovascular risk fac-
tors would be of interest and help flesh out
the full impact of the treatment. These analyses



854 M.A. Babyak

might even include formal tests of prespecified
mediators that explain the mechanism underly-
ing the treatment effect. Secondary analyses also
might include more exploratory post hoc infor-
mation. One typical kind of exploratory analysis
is examining subgroups after a primary anal-
ysis has been conducted. Subgroup tests are
highly controversial and generally discouraged
by statisticians, and for a number of good rea-
sons (Assmann et al, 2000). Among these rea-
sons, the two most important are the inflated
error rate and the differential power of the tests.
Conducting many tests of any kind inflates the
type I error rate. Correction for multiple testing
in these cases can be of some help, but unless
the study was designed specifically for the sub-
group test, the power can and usually will be
quite different for different subgroups. Hence,
some subgroup tests will have more power than
others, making it virtually impossible to man-
age the error rate coherently. If subgroup tests
are of interest, the sampling plan must take
them into account before the study is carried
out to ensure adequate and consistent power
across them. The inferences from pre-planned
subgroup analyses are, of course, more robust
than those which arose from post hoc analyses.
If the design did not take these tests into account,
subgroup analyses should either not be con-
ducted at all or should be interpreted as highly
preliminary.

Finally, if we do choose to carry out sub-
group analyses, the preferred approach is to
test the corresponding interaction term rather
than to examine subgroups separately (Altman
and Bland, 2003; Altman and Matthews, 1996;
Matthews and Altman, 1996a, b). (There are
also Bayesian methods, which may overcome
some of the problems with conventional sub-
group analyses [see Dixon and Simon, 1992;
Simon, 2002].) For example, if one is inter-
ested in whether a treatment is more effective
in one ethnic group than another, the proper
test is a treatment group by ethnicity interaction
term. Conducting separate within-group analy-
ses for each group is prone again to the problem
of differential power and also does not exploit
the information from the entire sample when

estimating standard errors (and hence p-values
and confidence intervals are incorrect). In a mul-
tivariable model setting, when more than one
interaction term is of interest, the error rate
can be minimized by entering all the interac-
tion terms of interest in the model as a block
simultaneously and testing the change in model
fit associated with the block (Cohen et al, 2002;
Harrell, 2001). If the test of the entire block is
not significant, then the individual interaction
terms are interpreted as inconclusive or noise. I
add a reminder here that in most statistical mod-
els nowadays all lower order component terms
must be included in the model with a higher
order term such as interaction. For example, if
we are testing a treatment group by ethnicity
interaction, we also must include the treatment
group and ethnicity main effects – otherwise
the interaction term is not really interpretable as
an interaction in the conventional sense of the
concept.

Finally, for all results, include measures of
effect size and not just p-values. For group dif-
ferences, effect sizes can be reported in the form
of standardized differences, such as “Cohen’s
δ,” which is simply the group difference divided
by the pooled standard deviation1 (Cohen et al,
2002). For regression-type models, partial r2 val-
ues or properly scaled regression coefficients,
odds ratios, and hazard ratios provide immedi-
ately meaningful indexes of effect size.

5.4 Some Specific Cases

In the sections below, I will present sugges-
tions for reporting in some of the most fre-
quently encountered situations. These include
the reporting of group means as is often encoun-
tered in a clinical trial and also reporting the
results of multivariable models, including mul-
tiple regression, logistic regression, and survival

1 There are many variations of this type of effect size. See,
for example, Johnson and Eagly (2000).
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analysis. In the section on modeling I also
include a brief discussion of predictor scaling,
sample size, and the distinction between a con-
founder and a mediator.

5.4.1 Group Means or Frequencies

Some studies are designed to compare groups
on a measure of central tendency, such as a
mean or a median. One question immediately
arises: a table or a figure? There are proponents
of each approach. My own view is decidedly
noncommittal: it depends. I tend to generate
both and decide which conveys the result in the
clearest, most intuitive, and most memorable
fashion. I will discuss tables and figures more
generally in a separate section that follows. If
a table is presented to display group means,
present the means along with a measure of
variability for each group. The table should
include the number of participants that were
used for a given analysis. If space permits, both
raw means and model-based means should be
shown. Showing the raw means provides the
reader with some sense of what the raw data
looked like; presenting model-generated values
is important because these are the values upon
which the actual hypothesis tests and confidence
intervals are based. For unadjusted means, the
standard deviation is a suitable index of vari-
ability. Despite its use in many medical journals,
the use of “+/–” for the standard deviation is
inappropriate, as the standard deviation is not
an interval, but a single estimate of variability.
Instead enclose the standard deviation value
in parentheses. For adjusted or fitted means,
present the 95% confidence interval rather
that the standard error of the mean, the latter
having no immediate intuitive interpretation.
Since the central aim of comparing groups is
to show differences between groups, why make
the reader do the mental calculation? Report
the differences directly in the table, along with
95% CI of the difference in the same table. If
p-values are required, include them along with
the degrees of freedom for the test. Annotate the
table, explaining how the means were generated,

for example, “fitted means were generated from
a general linear model using multiple imputation
and are adjusted for covariates, x, y, z.” The
text should summarize what is in the table, not
repeat it. Of course, the arithmetic mean is not
always the best measure of central tendency and
may in fact not represent at all what is really
“happening” with the data. With variables whose
distributions are skewed, the median, or one of
several special types of means (Wilcox, 1998),
or even ranks (LaVange and Koch, 2006) might
be preferred. If the values to be reported are
counts (frequencies), report the raw values along
with the proportion or percentage that the value
represents and, critically, tell the reader explic-
itly what the denominator was for calculating
the value. Table 54.1 was created using Harrell’s
summary function in the R software package
(http://biostat.mc.vanderbilt.edu/twiki/pub/Main/
StatReport/summary.pdf) and displays one way
in which group data can be displayed. In this
case, the values for continuous measures are the
median (in bold) surrounded by the 25th and
75th percentile, while the values for count data
are displayed as group percentages, including
the fraction used to calculate the percentage.

5.4.2 Multivariable Models: Some General
Considerations

In this section I discuss a few ideas regard-
ing several types of multivariable models that
are very frequently encountered in behavioral
medicine research, including multiple regres-
sion, logistic regression, and time-to-event mod-
els. I do not, however, address the relatively
vast topics of structural equation models and
mixed or hierarchical linear models, under which
are subsumed a very large array of approaches,
including confirmatory factor analysis, path
analysis, partial least squares, growth curve
modeling. For further information on these latter
models, see Chapters 56, 57, and 58).

Multivariable models are now among the
most frequently reported analyses in behavioral
medicine and we will thus spend a bit more
time with them than other types of analyses.
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A few general words about multivariable mod-
els to start, starting with a little tidying up of
nomenclature. The term “multivariate” is often
used incorrectly to describe regression models
with more than one predictor. “Multivariate”
really refers to a class of models that have
more than one response, or dependent vari-
able. “Multivariable” is a more precise term for
models with one response variable and several
predictors.

One important aim of multivariable models
is to generate predictions for clinical or the-
oretical use. In this application, the notion of
overfitting (Babyak, 2004) is particularly impor-
tant. Broadly speaking, overfitting is the prob-
lem of trying to squeeze more predictors in
a model than the data will really support. As
you increase the number of predictors, the role
of chance increases – some variables will look
like good predictors owing merely to random
sampling error, thus leading to what looks like
a good prediction. The more predictors you
enter, the more likely the model will include
some of these spuriously good-looking predic-
tors. Overfitting and the larger related prob-
lem of variable selection are topics worthy of
an entire book. Indeed, large portions of the
texts by Harrell (2001) and Steyerberg (2009)
are devoted to this topic. As a general rule of
thumb, one should not use p-values, especially
the conventional p < 0.05 criterion, to deter-
mine which variable to include in a multivariable
model. Thus, if one wants to avoid an over-
fitted and hence unreliable “final” model, it is
probably best to avoid univariate pre-screening
and certainly the so-called automated selection
techniques, unless special steps are taken to
validate the procedures and to correct the esti-
mates to account for all of the variables that
were screened for inclusion (Greenland, 2000;
Moons et al, 2004; Tibshirani, 1997; Ye, 1998).
Unless the sample size is extremely large, we are
almost always better off developing a multivari-
able model by selecting predictors based on prior
knowledge.

As noted above, power and sample size esti-
mates are typically generated to allow a false null
hypothesis to be rejected at a given rate or to

ensure that confidence intervals are sufficiently
narrow for a reasonable scientific conclusion to
be drawn. Sample size also plays an important
role in ensuring that multivariable models pro-
duce reproducible results. Again, this issue is
discussed in great detail in the Harrell (2001) and
Steyerberg (2009) texts. The sample size require-
ments in this regard differ depending on the type
of model. Generally speaking, the rule of 10–15
cases per predictor under study seems to be sup-
ported by several simulation studies (Concato
et al, 1995; Peduzzi et al, 1996). However, what
is often not understood is that what counts as a
“case” differs depending on the model (Harrell,
2001). In a multiple regression model, which
assumes a continuous outcome and normally dis-
tributed errors, each individual observation may
be counted as a case. In other words, if there
are 200 individuals with data on the measures
under study, it is safe to study about 13–20 vari-
ables in the model. (In more precise terminology,
we can use about 13–20 degrees of freedom
in the model.) For logistic regression models,
in which the outcome is a binary variable, the
effective sample size is the count of events or
nonevents, whichever is the smaller number of
the two. For example, if there are 200 individuals
in the sample, and 20 had an event, the effec-
tive sample size is 20, not 200, and at best 2
variables can be studied with reasonable confi-
dence. If there were 180 events rather than 20,
the effective sample size would still be 20. In
more technical parlance, the number of cases in a
logistic regression model with a binary response
is min(q, n – q), where min represents “the
minimum of the following quantities,” q is the
number of events, and n is the total sample size.
For survival models, where time-to-event is the
outcome, the effective sample size is the num-
ber of events. Again, if there are 1000 cases, but
only 10 events, the effective sample size is 10.
As is true of all rules of thumb, these are only
general guidelines, and in certain circumstances,
such as models where the primary focus is on
a predictor that is expected to have a very large
effect size or that has been studied fairly exten-
sively already, the sample size requirements may
be smaller (Vittinghoff and McCulloch, 2007).
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Nevertheless, unless data are very expensive to
collect or process, more is always better.

As already discussed in the measures section,
we generally want to avoid making artificial cat-
egories out of continuous variables. Some scien-
tists prefer making categories because the result-
ing regression coefficients are easily interpreted
as the expected value of the response variable for
one category compared to another. However, as
described earlier, the distortions introduced by
categorizations may not be worth easier interpre-
tation. It is something like the intoxicated man
crawling on his hands and knees in the alley
under the streetlight looking for his lost car keys.
A friend comes by to ask the hapless man where
he thinks he might have dropped the keys, the
intoxicated man points further down the alley.
Puzzled, the friend asks why he is not look-
ing there, and the man responds, “Because the
light is so much better over here.” The problem
of making meaningful regression coefficients for
continuous predictors is actually quite easily
addressed. The unstandardized regression coef-
ficient represents the change in the response for
every one unit change in the predictor; it is use-
ful to consider the magnitude of that unit. If
the unit is inherently meaningful and represents
a theoretically important distance on the pre-
dictor’s scale, no rescaling needs to be done.
However, when units are quite small and not nec-
essarily clinically or theoretically meaningful,
rescaling can be very useful. Consider the exam-
ple of a regression model in which the predictor
is total cholesterol, measured in units of mg/dL.
The resulting unstandardized regression weight
would represent the change in the response vari-
able for every 1 mg/dL change in cholesterol.
A 1 mg/dL change in cholesterol may simply
not be large enough to be biologically interest-
ing. It would instead be preferable to select a
range across the predictor that had some bio-
logical meaning or that at least was beyond the
range of measurement error, say 10 mg/dL. The
rescaling can be accomplished in several ways.
In a linear model, the unstandardized coefficient
can simply be multiplied by the scaling constant.
If the regression weight was 0.2 for a 1-unit
increase in the predictor, then a 10-unit increase

in the predictor would be associated with a 0.2 ×
10 = 2 in the response variable. For coefficients
derived from nonlinear models, such as the haz-
ard or odds ratio, the idea is the same but the
mathematics must accommodate the underlying
model. If the hazard ratio from a time-to-event
model is 1.1 for a 1-unit increase in the pre-
dictor, the hazard ratio for a 10-unit increase
will be 1.110 = 2.6. Alternatively, the rescal-
ing can be done prior to the analysis by sim-
ply dividing the value of the original predictor
by the newly desired range, a scaling constant.
Thus, the new regression coefficient for choles-
terol would represent the change in the response
for every 10 mg/dL change in cholesterol (for
a more complete discussion of rescaling, see
Babyak, 2009).

Finally, be clear about how categories were
coded. If dummy or contrast variables were
included, show the coding, and if applicable,
state which category was used as the reference.
Beware that in some coding schemes, the tests
of the individual coefficients are dependent on
one another and it may be safer to test those
coefficients as a block before interpreting the
individual coefficients (Cohen et al, 2002).

5.4.3 Results from Regression Models

Regardless of the type of model being esti-
mated, the critical information to report about
the model are the parameter estimates (usually
in the form of regression weights, odds ratios, or
hazard ratios, depending on the type of model)
and the fit of the model. For linear regression,
many software packages produce unstandardized
and standardized parameter estimates2 as part of
the default output. The unstandardized weight
should always be reported. The conventional
standardized coefficient (where the predictor and

2 Typically, the unstandardized coefficient is referred to
with Roman letter ‘b’ while the standardized coefficient
is referred to with Greek beta, β. However, this usage is
not consistent across all texts, as some use the Greek β to
refer to any type of regression coefficient.
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response variables are scaled to one standard
deviation units), however, has fallen out of favor
to some extent. This is because the standard
deviations of the study variables will necessarily
vary across samples, making comparison impos-
sible. Instead of the conventional standardized
weight, a coefficient scaled to some meaning-
ful distance on the predictor, as described earlier,
can be reported in addition to the unstandardized
weight. In addition to the weights for each pre-
dictor, report the 95% confidence limits for each
coefficient, the p-value, and the degrees of free-
dom expended for the test. If one predictor is of
critical importance to the hypothesis, also report
some estimate of effect size. In linear regression,
the partial correlation or partial r2 can serve as
an effect size estimate. The fit of a linear regres-
sion model is typically reported in the form of
multiple R2, along with the adjusted R2. The
adjusted R2 is usually a more realistic estimate
of the likely fit of the model outside of the sam-
ple. The results enumerated above can easily be
presented in a table format. However, graphical
representation of regression models also can be
effective. If one predictor is of particular interest,

the fitted regression line for the primary predic-
tor of interest can be presented, along with confi-
dence bands, after adjustment for other variables
in the model. If more than one predictor in the
model is of interest, a figure showing the point
estimates and confidence intervals can be pre-
sented. The section below on logistic regression
includes an example of this type of figure.

For logistic regression and time-to-event
models, the above recommendations hold with a
few exceptions. The relation between a predictor
and outcome in a logistic regression model can
be displayed with the values of the predictor on
the x-axis against the predicted probability and
confidence bands of the binary outcome on the y-
axis. Figure 54.1 is an example of a multivariable
logistic regression model that might be presented
graphically. The model was constructed to show
associations of a variety of background variables
with whether a patient had been prescribed an
antidepressant (Waldman et al, 2009). Note that
since odds ratios are being plotted, a logarithmic
scale was used for the x-axis.

For the time-to-event model, the raw sur-
vival curves using the Kaplan–Meier method

Odds Ratio
0.5 0.8 1.0 1.5 2.0 2.5 3.0

BDI - 10:3
Age - 71:54

LVEF - 65:45
CHF - 1:0

MIHX - 1:0
CABGHX - 1:0
SBP - 140:118

DBP - 75:61
BetaBlockers - 1:0

1Ethnicity - African American:Caucasian
Education - HS/Some Coll.:< HS

Education - Coll./Post Grad.:< HS
Gender - Women:Men

Smoking Status - Current:Never
Smoking Status - Quit:Never

Current CAD Tx - PTCA:Medical
Current CAD Tx - CABG:Medical

Fig. 54.1 Presentation of multivariable logistic regres-
sion model results predicting antidepressant use.
The bold vertical bars represent the point estimates, while
the empty bars represent the 95% confidence limits of the
estimate. The predictor variable names are listed on the
left-hand side, along with the comparison that was made
to generate the estimate. For example, the odds ratio for
the ethnicity variable is the ratio of the odds of antide-
pressant use for African Americans compared to the odds

for Caucasians. Similarly, for continuous variables, the
values next to the predictor names represent the scaling.
For example, for the BDI (Beck Depression Inventory)
the odds ratio compares the odds of antidepressant use
for a person with a BDI score of 10 (75th percentile) with
the odds for a person with a score of 3 (25th percentile).
In other words, the estimate compares a person in the
middle of the upper half of the distribution to a person in
the middle of the lower half
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are typically reported and provide the reader
with a good sense of how the raw data looked.
Including the number at risk at reasonable inter-
vals is also informative. Figure 54.2 is adapted
from Martinu and colleagues (2008) and shows
a typical Kaplan–Meier curve, plotting the sur-
vival curves for three groups of lung trans-
plant recipient grouped by values of their pre-
transplant 6 min walk test. The values at the
bottom of the figure are the number at risk for
each year of the study. If more sophisticated
modeling is used, such as Cox proportional haz-
ards modeling, one very useful way to display
the relation between an important continuous
predictor and survival is to plot the values of
the predictor against predicted probability of sur-
vival at some selected point during the follow-up
time. Figure 54.3, again adapted from Martinu
et al, displays the association between the 6 min
walk distance, modeled as a continuous vari-
able, and the probability of survival 30 months
after being listed for a lung transplant. The
hatch marks across the top of the plot represent

individual values for the 6 min walk test, giving
the reader an indication of the distribution of the
test values.

5.4.4 Confounding and Mediation

In many cases, the aim of including additional
adjustment variables in an analysis is to rule
out that the effect of the predictor of interest is
not confounded, that is, mixed with the effect
of one more of those other variables. I often
use the following conceptual example of con-
founding with my students. Imagine that you are
near the bottom of a long, deep ravine and are
able to see in the distance a train trestle that
crosses the ravine. Because of your location, you
can see only the trestle itself and not anything
beyond the trestle on either side of the ravine.
Suddenly you see a small boy frantically running
across the trestle, followed closely by a much
larger boy. You conclude that the larger boy is
chasing the smaller boy, or in other words, the
large boy is causing the small boy to run. A few
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Fig. 54.2 Kaplan–Meier curves for three groups of
6 min walk test distance for patients listed for lung trans-
plant. The curves are labeled directly in the figure rather
than from a legend. The values at the bottom of the table
are the number at risk for each of the three groups at

each year of follow-up. Although categorizing the contin-
uous 6 min walk distance would not be recommended for
developing the best regression estimate, it is a serviceable
means of describing the raw data in this case
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Fig. 54.3 Predicted probability of 30-month survival in
transplant patients as a function of the 6 min walk test
distance. The solid line is derived from a model in which
6 min walk distance is modeled as a continuous variable.
The dotted lines are the 95% confidence limits. In this
particular instance, the relation was clearly linear (the
conversion of the relation from log hazard to a proba-
bility introduced a slight nonlinearity). Had there been a
nonlinear or threshold effect, this plot would have clearly
demonstrated the presence of inflections, which might be
important for clinical decision-making. The tick marks
at the top of the plot represent the individual values for
the 6 min walk distance, giving the reader a sense of the
distribution of distances

seconds later, however, you see a large steam
engine barreling down the tracks not far behind
both boys. Only now do you realize that both
boys were running from the train – the appar-
ent cause of the small boy running was not the
larger boy, but the train. The larger boy just hap-
pened to be running from the train, too. Thus,
you had initially confused one possible causal
agent for another. Had you turned and looked
away, you might not have seen the train, and
perhaps even gone on to write an editorial in
a scientific journal warning of the dangers that
large boys pose to smaller boys! A more data-
based example of confounding is presented by
Rubin (1997), in which pipe and cigar smokers
were compared with cigarette smokers on the
incidence of cancer mortality. In an unadjusted
analysis, cigar and pipe smokers were shown
to have higher rates of cancer mortality than
cigarette smokers. Cigar and pipe smokers, how-
ever, also were considerably older on average
than cigarette smokers. Therefore, the difference
in mortality rates may have been a function not
of the type of tobacco taken, but merely by age.
When the mortality rates were adjusted for age,

in fact, the cigarette group had the higher mor-
tality rate. The criteria for confounding are as
follows: (1) the predictor must be related to the
outcome; (2) the potential confounder must be
related to the outcome; (3) the predictor of inter-
est and the potential confounder must be related
to one another; (4) the confounder cannot be a
causal consequence of the predictor. Stated more
simply, all three variables, the predictor, poten-
tial confounder, and outcome, must be related,
but the confounder cannot be caused by the pre-
dictor. Confounding is usually then tested by
adjusting for the potential confounder. If the
relation between the predictor and the outcome
is eliminated or substantially diminished, there
is strong evidence that confounding is present.3

Confounding is often confused with media-
tion, and for good reason. Mediation is identical
mathematically to confounding – no statistical
technique can distinguish the two. The criteria
are precisely the same as the first three listed
above for confounding. The difference is that
while the confounder cannot be part of the causal
sequence between the predictor and the outcome,
the mediator is presumed to be a causal con-
sequence of the predictor (see Chapter 55, and
also Cole and Hernan, 2002; MacKinnon, 1994;
MacKinnon and Dwyer, 1993; Pearl, 2005 for
further details).

6 Tables

Tables in a results section provide a way to orga-
nize findings in a way that (1) directly addresses
the research question and (2) is readily mean-
ingful to the reader. Wainer (1992) provides an
excellent guide to making effective tables. First,
as previously discussed, round wherever possi-
ble. Similarly, if the scale of a measure requires
many places beyond the decimal, for example,
0.0023 kg, convert the value to, say, 2.3 g. The

3 We discuss only ‘positive’ confounding here. It is also
possible for confounding to be negative, in which case
adjusting for a confounder would actually increase the
estimated effect of the predictor.
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Table 54.2 Possible organization of tables reporting
means measured before and after a treatment in a two
group experiment. Table 54.2a requires the reader to
make an awkward skip in order to compare the post treat-
ment means, which are of primary interest. Table 54.2b
is an improvement, but the reader must make a mental

or hand calculation to obtain the actual group differ-
ence. Table 54.2c reports the group differences directly,
while Table 54.2d adds the within group change, which,
although generally secondary to the aim of the design,
may be of clinical interest. In an actual report, confidence
intervals for each estimate also would be included

Active treatment Control

(a) Before treatment After treatment Before treatment After treatment
30.2 25.0 31.0 22.0

Active treatment Control
(b) Before treatment 30.2 31.0

After treatment
(unadjusted)

25.0 22.0

Active treatment Control
Difference (active
treatment – control)

(c) Before treatment 30.2 31.0 –0.8
After treatment

(unadjusted)
25.0 22.0 3.0

Active treatment Control
Difference (active
treatment – control)

(d) Before treatment 30.2 31.0 –0.8
After treatment 25.0 22.0 3.0
Change from before

to after treatment
–4.8 –9.0

table itself can be organized so that values are
in some natural order, such as by time, and also
in a way that invites immediate inspection or
comparison of the most salient data points. For
example, in comparing the means before and
after treatment, it is more effective to put the val-
ues being compared side by side, rather than a
few columns or rows apart. Compare the follow-
ing tables (I do not include p-values or 95% CIs
for the sake of illustration):

In Table 54.2a, the reader must skip over a
column to compare the group means before and
after treatment; in the second table the values
are much more easily compared because they are
side by side. Table 54.2b also orders the rows
more naturally by time. We can do even bet-
ter than Table 54.2b, however. When differences
are of interest (which is almost always the case),
why not directly display the differences, in addi-
tion to the means? Table 54.2c presents not only
the values before and after treatment, but also
arguably the value of most scientific interest, the
difference between the groups. We could even

add a direct display to the within-group change
over time, as in Table 54.2d. (I should note that
in actual application, these tables also would
include at least the 95% confidence intervals for
each value.)

Wainer also points out that there is nothing
wrong with highlighting important data points.
Highlighting might be accomplished, for exam-
ple, by simply using a different font for the
important data points. When there is no a pri-
ori logical order to the values being presented
(for example, no time order or no hierarchy
of hypotheses), one also can reorder the data
in order to bring out the more important or
interesting data points.

7 Graphics

A good deal of excellent literature now exists
with regard to the graphical display of data and
these sources should be consulted for further
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detail than space allows here. Cleveland (1993),
Tufte (2001), and Wainer (2005) are well worth
studying. The central aim of a figure is to con-
vey information about a pattern that might not
otherwise be obvious from merely looking at
numeric values. For example, a trend over time is
often much easier to interpret when arranged in
a plot than in a table, especially if several series
of data are being compared. Relative differences
between more than two data points are also more
interpretable as physical distance on a plot than
in a table.

A general principle to live by in present-
ing graphics is the keep the “ink-to-information
ratio” as low as possible. Despite their popu-
larity, bar charts are an excellent example of
violating the principle of low ink-to-information
ratio, as the ink wasted on the bars below the val-
ues conveys absolutely no information (Harrell,
2008). Moreover, we tend to perceive bar charts
in terms of length rather than location, leading
to distortions in interpretation. This is especially
true when the zero point is not included on the y-
axis. The problem is made even worse when the
bars are shaded with geometric patterns, such as
oblique hatching. For similar reasons, pie charts
are of very dubious use in a scientific publica-
tion. In addition, although perhaps aesthetically

pleasing and again apparently very popular,
using a 3-dimensional plot to plot 2-dimensional
data provides no useful information and should
be avoided. Instead, unless the data are truly 3-
dimensional, use a 2-dimensional plot with char-
acters that show the upper and lower dimensions
of the response variable.

So what, then, instead of bar/dynamite plots?
There are a number of alternatives, depending on
how many data points there are and the intent
of the display. When there are not too many
data points, the raw data should be displayed.
There are at least two important reasons for dis-
playing the data with small samples. First, it is
simply better to see the raw data whenever feasi-
ble. Second, analyses conducted with small data
sets are particularly vulnerable to being influ-
enced by just a few data points. Even with larger
samples, summary calculations such as regres-
sion lines or fitted means can hide a passel of
sins. In the left panel of Fig. 54.4, for exam-
ple, one outlying data point in the upper right
corner, where x = 11 and y = 20, is apparently
responsible for the entire “finding” – when that
data point is removed (right panel), the regres-
sion line is far less exciting. The issue of hidden
data holds true for plots of group means or
medians, too, of course. Figure 54.5 is adapted
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Fig. 54.4 Regression line with raw data points super-
imposed. In this fictitious example, the raw data clearly
show the influence of a single outlier in the upper right
area of the plot. With the outlier removed, the finding

is far less exciting. Although I purposely constructed an
extreme example for illustrative purposes, failing to show
the data whenever feasible obscures anomalies obvious or
subtle. Adapted from Harrell and Slaughter (2009)
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Fig. 54.5 Plots of mean and 95% confidence limits
comparing fictional blood pressure response across three
treatments. As in the prior example, failure to display the
data hides the “real story”

from course material provided by Harrell and
Slaughter (2009). The boxplot in the left panel
suggests that the median for the third condition
on the far right is higher than that of the other
two groups. We see that the variability around
the median is also larger in the third group but
the plot gives us no indication of why. By dis-
playing the raw data points over the boxplots, as
in the right panel, we immediately see what is
happening – there is a bimodal response in the
third group, which renders the use of the mean
or median for that group inappropriate.

When there are too many data points to
display without overwhelming the plot, one
alternative is to plot a random sample of the
data points. If plotting a random sample is not
feasible, box-and-whiskers (BW) plots provide
the reader with a good deal of information
about the distributional properties of the data.
There are a number of variants of the BW plot
that emphasize different aspects of the data.
A selection of these plots can be seen at the
online R graphics gallery: http://addictedtor.free.
fr/graphiques/RGraphGallery.php?graph=102.
Generally speaking, BW plots show not only
one or more indexes of central tendency (such
as mean and median) but the shape of the
distribution, including outlying values.

The choice of axis scale is also important in
portraying data accurately. When a zero point
is possible on a measure, the zero point should
be included in the plot. If zero is not a likely
value for a variable (for example, blood pres-
sure), the choice of axis scale becomes a bit more

complex. When plotting means for example, it
may be tempting to magnify an axis so that the
differences look large. However, if the axis is
magnified such that only a small range of the
possible values for the variable are shown, the
plot may give a misleading sense that size of
the effect is very large. One approach is to con-
struct the axis so that it covers at least the 25th
to 75th percentiles of a variable’s range. In con-
junction with the direct display of the variability
of the variable (standard deviation or 95% CI),
distances between point estimates can be inter-
preted in the context of the variability of the
data. An additional consideration is whether the
values of the scale reside along equal intervals.
Odds ratios and hazard ratios, for example, are
best plotted on a logarithmic scale so that the
distances can be compared accurately.

As noted earlier in the tables section, it can be
useful to present not only the values of a given
variable but also the result of a comparison of
interest. In the case of comparing means across
groups, for example, one can plot not only the
means but also the difference between means.
Figure 54.6 is again based on R code developed
by Harrell (2004) and displays both the mean
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Fig. 54.6 Fictional blood pressure data across two treat-
ment groups. The bottom two lines represent the mean
and 95% blood pressure in each group. Since the differ-
ence between the two groups is of primary interest, the
plot also displays this directly on the top axis, relieving
the reader of the need to do the calculation. Adapted from
Harrell (2004)
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blood pressure for groups and also the pair-wise
differences between the groups.

8 Interpretation

We close this chapter with a brief discussion on
how results are interpreted. Although the pri-
mary purpose of the discussion or conclusions
section is to place the findings in the context
of theory and prior findings, there are at least
a few statistical issues that bear on this pro-
cess. I mentioned at the outset that we are cur-
rently experiencing substantial and widespread
changes in how data are analyzed and inter-
preted. The vast majority of us currently conduct
our hypothesis tests using what statisticians call
the frequentist approach, which includes the con-
ventional null hypothesis testing and p-values.
Among the biggest changes likely to come in
the next decade will be the growing influence, if
not total adoption, of Bayesian methods over our
current frequentist approach. Several journals,
including, for example, Annals of Emergency
Medicine (Cooper et al, 2003), have made it
a policy to de-emphasize p-values and focus
instead on point estimates, confidence intervals,
with a preference for Bayesian methods. I will
not address Bayesian methods here in any detail
– a satisfactory treatment would require consid-
erably more space, but it is clear that Bayesian
methods are gaining a substantial following.
The British Medical Journal has published sev-
eral very accessible articles on Bayes techniques
in a medical setting in the past decade or so
(Freedman, 1996; Lilford and Braunholtz, 1996;
Spiegelhalter et al, 1999). As pertains to our
discussion here, the Bayesians offer a form of
inference that yields what we seem to want the
most intuitively – an estimate of the probabil-
ity that our hypotheses are true. Whether the
Bayesian influence is ultimately a good thing
is a matter of persistent debate (see, for exam-
ple, Skrepnek and Skrepnek, 2007). Regardless
of the debate, there is little doubt that we will
be seeing a good deal more from the Bayesians

in the near future, and the implications for this
change may be quite profound.

While most of us are still tarry here in the fre-
quentist world we can still avoid at least some
of the pitfalls associated with frequentist testing
methods. First, we can interpret the null hypoth-
esis tests correctly. A typical error is to confuse
the failure to reject null with accepting the null.
A related error is to believe that the p-value
offers information about the extent to which our
hypothesis might be true, a mistake often com-
pounded by the false belief that the smaller the
p-value, the more likely it is that the observed
effect is “real.” Of course, this is not true. A
p-value in the frequentist world does not have
any bearing on the probability of the alternative
hypothesis being true. Null hypothesis testing
can only tell us how “odd” an observed result is
if the null hypothesis is true in the population. In
a clinical trial comparing two groups, for exam-
ple, if the outcome is “significantly different,”
we can say that the result we observed would be
very unusual if the null hypothesis were actually
true. The p-value itself cannot tell us how impor-
tant that difference is or how likely it is that the
difference we see is the difference that exists in
the population. A “non-significant” p-value can
only tell us that there is not enough evidence to
conclude that the effect being tested is a function
of sampling error or not (for excellent discus-
sion of this issue, see Thompson, 1998; Vickers,
2006).

Second, we can emphasize the effect size,
not the p-value. A p-value provides only one
piece of information about the finding, that is,
how unusual it would be for one to see the
observed effect if the null hypothesis were true.
Although many journal editors and reviewers
are still entirely wed to the idea that if p is
not less than 0.05, the finding cannot be pub-
lished, there are some signs that this convention
is beginning to fade, albeit slowly. The critical
issues to address with effect sizes in the dis-
cussion are, “Are these effects something we
should care about and why?” There are a variety
of approaches to these questions. We could, for
example, compare our effect size to those seen
in other studies. If the outcome is an event, such
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as an illness or death, we can calculate the num-
ber of excess events associated with the variable
under study. We also could compare the effect to
the effect of another variable that is well known.
For example, the relation between depressive
symptoms and cardiac disease might be com-
pared to the relation of cigarette smoking and
heart disease – for example, does a high score
on a depression symptom inventory compare to,
say, smoking a half of a pack of cigarettes every-
day? Such a comparison, of course, cannot be
very precise and rests heavily on the choice
of scaling (how many points on the depression
inventory versus how many cigarettes, and at
what rate?). But with careful selection of scal-
ing and cautious language, the reader can get a
sense of the importance of the association.

Finally, consistent with the principle of
reporting all results, be sure to discuss all results,
irrespective of the extent to which they support
your favorite position. We seem to have a nat-
ural tendency to spend a lot of time explaining
the positive findings, digging deep into prece-
dents and possible mechanisms, but less time
on results that do not fit our expectations. The
imbalance may exist in part because we sim-
ply know much more about the positive finding.
Nevertheless, a contrary or null finding should
be entertained as fully as possible, both in sub-
stantive and in statistical terms (for example,
power, effect size). Again, using the effect size
rather than statistical significance can be benefi-
cial in helping us sort out what the data are really
telling us.
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Chapter 55

Moderators and Mediators: The MacArthur Updated
View

Helena Chmura Kraemer

1 Introduction

The terms “moderators” and “mediators” have
been used in both behavioral and medical
research for at least the last half century. Early
on, however, the terms were typically used
idiosyncratically, meaning whatever seemed to
be implied from the context of the statement in
which they were used. Terminology so loosely
defined carries little impact in scientific research,
whatever the scientific field (Finney, 1994). This
situation changed with the publication of a sem-
inal paper by Baron and Kenny in 1986, that
presented both conceptual definitions for the two
terms and proposed statistical methods to deter-
mine which term applied in specific situations.

Baron and Kenny (B&K) proposed that “mod-
eration” and “mediation” described a relation-
ship connecting three variables in a population:
the target variable, T, the moderator or mediator,
M, and the outcome, O. They suggested that

• M moderates the effect of T on O if M sug-
gests on whom or under what conditions T is
associated with O.

• M mediates the effect of T on O if M suggests
how or why T is associated with O.
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These conceptual definitions not only defined
the concepts of moderation and mediation and
distinguished between them but also clearly
indicated why such concepts might be very
important to full understanding of biobehavioral
processes.

Unfortunately, the statistical methods pro-
posed to implement these conceptual definitions
did not, for a variety of reasons, resolve the
problem. The methods proposed were based
on a linear model and on “statistical signifi-
cance,” an emphasis consistent with the method-
ology of the time. In the years since, it has
been better recognized that to declare than
“p < 0.05” usually only means that the study
design was adequate to detect a non-random
association. Many such “statistically significant”
results (no matter the actual value of p) were
of no clinical significance. More recently, both
the American Psychological Association in its
Publication Manual (2001) and the American
Medical Association with the CONSORT guide-
lines (Altman et al, 2001; Begg et al, 1999;
Piaggio et al, 2006; Rennie, 1996) have empha-
sized the importance of presenting an inter-
pretable effect size with every “p value.” When
the result is statistically significant, such an
effect size guides consideration of its clinical
significance; when the result is not statistically
significant, the effect size provides a clue as to
whether this is because the effect is of no poten-
tial clinical significance or because the study
was inadequately powered to detect a clinically
significant result (Kraemer and Kupfer, 2006).

While the linear model proposed does not
well fit all situations in which moderation or

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_55, 869
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mediation might be important, it continues to be
the most commonly used. However, when the
emphasis shifted from “p values” to effect sizes,
several problems emerged.

First of all, B&K suggested that the interac-
tion of M and T on O be included in the linear
model for moderation, but be assumed to be
absent for mediation. If there is an interaction
in the population that is not included in the lin-
ear model, the results of fitting the model are
biased, and the power both to detect the asso-
ciation and to precisely estimate the effect sizes
are reduced. Moreover, conceptually, T may not
only affect the level of M but also affect the way
M influences O, and both may contribute to the
effect size of T on O. For example, in a random-
ized clinical trial comparing two treatments (T1
versus T2), there may be a difference between
the two treatments in compliance, which may
explain part of the differential effect of treat-
ments on the outcome. However, it may also
be that compliance with T1 has a much greater
influence on O than does compliance with T2
and that too may contribute to understanding the
differential effect of treatments on the outcome
(The MTA Cooperative Group, 1999). Thus, for
both mathematical and conceptual reasons, the
interaction should not simply be assumed to be
zero in documenting a mediation effect.

To show that M moderates the effect of T on O
in the linear model, B&K required that the inter-
action be shown to be “statistically significant.”
Two problems then arise. If the existence of an
interaction may indicate mediation, then the dis-
tinction between the moderator and mediator is
no longer clear. Moreover, basing the definition
on “statistical significance” in a sample instead
of on the population relationship among M, T,
and O, means that, with very large sample sizes,
moderation or mediation may exist, whereas in
the same situation, with small sample sizes, it
does not. “Moderation” and “mediation” must
be defined in terms of the population and then
demonstrated to exist by statistical analyses of
samples from that population.

Further problems arose, not from the defini-
tions “per se,” but from how they were later used.
“Moderation” was often used as a synonym of

“interaction,” and “mediation” as a synonym of
“cause.” The definition of moderation/mediation
became inextricably confounded with general
applications of the linear model, with multi-
ple “mediators,” and assuming all interactions
to be zero. With increasing confusion between
moderation and mediation, inevitably discussion
of variables that were “moderator-mediators”
and “mediator-moderators” resulted. In fact, it
became increasingly clear that by the B&K crite-
ria, with three correlated random variables, any
one of these variables could be shown to both
moderate and mediate, to be moderated by or
to be mediated by, any other of these variables
on the remaining variable, provided only that
the sample size was large enough! The B&K
conceptual definitions seemed valid and strong,
but the criteria suggested had not completely
resolved the existing problems.

In the1990s, the MacArthur Network on
Developmental Psychopathology, seeking to
develop interventions to prevent preteen psy-
chopathology, became increasingly aware of the
fact that virtually all risk factors for early onset
behavioral problems had very small effect sizes
(Kraemer et al, 1999). Clearly no one risk factor,
and no linear combination of risk factors, would
accomplish their goal. To prevent such onset
they needed to understand on whom or under
what conditions certain risk factors influenced
onset in order to “target” appropriate prevention
efforts (moderators) and how and why certain
risk factors influenced onset (mediators) to “tai-
lor” the appropriate prevention efforts (King
et al, 2008). This motivated reconsideration of
the B&K approach, retaining the conceptual def-
initions, but identifying where the problems in
implementing those definitions lay, modifying
them appropriately, and beginning to develop
methods to implement those modifications.

In the following discussion we will present
the resulting MacArthur approach to modera-
tors and mediators (Kraemer et al, 2001, 2002,
2005, 2006). A full discussion as to what mod-
ifications were made to the B&K approach and
why is discussed in Kraemer et al (2008). The
linear model proposed by B&K will here con-
tinue to be used to describe the population,
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although a non-parametric approach to the prob-
lem has been developed and may be useful in
some circumstances (Kraemer, 2008), and other
approaches are possible.

2 M Moderates the Effect of T on O

To show that M moderates the effect of T on O,
it must be shown that

• M precedes T which precedes O in time;
• M is not correlated with T;
• The effect of T on O depends on what the

value of M is.

The linear model posits that in the population:

O = β0 + β1T + β2M + β3TM + ε,

where ε, the error term, has a distribution that
is independent of T and M. As is true in all lin-
ear models, with inclusion of an interaction, the
meaning of the regression coefficients depends
on how each of the variables is coded (Kraemer
and Blasey, 2004).

For example, if T were choice of treatment in
a randomized controlled trial (RCT) comparing
two treatments (T1 and T2) for Alzheimer’s dis-
ease and M were age of onset, it may be that
age of onset moderates the effect of treatment
on outcome. If, in this situation, T were coded
1 for T1 and 0 for T2 and M were coded as age
at time of onset in years (as is often done), β1

would indicate the T1 versus T2 difference in
outcome O for those with Alzheimer’s disease
at birth (age=0), which is, of course, ludicrous.
Here β2 is the slope of O on M for T2 only, which
is easily misinterpreted.

For this reason, when interactions are
included in any linear model, care must be taken
to code the predictors in such a way that the
regression coefficients to be estimated and tested
are meaningful in context (Kraemer and Blasey,
2004). For the purpose of moderation analysis,
a binary variable (whether T or M) is coded
+1/2 and −1/2, an ordinal variable (whether T

or M) is coded as deviations from the popula-
tion mean. Thus in the above illustration, had
treatment choice been coded +1/2 and −1/2 and
age of onset as deviations from the mean age of
onset, β1 would be the effect of treatment on the
patient at the mean age of onset, β2 would be the
average slope in the two groups of O on age of
onset, and β3 would be the difference in those
slopes in the two groups.

Then, if β3=0, the effect of T on O is the same
for any value of M, namely β1. If not, the effect
of T on O differs depending on what M is, i.e.,
M indicates on whom or under what conditions
T affects O (hence a moderator). In an RCT, any
baseline variable is uncorrelated with T because
of randomization. Any baseline variable, then,
that interacts with T in its effect on O is a mod-
erator of T. In an observational study, it would
have to be shown that M precedes T, that M is
uncorrelated with T (at least that the correlation
was of trivial size) and that there is a non-zero
interactive effect of M and T on O.

Perhaps the most intriguing potential moder-
ators are genetic moderators of environmental
risk factors on outcome. For example, it has been
suggested that a certain genotype (fixed at birth)
moderates the effect of childhood abuse on adult
violent behavior (Jaffee et al, 2005). There are
very few medical outcomes (e.g., heart disease,
cancer, and all psychiatric disorders) for which
strong genetic predictors have yet been shown,
despite the fact that the financial investment
in finding such predictors has been both long-
standing and enormous. If, however, some genes
influence outcome by moderating the effect of
environmental factors, that might totally change
our understanding and would make nonsense
of the nature-nurture arguments. Similarly in
RCTs, genes may moderate the effect of treat-
ment on outcome (Murphy et al, 2004), the basis
of the emerging field of pharmacogenetics.

3 M Mediates the Effect of T on O

To show that M mediates the effect of T on O, it
must be shown that



872 H.C. Kraemer

• T precedes M which precedes O.
• T and M are correlated.
• The effect of T on O depends completely

(total mediation) or in part (partial mediation)
on the effect of T on M.

Here, the same linear model is used. However,
the situation differs. For T to precede M does not
simply mean that T is measured at one time and
M at a later time; it means that M is an event
or change that follows T. In mediation analysis
when M is binary, it is coded 1 if it occurs and 0
if it does not; if M is ordinal, it is coded as devia-
tions from 0, i.e., from the situation that pertains
at the time of T.

The effect size of T on O can be com-
puted from this population model (Kraemer et al,
2008). From that effect size, it is apparent that
either a non-zero β2 or β3 will indicate media-
tion, for either an effect of T on M changing its
level (β2), or an effect of T on M changing how
M relates to O (β3) may explain some or all of
how T affects O.

From these definitions, it is immediately
apparent that no one variable can both moderate
and mediate a T on an outcome O, for a modera-
tor must precede and be uncorrelated with the T
it moderates and a mediator must follow and be
correlated with the T it mediates.

4 Issues Raised in the Consideration
of the MacArthur Approach

4.1 Cross-Sectional and Longitudinal
Studies

It is immediately apparent that moderation and
mediation cannot be studied in cross-sectional
studies: there must be at least two time points
in a longitudinal design. In an RCT, this is auto-
matic, for any baseline variable is eligible as a
moderator of choice of treatment (T) on outcome
(O) and any change that takes place between the
baseline and the determination of treatment out-
come is eligible to be considered as a possible

mediator of T on O. In observational studies,
determining the time line is more difficult (e.g.,
Essex et al, 2006). This is troublesome, for many
existing studies of moderators and mediators
in the research literature are based on cross-
sectional samples, with conclusions questionable
under the MacArthur approach (Jacobi et al,
2004).

4.2 Variable Definition

But surely, some would say, the notion that no
variable can be both a moderator and a media-
tor of T on O must be wrong! For example, in
an RCT comparing T1 and T2, surely social sup-
port may both moderate and mediate a treatment
choice on an outcome.

This query reflects a degree of imprecision
sometimes seen in defining variables. Social sup-
port prior to choice of treatment may indeed
moderate the effect of treatment on outcome.
Change in social support during treatment may
indeed mediate the effect of treatment on out-
come, with the same treatment and the same out-
come. However, social support prior to treatment
and change in social support during treatment
are not the same variable and may not even be
highly correlated to each other. Care must be
taken to define precisely what is being measured
and when.

4.3 First Moderation, then Mediation

Another issue relates to the relationship between
moderation and mediation. No variable can be
both a moderator and a mediator of the effect
of T on O, but there is a strong and impor-
tant connection between the moderators and the
mediators of T on O. If M moderates the effect
of T on O, that means the effect of T on O differs
depending on what M is. This in turn raises the
possibility that the mediators of the effect of T on
O may also be different in the subgroups defined
by the moderator.
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For example, if, in an RCT, gender moderated
the effect of T1 versus T2 on the outcome O, not
only does it mean that the T1 versus T2 effect
size is different for men and women but also it
raises the possibility that the process by which
T1 affects O and that by which T2 affects O may
also be different for men and women. Thus the
mediators of T on O may be different for men
and women. Consequently, once a moderator of
T on O is identified, the search for mediators
should focus separately on moderator-defined
subgroups.

4.4 The Problem of Causal Inferences

All causal factors leading from T to O are, by
the MacArthur definition, mediators of T on O.
However, not all factors that are mediators of T
on O are causal. It takes a great deal more than
showing an association between M, T, and O to
infer a causal effect: one cannot infer causation
simply from correlation.

To some extent, the problem here relates
to different standards for claiming causality
in social psychology (B&K) and in medicine
(MacArthur). In observational studies in social
psychology, a causal association is assumed to
exist and if the data do not refute that assump-
tion, the causal assumption remains viable. In
medicine inferences of causality usually require
RCTs. To understand why this is so, con-
sider the inference drawn from the observational
study in 1985 that use of hormone replace-
ment therapy (HRT) protects against heart dis-
ease (Stampfer et al, 1985), later refuted by an
RCT that showed that the use of HRT increased
the risk of heart disease, as well as that of
breast cancer. (Writing Group for the Women’s
Health Initiative Investigators, 2002). After the
1985 study, many women began and continued
HRT with the hope of avoiding the most com-
mon cause of death in women: heart disease.
Following the 2002 study and the subsequent
sudden decrease in use of HRT, cancer rates
also dramatically decreased, suggesting (but not
proving) the harm done by the earlier premature

inference of causality (Jemal et al, 2007). After
publication of the 2002 study, the 1986 data were
reexamined. It was then suggested that age mod-
erated the effect of HRT on heart disease and
thus that the original causal inference was overly
inclusive as to the relevant population. Since the
2002 RCT sampled women largely beyond the
age window now suggested, it could neither con-
firm nor deny this new hypothesis. As a result,
there is still confusion among clinicians and
patients as to the value or danger of use of HRT.
From experiences such as this, claims of causal-
ity are viewed more suspiciously in medicine
than in other fields.

In an RCT in which subjects in a popula-
tion are randomly assigned to T1 and T2, it is
appropriate to infer that any differential effect
of T1 versus T2 on outcome O is caused by the
choice of T, and even that the differential effect
of T1 versus T2 on a mediator M is caused by
the choice of T. It is not, however, appropriate
to infer that any association between M and O
is causal. To show this causal effect, the most
direct way would be to do an RCT in which
M is experimentally manipulated within T1 and
within T2 and the effect of that manipulation on
O assessed.

Finally, there is the issue of “backward” cau-
sation or “reciprocal” causation. Suppose that
the stress level at time 1 (S1) was measured, fol-
lowed by the change in cortisol level in the next
time interval (C2), followed by the change in
stress in the next time interval (S3), followed by
the change in cortisol level in the next time inter-
val (C4), etc. Then if S1 and C2 were correlated,
it may be that C2 mediates the effect of S1 on S3.
The same could be said for C2 being mediated
by the effect of S3 on C4, etc. If these were all
mediating relationships, one would have estab-
lished a mediator chain across time. According
to the MacArthur model, none of these medi-
ators are necessarily causal, but they certainly
may be. If they were, it must be noted that S1,
S3, S5, etc., neither are the same variables nor
are C2, C4, C6, etc. Thus each causal factor
would temporally precede its outcome. There
is no backward causation or reciprocal causa-
tion in the MacArthur approach. In fact, this
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type of situation would constitute a “feedback
loop,” one likely both common and important to
consider in biobehavioral processes.

4.5 When Treatment Choice
Moderates Event/Change on
Outcome

Suppose in an RCT, an event or change (M) that
occurs between choice of treatment (T) onset and
outcome (O) (hence not a moderator of T) is not
correlated with choice of treatment (hence not a
mediator of T) but has an interactive effect with
T on O. What then? The answer is simple: The
fact that M follows T, is uncorrelated with T, and
has an interactive effect with T on O means that
T moderates the effect of M on O. What is con-
fusing here is only that in RCTs, the focus is
generally on moderators and mediators of treat-
ment choice, where in this case, the direction of
moderation is reversed. It is convenient to label
the three variables M, T, and O, but what we
choose to label a variable does not determine its
role.

For example, in an RCT comparing two treat-
ments of major depressive disorder, it may be
that some patients during treatment experience
the death of a loved one or another such trau-
matic life event. Random treatment assignment
is unlikely to affect the occurrence of such a
traumatic life event. However, it may be that
one of the treatments fosters better coping with
that life event, resulting in a much better out-
come for those affected in that treatment group.
This would result in an interaction between treat-
ment choice and the life event on outcome. Since
the effect of the life event on outcome depends
on the earlier treatment choice, here treatment
choice moderates the effect of the life event on
outcome, not vice versa.

4.6 How Distinct Must M, T, O Be?

In comparing a drug treatment with group psy-
chotherapy, neither drug level in the blood

nor degree of participation in therapy group
interactions can logically be considered as pos-
sible mediators of treatment, since each is com-
pletely tied only to one of the two treatments.
Similarly, in comparing two strategies to induce
smoking cessation, the decrease in the number
of cigarettes per day at 11 months from baseline
should not be considered as a possible media-
tor when the outcome measure is the decrease in
the number of cigarettes per day at 12 months,
since these measure substantially the same out-
come. To obtain useful results, there must be a
certain conceptual distinction among M, T, and
O. Otherwise, while the MacArthur approach
continues to “work,” the logic would falter.

There are many more such questions that
arise, but at least to date, most seem to yield to
application of the MacArthur criteria. Inevitably,
problems will sooner or later be found with this
approach that do not so yield, and as was the
case with the B&K approach, modifications or
extensions will be eventually be required.

5 Extensions to Other Relationships

What was clear from the outset in developing the
MacArthur approach was that moderation and
mediation do not cover all the possible important
associations connecting two variables (M and T)
with an outcome (O).

5.1 M Is Proxy to T with Respect to O

To demonstrate that M is proxy to T with respect
to O, it must be shown that

• Either T precedes M or there is no time prece-
dence between M and T, but both precede
O;

• M and T are correlated;
• When M and T are jointly considered, only M

is related to O.

For example, gender is said to be associ-
ated with teenage onset of depression, with girls
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more likely to have onset than boys. Also, girls
tend not to throw a ball as hard and straight
as do boys in the preteen years. Consequently,
if ball-throwing ability were to be correlated
with teenage onset of depression, it would not
be surprising to see some association. However,
if both gender and ball-throwing ability were
entered into the linear model, the influence of
ball-throwing ability on later onset of depression
would likely disappear, and it probably makes
little sense to teach girls how to throw a ball
better in order to prevent depression. This is a
case, one of many, in which a factor (here ball-
throwing ability) serves as a proxy for another
factor (here gender) when that second factor is
not considered. Non-causal mediators, for exam-
ple, are often proxy to causal mediators. In
trying to understand the factors that lead to a
particular outcome, factors recognized as proxy
factors should be set aside. Including proxy
factors along with the factors they are proxy
to increases the problems associated both with
increased dimensionality and multicollinearity
problems. T.S. Eliot is quoted as asking: “Where
is the knowledge we have lost in information?”
This is one case where too much information
may impede the search for knowledge.

5.2 M and T Are Overlapping Risk
Factors with Respect to O

To demonstrate that M and T are overlapping risk
factors with respect to O, it must be shown that

• There is no temporal precedence between M
and T, and both precede O.

• M and T are correlated;
• When jointly considered in prediction of O,

both M and T matter.

It often happens that there are valid multiple
measures related to the same underlying con-
struct (hence no temporal precedence). If one
of these measures is much more reliable than
the others, the other measures are likely to be

identified as proxy to the more reliable one and
discarded. However, if they are all more or less
of equal but not very high reliability, it may be
that combining such measures (as is done with
the linear model) might serve to disattenuate
the effects of unreliability, in which case none
will be identified as proxy to another. This is
the case with “overlapping” risk factors. When
this happens, it would be preferable to identify
all such overlapping risk factors and either to
select one to represent them all or, better yet,
to combine them into one measure more reliable
and more valid a measure of their common con-
struct than any single one of the measures. To
do so would facilitate the identification of the
underlying common construct as a moderator or
mediator of T on O. To do otherwise, once again,
would risk having too much information impede
the search for knowledge.

For example, in the United States, ethnicity is
typically correlated with education, income, and
other factors related to socio-economic status.
It is not surprising that these are often overlap-
ping risk factors in risk studies. The redundancy
should somehow be removed.

5.3 M and T Are Independent Risk
Factors for O

If none of the above sets of conditions are sat-
isfied, M and T are independent risk factors for
O. This is the case when M and T are not cor-
related, but neither moderates the effect of the
other on O. In short they are independent fac-
tors that have independent effects on O. Gender
and ethnicity in many risk studies prove to be
independent factors for outcomes related to both.

6 Implementation Questions

6.1 Population Specificity

The criteria of the MacArthur approach all refer
to a specified population. It is quite possible that
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M moderates/mediates the effect of T on O in
one population and not in another (e.g., a clinical
population and not a community population or
vice versa). Sampling the appropriate population
is important.

6.2 Studies to Detect and to Confirm
Moderation or Mediation

To demonstrate that the criteria are satisfied, one
needs to draw a sample from the population
of interest, measure whatever variables are of
interest, and (for example) estimate and test the
effects. To have power to get precise estimates of
the effects, the sample size must be large enough
to detect effects of clinical significance. With a
specific “a priori” hypothesis of a moderator–
mediator relationship and an empirical rationale
and justification for such an “a priori” hypothe-
sis, the problem of designing a study to estimate
and test the effects is a familiar one. The more
difficult practical problem is not how to test an
“a priori” hypothesis, but where one would find
the empirical rationale and justification for such
a hypothesis, and the background information
necessary to create a powerful enough design.

Such information is obtained in exploratory
data analysis (hypothesis-generating studies),
easiest done as secondary data analysis on stud-
ies done to test other “a priori” hypotheses
(whether RCTs or longitudinal observational
studies). In many areas of clinical research data
sharing is uncommon and thus secondary data
analysis is often quite limited. In a cutting-edge
area, where few previous hypothesis-testing
studies are available, it would be appropriate to
propose a large study specifically for the purpose
of hypothesis generation. However, such propos-
als are often given short shrift in the current
funding review process, as well as in the publica-
tion review process, often pejoratively described
as “mere fishing expeditions.” Yet the success of
any hypothesis-testing study depends on having
a strong hypothesis and a powerful design, which
requires the kind of information only obtainable

in such exploratory studies. Consequently, until
the culture shifts to put appropriate empha-
sis on hypothesis-generating studies along with
hypothesis-testing studies, the primary source
of preliminary information will be secondary
data analysis on the researchers’ own existing
hypothesis-testing studies, to generate hypothe-
ses of moderators and mediators to be tested in
subsequent hypothesis-testing studies designed
for that purpose.

6.3 “Proving” Lack of Correlation

Other implementation questions also have no
comfortable solutions as yet. For example, how
does one “prove” that two variables are uncor-
related? To date, to show correlation, a double
criterion is used: the association must be sta-
tistically significant (e.g., p < 0.01) and the
magnitude of the correlation above a certain cut-
point (e.g., |r| > .2). Otherwise, the correlation is
treated as absent. Clearly this is not optimal, but
a better criterion has yet to be proposed.

6.4 The Clinical Significance
of Moderation/Mediation?

Perhaps the most important and interesting of
the unresolved implementation questions is how
to describe the effect size due to moderation or
mediation in a way that would facilitate con-
sideration of its clinical significance. To see the
complexity of the problem, consider the illustra-
tions in Fig. 55.1. Here we have a hypothetical
RCT comparing two treatments T1 and T2, with
a binary moderator (say gender, coded +1/2 in
the analysis but 0 and 1 in the figure) or with
a binary mediator (say adequate compliance: 1
coded for yes, 0 for no). Shown are the two lines
indicating the regression of outcome O on M
(here exactly the same in both graphs).

Since in an RCT, gender is uncorrelated with
treatment choice, the mean of M is the same
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Fig. 55.1 Illustration of a binary moderator (gender) and of a binary mediator (compliance) of choice of treatment
(T1 versus T2) on outcome (O) in a hypothetical randomized controlled trial (RCT)

in both groups (e.g., the percentage of men in
each group). The average response, O, in each
of the two treatment groups is the value of O
on the regression line corresponding to that com-
mon mean M. The difference between these two
average responses is the observed mean differ-
ence in O for the two groups. If the O response
lines were parallel (β3=0), this mean difference
in O would be the same as the mean difference
in O for males as well as for females. However,
the lines are not parallel (β3 �= 0), and thus the
observed mean difference in O underestimates
the treatment effect size for one gender and over-
estimates it for the other (in fact suggests the
wrong treatment as preferred for that gender).
Simply reporting β3 (or standardized β3) does
not convey the information in Fig. 55.1a nec-
essary to allow clinicians to decide whether to
make the same choice between T1 and T2 for
men and women, i.e., to consider the clinical
significance of this moderator.

In Fig. 55.1b, if M (compliance) is a mediator
of treatment choice on outcome, the average M is
different in T1 (say M1) from that in T2 (say M2).
The points on the corresponding lines above
those two means are the observed outcomes in
the two groups, and the observed treatment effect
is indicated by the difference in height of those
two points (here with T2 having higher outcome
than T1). This observed treatment effect reflects
three impacts of the treatment choice: (1) how
much difference in O is induced in M between

the two groups (M1 versus M2), (2) how much
difference is induced by the fact that both lines
are not flat (β2), and (3) how much difference
is induced by the fact that the two lines are not
parallel (β3). Is it here worthwhile to consider
adding components to T1 that would increase
compliance and possibly make it more effective
against T1? Again no single effect size seems to
convey the information in the graphic necessary
to guide this decision.

6.5 Will Methods Developed
for the B&K Model Still “Work”
with the MacArthur Model? Will
Conclusions Change?

Clearly the Baron and Kenny approach has been
used in multiple research studies since its intro-
duction in 1986 and it is natural to ask whether
the testing procedures that have been developed
for the B&K approach will also be applicable
using the MacArthur approach and whether con-
clusions based on the B&K approach remain
valid under the updated approach. Unfortunately,
each such test or inference will have to be reeval-
uated. Some will be validated, some not. Let
us take as an example the Sobel mediation test
(Sobel, 1982).

The B&K approach is based on two standard
linear regression models:
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M = α0 + α1T + ε1, where ε1 is assumed to
be independent of T and normally distributed
with variance σ 2

1 , and O = β0 + β1T + β2M +
ε2, where ε2 is assumed to be independent of
T and M and normally distributed with variance
σ 2

2. The Sobel test for mediation proposed the
null hypothesis that α1β2=0.

First, suppose X1, X2, and X3 were three
variables having a trivariate normal distribution
with the correlation between any pair of them
ρ > 0. If we then evaluated whether X2 medi-
ated the effect of X1 on X3using the Sobel test,
α1 = ρ and β2 = ρ/(1 + ρ) and thus, since ρ >

0, α1β2 > 0. A large enough sample size with a
valid test would document that fact.

However, the very same proof shows that X1

mediates the effect of X2 on X3, or that X3 medi-
ates the effect of X1 on X2, or any other of the six
permutations of these three variables to the roles
of T, M, and O. In fact, with any three correlated
variables, even when the three pair-wise correla-
tions are not equal, one can often use the Sobel
test to document that any one mediates the effect
of any other on the remaining third. It is to pre-
vent this kind of ambiguity that the MacArthur
approach explicitly requires that, before consid-
ering the possibility of mediation, it is clear from
the design that T precedes M that precedes O in
time.

However, this is probably a minor problem.
The Baron and Kenny model is often described
using a diagram in which T is connected to M
which is connected to O using single-pointed
arrows in that order, strongly suggesting that
the time precedence required explicitly in the
MacArthur model is tacitly assumed in the Baron
and Kenny model. The problem is only with
users who have applied the moderator and medi-
ator analyses using the B&K model with cross-
sectional data or other types of data in which
temporal precedence is indeterminate.

But now suppose that the temporal order con-
dition is satisfied. Then the Sobel mediation test
and other related tests (MacKinnon et al, 2002)
require that one perform a linear regression anal-
ysis relating M to T, resulting in an estimate
a of α1 and its standard error s(a), then a lin-
ear regression analysis relating O to M and T,

resulting in an estimate b of β2 and its standard
error s(b). The test then computes a z-statistic,
where, for example, the Sobel equation:

z - value = ab/(b2s(a)2 + a2s(b)2)1/2.

The statistical problem is that s(a) computed
from a standard linear regression is not the true
standard error of a but the standard error con-
ditional on the T sample, as s(b) is the stan-
dard error of b conditional on the (T,M) sam-
ple. Their true standard errors are much larger
and determined by the unknown joint distribu-
tion of (T,M). Conditional on the (T,M) sample,
the distributions of a and b are normal, but
the unconditional distributions are mixtures of
normal distributions, not themselves normal dis-
tributions. The distribution of ab, the product
of two variables, with unknown unconditional
distributions is unlikely to be normal. All these
problems have been realized in the poor perfor-
mance of the Sobel test, resulting in the current
recommendations to use bootstrap methods to
obtain a confidence interval for α1β2 and to
reject the null hypothesis of absence of media-
tion if the value zero is not within that confidence
interval.

But then the problem is whether α1β2 is
an unambiguous indicator of mediation in the
MacArthur Model. Figure 55.2 is an example,
with binary T (T1 versus T2), ordinal O (with
means O1 and O2 in the two groups), ordinal
M (with means M1 and M2 in the two groups),
in which all the βs equal 5 and α1 equals 6.
(Such results are general, but negative distances
are hard to visualize.) Then β0 is the value of the
intercept of the T1 line at M=0. β1 is the dis-
tance from that intercept to the intercept of the
T1 line at M=0. Then α1 is the distance between
M1 and M2. Three auxiliary lines are drawn: two
horizontal lines, one through the lower intercept
at (0,β0) and one through the point showing the
response to T1 at (M1, O1), and a line through
the upper intercept at (0, β0+β1) parallel to the
lower line (showing what the response would
have been if the two lines were parallel). Then
components of the difference between O2 and
O1 can then be seen:
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Fig. 55.2 Graphical display of the mediator effect. The
two heavy lines represent the regression of O on M in
groups T1 and T2. The means of M for T1 and T2 are M1
and M2; the difference between them is α1. The means
of O in T1 and T2 are O1 and O2, and the difference is
graphically dissected into its three components: the main
effect β1, the Sobel mediation effect of α1β2, and the
portion due to an interaction effect (β2M2)

• β1, the main effect of treatment, here equal
to the difference in response had no post-
treatment change or event occurred;

• α1β2, the effect size used in the Sobel and
other related tests;

• β3M2, which in this illustration is the major
portion of that difference, is due to the inter-
action effect that is assumed to be zero in the
Baron and Kenny model.

A remarkable fact now evident is that Sobel
mediator effect size can be determined with-
out knowing where the response line for T2
is located, a consequence of assuming that the
response lines are parallel. That is not true for
the MacArthur approach.

If an interaction exists in the population but
is assumed zero in the model, the two lines
shown in Fig. 55.2 would be fitted by two differ-
ent lines still going through the points (M1,O1)
and (M2, O2), but with a common slope that is
a weighted average of the two different actual
slopes. Which weighted average depends on the
size of the population interactions, the relative
sizes of the T1 and T2 groups, and the size of
the correlation between M and T. Then because
the Sobel mediator effect is determined by that
slope, what it actually means is uninterpretable.

In summary the Sobel test, using bootstrap esti-
mation, is a clear indicator of mediation if and
only if the linear model holds and there is no
interaction in the population, in which case the
MacArthur approach will give the same answer.
However, the MacArthur approach gives the cor-
rect answer under the linear model whether or
not the lines are parallel and can be used when
the linear model is not appropriate. A similar
comment probably to other tests and inferences
derived under the B&K model – sometimes the
two approaches will concur and sometimes not.

7 Conclusions

The MacArthur approach is more than a redef-
inition of moderators and mediators, although
that is essentially its core, but represents a way
of thinking essential to understanding complex
biobehavioral processes. As such, it remains
very much a “work in progress.”
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Chapter 56

Multilevel Modeling

S.V. Subramanian

1 Introduction

The term “multilevel” refers to the distinct
levels or units of analysis, which usually, but
not always, consist of individuals (at lower level)
who are nested within contextual/aggregate units
(at higher level). Indeed, individuals are orga-
nized within a nearly infinite number of lev-
els of organization, from the individual up (for
example, families, neighborhoods, counties, and
states), from the individual down (for example,
body organs, cellular matrices, and DNA), and
for overlapping units (for example, area of res-
idence and work environment). It is, therefore,
necessary that links should be made between
these different levels of analysis. Multilevel
methods consist of statistical procedures that are
pertinent when (i) the observations that are being
analyzed are correlated or clustered or (ii) the
causal processes are thought to operate simulta-
neously at more than one level and/or (iii) there
is an intrinsic interest in describing the variabil-
ity and heterogeneity in the phenomenon, over
and above the focus on average (Diez Roux,
2002; Subramanian, 2004; Subramanian et al,
2003).

Multilevel methods are specifically geared
toward the statistical analysis of data that have
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a nested structure. The nesting, typically, but
not always, is hierarchical. For instance, a two-
level structure would have many level-1 units
nested within a smaller number of level-2 units.
In educational research, the field that provided
the impetus for multilevel methods, level-1 usu-
ally, consists of pupils who are nested within
schools at level-2. Such structures arise routinely
in health and social sciences, such that level-1
and level-2 units could be workers in organi-
zations, patients in hospitals, and individuals in
neighborhoods, respectively. In this chapter, for
exemplification, we will consider the structure of
individuals nested within neighborhoods (used
to reflect one practical realization of place) (see
Chapter 24).

The existence of nested data structures is
neither random nor ignorable; for instance, indi-
viduals differ but so do the neighborhoods.
Differences among neighborhoods could either
be directly due to the differences among indi-
viduals who live in them or groupings based
on neighborhoods may arise for reasons less
strongly associated with the characteristics of
the individuals who live in them. Regardless,
once such groupings are established, even if
their establishment is random, they will tend to
become differentiated. This would imply that
the group (for example, neighborhoods) and its
members (for example, individual residents) can
exert influence on each other suggesting differ-
ent sources of variation (for example, individual
induced and neighborhood induced) in the out-
come of interest and thus compelling analysts
to consider covariates at the individual and at
the neighborhood level. Ignoring this multilevel

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_56, 881
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structure of variations not simply risks over-
looking the importance of neighborhood effects,
but has implications for statistical validity
(Goldstein, 2003; Raudenbush and Bryk, 2002).

Clustered data also arise as a result of sam-
pling strategies. For instance, while planning
large-scale survey data collection, for reasons of
cost and efficiency, it is usual to adopt a mul-
tistage sampling design. A national population
survey, for example, might involve a three-stage
design, with regions sampled first, then neigh-
borhoods, and then individuals. A design of this
kind generates a three-level hierarchically clus-
tered structure of individuals at level-1 nested
within neighborhoods at level-2, which in turn
are nested in regions at level-3. Individuals liv-
ing in the same neighborhood can be expected
to be more alike than they would be if the sam-
ple were truly random. Similar correlation can
be expected for neighborhoods within a region.
Much documentation exists on measuring this
“design effect” and correcting for it. Indeed,
clustered designs (for example, individuals at
level-1 nested in neighborhoods at level-2 nested
in regions at level-3) are often a nuisance in tra-
ditional analysis. However, individuals, neigh-
borhoods, and regions can be seen as distinct
structures that exist in the population that should
be measured and modeled.

2 Multilevel Framework:
A Necessity for Understanding
Ecologic Effects

Figure 56.1 identifies a typology of designs
for data collection and analyses (Blakely and
Woodward, 2000; Kawachi and Subramanian,
2006; Subramanian et al, 2007; Subramanian
et al, 2009), where the rows indicate the level or
the unit at which the outcome variable is being
measured (that is, at the individual level (y) or at
the ecological level (Y)) and the columns indi-
cate whether the exposure is being measured
at the individual level (x) or at the ecological

Exposure

Individual (x)

(measured at individual level)

Ecologic (X)

(measured at ecological 

level)

O
ut

co
m

e

Individual 

(y)

(y,x)

Traditional risk 

factor study 

(y,X)

Multilevel study 

Ecologic 

(Y) 

(Y,x)(A) 

 

(Y,X) 

Ecological study 

Fig. 56.1 Typology of studies (Subramanian et al, 2007)
Note: (A)This type of study is impossible to specify as it
stands. Practically speaking, it will either take the form of
(y,x), that is, ecological study, where X will now simply
be central tendency of x. Or, if dis-aggregation of Y is pos-
sible, so that we can observe y, then it will be equivalent
to (y,x)

level (X). The ecological level, in this illustra-
tion, relates to the neighborhood level. Study
type (y,x) is most commonly encountered when
the researcher aims to link exposure to outcomes,
with both being measured at the individual level.
Study type (y,x) typically ignores ecological
effects (either implicitly or explicitly).

Conversely, study type (Y,X) – referred to as
an “ecological study” – may seem intuitively
appropriate for research where higher levels
(for instance, neighborhoods, regions, states, and
schools) are the targets of interest. However,
study type (Y,X) conflates the genuinely ecologi-
cal and the aggregate or “compositional” (Moon
et al, 2005) and precludes the possibility of test-
ing heterogeneous contextual effects on different
types of individuals. Ecological effects reflect
predictors and associated mechanisms operat-
ing primarily at the contextual level. The search
for such measures and their scientific valida-
tion and assessment is an area of active research
(Raudenbush, 2003). Aggregate effects, in con-
trast, equate the effect of a neighborhood with
the sum of the individual effects associated with
the people living within the neighborhood. In
this situation the interpretative question becomes
particularly relevant. If common membership of
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a neighborhood by a set of individuals brings
about an effect that is over and above those
resulting from individual characteristics, then
there may indeed be an ecological effect.

Study type (y,X) provides a multilevel
approach, that is, in which an ecological expo-
sure is linked to an individual outcome. A more
complete representation would be type (y,x,X)
whereby we have an individual outcome (y),
individual confounders (x), and neighborhood
exposure (X) reflecting a multilevel structure of
individuals nested within neighborhoods. A fun-
damental motivation for study type (y,x,X) is
to distinguish “neighborhood differences” from
“the difference a neighborhood makes” (Moon
et al, 2005). Stated differently, ecological effects
on the individual outcome should be ascertained
after individual factors that reflect the com-
position of the places (and may be potential
confounders) have been controlled. Indeed, com-
positional explanations for ecological variations
in health are common. It nonetheless makes
intuitive sense to test for the possibility of eco-
logical effects. Besides anticipating their impact
on individual outcomes, compositional factors
may vary by context. Thus, unless contextual
variables are considered, their direct effects and
any indirect mediation through compositional
variables remain unidentified. Moreover, compo-
sition itself has an intrinsic ecologic dimension;
the very fact that individual (compositional) fac-
tors may “explain” ecologic variations serves
as a reminder that the real understanding of
ecologic effects is likely to be complex.

The multilevel framework with its simulta-
neous examination of the characteristics of the
individuals at one level and the context or ecolo-
gies in which they are located at another level
accordingly offers a comprehensive framework
for understanding the ways in which places
can affect people (contextual) and/or people can
affect places (composition). It likewise allows
for a more precise distinction between aggrega-
tive fallacy (which is the invalid transfer of
results observed at an aggregate level to the
individual level) and ecologic effects (which is
the effect of aggregate ecologies on individual
outcomes) (Subramanian et al, 2009).

3 A Typology of Multilevel Data
Structures

The idea of multilevel structure can be recast,
with great advantage, to address a range of cir-
cumstances where one may anticipate clustering.

Outcomes as well as their causal mechanisms
are rarely stable and invariant over time, produc-
ing data structures that involve repeated mea-
sures, which can be considered a special case
of multilevel clustered data structures. Consider
the “repeated cross-sectional design” that can
be structured in multilevel terms with neighbor-
hoods at level-3, year/time at level-2, and indi-
viduals at level-1. In this example, level-2 rep-
resents repeated measurements on the neighbor-
hoods (level-3) over time. Such a structure can
be used to investigate what sorts of individuals
and what sorts of neighborhoods have changed
with respect to the outcome. Alternatively, there
is the classic “longitudinal or panel design” in
which the level-1 is the measurement occasion,
level-2 is the individual, and level-3 is the neigh-
borhood. This time, the individuals are repeat-
edly measured at different time intervals so that
it becomes possible to model changing individ-
ual behaviors within a contextual setting of, say,
neighborhoods.

When different responses/outcomes are corre-
lated, it could be seen as generating a “multivari-
ate” multilevel data structure in which level-1
are sets of response variables measured on indi-
viduals at level-2 nested in neighborhoods at
level-3. The “multivariate responses” could be,
for instance, different aspects of, say, health
behavior (for example, smoking and drinking).
In addition, such responses could be a mix-
ture of “quality” (do you smoke/do you drink)
and “quantity” (how many/how much) produc-
ing “mixed multivariate responses.” The sub-
stantive benefit of this approach is that it is
possible to assess whether different types of
behavior and whether the qualitative and quan-
titative aspects of each behavior are related to
individual characteristics in the same or differ-
ent ways. Additionally, we can also ascertain
whether neighborhoods that are high for one
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behavior are also high for another and whether
neighborhoods with high prevalence of smoking,
for instance, are also high in terms of the number
of cigarettes smoked.

While the previous examples are strictly hier-
archical, in that all level-1 units that form a
level-2 grouping are always in the same group
at any higher level, data structures could be non-
hierarchical. For example, a model of health
behavior (for instance, smoking) could be for-
mulated with individuals at level-1 and both resi-
dential neighborhoods and workplaces at level-2
not nested but crossed and are also called as the
“cross-classified structures.” Individuals are then
seen as occupying more than one set of contexts,
each of which may have an important influence.
For instance, individuals in a particular work-
place may come from different neighborhoods
and individuals in a neighborhood may go to
several worksites.

A related structure occurs when an individ-
ual can be considered to belong simultaneously
to several neighborhoods with the contributions
of each neighborhood being weighted in rela-
tion to its distance (if the interest is spatial) from
the individual. This generates a structure that is
referred to as “multiple membership” data struc-
tures which are non-hierarchical in design. In
summary, between some combinations of hier-
archical structures, cross-classified nesting, and
multiple memberships, a great deal of complex-
ity that is imprinted either explicitly or implic-
itly in data can be incorporated via multilevel
models.

4 The Distinction Between Levels
and Variables

Each of the levels that were discussed in the pre-
vious section (for example, neighborhoods) can
be considered as variables in a regression equa-
tion with an indicator variable specified for each
neighborhood. Conversely, why are many cate-
gorical variables such as gender, ethnicity/race,
and social class not a level? Critical to treat-
ing neighborhoods, for example, as a level is

because neighborhoods are treated as a popula-
tion of units from which we have observed one
random sample. This enables us to draw gen-
eralizations for a particular level (for example,
neighborhoods) based on an observed sample of
neighborhoods. Further, it is more efficient to
model neighborhoods as a random variable given
the (likely) large number of neighborhoods. On
the other hand, gender, for instance, is not a level
because it is not a sample out of all possible
gender categories. Rather, it is an attribute of
individuals. Thus, male or female in our gender
example is a “fixed” discrete category of a vari-
able with the specific categories only contribut-
ing to their respective means. They are not a
random sample of gender categories from a pop-
ulation of gender groupings. Further, we would
usually wish to ascribe a fixed effect to each gen-
der, but not each neighborhood. Rather, we wish
to model an ecologic attribute at the neighbor-
hood level. It is possible to consider “levels” as
“variables”. Thus, when neighborhoods are con-
sidered as a variable, they are typically reflective
of a fixed classification. While this may be use-
ful in certain circumstances, doing so robs the
researcher of the ability to generalize to all
neighborhoods and inferences are only possible
for the specific neighborhoods observed in the
sample.

5 Multilevel Analysis

There are three constitutive components of mul-
tilevel analysis which are now discussed.

5.1 Evaluating Sources of Variation:
Compositional and/or
Contextual

A fundamental application of multilevel meth-
ods is disentangling the different sources of vari-
ations in the outcome. Evidence for variations
in poor health, for instance, between different
neighborhoods can be due to factors that are
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intrinsic to, and are measured at, the neigh-
borhood level. In other words, the variation is
due to what can be described as contextual or
neighborhood effects. Alternatively, variations
between neighborhoods may be compositional,
that is, certain types of people who are more
likely to be in poor health due to their indi-
vidual characteristics happen to be clustered in
certain neighborhoods. The issue, therefore, is
not whether variations between different neigh-
borhoods exist (they usually do), but what is
the primary source of these variations. Put sim-
ply, are there significant contextual differences in
health between neighborhoods, after taking into
account the individual compositional character-
istics of the neighborhood? The notions of con-
textual and compositional sources of variation
have general relevance and they are applicable
whether the context is administrative (for exam-
ple, political boundaries), temporal (for exam-
ple, different time periods), or institutional (for
example, schools or hospitals).

5.2 Describing Contextual
Heterogeneity

Contextual differences may be complex such
that they may not be the same for all types of
people. Describing such contextual heterogene-
ity is another aspect of multilevel analysis and
can have two interpretative dimensions. First,
there may be a different amount of neighbor-
hood variation, such that, for example, for high
social class individuals it may not matter in
which neighborhoods they live (thus a lower
between-neighborhood variation) but it matters
a great deal for the low social class and as such
show a large between-neighborhood variation.
Second, there may be a differential ordering:
neighborhoods that are high for one group are
low for the other and vice versa. Stated sim-
ply, the multilevel analytical question is whether
the contextual neighborhood differences in poor
health, after taking into account the individual

composition of the neighborhood, are different
for different types of population groups.

5.3 Characterizing and Explaining
the Contextual Variations

Contextual differences, in addition to peo-
ple’s characteristics, may also be influenced
by the different characteristics of neighbor-
hoods. Stated differently, individual differences
may interact with context, and ascertaining the
relative importance of individual and neigh-
borhood covariates is another key aspect of
a multilevel analysis. For example, over and
above social class (individual characteristic),
health may depend upon the poverty levels of
the neighborhoods (neighborhood characteris-
tic). The contextual effect of poverty can either
be the same for both the high and the low
social class suggesting that while neighborhood
poverty explains the prevalence of poor health, it
does not influence the social class inequalities in
health. On the other hand, the contextual effects
of poverty may be different for different groups,
such that neighborhood poverty adversely affects
the low social class, but does the opposite for
the high social class. Thus, neighborhood level
poverty may not only be related to average health
achievements but also shapes social inequalities
in health. The analytical question of interest is
whether the effect of neighborhood level socioe-
conomic characteristics on health is different for
different types of people?

Presence of a multilevel data structure along
with an interest in understanding contextual
effects provides substantive as well as technical
motivation to use multilevel statistical models
(Goldstein, 2003; Raudenbush and Bryk, 2002).
We shall not review the basic principles of multi-
level modeling here as they have been described
elsewhere in the context of health research
(Blakely and Subramanian, 2006; Moon et al,
2005; Subramanian et al, 2003), but instead pro-
vide a brief overview of the type of models
invoked for identifying ecological effects.



886 S.V. Subramanian

6 Specifying Multilevel Models

Like all statistical regression equations, multi-
level models have the same underlying function,
which can be expressed as

Response = Fixed/Average Parameters
+(Random/Variance Parameters).

While in a conventional regression model the
random part of the model is usually restricted to
a single term (that are called as “error terms” or
“residuals”), in the multilevel regression model
the focus or innovation is on expanding the
random part of a statistical model.

In order to exemplify multilevel models we
consider the following example. Suppose we are
interested in studying the variation in body mass
index (BMI), as a function of certain individ-
ual and neighborhood predictors. Let us assume
that the researcher collected data on a sample of
50 neighborhoods and, for each of these neigh-
borhoods, a random sample of individuals. We
then have a two-level structure where the out-
come is BMI y, for individual i in neighborhood
j. We will restrict this exemplification to one
individual-level predictor, poverty, x1ij, coded as
0 if not poor and 1 if poor, for every individual
i in neighborhood j, and one neighborhood pre-
dictor, w1 j, a socioeconomic deprivation index
in neighborhood j.

7 Variance Component or Random
Intercepts Model

Multilevel models operate by developing regres-
sion equations at each level of analysis. In the
illustration considered here, models would have
to be specified at two levels, level-1 and level-2.
The model at level-1 can be formally expressed
as

yij = β0j + β1x1ij + e0ij. (56.1)

In this level-1 model, β0j (associated with a
constant, x0ij, which is a set of 1s, and there-
fore, not written) is the mean BMI for the jth

neighborhood for the non-poor group; β1 is
the average differential in BMI associated with
individual poverty status (x1ij) across all neigh-
borhoods. Meanwhile, e0ij is the individual or
the level-1 residual term. To make this a genuine
two-level model we let β0j become a random
variable as

β0j = β0 + u0j, (56.2)

where u0j is the random neighborhood-specific
displacement associated with mean BMI (β0) for
the non-poor group. Since we do not allow, at
this stage, the average BMI differential for the
poor group (β1) to vary across neighborhoods,
u0j is assumed to be same for both groups. Eq.
(56.2) is then the level-2 between-neighborhood
model.

It is worth emphasizing that the “neighbor-
hood effect”, u0j, can be treated in one of two
ways. One can estimate each neighborhood sep-
arately as a fixed effect (that is, treat them as
a variable; with 50 neighborhoods there will
be 49 additional parameters to be estimated).
Such a strategy may be appropriate if the inter-
est is in making inferences about just those
sampled neighborhoods. On the other hand, if
neighborhoods are treated as a (random) sam-
ple from a population of neighborhoods (which
might include neighborhoods in future studies
if one has complete population data), the target
of inference is the variation between neighbor-
hoods in general. Adopting this multilevel sta-
tistical approach makes u0j a random variable at
level-2 in a two-level statistical model.

Substituting the level-2 model (Eq. 56.2) into
level-1 model (Eq. 56.1) and grouping them into
fixed and random part components (the latter
shown in brackets) yields the following com-
bined, also referred to as random intercepts or
variance components, model:

yij = β0 + β1x1ij + (u0j + e0ij). (56.3)

We have now expressed the response yij as the
sum of a fixed part and a random part. Assuming
a normal distribution with a 0 mean, we can
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estimate a variance at level-1 (σ 2
e0: the between-

individual within-neighborhood variation) and
level-2 (σ 2

u0: the between-neighborhood varia-
tion), both conditional on fixed poverty dif-
ferences in BMI. It is the presence of more
than one residual term (or the structure of the
random part more generally) that distinguishes
the multilevel model from the standard lin-
ear regression models or analysis of variance
type analysis. The underlying random structure
(variance–covariance) of the model specified in
Eq. (56.3) is Var[u0j] ∼ N(0, σ 2

u0); Var[e0ij] ∼
N(0, σ 2

e0); and Cov[u0j, e0ij] = 0. It is this aspect
of the regression model that requires spe-
cial estimation procedures in order to obtain
satisfactory parameter estimates (Goldstein,
2003).

The model specified in Eq. (56.3) with the
above random structure is typically used to par-
tition variation according to the different lev-
els, with the variance in yij being the sum of
σ 2

u0 and σ 2
e0. This leads to a statistic known as

intraclass correlation, or intra-unit correlation,
or more generally variance partitioning coeffi-
cient (Goldstein et al, 2002), representing the
degree of similarity between two randomly cho-
sen individuals within a neighborhood. This can
be expressed as

ρ = σ 2
u0

σ 2
u0 + σ 2

e0

. (56.4)

Note that Eq. (56.3) estimates a variance
based on the observed sample of neighborhoods.
While this is important to establish the over-
all importance of neighborhoods as a unit or
level, another quantity of interest may pertain
to estimating whether living in neighborhood
j1, as compared to neighborhood j3, for exam-
ple, predicts a different BMI conditional on
compositional influences of covariates. Given
Eq. (56.3), we can estimate for each level-2
a unit:

û0j = E(u0j|Y , β̂, �̂) (56.5)

The quantity û0j is referred to as “estimated”
or “predicted” residuals, or using Bayesian ter-

minology, as “posterior” residual estimates, and
is calculated as

û0j = rj × σ 2
u0

σ 2
u0 + σ 2

e0/nj
, (56.6)

where σ 2
u0 and σ 2

e0 are as defined above, rj is
the mean of the individual-level raw residuals for
neighborhood j, and nj is the number of individ-
uals within each neighborhood j. This formula
for û0j uses the level-1 and level-2 variances and
the number of people observed in neighborhood
j to scale the observed level-2 residual (rj). As
the level-1 variance declines or the sample size
increases, the scale factor approaches 1 and thus
estimated û0j approaches rj.

These neighborhood-level residuals are ran-
dom variables that are seen to be coming from
a distribution and whose parameter values quan-
tify the variation among the higher level or
neighborhood units (Goldstein, 2003). Another
interpretation is that each û0j estimates neigh-
borhood j’s departure from the expected mean
outcome. This interpretation is premised on the
assumption that each neighborhood belongs to
a population of neighborhoods, and the dis-
tribution of the population provides informa-
tion about plausible values for neighborhood
j (Goldstein, 2003). For a neighborhood with
only a few individuals, we can obtain more
precise estimates by combining the population
and neighborhood-specific observations than if
we were to ignore the population membership
assumption and use only the information from
that neighborhood. When the estimated residu-
als at higher level units are of interest in their
own right, we need to provide standard errors,
interval estimates, and significance tests as well
as point estimates for them (Goldstein, 2003).

8 Modeling Places: Fixed
or Random?

It is worth drawing parallels between the multi-
level or a random-effects model Eq. (56.3) and
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the conventional ordinary least squares or fixed-
effects regression model. Consider the fixed-
effects model, whereby the neighborhood effect
is estimated by including a dummy for each
neighborhood, as shown below:

yij = β0 + βxij + βNj + (e0ij), (56.7)

where Nj is a vector of dummy variables for
N − 1 neighborhoods. The key conceptual dif-
ference between the fixed and the random-effects
approach to modeling neighborhoods is that
while the fixed part coefficients are estimated
separately, the random part differentials (u0j) are
conceptualized as coming from a distribution
(Goldstein, 2003). This conceptualization results
in three practical benefits (Jones and Bullen,
1994):

(i) pooling information between neighbor-
hoods, with all the information in the data
being used in the combined estimation of
the fixed and random part; in particular, the
overall regression terms are based on the
information for all neighborhoods;

(ii) borrowing strength, whereby
neighborhood-specific relations that
are imprecisely estimated benefit from the
information for other neighborhoods; and

(iii) precision-weighted estimation, whereby
unreliable neighborhood-specific fixed
estimates are differentially down-weighted
or shrunk toward the overall city-wide
estimate. A reliably estimated within-
neighborhood relation will be largely
immune to this shrinkage.

The random-effects and the fixed-effects
estimates for each neighborhood, meanwhile,
are related (Jones and Bullen, 1994). The
neighborhood-specific random intercept (β0j) in
a multilevel model is a weighted combination of
the specific neighborhood coefficient in a fixed-
effects model (β∗

0j) and the overall multilevel
intercept (β0), in the following way:

β0j = wjβ
∗
0j + (1 − w)β0, (56.8)

with the overall multilevel intercept being a
weighted average of all the fixed intercepts:

β0

(∑
wjβ

∗
0j

) /∑
wj. (56.9)

Each neighborhood weight is the ratio of the
true between-neighborhood parameter variance
to the total variance, which additionally includes
sampling variance resulting from observing a
sample from the neighborhood. Consequently,
the weights represent the reliability or precision
of the fixed terms:

wj = σ 2
uo

υ2
j + σ 2

uo

, (56.10)

where the random sampling variance of the fixed
parameter is

υ2
j = σ 2

e

nj
, (56.11)

with nj being the number of observations within
each neighborhood. When there are genuine dif-
ferences between the neighborhoods and the
sample sizes within a neighborhood are large, the
sampling variance will be small in comparison
to the total variance. As a result, the associ-
ated weight will be close to 1, with the fixed
neighborhood effect being reliably estimated,
and the random effect neighborhood estimate
will be close to the fixed neighborhood effect.
As the sampling variance increases, however, the
weight will be less than 1 and the multilevel
estimate will increasingly be influenced by the
overall intercept based on pooling across neigh-
borhoods. Shrinkage estimates allow the data to
determine an appropriate compromise between
specific estimates for different neighborhoods
and the overall fixed estimate that pools informa-
tion across places over the entire sample (Jones
and Bullen, 1994).

Importantly, the fixed-effects approach to
modeling neighborhood differences using cross-
sectional data is not a choice for a typical
multilevel research question, where there is an
intrinsic interest in an exposure measured at the
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level of neighborhood such as the one speci-
fied in Eq. (56.3); in such instances, a multilevel
modeling approach is a necessity. This is because
the dummy variables associated with the neigh-
borhoods (measuring the fixed effects of each
neighborhood) and the neighborhood exposure
is perfectly confounded and, as such, the latter is
not identifiable (Fielding, 2004). Thus, the fixed-
effects specification to understand neighborhood
differences is unsuitable for the sort of com-
plex questions which multilevel modeling can
address.

9 Random Coefficient or Random
Slopes Model

We can expand the random structure in Eq.
(56.3) by allowing the fixed effect of individual
poverty (β1) to randomly vary across neighbor-
hoods in the following manner:

yij = β0j + β1jx1ij + e0ij. (56.12)

At level-2, there will now be two models:

β0j = β0 + u0j, (56.13)

β1j = β1 + u1j. (56.14)

Substituting the level-2 models in Eqs.
(56.13) and 56.14 into the level-1 model in Eq.
(56.12) gives

yij = β0 + β1x1ij + (u0j + u1jx1ij + e0ij).
(56.15)

Across neighborhoods, the mean BMI for
non-poor is β0, the mean BMI for the poor is
β0 + β1, and the mean “poverty-differential” is
β1. The poverty differential is no longer con-
stant across neighborhoods, but varies by the
amount u1j around the mean β1. Such models
are also referred to as random slopes or ran-
dom coefficient models. These models have a

much more complex variance–covariance struc-
ture than before:

Var

[
u0j

u1j

]
∼ N

(
0,

[
σ 2

u0
σu0u1σ

2
u1

])
(56.16)

and

Var[e0ij] ∼ N(0, σ 2
e0). (56.17)

With this formulation, it is no longer straight-
forward to think in terms of a summary intraclass
correlation statistic ρ as the level-2 variation is
now a function of a individual predictor variable
x1ij. In our exemplification when x1ij is a dummy
variable, we will have two variances estimated at
level-2: one for non-poor which is

σ 2
u0 (56.18)

and one for poor which is

σ 2
u0 + 2σuou1x1ij + σ 2

u1x2
1ij. (56.19)

That is, level-2 variation will be a “quadratic”
function of the individual predictor variable
when x1ij is a continuous predictor. Thus the
notion of “random intercepts and slopes”, while
intuitive, is not entirely appropriate. Rather, what
these models are really doing is modeling vari-
ance as some function (constant, quadratic, or
linear) of a predictor variable (Subramanian et al,
2003).

Building on the above perspective of mod-
eling the variance–covariance function (as
opposed to “random intercepts and slopes”), we
can extend the concept to modeling variance
function at level-1. It is extremely common to
assume that the variance is “homoskedastic” in
the random part at level-1 (σ 2

e0; Eq. (56.15)),
and indeed, researchers seldom report whether
this assumption was tested or not. One strategy
would be to model the different variances for
poor and non-poor of the following form:

yij = β0 + β1x1ij + (u0j + u1jx1ij

+e1ijx1ij + e2ijx2ij),
(56.20)
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where, x1ij = 0 for non-poor, 1 for poor, and the
new variable x2ij = 1 for non-poor, 0 for poor,
with σ 2

e1 giving the variance for poor and
σ 2

e2 giving the variance for non-poor, and
Cov[e1ij, e2ij] = 0. There are other parsimonious
ways to model level-1 variation in the presence
of a number of predictor variables (Goldstein,
2003; Subramanian et al, 2003). With this spec-
ification, we do not have an interpretation of the
random level-1 coefficients as “random slopes”
as we did at level-2. The level-1 parameters,
σ 2

e1 and σ 2
e1, describe the complexity of level-

1 variation, which is no longer homoskedastic
(Goldstein, 2003). Anticipating and modeling
heteroskedasticity or heterogeneity at the indi-
vidual level may be important in multilevel anal-
ysis as there may be cross-level confounding
– what may appear to be neighborhood het-
erogeneity (level-2) to be explained by some
ecological variable could be due to a failure to
take account of the between-individual (within-
neighborhood) heterogeneity (level-1).

10 Modeling the Fixed Effect
of a Neighborhood Predictor

An attractive feature of multilevel models – one
that is perhaps most commonly used in health
and social science research – is their utility
in modeling neighborhood and individual char-
acteristics, and any interaction between them,
simultaneously. We will consider the underly-
ing level-2 model related to Eq. (56.20), which
is exactly the same as specified in Eqs. (56.13)
and (56.14), but now including a level-2 predic-
tor: w1j, the deprivation index for neighborhood
j:

β0j = β0 + α1w1j + u0j, (56.21)

β1j = β1 + α2w1j + u1j. (56.22)

Note that the separate specification of micro
and macro models correctly recognizes that
the contextual variables (w1j) are predictors of

between-neighborhood differences. The exten-
sion of Eq. (56.20) will now be

yij = β0 + β1x1ij + α1w1j + α2w1jx1ij

+(u0j + u1jx1ij + e1ijx1ij + e2ijx2ij).
(56.23)

The combined formulation in Eq. (56.23)
highlights an important feature, the presence
of an interaction between a level-2 and level-
1 predictor (w1j · x1ij), represented by the fixed
parameter α2. Now, α1 estimates the marginal
change in BMI for a unit change in the neigh-
borhood deprivation index for the non-poor and
α2 estimates the extent to which the marginal
change in BMI for unit change in the neighbor-
hood deprivation index is different for the poor.
This multilevel statistical formulation allows
cross-level effect modification or interaction
between individual and neighborhood character-
istics to be robustly specified and estimated.

In summary, multilevel models are concerned
with modeling both the average and the vari-
ation around the average, at different levels.
To accomplish this they consist of two sets of
parameters: those summarizing the average rela-
tionships(s) and those summarizing the variation
around the average at both the level of indi-
viduals and neighborhoods. Models presented
in the preceding section can be easily adapted
to other structures with nesting of level-1 units
within level-2 units. Additionally, these mod-
els can be extended to three or more levels.
While the preceding discussion considered a
single normally distributed response variable
for illustration, multilevel models are capable
of handling a wide range of responses. These
include binary outcomes, proportions (as logit,
log–log, and probit models), multiple categories
(as ordered and unordered multinomial models),
and counts (as Poisson and negative binomial
distribution models). In essence, these models
work by assuming a specific, “non-Gaussian”
distribution for the random part at level-1, while
maintaining the normality assumptions for ran-
dom parts at higher levels. Consequently, the
discussion presented in this entry focusing at
the neighborhood level would continue to hold
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regardless of the nature of the response variable,
with some exceptions. For instance, determining
intraclass correlation or partitioning variances
across individual and neighborhood levels in
complex non-linear multilevel logistic models is
not straightforward (see elsewhere for details:
(Browne et al, 2005; Goldstein et al, 2002)).

11 Exploiting the Flexibility
of Multilevel Models
to Incorporating “Realistic”
Complexity

Current implementations of multilevel models
have generally failed to exploit the full capa-
bilities of the analytical framework (Leyland,
2005; Moon et al, 2005; Subramanian, 2004).
Much, if not all, of the current research link-
ing neighborhoods and health is cross-sectional
and assumes a hierarchical structure of individu-
als nested within neighborhoods. This simplistic
scenario ignores, for instance, the possibility that
an individual might move several times and as
such reflect neighborhood effects drawn from
several contexts or that other competing contexts
(for example, schools, workplaces, and hospi-
tal settings) may simultaneously contribute to
contextual effects. Figure 56.2 provides a visual
illustration of one complex, but realistic mul-
tilevel structure for neighborhoods and health
research, where time measurements (level-1)

are nested within individuals (level-2) who are
in turn nested within neighborhoods (level-3).
Importantly, individuals are assigned different
weights for the time spent in each neighborhood.
For example, individual 25 moved from neigh-
borhood 1 to neighborhood 25 during the time
period t1–t2, spending 20% of her time in neigh-
borhood 1 and 80% in her new neighborhood.
This multiple membership design would allow
control of changing context as well as changing
composition. Such designs could be extended
to incorporate memberships to additional con-
texts, such as workplaces or schools. It can also
be extended to enable consideration of weighted
effects of proximate contexts (Langford et al,
1998). So, for example, the geographic distribu-
tion of disease can be seen not only as a matter
of composition and the immediate context in
which an outcome occurs but also as a conse-
quence of the impact of nearby contexts with
nearer areas being more influential than more
distant ones. This is also called spatial autocor-
relation and forms an important area of spatial
statistical research (Lawson, 2001). While such
analyses require high-quality longitudinal and
context-referenced data, models that incorporate
such “realistic complexity” (Best et al, 1996)
are likely to improve our understanding of true
neighborhood effects. While the foregoing dis-
cussion provides a sound rationale to adopt a
multilevel analytic approach for modeling eco-
logic effects, they obviously do not overcome the
limitations intrinsic to any observational study
design, single-level or multilevel.

Fig. 56.2 Multilevel structure of repeated measure-
ments of individuals over time across neighborhoods
with individuals having multiple membership to different

neighborhoods across the time span
Source: Subramanian (2004)
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12 Summary

The multilevel statistical approach – an approach
that explicitly models the correlated nature of
the data arising either due to sampling design or
because populations are clustered – has a number
of substantive and technical advantages.

From a substantive perspective, it circum-
vents the problems associated with ecological
fallacy (the invalid transfer of results observed
at the ecological level to the individual level);
individualistic fallacy (occurs by failing to take
into account the ecology or context within which
individual relationships happen); and atomistic
fallacy (arises when associations between indi-
vidual variables are used to make inferences on
the association between the analogous variables
at the group/ecological level). The issue common
to the above fallacies is the failure to recog-
nize the existence of unique relationships being
observable at multiple levels and each being
important in its own right. Specifically, one can
think of an individual relationship (for exam-
ple, individuals who are poor are more likely
to have poor health); an ecological–contextual
relationship (for example, places with a high
proportion of poor individuals are more likely
to have higher rates of poor health); and an
individual–contextual relationship (for example,
the greatest likelihood of being in poor health is
found for poor individuals in places with a high
proportion of poor people). Multilevel models
explicitly recognize the level-contingent nature
of relationships.

From a technical perspective, the multilevel
approach enables researchers to obtain statis-
tically efficient estimates of fixed regression
coefficients. Specifically, using the clustering
information, multilevel models provide correct
standard errors and thereby robust confidence
intervals and significance tests. These generally
will be more conservative than the traditional
ones that are obtained simply by ignoring the
presence of clustering. More broadly, multilevel
models allow a more appropriate and realistic
specification of complex variance structures at
each level. Multilevel models are also precision

weighted and capitalize on the advantages that
accrue as a result of “pooling” information from
all the neighborhoods to make inferences about
specific neighborhoods.

While the advances in statistical research and
computing have shown the potential of multi-
level methods for health and social behavioral
research there are issues to be considered while
developing and interpreting multilevel applica-
tions. First, it is important to clearly motivate
and conceptualize the choice of higher levels
in a multilevel analysis. Second, establishing
the relative importance of context and compo-
sition is probably more apparent than real and
necessary caution must be exercised while con-
ceptualizing and interpreting the compositional
and contextual sources of variation. Third, it
is important that the sample of neighborhoods
belong to well-defined population of neighbor-
hoods such that the sample shares exchangeable
properties that are essential for robust inferences.
Fourth, it is important to ensure adequate sample
size at all levels of analysis. In general, if the
research focus is essentially on neighborhoods
then clearly the analysis requires more neighbor-
hoods (as compared to more individuals within a
neighborhood). Lastly, like all quantitative pro-
cedures, the ability of multilevel models to make
causal inferences is limited and innovative strate-
gies including randomized neighborhood-level
research designs (via trials or natural experi-
ments) in combination with multilevel analytical
strategy may be required to convincingly demon-
strate causal effects of social contexts such as
neighborhoods.
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Chapter 57

Structural Equation Modeling in Behavioral
Medicine Research

Maria Magdalena Llabre

1 Introduction

Structural equation modeling (SEM) is a broad
data analytic framework that can subsume most
of the analyses performed within the behav-
ioral medicine research field. Over the past 30
years SEM has gone from a novel methodol-
ogy to mainstream statistical analysis, expanding
beyond general linear models to address nonlin-
ear models, categorical outcomes, and multilevel
models, to name a few. While SEM was ini-
tially considered to be most useful for testing
causal models, the heuristic aspects of the frame-
work go beyond causal hypothesis testing. In
fact, the specification of the models, a necessary
step in SEM, is a valuable tool in itself, help-
ing researchers better understand their research
questions and their data. Models are specified
either through a system of structural equations
or through a path diagram. The path diagram is a
valuable way to visually describe how variables
are expected to relate to one another within a
specified research context, forcing the researcher
to think critically about every variable relevant to
the phenomenon under study.

This chapter is designed to provide a brief
overview of principles and current topics in
SEM. The chapter strives for breadth rather
than depth, but will give readable references

M.M. Llabre (�)
Department of Psychology, University of Miami,
P.O. Box 24-8185, Coral Gables, FL 33124, USA
e-mail: mllabre@miami.edu

for those interested in delving deeper into any
one topic. I begin with an introduction to the
framework and provide a general overview of
relevant aspects of SEM. I present some hypo-
thetical examples and also provide a few refer-
ences to published examples. Readers interested
in a more technical introduction may want to
read Bollen (1989) or the more recent work by
Kaplan (2000). Those who want a very readable
conceptual introduction are referred to Kline
(2010). New developments have been described
in many places, including some edited books
such as Marcoulides and Schumaker (2001) and
Hancock and Mueller (2006).

2 Model Specification

SEM is most useful when the data analysis is
based on theory. That is partly because a nec-
essary first step in any SEM analysis is the
specification of the model to be tested. A model
includes the observed variables to be analyzed,
the constructs to be inferred, the unobserved but
ever present errors or disturbances, and the ways
in which these observed and unobserved vari-
ables are related to one another. All statistical
analyses are based on some model. For example,
when conducting an independent t-test we imply
a simple linear model, which we do not bother to
specify but which is

Y = α + βX + e,

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_57, 895
© Springer Science+Business Media, LLC 2010
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where X is a 0, 1 dummy coded variable. The
parameters in this model include α and β, the
structural parameters, as well as the variances of
X and e. α is the mean of the group coded 0 and
β is the difference between the means of the two
groups. The t-test is the test of the β, obtained
by dividing its sample estimate by its standard
error. Multiple regression analysis is based on
a more general linear model which we some-
times present. As we move toward more complex
models, there is a greater need to describe them.
Because of the multivariate nature of SEM, the
models can have multiple equations, and each
must be specified.

2.1 Notation

While this chapter will keep formulas and nota-
tion to a minimum, some basic definitions are
necessary. We will use X or Y to indicate
observed variables, also called indicators. X will
be used for exogenous variables, those vari-
ables whose causes are not part of our model,
and Y for endogenous variables, the variables
whose causes are posited by our model. These
are the variables we measure, the operational
definitions of our constructs. In SEM we can
go beyond observed variables and work with
latent variables, the constructs of interest to us.
A latent variable, like a construct, cannot be
observed directly, but is inferred from the covari-
ances among its indicators. For example, we
cannot observe depression directly, but diag-
nose it from responses to a structured interview
that cover affective, cognitive, behavioral, and
somatic reported symptoms (APA, 1994). We
will use F to denote a latent variable, also
referred to as a factor. Errors will be identi-
fied with the symbols E or D. The distinction
lies in the use of D, a disturbance, to indi-
cate the residuals associated with unmeasured
variables in a prediction equation not part of a
measurement model, while E will be restricted
to those equations that relate latent variables to
their indicators in a measurement model.

Many find it easier to specify the model with a
path diagram rather than with a system of equa-
tions. But for many computer programs (AMOS
is an exception; Arbuckle, 2003), the diagram
must be converted to model equations. We will
first consider model specification with a diagram
which we will then convert to a set of equations.

2.2 Path Diagram

Let us consider an example of a hypothetical
overly simplistic model in behavioral medicine
research. Many of us believe that stress influ-
ences health because stress activates the sym-
pathetic nervous system (SNS) as well as the
immune system, two important pathways linking
the mind and the body. Suppose we have col-
lected a measure of perceived stress from a sam-
ple of participants on three separate occasions
during a 1-month period, as well as physiolog-
ical measures of stress reactivity in the form of
blood pressure reactivity and C-reactive protein
(CRP) levels assayed from blood. In this popula-
tion the relevant indicators of health might be a
rating of fatigue, the number of visits to the doc-
tor, and a general rating of health, all in reference
to the previous month. At this point we will focus
on a few key features in the example to describe
the elements of a path diagram. These elements
are ovals, rectangles, and arrows. The arrows are
either single headed or double headed. Single-
headed arrows indicate direct effects called path
coefficients (β’s). Double-headed arrows indi-
cate covariance which, when both arrows point
to the same variable, is a variance. In Fig. 57.1
we see that stress and health are shown in ovals
because they are latent variables, not directly
observed. The observed variables are shown
in rectangles. Errors and disturbances are also
shown in ovals because they, also, cannot be
directly observed. The direct effects of errors and
disturbances on the variables are always fixed to
equal 1. This is necessary to be able to iden-
tify the models. Stress is the underlying latent
variable manifested in the observed measures of
perceived stress. This relationship is depicted by
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Fig. 57.1 Path diagram of mediators of stress and health with latent variables

an arrow stemming from the stress latent vari-
able and pointing to each of the three observed
measures of perceived stress.

Similarly, health is an underlying construct
that determines the observed measures of
fatigue, number of doctor’s visits, and general
rating of health. These relationships between the
latent variable and its indicators represent the
measurement model aspect of the SEM. Each
of the indicators is measured with some error;
they are not perfectly valid and/or reliable. The
measurement error in each indicator is captured
by the ovals with the E labels in each. These
measurement errors contain other influences on
the measures of either stress or health that may
be specific to how or when the measures were
taken. The path diagram also indicates the rela-
tion between stress and health is not direct, but
rather mediated (see Chapter 55) by two dif-
ferent pathways: blood pressure reactivity and
CRP. This part of the model represents the struc-
tural aspect of SEM. The mediator variables are
measured with a single indicator each, which
is a weakness in this model. The assumption is
that they have been measured with perfect reli-
ability (an assumption we generally make in all
analyses that do not incorporate a measurement
model). Reactivity, CRP, and the latent variable
of health are all endogenous. In other words, the
model specifies its predictors, but this prediction

is not perfect; thus a disturbance term is specified
for each. The arrows in the path diagram are
model parameters to be estimated.

We can now translate our diagram into a
set of structural equations. We begin with the
equations for the measurement model with one
equation for each indicator as shown below. For
simplicity, we initially work with centered vari-
ables and the equations will have intercepts of
zero:

X1 = λ1F1 + E1,
X2 = λ2F1 + E2,
X3 = λ3F1 + E3,
X4 = λ4F2 + E4,
X5 = λ5F2 + E5,
X6 = λ6F2 + E6.

(57.1)

In terms of the structural aspect of the model
we have three equations corresponding to the
three endogenous variables:

Y1 = β1F1 + D1,
Y2 = β2F1 + D2,
F2 = β3Y1 + β4Y2 + D3.

Note that the path diagram does not specify
double-headed curved arrows among residuals
or between residuals and other predictors, thus
assuming independence of errors.



898 M.M. Llabre

The purpose of the analysis of this model will
be twofold. First, we wish to test whether the
specified model fits the data well. And simul-
taneously, we want to estimate the parameters
and test them for significance. In particular we
wish to estimate the direct effects from stress to
the indicators of SNS and CRP and, in turn, the
extent to which those indicators predict health.
Once we have estimated direct effects, we will
also want to quantify the indirect effect for a test
of mediation.

3 Parameter Estimation
and Model Fit

The popularity of SEM results from advances
in methods of estimation of the structural equa-
tion parameters. Karl Joreskog (see Cudeck
et al, 2001, for references to his work and
new areas of development) and the LISREL
program (Joreskog and Sorbom, 1996) made
this framework accessible to applied researchers.
In addition to LISREL other software pro-
grams currently available to conduct these
analyses include EQS (Bentler, 1995), AMOS
(Arbuckle, 2003), Mx (Neal et al, 2002), and
Mplus (Muthen and Muthen, 1998–2004). For
a description of these and other programs, see
Kline (2010).

The most common method of estimation used
in these programs is maximum likelihood (ML),
performed iteratively to arrive at an admissible
solution. The idea is as follows: Once a model is
specified, such as that in Fig. 57.1, one can make
initial guesses at the values of the parameter esti-
mates. In fact, if we had superpowers and knew
the population values for those parameters, given
our model, we could work backward and tell the
values of the variances and covariances of our
variables. These would form the model-implied
variance–covariance matrix which we will label
Σ(�). For our data with eight indicators it would
be an 8 × 8 variance–covariance matrix with
variances along the diagonal and covariances in
the off-diagonals. For illustration, let us take the

third structural equation (1): Y3 = β3F1 + D3.
If we know the values of β3, the variance of
F1, and the variance of D3, we could calculate
the variance of Y3, as implied by the equation
because Var (Y3) = β32 × Var(F1) + Var(D3),
using covariance algebra. This will hold for other
variances and covariances as well. We can then
compare the model-implied variance–covariance
matrix to the one generated from the data, which
we will call Σ , to test the hypothesis that the
model fits the data:

H0 : � = �(�).

One minor problem is that we do not know
the values of the population parameters, but
have to estimate them from the data. The algo-
rithms used by the computer programs perform
the parameter estimation and test of model fit
simultaneously and iteratively. They begin with
starting values, guesses about the values of these
parameters, which are used to generate a model-
implied matrix. The model-implied matrix is
compared to the data-based matrix for a cal-
culation of a residual matrix. If the residuals
are large, model parameters are modified in
an attempt at minimizing the residuals. In ML
estimation a fit function is used such that the
parameter values estimated have the greatest
likelihood of having given rise to the sample
values obtained, assuming a multivariate normal
distribution. For more detailed explanations of
this and other methods of estimation, see Bollen
(1989).

The typical output from a computer analysis
will have indices of model fit, as well as the
parameter estimates, their standard errors, and
z-values used to test them for statistical signif-
icance. The primary statistic used in testing the
hypothesis of perfect fit is a χ2 obtained by mul-
tiplying N–1 times the minimum value of the
ML fit function. A nonsignificant χ2 is indica-
tive of good model fit, but may be difficult to
obtain with large samples because of its direct
dependence on sample size. With large samples,
even small differences between the two matri-
ces may be picked up as indicative of lack of fit.
Several other indices have been developed and
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proposed as either alternatives or companions to
the χ2. The ones that have been recommended
and are included in current versions of computer
programs are the comparative fit index (CFI;
Bentler, 1990), the root mean squared error of
approximation (RMSEA; Steiger, 1990), and the
standardized root mean residual (SRMR). As the
name indicates, CFI compares the fit of the spec-
ified model to a null model which posits no
relationships among the variables. Models with
values of CFI greater than 0.95 are desirable (Hu
and Bentler, 1999). The RMSEA is based on a
non-central χ2 distribution, the distribution of
the test statistic under the alternative hypothe-
sis, and measures the degree of lack of fit of the
model per degree of freedom. Values less than
0.06 are considered indicative of models with
close fit to the data. A value of 0.08 for any
given standardized residual is considered accept-
able and so when the average value across all
residuals (SRMR) is less than 0.10, the model
is considered acceptable.

Beyond overall measures of fit, it is impor-
tant to make sure that parameter estimates make
sense in relation to the problem being inves-
tigated. For example, variances should all be
positive and the signs of effects in the expected
direction.

Examples of SEM are not as common in the
behavioral medicine literature as they are in the
social sciences. One recent example is work
by Bleil et al (2008) who tested a model of
cardiac autonomic function, measured by high
frequency heart rate variability, predicted by
negative emotions. Another example is the work
by Weaver et al (2005) who tested a stress and
coping model of medication adherence and its
relation to viral load in HIV-positive individuals,
including a test of an alternative model. Testing
of alternative models is uncommon but neces-
sary to strengthen the causal inferences often
associated with SEM. Sometimes researchers
improperly assume that models that fit the data
represent reality, without recognizing there are
always multiple alternative models that fit just
as well. Models can be rejected but not proven.
This is not to suggest that causal inference can
never be entertained, but rather to remind readers

of the importance of considering design features
such as the use of longitudinal data, instrumen-
tal variables, randomization, experimentation, or
inclusion of other variables that help dissect
confounded relations.

Alternative models that are nested can be
compared statistically. Nested models are mod-
els that have the same variables but where the
parameters estimated in one model represent a
subset of the parameters estimated in the more
general model. When models are nested, the
difference between their χ2 is also a χ2 and,
therefore, the difference can be tested for sta-
tistical significance, with degrees of freedom
calculated from the difference in degrees of free-
dom between the two models. When the result
of the difference test is statistically significant,
the more general model with more parame-
ters estimated should be retained. On the other
hand, when the result is not significant, the more
parsimonious model should be retained. Often,
alternative models are not nested and the χ2 dif-
ference test cannot be used. In that case, there
are alternative descriptive indices, such as the
Akaike Information Criterion (Akaike, 1974) or
the Bayesian Information Criterion (Schwarz,
1978), that take both fit and parsimony into con-
sideration. For both lower indices are associated
with preferred models.

3.1 Path Analysis

If instead of latent variables for measuring stress
and health in the path diagram of Fig. 57.1 we
had a single indicator for each one, the result-
ing model would be a path analysis model shown
in Fig. 57.2. Path analysis is a special case of
SEM where all variables are observed (except for
the errors) and assumed to be perfectly reliable.
To the extent the reliability assumption is true,
the path coefficients from the path model ver-
sus the structural model should be the same. But
when reliability is not perfect, and the indicators
contain measurement error, the path coefficients
from the path model will be biased, typically
underestimated.
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Path analysis models have the direction of
effects going one way only. These are called
recursive models. Recursive models are all iden-
tified, meaning solutions may be obtained for all
of the parameters in the model. When effects go
both ways, say X to Y and also Y to X, the mod-
els are no longer path analysis models. These
models are called nonrecursive. Under certain
conditions nonrecursive models can be identi-
fied and analyzed in SEM. While the issue of
identification will not be covered in this chap-
ter, it is worth pointing out that a necessary
condition for identification of any model is that
the number of parameters to be estimated be
less than or equal to the number of variances
and covariances in the data. This will always
be true for path analysis models. If our model
has, for example, p = 4 variables, there will
be p × (p + 1)/2 or 4 × (4 + 1)/2 = 10 unique
variances and covariances. This is the informa-
tion used for model estimation. In our model in
Fig. 57.2 there are q = 8 parameters to be esti-
mated. The difference between p and q is the
degrees of freedom (df). When df is 0, the model
is just identified and cannot be tested for model
fit because it fits the data perfectly, meaning the
model-implied variance–covariance matrix per-
fectly matches the one obtained from the data.
These models are also called saturated models.
In this case the focus is not on model fit but

rather on estimation of model parameters, their
test of significance, and the explanatory power
of the model. When df is greater than 0, as is the
case in our example, the model is overidentified
and model fit can be tested. The 2 df (10 – 8)
imply that there are two different ways in which
our model could be incorrect. In our example,
they come from the fact that we specified com-
plete mediation between stress and health, i.e.,
there is no direct effect linking those two vari-
ables (1 df). Also, the two mediators are not
specified to be correlated in this model beyond
what results from sharing the common predictor
of stress (1 df). There is neither a single-headed
nor a double-headed arrow linking those two. If
either one of those conditions is true our model
will be rejected.

3.2 Model Parameters

It is worth taking time to consider model param-
eters in the structural aspect of SEM. The param-
eters of primary interest are the path coeffi-
cients, the direct effects among the variables.
Also counted as parameters are the variances of
the disturbances and any covariances they may
share. These covariances represent shared vari-
ance among endogenous variables that are exter-
nal to the model. If converted to correlations,
these would be partial correlations, controlling
for the explanatory variables in the model. The
variances and covariances among the exogenous
variables are also counted as model parameters.

4 Measurement Model

One of the key features of SEM that distin-
guishes it from other general linear models is
the ability to incorporate a measurement model
for the constructs of interest while simultane-
ously analyzing their interrelations. Often when
we work with observed variables we forget they
are frequently measured with some amount of
error. Classical test theory (Crocker and Algina,
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1986) reminds us that an observed score is made
up of two components, a true score and an error
score as depicted below:

X = T + E.

When we assess the reliability of a mea-
surement procedure, we are estimating the pro-
portion of variance in an observed score that
is true score or that is not error. This can be
accomplished in several ways, most of which
assume parallel measurement. Parallel measures
are measures of the same construct with the
same metric (units of measurement) and equal
error variances. I purposely chose to include
the same measure of perceived stress taken at
three different times to assess the stress con-
struct in Fig. 57.1 to make this point. These three
measures are parallel if the path coefficients (λ,
factor loadings) from the stress latent variable to
the three indicators all equal 1, and if the three
error variances are equal to each other. In that
case the retest reliability of the stress measure
may be estimated by taking the variance of the
stress latent variable and dividing it by the vari-
ance of the stress latent variable plus the error
variance. This proportion of variance in the total
that is explained by the latent variable is reported
in most SEM programs:

Reliability = Var(F1)/[Var(F1) + Var(E)].

The stress latent variable is defined by the
shared variance among the three parallel mea-
sures and does not contain random measurement
error. The error variance is separate because
under the assumption of independence, it does
not contribute to the shared variance. Thus, when
we estimate the effect of stress on, say blood
pressure reactivity, the stress latent variable does
not introduce random noise to that estimation.
It follows that anytime a researcher can work
with a latent variable based on multiple indica-
tors, she/he has the advantage of eliminating a
source of error and bias. One way to improve
upon our model in Fig. 57.1 would be to add
multiple measures of blood pressure reactivity as
well as multiple measures of CRP.

In SEM this measurement model is not
restricted to multiple parallel measures. The
SEM measurement model is more general. It
is called a congeneric model. In a congeneric
model the indicators are assumed to reflect a
unidimensional latent variable. But they do not
need to have the same metric nor equal error
variances. The measurement model of health
represents this type of congeneric model. Its
three indicators reflect different aspects of health
(or lack thereof) quantified in different ways
with varying amounts of measurement error. The
health latent variable still represents the shared
variance among the three indicators. Because
this latent variable is not an observed quantity it
does not have a metric of its own. Unlike the sit-
uation with parallel measurement where the met-
ric is constant across the indicators and is applied
to the latent variable, in a congeneric model the
researcher decides which of the indicators will
contribute its metric in order to identify the latent
variable. In the absence of either a gold standard
or a most reliable indicator, this decision is arbi-
trary. But although it will influence the parameter
estimates that are metric based, in most situa-
tions it does not influence model fit. This metric
assignment is done by fixing the loading for the
selected indicator to a value of 1, instead of esti-
mating it. As is the interpretation of a regression
coefficient, the value 1 implies a change of 1
unit in X4 for every change of 1 unit in F2, a
one-to-one correspondence:

X4 = 1F2 + E4.

The loadings for the other indicators are
freely estimated. An alternative way to assign a
metric to a latent variable is to standardize it by
giving the latent variable a variance of 1.

SEM measurement models are also more
common in psychology than in behavioral
medicine. Shen and colleagues (2006) used a
second-order model to examine the structure of
the metabolic syndrome. My colleagues and I
(Llabre et al, 2006) also used a second-order
model to separate estimates of reliability and
validity in measures of medication adherence.
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These examples show that measurement models
are relevant to behavioral medicine.

4.1 Measurement Model Parameters

In strictly measurement models, the parameters
to be estimated are the factor loadings (except for
the indicator which sets the metric), the measure-
ment error variances, the variances of the latent
variables, and the covariances among latent vari-
ables when there are more than one. Sometimes,
some error covariances are also estimated. This
happens when some of the measures used to
reflect a latent variable share method variance.

4.2 Formative Indicators

The measurement model previously described
assumes that the latent variable is responsible
for the indicators; thus the arrows flow from the
latent variable to its indicators. In this case the
indicators are “reflective” because they represent
a reflection of the underlying latent variable. In
this type of model one expects for the corre-
lations among the indicators to be moderate to
high, as they share an underlying cause. What
is important is their commonality and not their
uniqueness. In fact, their uniqueness is separated
into the error term. The loss of any one indicator,
when there are many, is not catastrophic, as they
are considered interchangeable.

This type of measurement model does not fit
all situations encountered in behavioral medicine
research. For example, there has been emerg-
ing interest in quantifying childhood socioeco-
nomic status (SES), as it has been shown to find
its way “under the skin” (Miller et al, 2009).
SES is commonly defined in terms of measures
of parent education, income, and occupation,
but each of these is considered a critical piece
of the construct. They in combination define
SES. Similarly, checklists of life events are used
to define what is considered life stress. These
items are not interchangeable, and they are not

always correlated. Individuals who experienced
the death of a parent are not necessarily those
who recently change jobs or whose spouse was
incarcerated. In this case there is no underly-
ing latent variable that generates the indicators;
instead, the indicators define the latent variable.
This type of measurement model is depicted by
arrows pointing from the indicators to the latent
variable and is called formative measurement.
Formative measurement models are more dif-
ficult to work with because they can only be
estimated when the latent variable is used to
predict some subsequent outcome, and different
outcomes can alter the meaning of the latent vari-
able (see Bollen and Lennox, 1991; Howell et al,
2007).

5 Mean Structures

So far we have been concerned with models
that focus on relationships among variables and
have made the assumption that our variables
were centered, meaning we have subtracted the
mean from the original variable to simplify our
equations and eliminate the intercept. This is
appropriate when analyzing covariances or cor-
relations which are invariant when adding or
subtracting constants. However, centering can
be limiting because there are many important
research questions in behavioral medicine that
require retaining information about the means.
For instance, in randomized clinical trials the
focus is often a comparison of two group means.
Questions related to health disparities often
require testing hypotheses about group means.
Longitudinal studies of health outcomes also
often focus on changes in mean levels over time.
Therefore, if the SEM latent variable framework
is to be useful in those situations, we need to
consider means.

When we work with mean structures, our
equations include intercepts. You may recall
when learning about regression that the intercept
was associated with a vector of 1’s in the data.
This is because when we regress a variable, say
Y, on the constant 1, the regression coefficient
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is the mean of Y. Also, if we regress a variable
Y on a constant 1 and another predictor, say X,
the regression coefficient for the constant is the
intercept. These concepts apply in SEM. In a
path diagram we indicate the inclusion of means
and/or intercepts by specifying a triangle with
the number 1 in it. This triangle represents a con-
stant which will be useful in estimating means
and intercepts. The arrows going from the trian-
gle to a variable represent either a mean or an
intercept, depending on whether there are other
predictors also going to the variable.

As I mentioned earlier, mean structures are
useful when comparing multiple groups or
examining change in a group over time. In a sub-
sequent section, I will introduce latent growth
models, which are relevant for studying change
over time.

6 Multiple Groups

SEM can be applied to a single group or mul-
tiple groups. When analyzing multiple groups
all parameters in a model (i.e., means, vari-
ances, and path coefficients) may be compared
between groups. The general approach is to com-
pare two models: one where the parameter or
parameters of interest are specified to be equal
between groups, we say constrained equal, and
another model which allows the parameters to
vary between groups. Each model is associated
with a χ2 test of model fit. Importantly, these
models are nested; the model with constrained
parameters is nested within the more general
model. In this fashion, groups can be compared
on many different dimensions without restrictive
assumptions. For instance, recall how in the anal-
ysis of variance when we compare group means
we assume their variances are equal. With mul-
tiple group SEM we can compare means in the
presence of unequal variances.

7 Latent Growth Model

Latent growth models (LGMs) are special cases
of SEM applied to longitudinal data where the

interest is in the estimation of parameters of
change over time (Duncan et al, 1999). They
are closely related to mixed models or multi-
level models of longitudinal data (see Chou et al,
1998; MacCallum et al, 1996, for a comparison
of approaches). The idea is that there is an under-
lying latent process of change responsible for
the data, and the goal is to capture the param-
eters of the change process. Requirements for
LGM are data from at least three time points
with interval scale measurement using the same
metric at all time points. The researcher spec-
ifies a general functional form for the growth
over time. This function could be linear or non-
linear, but the form is limited by the number
of time points available. With three time points
we are restricted to a linear function with an
intercept and a slope, a common form in many
studies. Parameters of interest are the average
intercept and slope, as well as the variabil-
ity in individuals’ intercepts and slopes. LGM
has been applied to the investigation of car-
diovascular reactivity and recovery from stress
(Llabre et al, 2001) where a piecewise function
was used to model both reactivity and recov-
ery separately, but simultaneously. Reactivity
was modeled with a linear function, while the
recovery curve was quadratic. In another appli-
cation (Llabre et al, 2004), we illustrated how
LGM could be used to compare cardiovascu-
lar recovery across stressors and across groups.
For a brief example, let us examine a path dia-
gram of an LGM from a hypothetical model
of change in Beck Depression Inventory scores
over a 6-month interval in cancer patients start-
ing right after a diagnosis (Time 0) and repeated
3 (Time 3) and 6 months (Time 6) later, as
shown in Fig. 57.3 with solid lines. The latent
variables in this model are the characteristics
of the hypothesized linear change process for
the given time interval. Any line is character-
ized by an intercept, labeled Baseline, and a
slope, labeled Change. What makes this mea-
surement model an LGM is that the loadings
linking the latent variables to the indicators are
not estimated, but rather are used to specify
the time structure of the data in months. This
is conveyed also in the equations shown below
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the figure. The parameters of interest are the
means of the Baseline and Change latent vari-
ables, indicated by the paths from the constant
1; the variances of the latent variables, quanti-
fying individual differences in the trajectory of
change; the covariance between the Baseline and
Change; and the error variances which are often
assumed to be equal across time. If we wanted to
compare the change in depression between par-
ticipants randomized to an intervention designed
to reduce symptoms of depression and control
participants, we could add a dummy coded (0,
1) indicator for this group classification with an
arrow pointing to the Change latent variable (see
dashed lines). The estimate of this added param-
eter represents the difference between the means
of the two groups on the Change latent variable.
In this revised model, the path from the constant
to the Change latent variable is now the mean
slope for the control group.

LGM is very flexible and can be embedded in
more complex SEM models. With a little imagi-
nation, you can envision that LGM variables can
be used, not only as outcome variables but also
as predictors of other outcomes. So, for exam-
ple, one can investigate whether the change in
depression might be associated with changes in
inflammation or with other markers of disease.
These models are ideally suited to test the types
of mechanism hypotheses generated in many
behavioral medicine laboratories.

7.1 Latent Difference Scores

A related set of models to examine change that
is free of measurement error comes from work
by McArdle and colleagues (Hamagami and
McArdle, 2000; McArdle and Hamagami, 2000)
and generally referred to as latent difference
scores. In their framework, the change process
is segmented into change scores, which take
advantage of multiple repeated measurements
in order to be able to separate it from the error.
These latent difference scores can be influ-
enced by an overall change process (Constant
change), as assumed in LGM, and also by the
preceding level of the variable (Proportional
change). These models are particularly useful
for studying reciprocal influences in multiple
change processes. King and colleagues (2006)
have made this methodology quite accessible to
readers in their application to trauma recovery
(King et al, 2006).

8 Missing Data

When working in the SEM framework with ML
it is possible to take advantage of its full infor-
mation capabilities to include all of the avail-
able data. Often referred to as full information
maximum likelihood (FIML), this approach has
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been shown to yield unbiased estimates of group
parameters when missingness (whether data are
missing or not) is related to variables that are
accessible for analysis (Little and Rubin, 2002;
Schafer and Graham, 2002). This condition or
assumption, sometimes confusing because it is
called missing at random (MAR), implies that
once the variables that predict missingness are
controlled in the analysis, the remaining mecha-
nism responsible for the missingness is a random
process. This approach is superior to older dele-
tion or imputation approaches such as listwise or
pairwise deletion, or mean, regression or hotdeck
imputation, and comparable to multiple imputa-
tion (Collins et al, 2001). The older methods are
less powerful and produce biased parameter esti-
mates unless the missingness is the result of a
completely random process, referred to as miss-
ing completely at random (MCAR). MCAR is
a stricter assumption than MAR, particularly in
longitudinal studies when attrition can often be
predicted from variables collected at baseline,
such as disease severity. For a clear explanation
of this and other modern methods, see Enders
(2006).

9 Sample Size and Power

The appropriate sample size in an SEM analy-
sis must be considered keeping in mind several
issues including model complexity, estimation
method, and statistical power. With samples of
less than 100 participants, the models must be
simple and the variables normally distributed,
otherwise the researcher will likely find prob-
lems with convergence. As a general rule, more
complex models or non-normal data will require
more participants because more parameters will
have to be estimated. Kline (2010) provides
some rules for classifying studies into small
(n<100), medium (100< n < 200), and large
(>200). But given all of the factors that bear on
the question of sample size, these general rules
may not be relevant for a given study.

There are two power considerations in SEM:
the power associated with the test of the overall

model and the power associated with the test of
each parameter or set of parameters in the model.
Power analyses can be performed in the design
phase of a study to determine the appropriate
sample size or after the analyses to determine
whether the study was sufficiently powered for
a given effect size. MacCallum et al (1996) pro-
vided a useful approach to power determination
for the overall model based on the RMSEA.
Hancock (2006) shows how to calculate power
for individual parameters or sets of parameters.
Muthén and Muthén (2002) illustrate the use
of Monte Carlo simulation in power estimation
in SEM.

10 Categorical Outcomes

As stated earlier, ML estimation assumes con-
tinuous variables and multivariate normality.
Often in behavioral medicine, variables of inter-
est are dichotomous (have a disease or not),
represent count variables, or have a prepon-
derance of zeros. Various strategies are avail-
able for working with categorical data and
non-normal distributions (Finney and DiStefano,
2006). These include various types of adjust-
ments to the χ2 test and the standard errors
of the parameters, using robust weighted least
squares methods, including mean and/or vari-
ance adjusted weighted least squares (WLSMV;
Muthén, 1984), or bootstrapping the standard
errors. An important consideration in deter-
mining the appropriate method is whether the
underlying variable is truly continuous, but the
measures available cannot make fine discrimi-
nations, as opposed to variables that are truly
categorical. One available program, Mplus, is
particularly useful for these situations. Using
the Mplus framework, researchers can incor-
porate non-normal and/or categorical outcomes
within more comprehensive SEM models and
conduct discrete time survival analyses (Muthen
and Masyn, 2005) while accounting for mea-
surement error (Masyn, 2008). Advances in this
area will make SEM more relevant to current
problems in behavioral medicine.
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11 Latent Class and Mixture and
Multilevel Models

Up to now we have been considering models
that apply to single populations. However, it is
possible to consider situations where our partic-
ipants come from different subpopulations not
previously identified and to use the SEM to
identify these mixtures of populations. In this
context the mixtures or subpopulations repre-
sent latent classes, identified with a categori-
cal latent variable. In latent class analysis the
latent classes are determined on the basis of the
associations among categorical outcomes. But
the latent classes could be subgroups that, for
example, have different trajectories in LGM or
have different factor structures in measurement
models or have different path models (Muthén,
2001). When these subpopulations are known
ahead of time, their models may be compared
with multiple group SEM as described earlier.
But it is when the classes are unknown that the
researcher can employ these more exploratory
methods and determine the number of classes
(Nylund et al, 2007), the probability associated
with belonging to a given class, and estimate the
parameters within classes. Jung and Wickrama
(2008) present a step-by-step illustration on a
growth mixture model analysis; Lubke et al
(2007) also provides an instructive application of
this methodology.

Given that the factors that affect health occur
at multiple levels (for example, the cell, the per-
son, the family, and the community) some of the
models of health or disease will benefit from a
multilevel data structure. Multilevel models are
considered in a separate chapter. However, it
is worth mentioning that multilevel models can
be specified within an SEM framework (Heck,
2001; Mehta and Neale, 2005), with different
influences specified at different levels.

12 Concluding Comments

In this chapter I have attempted to provide an
overview of the principles involved in using an
SEM framework, as well as some introductory

comments on more advanced topics. Adopting
this framework when designing and analyzing
data has several advantages, including control
for measurement error, the examination and test-
ing of mechanisms, and the quantification of
change. SEM allows the researcher to match the
analyses to the complex questions of interest in
behavioral medicine research.
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Chapter 58

Meta-analysis

Larry V. Hedges and Elizabeth Tipton

1 Introduction

The research literature in behavioral medicine,
like that in other areas of medicine, is experienc-
ing dramatic growth. This expansion has made it
essential that systematic reviews of research be
conducted that can organize and synthesize find-
ings. The fundamental statistical tool in system-
atic reviews of research is meta-analysis, which
represents the results of research studies (such
as clinical trials) by numerical indices of effect
sizes and then summarizes these results across
studies by using statistical procedures. There are
many non-statistical aspects of carrying out sys-
tematic reviews in any area (see Cooper et al,
2009; Counsell, 1997; Meade and Richardson,
1997). However, this chapter provides an intro-
duction to meta-analysis for clinical trials in
behavioral medicine. For a more complete
introduction to meta-analysis we recommend
Borenstein et al (2009) and Cooper et al (2009).

2 Effect Sizes

Effect sizes are numerical indices of study
results. They are selected to represent the results
of a study in a manner that will be comparable
across studies. Depending on the design of the
study, different effect sizes may be more natural,

L.V. Hedges (�)
Department of Statistics, Northwestern University, 2046
Sheridan Road, Evanston, IL 60208, USA
e-mail: l-hedges@northwestern.edu

and often more than one effect size index might
be chosen. In this chapter we will focus on
studies that will compare a treated group with
a control group (as in most randomized con-
trolled trials). When the outcome is measured as
a discrete variable (e.g., alive or not), the nat-
ural effect sizes are the risk ratio or the odds
ratio (although the risk difference is sometimes
used as well). When the outcome is measured
as a continuous variable (such as a cognitive test
score or a subjective rating of pain), but not mea-
sured on exactly the same scale in every study,
a natural measure of effect size is the standard-
ized mean difference (sometimes called Cohen’s
d). Finally, when both the independent variables
and the outcome are continuous variables, a nat-
ural measure of the effect size is the Pearson
correlation coefficient ρ.

The effect sizes usually used in meta-analysis
have the property that they are approximately
normally distributed with standard errors that are
largely a function of the sample size in the study
and can be computed from analytical formulas.
In this section we describe several effect size
indices and show how to compute their sampling
variances (the square of their standard errors).
The (sample) effect size (estimates) and their
variances are the basic inputs required from each
study in the meta-analysis.

All of the effect size estimates that we
describe in this section have approximately nor-
mal sampling distributions. For each of these, we
can therefore construct 95% confidence intervals
of the following form:

T − 1.96
√

v ≤ θ ≤ T + 1.96
√

v,

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_58, 909
© Springer Science+Business Media, LLC 2010
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where θ is the parameter of interest, T the
sample estimate, and

√
v the standard error or the

estimate.

2.1 Studies Measuring Outcomes
on a Binary Scale

Suppose that each study measures the outcome
on a binary scale (such as survived to 6 months
or not), with one of those two outcomes selected
as a target outcome. Let πT and πC be the under-
lying parameters describing the proportion of
individuals in the treatment and control groups,
respectively, that experience the target outcome.
One might describe these proportions as the
“risks” of the target outcome in the treatment and
control groups. A treatment effect (and there-
fore effect size indices) can be defined in one
of three ways. The simplest but least statistically
satisfactory is the risk difference:

� = πT − πC.

Although it is simple, the risk difference has
the undesirable property that its range is lim-
ited by the baseline risk (the risk in the control
group); for example, if πC = 0.05, the risk dif-
ference can be no smaller than –0.05, even if the
treatment reduces the risk to 0. There are also
technical shortcomings that suggest that the risk
difference may not be the ideal index to use in
summarizing effects across studies.

An alternative representation of a treatment
effect is the risk ratio:

� = πT/πC.

The risk ratio is an intuitive index that is fre-
quently used in epidemiological studies, which
has advantages over the risk difference for sum-
marizing estimates across studies.

A third representation of a treatment effect is
the odds ratio:

ω = πT
/(

1 − πT
)

πC
/(

1 − πC
) = πT

(
1 − πC

)
πC

(
1 − πT

) .

Note that the odds (in the sense of betting on a
horserace) of the target outcome in the treatment

group are πT/(1 − πT) and the odds of the target
outcome in the control group are πC/(1 − πC),
so the odds ratio ω is literally the ratio of the
odds in the treatment group to that in the control
group. When the prevalence πC (and therefore
usually πT) are small, then (1 − πC)/(1 − πT)
will be close to unity and the odds ratio will be
close to the risk ratio.

Of these three measures, the odds ratio is gen-
erally preferable for the statistical analysis. In
addition to having superior mathematical prop-
erties, the odds ratio can be computed in both
retrospective and prospective studies, while the
risk ratio and risk difference can only be calcu-
lated in prospective studies. Additionally, some
empirical investigations have found that the odds
ratio is the more consistent estimate across stud-
ies. However, an important disadvantage of the
odds ratio is that it is less intuitive and harder
to interpret than the risk difference and the risk
ratio. Consequently, it is sometimes useful to
carry out a meta-analysis in the metric of odds
ratios, and then convert the resulting measure
back into a risk ratio or risk difference for inter-
pretation. Such a conversion requires that a value
of the prevalence (πC) be assumed, which is
often selected as a typical value that might be
expected.

The data from a study with binary outcomes
can be summarized in a 2×2 table such as
Table 58.1.

In a prospective study such as randomized
trial, any of the three effect sizes can be esti-
mated from the data given in Table 58.1. The
simplest estimates arise by substituting the sam-
ple proportions for the corresponding population
parameters in the definitions of the effect size
(that is substituting pT = a/(a + b) for πT and
pC = c/(c + d) for πC.

Table 58.1 Generic data summary table from a study
with binary outcome

Outcome

Target Non-target Total

Treatment a b nT

Control c d nC

Total a + c b + d N
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The estimate of the risk difference is

D = pT − pC = a

a + b
− c

c + d
,

and the variance of D is estimated by

v = pT(1−pT)
nT + pC

(
1−pC

)
nC

= ab
(a+b)3 + cd

(c+d)3 .

The estimate of the risk ratio is

r = pT

pC
= a (c + d)

c (a + b)
.

Statistical analyses involving risk ratios
(including meta-analyses) typically use the (nat-
ural) logarithm of the risk ratio, not the raw risk
ratio. The variance of ln(r) is estimated by

v = 1 − pT

nTpT + 1 − pC

nCpC
= b

a (a + b)
+ d

c (c + d)
.

Note that if either pC = 0 or pT = 0 (that is
if c = 0 or a = 0 in Table 58.1), neither the
estimate ln(r) of the log-risk ratio nor its vari-
ance can be calculated. In this case, we usually
add 1/2 to each cell of Table 58.1, so that the esti-
mate of the risk ratio becomes [(a + 1/2)(c + d +
1)]/[(c + 1/2)(a + b + 1)] and the estimate of the
variance of ln(r) becomes

v = b + 1/2(
a + 1/2

)
(a + b + 1)

+ d + 1/2(
c + 1/2

)
(c + d + 1)

.

The estimate of the odds ratio is

o = pT
(
1 − pC

)
pC

(
1 − pT

) = ad

bc
.

As in the case of the risk ratio, statistical
analyses involving odds ratios (including meta-
analyses) typically use the (natural) logarithm
of the odds ratio, not the raw odds ratio. The
estimated variance of ln(o) is

v = 1
nTpT + 1

nT(1−pT)
+ 1

nCpC + 1
nC(1−pC)

= 1
a + 1

b + 1
c + 1

d

Note that if either pC or pT is 0 or 1 (that is
if any of a, b, c or d in Table 58.1 is 0), neither

the estimate ln(o) of the log-odds ratio nor its
variance can be calculated. In this case, we usu-
ally add 1/2 to each cell of Table 58.1, so that the
estimate of the odds ratio becomes [(a + 1/2)(d +
1/2)]/[(b + 1/2)(c + 1/2)] and the variance becomes

v = 1(
a + 1/2

) + 1(
b + 1/2

) + 1(
c + 1/2

) + 1(
d + 1/2

) .

2.2 Studies Measuring Outcomes
on a Continuous Scale

Suppose that each study evaluates the effect of
a treatment by comparing the mean of a group
of treated individuals with the mean of a group
of control individuals. If the outcome measure-
ments are normally distributed within the treat-
ment groups with equal variances, the natural
analysis would involve a t-test or an analysis
of variance. The natural effect size parameter
in this case is the standardized mean difference
(sometimes called Cohen’s d):

δ = μT − μC

σ
,

where the parameters μT and μC are the treat-
ment and control group means and the parameter
σ is the within-group standard deviation. The
quantity δ represents the treatment effect in stan-
dard deviation units. However because δ is a
population parameter, it is not observed. In fact
we carry out the study to estimate or draw infer-
ences about δ. The natural estimate of δ is the
sample standardized mean difference:

d = Y
T − Y

C

S
.

where Y
T

and Y
C

are the treatment and control
group sample means and S is the pooled within-
group standard deviation. This estimate is often
modified slightly to adjust for small sample bias
to produce an unbiased estimate of δ (sometimes
called Hedges’ g):

g = d

(
1 − 3

4
(
nT + nC

) − 9

)



912 L.V. Hedges and E. Tipton

where nT and nC are the sample sizes in the
treatment and control groups of the study.

The variance of g is determined (mostly) by
the sample sizes and (slightly) by the magnitude
of g. Specifically, the variance, v, of g can be
computed as

v = nT + nC

nTnC
+ g2

2
(
nT + nC

) .

The effect size g is approximately normally
distributed with a mean of δ and a variance of v.

Finally, suppose that both the outcome and
independent variables are continuous measures
as in the case when the studies are correlational.
In this case, the natural effect size parameter is
ρ, the Pearson correlation coefficient. Its sample
estimate is r, where

r =

n∑
i=1

(xi − x)(yi − y)

√
n∑

i=1
(xi − x)2

n∑
i=1

(yi − y)2

.

In order to apply normal theory, we must use a
transformation of r, the Fisher z transformation,
where

z = 1

2
ln

(
1 + r

1 − r

)
.

The result, z, is unbiased, with mean

ζ = 1

2
ln

(
1 + ρ

1 − ρ

)

and variance v = 1/(n – 3). Here n is the total
sample size in the correlational study.

Finally, note that it is possible to compute
confidence intervals for both δ and ζ from sin-
gle values of g or z, so that we can compute the
confidence interval for the effect size from each
study in the meta-analysis.

3 Combining Estimates of Effect
Size Across Studies

Methods for combining estimates of effect size
across studies are generally the same, regardless

of the effect size index used. The one excep-
tion is when studies being combined have binary
outcomes and very small sample sizes, a case
in which special methods (so-called Mantel-
Haenszel methods) are needed. Therefore, we
will present the methods for meta-analysis using
a general effect size parameter which will be
denoted by θ , and a general effect size estimate
denoted by T, and its variance denoted by v. Thus
the raw data for the meta-analysis of k studies are
the effect size estimates T1, . . . , Tk and their vari-
ances v1, . . . , vk. The estimate from the ith study
Ti estimates the unknown effect size parameter
θ i.

The summary of a collection of effect sizes
via meta-analysis addresses two basic ques-
tions. The first concerns the typical or average
value of the effect sizes. The second concerns
the consistency of effect sizes across studies.
The typical effect size in meta-analyses is esti-
mated by averaging estimates across studies.
However, because some studies produce more
precise estimates (that is, they have smaller vari-
ances) than others, it makes sense to give more
weight to some (the more precise) estimates
than others. Two major statistical approaches
to meta-analysis differ in how they compute
these weights. Fixed effects methods do not
include between-study differences in comput-
ing weights, while random effects methods
include between-study variations in computing
weights. We will describe each one of them
below.

3.1 Fixed Effects Methods Combining
Estimates

If the effect size parameters are identical across
studies so that θ1 = . . . = θk = θ , then the most
precise estimate of θ is given by the weighted
mean effect size

T̄• =

k∑
i=1

wiTi

k∑
i=1

wi

,
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where wi = 1/vi, so that the weight given to a
particular effect size is the inverse of its vari-
ance. Because each of the effect size estimates
is normally distributed, the weighted mean T•
is also normally distributed and the variance
v• of T• is the reciprocal of the sum of the
weights:

v• =
(

k∑
i=1

wi

)−1

.

A 95% confidence interval for θ is given by

T• − 1.96
√

v• ≤ θ ≤ T• + 1.96
√

v•.

In cases such as the risk ratio or the odds
ratio where the statistical analysis is carried out
in the log metric, the confidence interval is first
computed in that transformed metric, then the
confidence limits are transformed back to the
metric of the effect size by using the exponen-
tial function exp(x) = ex. For example, the 95%
confidence interval in the log metric (e.g., for the
log-risk ratio or log-odds ratio) is transformed
back to the unlogged metric (e.g., the risk ratio
or odds ratio) as

exp
(
T• − 1.96

√
v•

) ≤ θ ≤ exp
(
T• + 1.96

√
v•

)
.

A test of the hypothesis that θ = 0 uses the
test statistic

Z = T•√
v•

.

The level α two-tailed test rejects the null
hypothesis when |Z| exceeds the 100α percent
critical value of the standard normal distribution
(e.g., 1.96 for α = 0.05). When the statistical
analysis is performed in the log metric (e.g., for
risk ratios or odds ratios), the significance test is
conducted in the metric of the log-transformed
effects. The reason is that the null hypothesis
that ρ = 1 is equivalent to the null hypothesis
that ln(ρ) = 0 and similarly the null hypothesis
that ω =1 is equivalent to the null hypothesis
that ln(ω) = 0.

The weighted mean provides a summary of
the common effect size estimates if they are

reasonably homogeneous, but it is important
to understand whether the hypothesis that
θ1 = · · · = θk is reasonably consistent with the
evidence. To test the hypothesis that the effect
sizes are the same across studies, we usually use
the statistic

Q =
k∑

i=1

wi
(
Ti − T•

)2
.

When the effect size parameters are identi-
cal, Q has a chi-square distribution with (k – 1)
degrees of freedom. Therefore a test of the
hypothesis that effect sizes are identical across
studies at significance level α consists of com-
paring the obtained value of Q with the upper α

critical value of the chi-square distribution with
(k – 1) degrees of freedom, and rejecting the
hypothesis of identical effect sizes if Q exceeds
this critical value.

Note, however, that this test need not be very
powerful if the number of studies is small or if
the variances of the effect sizes are large (e.g.,
if the sample sizes in most studies are small)
(see Hedges and Pigott, 2001). Thus one should
not routinely conclude that effect size parame-
ters are identical (or essentially identical) across
studies unless the number of studies is large and
they also have large sample sizes (and thus vi are
small).

3.1.1 Example

A systematic review and meta-analysis of k =
10 studies of interventions for smoking cessation
for pregnant women was reported by Naughton
and colleagues (2008). The data reported in
Table 58.2 are from ten of their studies that
used assignment of individuals (as opposed to
clusters of individuals) to treatment. The num-
ber of individuals assigned to treatment who
ceased smoking, the number who did not, and
the total number assigned to treatment, the num-
ber assigned to the control condition who ceased
smoking, the number who did not, and the total
number assigned to control (a, b, nT, c, d, and nC

from Table 58.1) are given in the columns two
to seven of Table 58.2. The next three columns
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give the odds ratio, the log-odds ratio, and the
variance of the log-odds ratio. Note that studies
9 and 10 have 0 individuals in the control group
who experienced smoking cessation; therefore,
we added 1/2 to each of the a, b, c, and d val-
ues for those two studies in order to compute the
odds ratio and its variance.

Using the summaries in Table 58.2 we see that
the weighted mean of the log-odds ratios is

T• = 33.405
/

53.796 = 0.621

with a variance of

v• = 1/53.796 = 0.019,

which leads to a confidence interval for the log-
odds ratio ln(ω) of

0.354 = 0.621 −1.96
√

0.019 ≤ ln(ω) ≤ 0.621

+1.96
√

0.019 = 0.888.

Converting these into the metric of (unlogged)
odds ratio ω yields the estimate o = exp(0.621)
= 1.86 and the 95% confidence interval

1.42 = exp(0.354) ≤ ω ≤ exp(0.888) = 2.43

The test for the homogeneity of effect sizes is
computed as

Q = 34.227 − (33.405)2/53.796 = 13.534

Comparing Q = 13.534 with the critical val-
ues of the chi-square distribution with (10 – 1) =
9 degrees of freedom, we see that a large Q value
could occur between 10 and 15% of the time by
chance if the odds ratios were identical across
studies.

3.2 Mantel-Haenszel Methods

A special problem arises in the meta-analysis
of studies with binary outcomes when the indi-
vidual studies are very small. When only one
or a few have 2 × 2 data tables with empty

cells (a, b, c, or d from Table 58.1 are zero),
the methods described above may be used after
adding 1/2 to the numbers in each cell. However
when individual studies are very small, a large
proportion of studies may have empty cells. In
this case, special methods, known as Mantel-
Haenszel methods, may be more appropriate.
There is no hard and fast rule as to when Mantel-
Haenszel methods are needed, but it might be
wise to use these methods whenever more than a
small proportion of studies (say 5%) have empty
cells. We describe Mantel-Haenszel methods for
estimating the odds ratio, but there are analogous
methods for the risk ratio and the risk difference
(see Greenland, 1982; Tarone, 1981).

The Mantel-Haenszel method of combining
odds ratios uses the statistic:

oMH =

k∑
i=1

aidi
Ni

k∑
i=1

bici
Ni

,

where ai, bi, ci, and di are the quantities in
Table 58.1 for the ith study, and Ni = ai + bi +
ci, +di is the total sample size for the ith study.
Note that the Mantel-Haenszel statistic computes
the summary directly from the cell counts and
dispenses with the intermediate computation of
odds ratios from each study. As long as none of
the Ni are zero, it is unnecessary (and it would
be incorrect) to add 1/2 to the cell counts in order
to compute the Mantel-Haenszel statistic, even if
some of the ai, bi, ci, and di are zero.

An (somewhat complex) expression for the
variance of ln(oMH) is

vMH =
k∑

i=1
Pi Ri

2

(
k∑

i=1
Ri

)2 +
k∑

i=1
(Pi Si + Qi Ri)

2

(
k∑

i=1
Ri

)(
k∑

i=1
Si

)

+
k∑

i=1
Qi Si

2

(
k∑

i=1
Si

)2 ,
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where

Pi = ai + di

Ni
,

Qi = ci + bi

Ni
,

Ri = aidi

Ni
,

and

Si = bici

Ni
.

To compute confidence intervals for the odds
ratio ω, we first compute a confidence inter-
val for the ln(ω) and then use the exponential
function exp(x) = ex to convert the confidence
limits for the log-odds into confidence limits for
the (unlogged) odds ratio. For example, a 95%
confidence interval for ω is given by

exp
(
ln(oMH) − 1.96

√
vMH

) ≤ ω

≤ exp
(
ln(oMH) + 1.96

√
vMH

)
.

The Mantel-Haenszel method is basically a
fixed effects procedure. There is no entirely sat-
isfactory way to extend this method to random
effects analysis. There are methods with the
same motivation, such as those based on gener-
alized mixed model procedures (see, e.g., Schall,
1991; or Breslow and Clayton, 1993).

3.2.1 Example

Return to our example of k = 10 studies of inter-
ventions to promote smoking cessation among
pregnant women. Table 58.3 illustrates the calcu-
lation of the quantities necessary for computing
the Mantel-Haenszel estimate oMH of the odds
ratio and the variance of ln(oMH) directly. The
estimate of the odds ratio is

oMH = 83.494/45.252 = 1.98,

which is very similar to the odds ratio estimate of
1.86 computed by averaging the log-odds ratios.

The variance of ln(oMH) is computed as

vMH = 42.351

2 (83.494)2
+ 20.687 + 41.142

2 (83.292) (42.252)

+ 21.565

2 (42.252)2
= 0.018,

which is quite similar to the variance of the
log-odds ratio of 0.019 computed by averaging
the log-odds. Note that neither estimate required
adding 1/2 to compensate for the zero cell counts
in studies 9 and 10. A 95% confidence interval
for ω based on the Mantel-Haenszel estimate is
given by

1.52 = exp
(

ln(1.98) − 1.96
√

0.018
)

≤ ω

≤ exp
(

ln(1.98) + 1.96
√

0.018
)

= 2.57.

This confidence interval is quite similar to
the interval of 1.42–2.43 computed in connec-
tion with the analysis that averaged the log-odds
ratios.

3.3 Random Effects Methods

If the effect size parameters are not identical (or
almost so) across studies, an alternative method
for combining estimates across studies is the ran-
dom effects model. In this model, studies are
considered as a sample of possible studies and
their effect size parameters are considered as a
sample from a universe of possible effect size
estimates. In this model the object is to estimate
the mean μ and variance τ 2 of the popula-
tion of effect sizes (the population of θ values)
from which the observed study effect sizes are
sampled.

If the effect size parameters corresponding to
the studies in our sample of studies (θ1, . . . , θk)
were observed, we could simply compute their
variance as a sample estimate of τ 2. Because
they are not observed we must estimate their
variance indirectly by noting that the variance
of the observed effect size estimates (T1, . . . , Tk)
depends partly on vi, which represent estimation
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errors and partly on τ 2, which represents true
heterogeneity among θ i. The Q-statistic used to
test heterogeneity is a weighted sample variance
that can be used to obtain an indirect estimate of
τ 2. In particular,

τ̂ 2 = Q − (k − 1)

c
,

if the quantity on the right-hand side of the equa-
tion is positive, and zero otherwise, where c is a
normalizing constant given by

c =
k∑

i=1

wi −

k∑
i=1

w2
i

k∑
i=1

wi

.

Random effects methods compute the
weighted mean effect size as

T• ∗ =

k∑
i=1

w∗
i Ti

k∑
i=1

w∗
i

,

where w∗
i = 1/v∗

i = 1/(vi + τ̂ 2). This corre-
sponds to weighting each effect size by the
inverse of a new variance, v∗

i = vi + τ̂ 2, which
includes a component of between-study varia-
tion. As in the fixed effect case, the weighted
mean T• ∗ is also normally distributed, the vari-
ance v∗• of T• ∗ is the reciprocal of the sum of the
weights

v• ∗ =
(

k∑
i=1

w∗
i

)−1

,

and a 95% confidence interval for the average
effect size μ is given by

T• ∗ − 1.96
√

v∗• ≤ θ ≤ T• ∗ + 1.96
√

v∗•.

A test of the hypothesis that θ = 0 uses the
test statistic

Z∗ = T
∗
•√
v∗•

.

The level α two-tailed test rejects the null
hypothesis when |Z| exceeds the 100α percent
critical value of the standard normal distribution
(e.g., 1.96 for α = 0.05).

The fixed and random effects weighted means
are similar in form and differ only in the weights
used to compute them. When τ̂ 2 > 0, the wi

∗ are
more similar to one another than the wi. This
means that studies receive more equal weights
in the random effects weighted mean than in the
fixed effects weighted mean, where one study
can dominate (receive very large weight) if it has
a very small variance (usually because it has a
very large sample size). By contrast, in the ran-
dom effects weighted mean, where the weight
given to each study is more similar, no single
study can completely dominate. Similarly, when
τ̂ 2 > 0, each wi

∗ is larger than the corresponding
wi. Because the variance of the weighted mean
is the inverse of the sum of the weights, this
means that the variance v∗• of the random effects
weighted mean T• ∗ is larger than the variance
v• of the fixed effects weighted mean T• . One
implication of this is that confidence intervals
for the random effects weighted mean are longer
than those of the fixed effects weighted mean.

Note that the test of the hypothesis that τ 2 =
0 in the random effects analysis is exactly the
test of the hypothesis that θ1 = · · · = θk based
on the Q-statistics described in connection with
the fixed effects analysis, since if τ 2 = 0, the
effect size parameters will be identical.

A quantitative description of the amount of
heterogeneity can be provided in either one of
two ways. The estimate of τ 2 provides one such
estimate. The square root of this estimate, τ̂ , is an
estimate of the standard deviation of the distribu-
tion of the effect size parameters across studies.
An alternative way to characterize heterogeneity
is to describe the proportion of variation in the
observed effect size estimates that is due to τ 2.
The estimate

I2 =
(

Q − (k − 1)

Q

)
× 100%

does just this. Because τ̂ describes the absolute
amount of variation in θ s and I2 describes the
amount of variation relative to the total variation
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of estimates (including the amount of variation
due to both variation of θ s and errors of estima-
tion), both are complementary ways to describe
variation in effect size parameters.

3.3.1 Example

Returning to our example of k = 10 studies
of interventions to promote smoking cessation
among pregnant women, we use the quantities
in Table 58.2 to compute and give an estimate
of the between-studies variance component (τ 2),
the random effects weight w∗, w∗T, and their
sums. First compute the normalizing constant c
as

c = 53.796 − 631.931/53.796 = 42.05,

then use this quantity along with the Q-statistic
computed in the fixed effects analysis (Q =
13.534) to compute the estimate of τ 2 as

τ̂ 2 = 13.534 − (10 − 1)

42.05
= 0.108.

This value is used to compute the w∗ values
and the w∗T values in Table 58.2, for example,
the random effects weight in study 1 is w∗

1 =
1/(0.593 + 0.108) = 1.427. Using these random
effects weights, the random effects weighted
mean of the log-odds ratios is

T• = 18.233
/

26.554 = 0.687

with a variance of

v• = 1/26.554 = 0.038,

which leads to the 95% confidence interval for
the log-odds ratio ln(ω) of

0.306 =0.687 − 1.96
√

0.038 ≤ ln(ω) ≤ 0.687
+1.96

√
0.038 = 1.067.

Converting these into the metric of (unlogged)
odds ration ω yields the estimate o = exp(0.687)

= 1.99 and the 95% confidence interval

1.36 = exp(0.306) ≤ ω ≤ exp(1.067) = 2.91.

Note that the point estimate of the odds ratio is
slightly larger than that computed using the fixed
effects model, and the variance of the log-odds
ratio computed using the random effects model
is twice as large as the value of 0.019 com-
puted using the fixed effects model. Similarly
the confidence interval for ω computed using
the random effects model is wider (1.36–2.91)
than that computed using the fixed effects model
(1.42–2.43).

Using the value of the Q statistic of Q =
13.534 computed in the example for the fixed
effects analysis, the value of I2, representing the
proportion of variance in the estimates that is
due to variation in effect size parameters across
studies is

I2 =100% × [13.534 − (10 − 1)]/13.534
=33.5%

4 Methods for Testing for
Differences Between Groups
of Studies

There are also meta-analytic methods for mod-
eling variation across studies as a function of
study level covariates. Perhaps the most common
such analyses are designed to determine whether
the average effect sizes of subgroups of studies
differ from one another, a meta-analytic gener-
alization of analysis of variance. Another type
of analysis examines the relation between con-
tinuously measured covariates and effect size, a
meta-analytic generalization of regression anal-
ysis (sometimes called meta-regression). For
more information about the fixed effects ver-
sions of these techniques, see Konstantopoulos
and Hedges (2009), and for information about
the random effects versions of these techniques,
see Raudenbush (2009).
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5 Forest Plots

Note that for all the effect size indices we have
considered (and a great many more as well) that
it is possible to compute a confidence interval for
the effect size parameter from a single value of
the effect size estimate, so that we can compute a
confidence interval for the effect size parameter
associated with each study in the meta-analysis.
A plot depicting all the confidence intervals from
all of the studies in a meta-analysis is called a
forest plot (as in seeing the forest and the trees).
A forest plot provides an overview of all the
effect size estimates in a meta-analysis along
with their uncertainties (depicted by the error
bars in the confidence intervals).

An example of a forest plot arising from the
data used in Naughton and colleagues (2008)
example is given below (Fig. 58.1). Particularly
note two things about this forest plot. First the
error bars are of much different lengths, denot-
ing that the sampling uncertainties of different
studies are quite different. Second, note that the
centers of these error bars (denoting the point
estimates of effect sizes from different studies)
are somewhat different from one another, indi-
cating that there is variation in the effect size
estimates across studies.

Model Study name Odds ratio and 95% CI

1.0
2.0
3.0
4.0
5.0
6.0
7.0
8.0
9.0

10.0
Fixed

Random
0.01 0.1 1 10 100

Favours C Favours T

Fig. 58.1 Forest plot of odds ratios found in Table 58.2

6 Publication Bias

Publication selection is the tendency of studies
that are published, reported, or otherwise avail-
able for review to be a non-random sample of
the studies that were actually conducted. If stud-
ies producing effect size estimates that tend to
be smaller are less likely to be available (e.g.,
if effects that are too small to be statistically
significant are less likely to be published) then
publication selection may lead to biases in the
effect size estimates computed from observed
studies. Such biases can be severe when selec-
tion is severe. There is a substantial literature
on the detection and possible correction of pub-
lication bias which is beyond the scope of
this chapter (see Rothstein et al, 2005; Sutton,
2009).

7 Conclusion

Meta-analysis can be a valuable tool for sum-
marizing research findings across studies. It per-
mits reviewers to describe the results of each
study on a common effect size metric, combine
information from many studies in an optimal
fashion, and understand the degree to which the
findings from different studies agree with one
another.

References

Borenstein, M., Hedges, L. V., Higgins, J. P. T., and
Rothstein, H. (2009). Introduction to Meta-analysis.
London: Wiley.

Breslow, N. E., and Clayton, D. G. (1993). Approximate
inference in generalized linear mixed models. J Am
Stat Assoc, 88, 9–25.

Cooper, H., Hedges, L. V., and Valentine, J. (2009). The
Handbook of Research Synthesis and Meta-analysis,
2nd Ed. New York: Russell Sage Foundation.

Counsell, C. (1997). Formulating questions and locating
primary studies for inclusion in systematic reviews.
Ann Intern Med, 127, 380–387.



58 Meta-analysis 921

Greenland, S. (1982). Interpretation and estimation of
summary ratios under heterogeneity. Stat Med, 1,
217–227.

Hedges, L. V., and Pigott, T. D. (2001). The power of
statistical tests in meta-analysis. Psychol Methods, 6,
203–217.

Konstantopoulos, S., and Hedges, L. V. (2009). Fixed
effects models. In H. Cooper, L. V. Hedges, &
J. Valentine (Eds.), The Handbook of Research
Synthesis and Meta-analysis, 2nd Ed (pp. 279–294).
New York: Russell Sage Foundation.

Meade, M. O., and Richardson, W. S. (1997). Selecting
and appraising studies for a systematic review. Ann
Intern Med, 127, 531–537.

Naughton, F., Prevost, A. T., and Sutton, S. (2008). Self-
help smoking cessation interventions in pregnancy: a
systematic review and meta-analysis. Addiction, 103,
566–579.

Raudenbush, S. W. (2009). Random effects models. In
H. Cooper, L. V. Hedges, & J. Valentine (Eds.), The
Handbook of Research Synthesis and Meta-analysis,
2nd Ed (pp. 295–316). New York: Russell Sage
Foundation.

Rothstein, H., Sutton, A., and Borenstein, M. (Eds.)
(2005). Publication Bias in Meta-analysis. New York:
Wiley.

Schall, R. (1991). Estimation in generalized lin-
ear models with random effects. Biometrika, 78,
719–727.

Sutton, A. (2009). Publication bias. In H. Cooper, L.
V. Hedges, & J. Valentine (Eds). The Handbook
of Research Synthesis and Meta-analysis, 2nd
Ed (pp. 435–451). New York: Russell Sage
Foundation.

Tarone, R. E. (1981). On summary estimators of relative
risk. J Chron Dis, 34, 463–468.



Part X
Behavioral and Psychosocial

Interventions



Chapter 59

Trial Design in Behavioral Medicine

Kenneth E. Freedland, Robert M. Carney, and Patrick J. Lustman

1 Introduction

The design of a clinical trial depends on the
purpose of the study. Most behavioral medicine
trials test the efficacy of an intervention under
carefully controlled conditions or its effective-
ness in clinical practice. However, some tri-
als are conducted for other purposes, and they
may not be designed the same way as stan-
dard efficacy or effectiveness trials. Also, many
efficacy trials can be designed in more than
one way. Design decisions frequently involve
difficult tradeoffs and they can be controver-
sial. Investigators, grant reviewers, institutional
review boards, and other interested parties often
disagree about these decisions. Differences of
opinion about control groups drive many of these
disagreements.

These differences can widen when the deci-
sion makers represent multiple disciplines or
fields of research with different methodologi-
cal traditions. Researchers who only conduct
drug trials may be unfamiliar with the distinctive
challenges involved in designing and conducting
randomized trials of nonpharmacological inter-
ventions. Social and behavioral scientists who
only conduct trials involving healthy subjects
may be unaware of the complex design and
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logistical challenges involved in studies of med-
ically ill patients. These crosswinds often buffet
trialists who work at the nexus of behavioral and
biomedical research.

This chapter is not intended to be a compre-
hensive guide to clinical trial design. Instead,
it focuses on design issues that are particularly
relevant to contemporary behavioral medicine
research. It may not resolve the controversies
that often surround trial design decisions, but it
should at least help to clarify some of the reasons
why they are controversial.

2 Control Conditions

2.1 Control vs. Comparison

In a randomized controlled trial (RCT), there is
at least one experimental group and at least one
control group. The latter is so named because
its primary purpose is to “control” for threats to
internal validity, i.e., the validity of conclusions
about the causal relationship between the inter-
vention and the outcome (Campbell and Stanley,
1966). However, some control groups have other
purposes, in addition to controlling for threats
to internal validity. In some trials, participants
are randomly assigned to a new, experimental
intervention or to an existing, standard treatment.
The aim is to determine whether the new treat-
ment is superior, or at least equivalent, to the
standard treatment. Thus, the principal reason
for including the standard treatment arm is to
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compare it to the experimental treatment. This
design does control for most of the standard
threats to internal validity, but if that were the
only consideration, a different control condition
such as a placebo might be a better choice. When
designing a trial, both the control and the com-
parison functions of the control group(s) must be
considered (Kazdin, 2003b).

In a randomized comparison of two active
treatments, the positive outcomes of both inter-
ventions could be due to factors such as the
placebo effect rather than to their putative active
ingredients. On the other hand, both treatments
could actually be less effective than a mere
placebo if their side effects were too aversive.
Neither possibility would be apparent unless a
placebo control group was included in the trial
design. However, adding a placebo arm would
increase costs and could raise ethical concerns.
Given these constraints, it is necessary to con-
sider whether comparison of the active interven-
tions would be sufficiently informative to justify
the trial, even without a placebo arm. An RCT
of two interventions may be worth conducting
even if some threats to internal validity cannot
be completely ruled out.

2.2 The Standard Hierarchy of
Control Conditions

Control conditions differ with respect to the
amount of manipulation or intervention they
deliver. The minimal condition is a no-treatment
control arm. It can only be used when it is pos-
sible to ensure that (1) Group A is given the
experimental treatment and Group B is not, (2)
Group B cannot obtain it any other way, and
(3) Group B cannot obtain any other treatment
for the same indication. A recent trial (Wolfe
et al, 2003) compared a community-based dating
violence prevention program for at-risk youth
to a no-treatment control condition. The pro-
gram was not available from any other source,
and no other treatment for this problem was
available in the community. Consequently, the

investigators could be confident that the con-
trol group would not receive any dating violence
prevention services during the trial.

If it is possible to employ a true, no-treatment
control condition, then it is also possible to
construct a hierarchy of control conditions that
range from less to more intervention: (1) no
treatment; (2) wait list; (3) nonspecific inter-
vention or placebo; (4) isolated component(s)
of an active treatment; (5) a complete, active
treatment. Wait lists provide more intervention
than no-treatment conditions in the sense that
the participants are expecting to receive the
experimental treatment. Nonspecific and placebo
control conditions do not provide the putative
active ingredients of the experimental inter-
vention, but they do provide an intervention
that can affect outcomes via therapist contact,
expectations for improvement, or other mech-
anisms. Treatment component conditions are
active interventions, albeit missing one or more
ingredients of the full experimental intervention.
Active treatment control arms generally provide
as much intervention as the experimental treat-
ment(s) to which they are compared; they sim-
ply represent different forms of treatment. Both
treatment component and active treatment con-
trol conditions also have nonspecific or placebo
effects.

This hierarchy, or something similar, is pre-
sented in many research methodology textbooks
(e.g., Kazdin, 2003b). It assumes that it is
possible to withhold treatment altogether from
untreated controls. This is possible in many
experimental environments, but most clinical
research in behavioral medicine is conducted in
settings wherein pristine, no-treatment control
conditions are not possible. If the target prob-
lem or disorder involves physical and/or mental
health and if the participants have access to
health-care services, then a true, no-treatment
control condition is usually not an option. If the
participants are randomly assigned to a nominal
“no-treatment” condition, they may still receive
some form of usual care (UC) or treatment as
usual (TAU). They have access to non-study clin-
ical services, whether or not they utilize them.
Thus, in many trials, one cannot guarantee that
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the participants will refrain from non-study treat-
ment.

2.3 Usual Care, Treatment as Usual,
and Standard of Care Controls

“Usual care” and “treatment as usual” are often
used interchangeably, but they have different
connotations. UC is the preferred term in med-
ical research (e.g., Minneci et al, 2008). It
implies that the non-study care extends beyond
the specific treatment or disorder being stud-
ied. For example, cancer patients enrolled in a
psychosocial intervention trial might be receiv-
ing non-study treatment not only for cancer and
its complications but also for other medical and
psychiatric problems, whether related or unre-
lated to cancer. TAU terminology is used more
often in mental health services research and psy-
chosocial intervention studies than in medical
research (Street and Luoma, 2002). It implies
that an identifiable treatment of some sort is
routinely provided for the target problem or dis-
order. It does not imply that other forms of care
are being provided in the trial setting, although it
does not preclude this either.

UC might be very narrowly construed as
including only the non-study psychiatric, psy-
chological, social work, or primary care services
that are available to the participants for the same
psychosocial problem that is the target of the
experimental intervention. It could be viewed
more broadly as including services for any men-
tal health problem, whether or not targeted in the
trial, or even more broadly as comprising all of
the health services the participants are receiving
for all of their medical and psychiatric prob-
lems. This last definition not only is the most
comprehensive but also captures more threats to
internal validity. For example, care received for
other medical problems can affect psychosocial
adjustment. Also, UC often refers not only to
health services that are actually utilized but also
to services that could be utilized. Assignment
to a UC control group does not necessarily

mean that all participants will actually receive
treatment for the disorder in question. Some
might not pursue, be offered, or accept treatment.

UC typically includes whatever health ser-
vices a patient would routinely receive, regard-
less of clinical trial participation. In contrast,
enhanced usual care (EUC) conditions provide
something other than purely naturalistic usual
care. There are several circumstances in which
an EUC control might be employed instead of
a naturalistic UC condition. One of the most
common occurs when the patient’s health-care
provider(s) must be informed, for ethical and/or
clinical reasons, about the results of assessments
performed for the study. Doing so enhances
usual care and might trigger additional non-
study tests or treatments that would not have
occurred if the patient were not participating in
the trial. Even minimal enhancement of usual
care can have substantial effects on the patient’s
care and medical outcomes.

Another reason to use an EUC control is to
ensure that all participants receive the current,
guideline-adherent standard of care. Even if a
novel treatment is found to be superior to UC, it
will not necessarily be seen as representing a sig-
nificant advance in medical care unless the UC
was state-of-the-art. An EUC control condition
may be needed to provide this level of care.

This can create a dilemma for behavioral tri-
alists working at tertiary or quaternary care med-
ical centers. Consider a trial that would compare
a behavioral intervention to improve glycemic
control in outpatients with Type 2 diabetes, to
UC for diabetes. The behavioral intervention
would be added on to UC for diabetes. Thus,
the design can be depicted as comparing UC
plus behavioral intervention to UC alone. If
the researcher casts a broad net in recruiting
for the trial, some of the participants might be
receiving their diabetes care from the medical
center’s renowned, state-of-the-art diabetes spe-
cialty clinic, while others might be receiving it
from their own primary care physician, a com-
munity health center, or some other provider.
The quality of UC for diabetes is likely to dif-
fer markedly across these settings. If it does,
the researcher will not be able to claim that
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the behavioral intervention improves outcomes
above and beyond state-of-the-art medical care
for diabetes, even if the trial’s results are posi-
tive. One alternative would be to restrict recruit-
ment to the diabetes specialty clinic, where UC is
uniformly state-of-the-art. The disadvantages of
this approach are that it would limit recruitment
and jeopardize the feasibility and generalizabil-
ity of the trial. Another alternative would be to
stratify by site. This approach would permit a
comparison with state-of-the-art care within the
specialty clinic sample, but it would only be pos-
sible to do this if the trial were fairly large. Yet
another approach would be to ensure that all
participants receive the best possible care, even
if some of them would otherwise receive care
that falls short of the state-of-the-art. This would
change the trial design to EUC + behavioral
intervention vs. EUC alone.

This sort of enhancement is also easier said
than done. The trialist would either have to
arrange for all participants to be seen at the dia-
betes specialty clinic, and thereby increasing the
cost of the trial and possibly alienating the par-
ticipants’ primary care physicians, or else find
a way to ensure that the all of the primary care
physicians provide state-of-the-art diabetes care.
Neither possibility would be a realistic option for
some behavioral medicine research centers.

Another reason to employ an EUC control is
to standardize the non-study care received by all
participants, in order to reduce extraneous vari-
ability in exposure to relevant treatments. A trial
of a behavioral treatment for insomnia might
compare the experimental treatment to UC. In
this design, some participants in both arms might
receive medications for insomnia from their own
physicians, while others might not receive any
medication, so UC would not consist of the same
sort of medical treatment for insomnia from one
patient to the next. In an EUC alternative, these
physicians might be asked to prescribe the same
medication, at the same dosage, to every patient.
Of course, trialists usually cannot dictate non-
study care or guarantee that every physician will
comply with their requests to standardize care.

The more the UC is enhanced, the more
it resembles an experimental intervention in

its own right and the more it diverges from
actual clinical practice. Thus, a trial comparing
a novel experimental intervention to extensively
enhanced UC is, essentially, a comparison of two
active interventions. For these reasons, UC or
minimally enhanced UC controls are more com-
mon than substantially enhanced or standardized
EUC controls in behavioral medicine research.

Evidence-based clinical guidelines exist
for many different conditions and treatments.
Treatments that are of the highest quality and
that adhere closely to state-of-the-art clinical
guidelines or to well-established best practices
are often labeled standard of care (SoC). SoC
should not be confused with standard care (SC),
which is usually synonymous with usual or
routine care. There are many reasons why the
usual care in a particular setting or community
might not always conform to established stan-
dards of care. There are unfortunate reasons,
such as disparities in the quality of health care
that fall along socioeconomic, demographic,
or geographic lines (Werner et al, 2008).
Entire health-care systems can differ with
respect to their institutional commitment to, or
ability to, provide state-of-the-art care. There
is also a good reason for variability in UC:
expert clinicians often depart from guidelines
when doing so is clinically indicated. A basic
example is a physician’s decision to withhold
a guideline-recommended medication if the
patient is allergic to it. Another is a therapist’s
effort to tailor an evidence-based intervention to
the idiosyncratic needs of an individual patient.
Thus, appropriately individualized care (IC)
accounts for some of the variability in usual
care.

In some circumstances, individualized care
might yield better outcomes than rigid adher-
ence to a specific SoC, but in others, the best
way to achieve optimal outcomes might be to
uniformly follow the SoC. Thus, the most rig-
orous comparator in some RCTs might be IC
rather than SoC, and in some trials, it might be
the reverse. It might even be desirable in some
cases to compare a novel intervention to both an
SoC and an IC control condition (Thompson and
Schoenfeld, 2007). Like other three-arm designs,
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however, this type of trial may be prohibitively
expensive in many instances, and it may be
necessary to choose just one of these control
conditions even if it would be informative to
include both.

UC, SoC, and other conditions that are not
entirely (or not at all) determined by the investi-
gator’s research protocol can change over time.
The chances that consequential change will
occur increase over time. This pertains both to
the length of the intervention phase of the trial
and to the overall duration of the trial itself. The
longer the patients remain in the intervention
phase of a trial, the greater the chance that their
non-study care will evolve. For example, non-
study cardiac treatment regimens are unlikely to
change over the course of a 4-week intervention
phase in a group of patients with stable coronary
disease, but they could very well change if the
trial’s intervention phase lasts 6 months or a year.
Similarly, the longer the trial as a whole takes to
complete, the greater is the chance that there will
be changes in the ways that the study population
will be treated. New drugs can enter the market,
existing ones can fall abruptly into disfavor, and
new or revised clinical guidelines can be issued,
to state just a few examples. Thus, temporal vari-
ability in usual care can be problematic in trials
that involve long intervention phases and in ones
that take years to complete.

Clearly, UC, EUC, SoC, and IC can be
rather complex control conditions. Failure to
give due consideration to the characteristics of
these control conditions can have unfortunate
consequences for clinical trials, and even for
entire lines of research (Burns, 2009). The com-
position of UC in any given trial depends upon
the problem or disorder in question, the other
problems that are present, the state-of-the-art of
treatment for the target problem, the availabil-
ity of treatment services, the patient population
being studied, and the settings from which the
participants are recruited. In multicenter stud-
ies, usual care may differ from one center to
the next or from one recruitment venue to the
next within a single center. It can differ from one
patient to the next within the same setting, and
it can change in the middle of the study. Given

its heterogeneity, it is essential to document key
elements of UC. For example, it is important
to systematically document any non-study med-
ications that participants were taking during the
trial.

Data on non-study treatments can be very
useful for analyses of the roles of differential
treatment intensification and differential adher-
ence in study outcomes, particularly in behav-
ioral RCTs that cannot be double blinded and
that involve some form of usual care. Differential
treatment intensification occurs when one group
tends to receive more intensive non-study care
than another group, and differential adher-
ence occurs when the patients in one group
tend to adhere more closely to their non-
study treatment regimens than those in another
group.

For example, patients with arthritis might be
randomly assigned to a coping skills interven-
tion plus usual care for arthritis or to usual care
alone. The intervention might, either inadver-
tently or by design, encourage the participants
to contact their physician more frequently or to
be more assertive in requesting medications or
other non-study treatments. Consequently, they
may receive more frequent or intensive non-
study medical care than the UC participants.
Depending upon the aims of the intervention,
this form of differential intensification could be
viewed either as a rival explanation for bet-
ter outcomes in the intervention arm or as a
mechanism of action through which the inter-
vention produced better outcomes. Conversely,
the UC participants in such a trial might seek
more non-study treatment than their counter-
parts in the intervention arm, because they are
not receiving any special intervention for their
arthritis and may have more difficulty coping
with it. This might turn out to be a potential
explanation for why there was no significant dif-
ference between the groups in the primary study
outcome. Differential adherence can have the
same causes and effects as differential inten-
sification. The coping intervention might, for
example, induce closer patient adherence to non-
study treatments for arthritis in the intervention
than in the usual care arm.
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Treatment intensification measurement meth-
ods have only recently started to gain atten-
tion. So far, most of the emphasis has been on
the intensification of medication regimens, as
indicated by increases in the number of drug
classes, increased dosages within a drug class,
or switches to different drug classes (Schmittdiel
et al, 2008; Selby et al, 2009). Other dimensions
of treatment intensification, such as whether
there is an increased frequency of non-study out-
patient clinic visits, may also be useful to mea-
sure in some behavioral RCTs. Measurement of
patient adherence is addressed in Chapter 7.

2.4 Usual Care and Its Variants in the
Hierarchy of Control Conditions

UC does not fit into the standard hierarchy of
control conditions. In fact, if non-study clinical
care is available to the participants of a trial, the
standard hierarchy disintegrates. In the presence
of UC, there is often no way to guarantee that
participants randomly assigned to no-treatment
control conditions will abstain from non-study
treatment for the target problem or disorder
(Kazdin, 2003a). For example, in a trial of a psy-
chotherapeutic intervention for depression, some
“no-treatment” participants might obtain antide-
pressants from their own physicians, as might
some in the treatment arm. In addition, the pres-
ence of UC in the background of a trial often pre-
cludes pure controls for placebo or nonspecific
treatment effects, as well as pure comparisons
with treatment components or active interven-
tions. If the depression trial were designed to
compare the full experimental psychotherapeu-
tic intervention against a treatment component
condition, for example, the design would ordi-
narily be described simply as a comparison of
the component in question vs. that component
+ the remaining ingredients. However, a more
complete description would be UC + treatment
component vs. UC + treatment component + the
remaining ingredients, given that UC is present
in the background of the trial.

The UCs do not necessarily cancel each other
out in this type of design because UC may inter-
act differentially with the two conditions. For
example, if the remaining ingredients in our
example included educational materials about
treatments for depression, the participants in
the full intervention arm might be more likely
than those in the component-only arm to seek
non-study antidepressants. This potential source
of differential intensification of non-study care
should be addressed whenever an RCT is con-
ducted with a UC control group or even when
UC is merely present in the trial’s milieu. This
also holds for EUC, SoC, and IC controls.

Clinical trials targeting problems that are not
routinely (or ever) addressed in the setting of
interest or for the population of interest might
be regarded as an exception to this rule, but
even these types of trials can be affected by UC.
For example, self-forgiveness has been shown
to predict better psychosocial adjustment and
quality of life among women being treated for
breast cancer (Romero et al, 2006). If a research
team were to propose a clinical trial of self-
forgiveness therapy, they would probably find
that UC for breast cancer at their medical center
does not include formal self-forgiveness ther-
apy. If they were to dig a little deeper, however,
they might find that the center’s pastoral care
or support groups encourage self-forgiveness.
Even if the medical center were bereft of self-
forgiveness services, the participants would still
be receiving interventions (e.g., visits with their
physician or social worker) that could influence
some of the outcomes of the self-forgiveness
trial, such as quality of life. Thus, even if the
experimental intervention is only available to
trial participants, UC is still non-ignorable.

3 Design Issues in Behavioral
Medicine Research

3.1 Efficacy and Effectiveness Trials

In addition to obliterating the standard hierar-
chy of control conditions, the presence of UC



59 Trial Design in Behavioral Medicine 931

blurs the distinction between efficacy and effec-
tiveness. In principle, the efficacy of an inter-
vention should be tested under tightly controlled
conditions, and its generalizability and effective-
ness should subsequently be tested in the “real
world” of clinical practice. However, when effi-
cacy studies are conducted in clinical settings,
the presence of UC constrains the investigator’s
control over the conditions to which the partici-
pants are exposed (Kazdin, 2003a). Also, many
behavioral medicine RCTs are designed to adapt
or extend to medically ill patients, interven-
tions that have already proven to be efficacious
in medically well subjects. Consequently, many
of our “efficacy” trials are actually efficacy–
effectiveness hybrids.

In effectiveness trials, interventions with
known efficacy are tested as replacements for
current practices or as ways to augment them.
The control arm is either UC or EUC. The
basic replacement effectiveness design compares
a translational intervention to UC or EUC. The
basic augmentation effectiveness design is sim-
ilar except that the new intervention is added
to existing practice: UC or EUC + translational
intervention vs. UC or EUC alone.

Some efficacy trials in behavioral medicine
are analogous to augmentation effectiveness
studies, except that the efficacy of the interven-
tion has not yet been established, at least not in
the setting of interest or for the population of
interest. They compare UC or EUC + an exper-
imental intervention to UC or EUC alone. For
example, we recently compared two experimen-
tal interventions for depression in patients with
a recent history of coronary artery bypass graft
(CABG) surgery to UC (Freedland et al, 2009).
For simplicity, the present discussion focuses on
just one of the interventions, cognitive behav-
ior therapy (CBT). We chose CBT because it
had well-established efficacy for depression in
psychiatric patients and could be adapted to
address the needs and problems of post-CABG
patients, but its efficacy had not yet been estab-
lished in this population. We compared CBT
to EUC for depression which, in this patient
population, sometimes includes antidepressants
but rarely includes psychotherapy. About half of

the participants were already taking an antide-
pressant but were still depressed at enrollment
in the trial. They were permitted to continue
their antidepressants regardless of group assign-
ment. Consequently, about half of the patients
in the experimental arm received a combination
of CBT plus non-study antidepressants, and the
other half received only CBT for depression.
Similarly, half of the control group received non-
study antidepressants, and the other half received
no treatment for depression at all. The partici-
pants and their physicians were informed of the
patient’s depression status at baseline. Thus, this
trial provides an example of minimally enhanced
usual care and the following design: EUC + CBT
vs. EUC alone.

Criticism of the UC or EUC control condi-
tion is common in this type of trial, particularly
by reviewers who are uncomfortable with depar-
tures from more familiar efficacy designs. A
frequent concern is that this design does not con-
trol for attention or placebo effects. It is true that
the participants in the EUC arm are unlikely to
receive as much clinical attention as their inter-
vention arm counterparts, since CBT provides
ample clinical attention. However, researchers
may disagree about whether it is necessary or
even desirable to control for attention in this
type of study. Because the presence of UC in
the background of a trial generally precludes
pure placebo or attention controls, controlling
for attention implies this design: EUC + atten-
tion vs. EUC + attention + other ingredients of
CBT. A serious drawback of this design is that
it is uninformative as to whether CBT yields
better depression outcomes than UC alone after
CABG surgery. That may seem like an effec-
tiveness rather than an efficacy question, but as
discussed above, the presence of UC blurs the
distinction between efficacy and effectiveness.
Unless CBT is first shown to be superior to UC
for depression in this patient population, there is
little reason for researchers, clinicians, patients,
administrators, or policymakers to care whether
its apparent effects are due to attention rather
than to the other ingredients of CBT.

One way to overcome this limitation would
be to add an EUC-only group to the design. This
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three-arm trial would require a larger sample and
it would cost more than a two-arm trial. Would
it be worth the additional expense? That depends
on how important it is to determine the extent
to which clinical attention explains the effects of
CBT and that is not a simple question. Unlike the
standard threats to internal validity (e.g., history,
maturation, or regression to the mean), attention
is not a rival explanation for the effects of CBT.
Attention is an integral part of CBT, so the atten-
tion control design is analogous to the treatment
component design, and its principal function is
comparison rather than control. In other words,
this design does not truly “control” for attention,
since attention is not a threat to internal valid-
ity; instead it permits a comparison of the full
intervention (CBT) to one of its key ingredients
(clinical attention).

However, clinical attention cannot be
extracted from the therapy in which it is
embedded and delivered in a pure, active
ingredient-free form. Attention group therapists
cannot simply sit and stare at their patients for
the same number of hours that the experimental
group therapists interact with theirs. They
have to provide some sort of intervention in
order to have a vehicle within which to deliver
clinical attention. Furthermore, CBT provides
a distinctive form of clinical attention known
as a collaborative therapeutic relationship, in
which the patient and therapist collaborate
on cognitive-behavioral treatment goals and
strategies (Beck, 1995). This special relationship
cannot be extracted from CBT without changing
it. At best, an attention condition might approxi-
mate CBT’s collaborative relationship, but there
would still have to be some sort of non-CBT
therapeutic content for the collaboration to form
around.

Assuming that a credible UC or EUC +
attention condition can be implemented, what
is gained from comparing it to the full inter-
vention? In basic psychotherapy research, it is
important to determine whether the particular
form of therapy under investigation provides
benefits above and beyond clinical attention. In
applied behavioral medicine research, determin-
ing whether particular therapies have specific

active ingredients is usually less important than
ascertaining whether the therapies are beneficial.
Nonspecific therapies, the kind of interventions
that may be used as attention control conditions
for established interventions such as CBT, may
require less training and experience, may be less
expensive to deliver, and may or may not be
as efficacious as the experimental intervention.
These are important but secondary questions.
The more pressing goal for behavioral medicine
RCTs is to develop highly efficacious interven-
tions for clinically significant problems.

However, the behavioral medicine research
community is increasingly aware of the need
for behavioral and psychosocial interventions
that are not only highly efficacious but effective
and practical to implement in clinical practice
(Glasgow and Emmons, 2007). Practical clini-
cal trials (Glasgow et al, 2006; Tunis et al, 2003)
are expected to play an increasingly important
role in testing interventions in clinical prac-
tice settings. In some instances, two or more
evidence-based interventions for a given prob-
lem may already be available to practitioners,
but whether, for whom, and under which circum-
stances one intervention is superior to another,
is unknown. A comparative effectiveness trial
can address such questions. In other instances,
practical clinical trials are needed for further
evaluation of innovative behavioral interventions
that have been found to be superior to other ther-
apies, medications, and/or control conditions in
tightly controlled efficacy studies. In these cases,
the new intervention should be compared with
the current standard of care, if one exists. If
there is no evidence-based standard of care, or if
current clinical practices in the settings of inter-
est do not adhere to whatever evidence-based
guidelines may be available, then comparison to
some form of usual care would be appropriate
(Glasgow et al, 2006).

3.2 Factorial Designs in Efficacy
Research

Factorial trial designs are uncommon in most
areas of medical research, including behavioral
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medicine, but they can be very useful. The
Canadian Cardiac Randomized Evaluation of
Antidepressant and Psychotherapy Efficacy
(CREATE) trial (Frasure-Smith et al, 2006;
Lesperance et al, 2007) is a good example.
Patients with stable coronary disease and major
depression were randomly assigned to either
clinical management (CM) or interpersonal psy-
chotherapy (IPT) + CM. Within each group, the
participants were then randomized to citalopram
or to a pill placebo. This yielded four groups:
IPT + CM + pill placebo, IPT + CM + citalo-
pram, CM + pill placebo, and CM + citalopram,
and it permitted independent comparisons of
citalopram vs. placebo and IPT vs. CM. Because
the participants were medical patients, UC was
present in the background of all four groups;
this will be ignored here, for simplicity.

The key advantage of this design is that it
requires fewer subjects to test the two hypothe-
ses (i.e., drug vs. placebo and IPT vs. CM) than
if two separate trials were conducted instead.
A critical assumption is that there is no inter-
action between the two interventions (Frasure-
Smith et al, 2006; Friedman et al, 1998). If
there is an interaction, the effects of each inter-
vention depend upon whether the other is co-
administered. This is more likely to occur when
the two interventions have similar mechanisms
of action than when they operate through differ-
ent pathways. Consequently, it is an appropriate
design for simultaneously testing the efficacy of
a drug and a behavioral or psychotherapeutic
intervention. It might not be a good design for
simultaneously testing two similar drugs or two
forms of psychotherapy.

A factorial design can also be used to test
interaction hypotheses (Piantadosi, 2005). For
example, a trial might be designed to determine
whether the combination of a drug plus a behav-
ioral intervention produces greater weight loss
in obese subjects than either the drug or the
behavioral intervention alone. The control group
receives neither treatment, but like all of the
other participants, they may, depending on the
setting and population, receive some form of UC.
Double randomization is not required for this
type of study. Instead, the participants would be

randomly assigned just once, to the drug alone,
to the behavioral intervention alone, to combi-
nation therapy, or to neither treatment. A larger
sample is required for this type of trial than for
the double-randomization factorial RCT design
discussed above (Friedman et al, 1998).

3.3 Safety Trials

The ultimate goals of medical care are to save
lives, prevent or decrease disability, and main-
tain or improve quality of life. Unfortunately,
many medical and surgical therapies have been
found to increase the risk of death or disability,
or to diminish quality of life, despite being effi-
cacious for a target condition of some sort. The
Cardiac Arrhythmia Suppression Trial (CAST)
is a classic example. CAST showed that cer-
tain medications decrease cardiac arrhythmias
but do so at the expense of increasing the risk
of mortality (CAST Investigators, 1989). Such
findings have generated widespread skepticism
about claims of treatment efficacy that are based
on improvements in surrogate end points such
as arrhythmias without concomitant evidence of
improved functioning, survival, or quality of life
(Fleming and DeMets, 1996).

In behavioral medicine, many trials target out-
comes that could be considered surrogate end
points, and do so without being designed or pow-
ered to evaluate survival or other ultimate end
points. There are often good reasons for this.
Depression, for example, is a risk factor for
morbidity and mortality in patients with heart
disease, but it is also a disorder in its own
right. In the post-CABG depression trial dis-
cussed earlier, the goal was to test the efficacy
of an intervention for depression in a patient
population that had been excluded from almost
every other depression trial ever conducted. It is
possible, but unlikely, that exposure to CBT dur-
ing the year after CABG surgery increases the
risk of mortality. To determine whether it indeed
poses this risk would have required a much larger
trial. Conducting a large, expensive trial simply
to confirm that CBT is not lethal would have
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been hard to justify. It is essential to monitor
serious adverse events (SAEs) in any RCT, but
few medical or behavioral trials are adequately
powered to analyze group differences in SAEs
(Tsang et al, 2009).

Safety is a more serious consideration when
antidepressants are used to treat depression
in patients who also have heart disease or
other serious medical conditions. The sertra-
line antidepressant heart attack randomized trial
(SADHART) evaluated the safety and efficacy of
sertraline for major depression in patients with
a recent acute myocardial infarction (MI). Left
ventricular ejection fraction (LVEF) was the pri-
mary indicator of the drug’s safety, and other
cardiac variables (e.g., angina) were secondary
indicators. The trial was not adequately powered
to study mortality, but deaths were analyzed in
an exploratory analysis.

SADHART was a double-blind, placebo-
controlled trial. All of the participants received
UC for heart disease and other medical prob-
lems, but they were not permitted to take non-
study antidepressants while participating in the
trial. In this sense, something was subtracted
from the participants’ usual care, and replaced
with either sertraline or a pill placebo. So,
instead of receiving enhanced UC for depres-
sion, they received restricted usual care (RUC).
In this type of design, it may be neces-
sary to enhance some aspects of UC while
restricting others. The SADHART team notified
the participant’s cardiologist if significant car-
diac abnormalities were found. Thus, although
SADHART is usually described simply as a
placebo-controlled trial, a complete description
of the design compares EUC for heart disease,
etc., + RUC for depression + sertraline to EUC
for heart disease, etc., + RUC for depression +
pill placebo.

3.4 Mediation Trials

Successful mediation trials are the “holy grail”
in many areas of behavioral medicine research.

They are designed to show that medical out-
comes can be improved by treating behavioral
problems. They are pragmatic trials in that they
aim to yield new approaches to preventing or
treating medical conditions, but they are also
explanatory studies in that they are designed to
determine whether the behavioral problem is a
causal risk factor rather than a non-causal risk
marker. They are referred to herein as media-
tion trials, because they target putative mediators
of medical outcomes, rather than the medical
outcomes themselves.

For example, considerable evidence has accu-
mulated that both depression and low perceived
social support (LPSS) increase the risk of mor-
bidity and mortality after acute MI. It is not
known, however, whether these variables are
causal risk factors or whether modifying them
can reduce the incidence of recurrent infarction
and death. The enhancing recovery in coro-
nary heart disease (ENRICHD) clinical trial was
designed to address these questions. Patients
with a recent MI plus depression and/or LPSS
were randomly assigned to an intervention that
included CBT and, in some cases, sertraline, or
to minimally enhanced UC for depression. The
intervention had modest effects on depression
and LPSS, but no effect on the combined primary
end point of reinfarction-free survival (Berkman
et al, 2003). The findings provided a reason-
ably clear answer to the pragmatic question of
whether post-MI depression and LPSS are treat-
able: they are, but the best available treatments
have relatively weak effects on these problems.
They yielded an ambiguous answer to the prag-
matic question of whether post-MI medical out-
comes can be improved by treating depression
and LPSS. The medical outcomes did not differ
between the groups, but they might have dif-
fered if the intervention had stronger effects on
depression and LPSS. The findings also left open
the explanatory issue of whether depression and
LPSS are causal risk factors: they may be, but
ENRICHD neither proved nor disproved this.

ENRICHD illustrates some of the challenges
involved in conducting behavioral mediation tri-
als. The intervention targeted two behavioral
risk markers which, assuming that they are even
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part of a causal process that leads to reinfarc-
tion or cardiac death after an MI, are distal
mediators. The processes that are involved in
blood clot formation are, in contrast, proximal
mediators of recurrent infarction. All else being
equal, it would be much easier to demonstrate
that aspirin and clopidogrel prevent reinfarc-
tion, because they target proximal mediators.
Establishing that a behavioral problem predicts
adverse medical outcomes is a precondition for
conducting a trial such as ENRICHD. The trial
tests the mediation hypothesis by demonstrating
that (1) the intervention improves medical out-
comes, (2) it improves the behavioral risk factor,
and (3) the improvement in medical outcomes
is due, at least partially, to improvement in the
behavioral risk factor. Whether the hypothesis
will be supported depends on (1) the strength of
the association between the behavioral risk fac-
tor and the medical outcome, (2) the efficacy of
the intervention in relation to the behavioral risk
factor, and (3) whether the intervention affects
the medical outcome via other pathways. The
strength of the association between the risk fac-
tor and the medical outcome is not something
that the investigator can control, but it is an
important consideration in deciding whether the
trial should be conducted in the first place. If
the intervention is not very efficacious for the
behavioral risk factor, then there is little hope
that it will affect the medical outcome even if
the risk factor is a strong determinant of it. This
was problematic in ENRICHD; the differences
in depression and social support between the
intervention and EUC groups were too small to
affect the medical outcomes. If the intervention
operates through multiple pathways, then it may
be challenging to demonstrate behavioral medi-
ation even if the medical outcomes improve.
For example, sertraline is an antidepressant but
it also interferes with blood clotting by bind-
ing with platelet receptors. If sertraline helps to
prevent MIs (a potential benefit which has not
yet been proven), it might do so by improving
depression, inhibiting platelet activation, or both.

These issues make it difficult to demonstrate
that behavioral interventions can improve med-
ical outcomes and even more difficult to test

causal hypotheses. It is often said that unlike
observational studies, clinical trials are exper-
iments and therefore provide stronger tests of
causal hypotheses about risk factors (Elwood,
2007). They are indeed experiments, but they
are less tightly controlled than most laboratory
experiments. Also unlike laboratory research,
the experimental manipulation in a behav-
ioral trial does not necessarily produce distinct
groups. In SADHART, for example, depression
was neither totally abolished in the sertraline arm
nor uniformly persistent in the placebo arm. No
known treatment is efficacious enough to turn
a depressed sample into a 100% fully remitted
sample, and the placebo effect and spontaneous
improvement conspire to ensure that some con-
trol subjects will partially or fully remit. In gen-
eral, mediation trials should only be conducted
if highly efficacious treatments for the behav-
ioral risk factor exist. However, many behavioral
problems are difficult to treat. Treatment devel-
opment and efficacy studies are needed to pave
the way for multicenter mediation trials.

In any RCT, the efficacy of an experimental
intervention is judged in relation to the control
condition. The effect size has as much to do
with the control condition as it does with the
experimental treatment (Mohr et al, 2009). For
example, antidepressant medications are more
efficacious in relation to no-treatment controls
than to pill placebos. This is especially important
in mediation trials, which require highly effica-
cious treatments for behavioral targets in order
to affect medical outcomes and to provide strong
tests of the mediation hypotheses.

For clinical problems like depression in med-
ical patients, no-treatment control groups are not
an option because of the presence of UC. Among
the designs that are feasible in this circumstance,
UC or minimally enhanced UC control designs
are the most powerful. To employ a UC + atten-
tion control instead of UC or EUC could defeat
the purpose of a mediation trial. If sufficient
resources are available, it might be possible to
add a third arm in order to “control” for attention,
but doing so might not serve the primary aims
of the trial. It could serve a secondary aim, but
whether this is a wise use of limited resources in
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an explanatory mediation trial should be ques-
tioned. It might be better to wait until more
pragmatic questions come to the fore; in other
words, after it has been shown that treating the
behavioral risk factor can improve medical out-
comes. Once this has been accomplished, it is
then time to address such questions as whether
the risk factor can be treated more rapidly, less
expensively, and in a broader range of settings.

On the other hand, if an applicable interven-
tion has a powerful effect on a behavioral risk
factor that is known to have a strong relationship
with a medical outcome, it may be preferable
to move directly to a more stringent mediation
trial design. The Diabetes Prevention Program
(DPP; Knowler et al, 2002) is an example. The
DPP randomly assigned individuals at risk for
Type 2 diabetes to an intensive lifestyle inter-
vention, metformin, or placebo. The lifestyle
intervention was designed to reduce obesity and
increase physical activity. UC was enhanced
by a brief lifestyle education intervention and
by assisting the patients’ non-study health-care
providers in following treatment guidelines for
concomitant conditions such as hypertension.
UC was also restricted in that treatments that
could have affected study outcomes were dis-
couraged if alternate treatments were available.
The intensive lifestyle group lost more weight
and engaged in more physical activity than the
other groups. The incidence of diabetes was
reduced by 58% in the lifestyle group and by
31% in the metformin group, as compared with
the placebo group. The lifestyle intervention was
also more efficacious than metformin. Thus, the
DPP showed that the intensive lifestyle interven-
tion is an efficacious treatment for obesity and
physical inactivity in individuals at risk for Type
2 diabetes, and that it also helps to prevent the
onset of diabetes in this population. It did so
even though stringent control conditions were
employed.

3.5 Statistical Power and Trial Design

As noted previously, the effect size of an inter-
vention depends not only on the intervention

itself but also on the condition to which it is com-
pared (Mohr et al, 2009). A corollary of this fact
is that trial design also affects statistical power.
For example, if an RCT is designed to test the
efficacy of an intervention in which positive out-
come expectations are likely to be associated
with better outcomes (as is the case with many
psychosocial interventions), then for any given
sample size, the statistical power of the primary
hypothesis test will be lower if the RCT includes
a placebo control group than if the control group
receives no treatment.

Comparative efficacy and effectiveness trials
tend to require relatively large samples because
they are usually designed to compare two active
interventions to one another. In some trials, how-
ever, two different active interventions are com-
pared to a control condition such as a placebo or
usual care. In the DPP trial, both of the active
treatments reduced the incidence of diabetes, in
comparison to the placebo. Furthermore, the trial
was large enough to compare the two active
interventions to one another, and the results
showed that the lifestyle intervention was supe-
rior to metformin (Knowler et al, 2002).

Smaller trials with similar designs may have
sufficient power to compare both active inter-
ventions to the control condition, but not to
compare the active treatments to each other. This
was the case, for example, in our recent trial
of treatments for depression in patients with a
recent history of CABG surgery. There was ade-
quate power to compare the cognitive-behavioral
and stress management interventions to the EUC
control condition, but not enough to compare
the interventions to each other (Freedland et al,
2009).

In such a trial, even if Treatment A has a
bigger effect than Treatment B vis-à-vis the con-
trol condition, it is not clear whether Treatment
A is superior to Treatment B. Consequently,
there will be some uncertainty about the clini-
cal implications of the results. It could be argued
that Treatment A is the more efficacious inter-
vention, yet one cannot say with certainty that
Treatment A is more efficacious than Treatment
B. Thus, whenever possible, these sorts of tri-
als should be powered to support comparisons
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among all of the groups, not just between the
active intervention and control arms.

3.6 Falsification Research

The philosopher of science Karl Popper argued
that a hypothesis is scientific only if it is falsifi-
able (Popper, 1972). Much of the research that is
conducted in our field is designed to determine
whether behavioral variables are risk factors for
adverse medical outcomes. Much less research
aims to falsify these hypotheses. For example,
there is a strong association between depres-
sion and Type 2 diabetes (Anderson et al, 2001).
This raises the question of whether treatment
of depression can prevent diabetes. If so, that
would lend support to the hypothesis that depres-
sion is a causal risk factor for diabetes. It is also
possible that diabetes and depression are asso-
ciated because diabetes causes depression. An
RCT targeting glycemic control in diabetes, with
depression as the primary outcome, would test
this hypothesis. However, reciprocal causality
is also possible. Consequently, even if diabetes
treatment were shown to decrease depression,
this would not literally falsify the hypothesis
that depression causes diabetes. Nevertheless,
if diabetes treatment was shown to prevent or
improve depression, but depression treatment
could not be shown to prevent or improve dia-
betes, then the “depression causes diabetes”
hypothesis would essentially have been falsified.
It would be almost impossible to design a clinical
trial that could completely falsify any of behav-
ioral medicine’s major hypotheses in one fell
swoop. Falsification can emerge from a line of
research, but it is unlikely to result from a single
trial.

3.7 Mechanistic Research

Long after behavioral variables such as mental
stress, anger, or anxiety have been established as
risk factors for a disease or an adverse medical

outcome, questions tend to remain about the
underlying mechanism(s). Observational studies
and laboratory experiments comprise most of the
mechanistic studies in behavioral medicine, but
clinical trials also provide opportunities to test
mechanistic hypotheses. If a candidate mech-
anism has been associated in cross-sectional
research both with a behavioral risk factor and
with an adverse medical outcome that the risk
factor predicts, one of the next questions to ask
is whether change in the risk factor is associated
with change in the candidate mechanism. This
can be accomplished by correlating the change
scores derived from an observational study, but
not if the risk factor tends to remain stable. By
intervening in the risk factor, an investigator can
induce change, or promote more rapid change
than would otherwise occur, and thereby create
the variability needed to correlate the risk factor
and candidate mechanism change scores.

This strategy utilizes an intervention to per-
turb a behavioral risk factor. The purpose of
the study is not to test the efficacy of the inter-
vention, but rather to use an intervention with
established efficacy to manipulate the risk fac-
tor. There is no need to control for threats to any
conclusions that might be drawn about the effi-
cacy of the treatment, so an uncontrolled, “open
label” trial is a satisfactory way to test this type
of hypothesis. Including a control group would
waste resources and needlessly expose addi-
tional subjects to experimentation. For example,
Carney et al (2000) used CBT to treat a group of
patients with stable coronary disease and comor-
bid depression in an uncontrolled trial. The aim
was to induce change in depression, in order
to correlate it with change in various indica-
tors of cardiovascular autonomic dysregulation,
including heart rate and heart rate variability.
CBT was chosen because it was an efficacious,
nonpharmacological treatment for depression. It
was considered to be less likely than antidepres-
sant medications to have direct, physiological
effects on the cardiovascular variables of inter-
est, i.e., effects that are not mediated by change
in depression.

Since CBT and antidepressants improve
depression via different pathways, it might have
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been informative to conduct a randomized com-
parison of CBT vs. an antidepressant. The pri-
mary aim would still have been to correlate
change in depression with change in cardio-
vascular variables, but this design would make
it possible to determine whether the type of
treatment explained any of the variance in the
cardiovascular change scores. This might have
provided some new insights into the cardiovas-
cular effects of antidepressants, but it would not
have provided better data than the uncontrolled
trial with regard to whether cardiovascular auto-
nomic dysregulation is a plausible mechanism
linking depression to cardiac events. It would
also have been more expensive and expose more
subjects to experimentation. Here again, a trial
design may seem appear at first glance to be rig-
orous by familiar methodological standards, yet
not serve the purpose of the study as well as a
seemingly less rigorous design.

Mechanistic questions can also be investi-
gated as ancillary studies within standard effi-
cacy RCTs. These trials need control groups,
unlike in the kinds of studies discussed above.
The controls are justified by the primary (effi-
cacy) aims of the trial, not by the mechanistic
aims. If the control group data are useful for
ancillary mechanistic studies, all the better, but
that is not why the control groups are included
in these studies.

Although there are not many examples in
the behavioral medicine literature to draw upon,
RCTs can also be used to falsify mechanistic
hypotheses. For example, depression is known
to increase the risk of Type 2 diabetes, but
the mechanisms underlying this risk have not
been firmly established. Glucose dysregulation
is one of the leading candidates. However, it is
also possible that glucose dysregulation causes
depression. If the causal arrow runs in this
direction, then glucose dysregulation may be a
“third variable” cause of both depression and
diabetes. One way to study this question would
be to randomly assign a sample of depressed,
pre-diabetic individuals to treatment with either
a metformin or a selective serotonin reuptake
inhibitor. If the antidepressant failed to improve
glucose control despite improving depression,
and if the metformin improved depression by

improving glucose control, this would help to
falsify the hypothesis that depression causes dia-
betes by causing glucose dysregulation. This
would be a two-arm comparison of two active
treatments, with no placebo control arm. A
placebo could have mild effects on both depres-
sion and on glycemic control, so the inclusion
of a placebo control arm would probably not be
very informative.

4 Summary

Clinical trial designs that are suitable for a given
purpose, population, or setting may not be suit-
able for others. The design of a trial should
match its purpose, even if this means challenging
some common assumptions about what a rigor-
ous trial should look like. For example, a trial
whose primary purpose is to test a mechanis-
tic hypothesis should not necessarily resemble a
treatment efficacy trial.

Many behavioral medicine researchers con-
duct their trials in medical care settings and
enroll participants who either already have or are
at risk for developing medical illnesses. The per-
vasive influence of usual care in these settings
is a salient consideration for trial designers. It
is especially important to take usual care into
account when choosing control groups.

Careful consideration of these issues could
help to resolve many of the controversies that
surround the design of clinical trials in behav-
ioral medicine, including disagreements about
control conditions. Greater agreement about
trial design issues among all interested parties
(including investigators, grant reviewers, and
institutional review boards) would help to fos-
ter the growth of clinical trials in behavioral
medicine.
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Chapter 60

Methodological Issues in Randomized Controlled
Trials for the Treatment of Psychiatric Comorbidity
in Medical Illness

David C. Mohr, Sarah W. Kinsinger, and Jenna Duffecy

1 Why Do We Need RCTs for
Treatments for Psychiatric
Disorders in Medical Patients?

An enormous literature has validated the use
of a variety of psychological and behavioral
treatments for many common psychiatric disor-
ders, including the mood and anxiety disorders
(Cuijpers et al, 2008) that commonly afflict peo-
ple with medical illnesses. Presumably many
of these trials enroll participants who are rea-
sonably representative of the general public,
which includes many people with many medi-
cal illnesses. So why do we need randomized
controlled trials (RCTs) of psychological and
behavioral treatments for psychiatric disorders in
patients with medical illness? Why not accept
the findings of RCTs conducted in the general
public?

There are at least three broad answers to
that question: First, RCTs of psychological and
behavioral treatments are needed when there are
questions of whether a validated treatment gen-
eralizes from one population to another. Second,
treatments are sometimes altered to meet the spe-
cific needs of a patient population. For example,
treatments may include components to manage
symptoms of the medical illness, such as pain
or fatigue, or may be delivered differently to
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accommodate disabilities. These alterations may
change the efficacy of the treatment. Finally, we
will propose that trials are needed in part because
our ability to accurately diagnose psychiatric
disorders is diminished by medical illness. We
will argue that when outcomes in RCTs of val-
idated psychological and behavioral treatments
are substantially smaller in medical populations
than in non-medical populations, the problem
may lie in our ability to accurately identify the
psychiatric disorder in that population, rather
than in the intervention. We will discuss the
implications of this for RCT design.

2 The Influences of Medical Illness
on Psychological Functioning

2.1 Occurrence of Psychiatric
Disorders in Medical Populations

The literature on the relationship between med-
ical illness and psychiatric disorders is mixed.
By far the largest literature on comorbid
psychiatric problems and medical illness has
focused on depressive symptoms and disorders.
Chronic medical conditions have generally been
associated with increased prevalence of depres-
sion and anxiety (Scott et al, 2007). Rates of
depression have been shown to be higher among
patients with coronary artery disease, particu-
larly following myocardial infarction and stroke
(Connerney et al, 2001; Hackett et al, 2005),
chronic obstructive pulmonary disease (COPD)
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(Yohannes et al, 2000), autoimmune diseases
such as multiple sclerosis (Patten et al, 2003)
and inflammatory bowel disease (IBD) (Graff
et al, 2009), rheumatoid arthritis (Dickens et al,
2002), hepatitis C (Carta et al, 2007), and sickle
cell disease (Levenson et al, 2008), just to name
a few.

However, not all medical conditions are con-
sistently associated with increased psychiatric
distress. For example, while depression and anx-
iety are high among patients with traumatic
conditions such as limb amputations or spinal
cord injuries up to 2 years post-amputation, these
rates fall to general population levels once the
condition stabilizes (Horgan and MacLachlan,
2004). Among illnesses that are not necessar-
ily stable, the prevalence of psychiatric disorders
may vary with the amount of disease activity. For
example, patients whose epilepsy is uncontrolled
are at greater risk for depression, while preva-
lence among patients with controlled epilepsy
is similar to the general population (Kanner,
2003). However, even when the prevalence of
diagnosable psychiatric disorders is not elevated,
this does not mean that there is no distress.
For example, among diabetes patients, rates of
diagnosable depression have been shown to be
similar to the general population, however, sub-
threshold depressive symptoms remain elevated
(Fisher et al, 2007).

These patterns of variable relationships
between psychiatric illness, severity of psychi-
atric symptoms, and medical illness are also seen
within disease groups. There are fairly consis-
tent findings that rates of depression are higher
among cancer patients generally. However, rates
are particularly high among some cancer popu-
lations (oropharyngeal, pancreatic, breast, lung)
and lower in others (colon, gynecological, lym-
phoma) (Massie, 2004). Psychiatric disorders
are also more prevalent in the first year or two
after diagnosis, but become equivalent to the
general population thereafter (Stanton, 2006).
Although rates of diagnosable psychiatric prob-
lems decline, patients may nevertheless continue
to experience adjustment difficulties. There is a
substantial literature indicating that many cancer
patients experience long-term psychosocial dif-
ficulties, including impaired quality of life and

disease-specific concerns (e.g., fears of recur-
rence, body image concerns, sexual dysfunction)
(Stanton, 2006).

The increased rates of psychiatric disorders
among medical populations may be attributable
to either psychosocial or biological factors.
Arguments for the role of psychosocial factors
in producing psychiatric symptoms generally fit
into a diathesis-stress model (Banks and Kerns,
1996), in which stress triggers a psychiatric dis-
order among a subset of the population with a
specific illness who also carry specific genetic,
biological, psychological, or social vulnerabili-
ties. Perceived threats or losses in health, well-
being, and social functioning coupled with the
belief that these threats or losses cannot be effec-
tively managed or controlled can increase risk of
psychological distress in vulnerable individuals.
The decline in prevalence of psychiatric disor-
ders following initial adjustment to a medical
problem may be related to patients’ capacities to
adjust to adverse events and circumstances such
as disability or threat of recurrence (Burgess
et al, 2005; Horgan and MacLachlan, 2004;
Kanner, 2003). On the other hand, other disease-
related symptoms, most notably pain, are more
difficult to adjust to and may constitute an ongo-
ing stressor that triggers increased psychological
distress (Banks and Kerns, 1996).

Psychiatric symptoms may also be directly
related to the disease processes. This can occur
in at least two ways. Increased psychiatric
symptoms can result from anatomical pathol-
ogy related to the medical disorder. For example,
illnesses that result in the destruction of brain
tissue, such as cerebrovascular disease or mul-
tiple sclerosis, can produce lesions in regions
of the brain that regulate emotion and behavior,
resulting in increased risk of psychological and
behavioral symptoms (Fang and Cheng, 2009;
Feinstein et al, 2004). To the degree that the
anatomical pathology is chronic, the vulnerabil-
ity to psychological and behavioral symptoms
may also be permanent. Alternatively, disease
processes or the pathogenesis of medical ill-
ness may produce psychiatric symptoms. For
example, inflammation-associated injury, such
as spinal cord injury, can produce psychological
and behavioral symptoms of depression and
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anxiety that subside as inflammation decreases
(Riegger et al, 2009). Alternatively, inflamma-
tory diseases such as multiple sclerosis (MS) and
IBD are characterized by periodic increases in
inflammation that may result in symptoms of
depression and anxiety (Gold and Irwin, 2006;
Rosenkranz, 2007). Likewise, neuroendocrine
dysregulation associated with medical diseases
such as cardiovascular disease could produce
depressive symptoms (Joynt et al, 2003). In
many cases these pathogenic causes may exert
episodic and time-limited influences on psychi-
atric symptoms.

Admittedly, the conceptual distinctions
between psychosocial and biological or between
anatomical pathology and pathogenesis may be
somewhat blurred in reality. That is, inflamma-
tion may also increase pain, which in turn may
contribute to psychological distress. Damage
to central nervous system tissue may produce
both permanent damage and inflammation that
varies over time. Also, as noted in Chapters
44 and 45, psychiatric symptoms can cause
changes in neuroendocrine and immune func-
tion. Despite the overlapping and recursive
nature of these relationships, it is useful to
consider these sources independently when
considering the effects of medical illness on
RCTs for psychiatric disorders.

2.2 Identifying Psychiatric Disorders
in Medical Populations

A critical component of an RCT is selecting a
sample of patients with the disorder or prob-
lem that the intervention is intended to treat.
A sample that is well defined with respect to
the target problem will support a good test
of the experimental treatment. A sample that
is poorly defined, containing misdiagnoses or
false positives, is less likely to provide an accu-
rate test of the intervention. Much of medicine
has improved diagnostic validity and reliabil-
ity through the use of laboratory tests, imaging,
and other technologies. In contrast, psychiatric
diagnosis continues to rely on clusters of symp-
toms that are often relatively non-specific and

which, even among patients without medical
illness, produce groups that are likely heteroge-
neous in terms of the underlying etiology of the
symptoms used in diagnosis. This heterogeneity
can decrease power in RCTs, since those who are
false positives may be less likely to respond to
the treatments (Cipriani et al, 2009). The degree
to which medical illness creates symptoms that
mimic, but are unrelated to psychiatric disor-
ders, the problem of heterogeneity is only aggra-
vated. An example of this are symptoms used
to diagnose post-stroke depression, which can
have a variety of etiologies including brain tissue
damage, inflammation, and psychosocial stress-
related reactions (Fang and Cheng, 2009). The
heterogeneity of etiological factors underlying
symptoms of post-stroke depression is further
evidenced by the frequent lack of responsive-
ness to antidepressant medications (Hackett et al,
2008). Thus, among patients with medical illness
and presumed comorbid psychiatric diagnoses,
the symptoms used to diagnose psychiatric ill-
ness may be caused by the medical illness rather
than the psychiatric disorder.

Complicating the matter, there is no reason
why any individual symptom must have a sin-
gle etiology. For example, fatigue is a common
symptom in MS experienced by 65–97% of all
patients (Bakshi, 2003). Depression is also com-
mon, with 15–26% of patients experiencing a
major depressive episode in a 12-month period
(Patten et al, 2003) and nearly 50% experiencing
significant symptoms of depression (Chwastiak
et al, 2002). Thus, for many patients with MS,
fatigue may be multiply determined. Simply
understanding whether or not the symptom is
caused by the medical illness may not neces-
sarily be of assistance in determining whether
or not it should be counted as a symptom for a
psychiatric assessment.

2.3 Measurement Issues Specific
to Medical Populations

The potential complications of confounded
symptoms emerge in RCTs in the assessment of
the psychiatric disorder. Numerous symptoms of
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psychiatric disorders may be confounded with
medical illness, such as fatigue, changes in sleep
and appetite, agitation and/or tremors, sweat-
ing, gastrointestinal symptoms, and neuropsy-
chological changes (Koenig et al, 1997; Mohr
et al, 1997). Thus, assessments of psychiatric
disorders in populations or samples with med-
ical illnesses may produce false positives, both
on symptoms and diagnoses, and may result in
elevated levels of symptom severity.

Several methods have been proposed to
handle the problem of confounded symptoms
(Cohen-Cole and Harpe, 1987). The etiologic
approach requires the evaluator to determine the
etiology of the symptom. This can be effective,
but requires a high level of expertise from the
evaluators (Koenig et al, 1995). The exclusive
approach simply excludes those symptoms that
are confounded. This is reliable, as the decision
can be made a priori and not on a case-by-case
basis, but it requires making a diagnostic deter-
mination based on a smaller number of symp-
toms, which may reduce validity. The substitu-
tive approach substitutes non-confounded symp-
toms for confounded ones. For example, social
withdrawal might be substituted for fatigue in
the diagnosis of major depressive episode. This
can also be reliable, but it is unclear if mod-
ified diagnostic criteria will identify the same
patients as the original categories. Finally, the
inclusive approach includes any symptom, with-
out consideration of its potential etiology. While
these different approaches likely identify dif-
ferent groups of people as meeting diagnostic
criteria, no method is necessarily superior to
any other (Koenig et al, 1997). Not surpris-
ingly, inclusive approaches are among the most
reliable, since there is no determination, either
by the evaluator or a priori by the investiga-
tor, as to whether a psychiatric symptom is
confounded with a medical symptom or not.
However, inclusive approaches produce high
false-positive rates. Exclusive approaches, on the
other hand, may increase false negatives. When
following patients longitudinally, as in an RCT,
an approach that excludes symptoms based on
etiology has been shown to be the most sen-
sitive to change, although it likely produces

false negatives (Koenig et al, 1997). Etiologic
approaches are a middle road. However, etio-
logic approaches require a high level of skill on
the part of evaluating clinicians in making such
determinations (Koenig et al, 1995), and thus
may be beyond the budgets of many RCTs.

The relationship between medical illness and
psychiatric symptoms is complex and has impor-
tant implications for RCTs. Psychiatric and
medical symptoms often overlap and symptom
etiology is not always clear. These comorbidi-
ties can interfere with accurate detection of
psychiatric disorders, thereby increasing het-
erogeneity and false-positive rates in an RCT
sample. We encourage researchers to consider
the ways in which these overlapping symptoms
can influence recruitment and assessment when
designing RCTs of psychological and behavioral
treatments.

3 Effects of Medical Illness
and Environmental Factors
on Psychiatric Symptoms
Longitudinally: Implications
for RCTs

Much of the discussion above has focused
mainly on the impact of medical illness on
psychiatric disorders at a single point in time.
However, both medical illness and psychiatric
comorbidities can change over time, as can the
relationship between the two. The complexity of
these relationships can make designing an RCT
with medically ill populations particularly chal-
lenging. On the medical side of the equation, the
pathological and pathogenic features of an ill-
ness can change over time or exert a consistent
influence on psychiatric symptoms. Treatment of
the medical illness can also change over time
and influence psychiatric symptoms. On the psy-
chiatric comorbidity side of the equation, the
natural history of the disorder can change –
indeed many psychiatric problems improve to
some degree without treatment. A person’s abil-
ity to adapt to the symptoms, problems, and
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sequelae of long-term medical illness can also
change over time.

Environmental factors complicate the picture
even further. Environmental factors specific to
medical patients can influence psychiatric symp-
toms during the course of an RCT. For exam-
ple, patients with chronic medical conditions are
treated in medical centers where they are more
likely to have their psychiatric symptoms may
be identified and treated (Harman et al, 2005),
which can produce effects that compete with the
treatment effect under scrutiny in the trial. Thus,
to understand the relationship between medi-
cal illness and psychiatric disorders in an RCT,
one must conceptualize these variables as pro-
cesses that occur and interact with each other
over time, and not just as fixed, unchanging
constructs.

3.1 Interactions Between Medical
Illness and Psychiatric Symptoms
Longitudinally

The interaction between medical illness and psy-
chiatric disorder over the course of an RCT
is displayed graphically in Fig. 60.1. The rela-
tionship between medical illness and psychiatric
disorder at baseline is depicted as arrow (a).
As described above, this relationship includes
pathological and pathogenic processes related to
the medical illness that produce symptoms that
aggravate or mimic the symptoms of psychiatric
illness, as well as psychological reactions related
to symptoms and adjustment. Below we will
describe many potential relationships between
medical illness and psychiatric disorders that can
occur over time. Each potential relationship is
represented by an arrow.

As noted above, many medical illnesses pro-
duce symptoms of psychiatric disorders. In
some cases these may be comparatively sta-
ble symptoms, at least over the course of a
2–4 month trial of a psychological or behav-
ioral treatment. This is depicted in arrow (c).
In other words, the medical illness might be
expected to exert a fairly consistent effect on the

psychiatric disorder (and measured outcome)
over the course of the trial. For example, among
post-stroke patients, depression does not change
appreciably in the first weeks and months fol-
lowing stroke, and response to psychological
and behavioral treatment is very modest at best
(Hackett et al, 2008). The persistence of depres-
sive symptoms and their apparent resistance to
treatments that are known to work in other pop-
ulations suggests that these symptoms are in
part driven by pathologic or pathogenic fea-
tures of the medical disease. The relatively small
effect produced by psychological and behav-
ioral treatments indicates that very large samples
would be required for trials that were adequately
powered.

Trials sometimes select time points at which
depression is likely to be most prevalent or
most severe. This can occur inadvertently or by
design. For example, selecting patients when the
psychiatric disorder is at its worst often happens
inadvertently, since people often seek treatment
when symptoms have worsened. Randomization
with an appropriate control arm should con-
trol for any improvement that occurs as part of
the natural course of the illness (Mohr et al,
2009). A problem particular to trials in behav-
ioral medicine occurs when the heightened psy-
chiatric symptoms are due to medical illness, as
illustrated by arrow (b). In this case, the baseline
medical condition affects not only the baseline
psychiatric symptoms (a), but also symptoms of
depression later in the course of the RCT (b).
An example of this is trials that examine inter-
ventions for depression following myocardial
infarction (MI). There is considerable interest
in post-MI depression, given the strong rela-
tionships between depression, and mortality and
morbidity in this population (Carney et al, 2002).
This has prompted numerous trials examining
treatment for depression, most of which have
generally produced small or even negligible
effect sizes (Thombs et al, 2008). Part of the rea-
son for the failure of these trials may lie in the
effect of heart disease on depressive symptoms.
While depression is very common immediately
following MI, spontaneous remission occurs
frequently, with nearly half of all depressions
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(a) Relationship between medical factors and psychiatric outcome at baseline

(b) Medical factors exert a relatively constant effect over time on psychiatric disorder over 
      the course of the RCT. 

(c) Changes in the course of medical illness may affect the course of psychiatric disorder.

(d) Medical disease events (e.g. exacerbations, relapses, etc) can impact psychiatric 
     disorder.

(e) Medical factors can impact maintenance of gains in psychiatric symptoms during the 
      post-treatment follow-up period

(f) Experimental treatment is expected to have an effect on the psychiatric disorder during 
     the treatment period

(g) Experimental treatment is expected to have an effect on the psychiatric disorder after 
      treatment cessation

Fig. 60.1 Temporal relationship between medical
factors, psychiatric disorder, and experimental treat-
ments (solid lines indicate effects increasing psychiatric

symptoms; dashed lines indicate effects decreasing
psychiatric symptoms)

remitting within a year following the MI (Hance
et al, 1996). This change in depressive symptoms
may be in part due to changes in pathogenic fac-
tors of cardiovascular disease such as neuroen-
docrine dysregulation or inflammation that may
cause symptoms similar to depression (Joynt
et al, 2003). Improvement in these factors in the
months following MI may lead to decreasing
depressive symptoms. If a substantial number
of patients in a trial experience improvement in
measures of psychiatric outcomes that are the
result of improvements in medical conditions
(e.g., reduced depression resulting from lower
inflammation), the trial will require a larger sam-
ple size to be powered to detect a difference.
Thus, the prognosis at baseline for the psy-
chiatric symptoms, and for the medical factors
that may drive depression, should be taken into
account when designing clinical trials.

Medical illnesses also may have pathogenic
and clinical features that are episodic or

relapsing remitting. For many such illnesses,
including MS, IBD, sickle cell, and others, these
relapses are associated with significant increases
in psychiatric symptoms such as depression and
anxiety (Dalos et al, 1983; Graff et al, 2009;
Levenson et al, 2008), which can result in a
unique set of disease-related effects on psychi-
atric outcomes in an RCT (see arrow (d)). MS is
a good example of this phenomenon. Multiple
sclerosis is in part an autoimmune disease in
which many patients experience sudden exacer-
bations or increases in inflammation and symp-
toms that can last a period of weeks or months.
During disease exacerbation, distress may be
experienced by as many as 90% of patients
(Dalos et al, 1983). Depression in MS may be
due in part to the increased inflammation and
cytokine production that are part of the patho-
genesis of multiple sclerosis (Gold and Irwin,
2006). Furthermore, these exacerbations are
most commonly treated with high-dose infusions
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of corticosteroids, which are known to produce
side effects that include euphoria, and less com-
monly depression and psychosis (Lyons et al,
1988). Typically trials of treatments for psychi-
atric disorders among illnesses like MS exclude
patients from enrollment while exacerbations
are occurring to reduce the likelihood of spon-
taneous improvement in psychiatric symptoms
resulting from resolution of the exacerbation
(Mohr et al, 2005). This avoids problems illus-
trated above with arrow (c), in which changes
in illness-driven psychiatric symptoms result in
high rates of spontaneous remission. However,
given MS patients with relapsing forms of the
disease may have an exacerbation every 1–2
years, 16.7–33.3% of all patients enrolled in a
trial might be expected to experience an exacer-
bation during the course of a 16-week interven-
tion, resulting in MS-related increases in psychi-
atric symptoms. Assuming that an exacerbation
may last 2 months, 8.4–16.7% of the sample
could be in exacerbation at the time of the out-
come assessment. The process of randomization
should remove any bias in analyses comparing
treatment arms. However, the potential influ-
ence of increased psychiatric symptoms result-
ing from exacerbation and inflammation could
increase error variance, reduce variance associ-
ated with time by treatment effects, and thereby
reduce a study’s power to detect treatment
differences.

Because waxing and waning symptoms that
are potentially linked to the primary outcome
could have an impact on power, it is advis-
able to consider these potential effects during
study design, and adjust the sample size accord-
ingly. If one is solely interested in the question
of whether or not a treatment is efficacious, it
may be useful to include the occurrence of sud-
den increases in the disease exacerbations in the
analytic model as a time-dependent covariate.

Maintenance of gains is an increasingly
important question in RCTs of psychological
and behavioral treatments (Hollon et al, 2005).
The effects of medical illness on psychiatric
outcomes may be different during post-treatment
follow-up, compared to during treatment. For
example, in MS, disease severity, level of

cognitive impairment (a common symptom of
MS), and brain lesion volume are generally unre-
lated to the efficacy of treatments for depression
(Mohr et al, 2003a). However, depression is sig-
nificantly more likely to worsen during the first
6 months of post-treatment follow-up among
patients with greater neuropsychological impair-
ment and greater brain lesion volume. This sug-
gests that treatment may buffer the negative
effects that medical illness has on psychiatric
symptoms while treatment is occurring, as illus-
trated by arrow (f). But once treatment is com-
pleted, the effects of the medical illness (arrow e)
are no longer buffered by the treatments (arrow
g), and the psychiatric symptoms can return.
Including follow-up periods to examine mainte-
nance of gains is particularly important in trials
conducted with medically ill populations. It is
also important to examine potential moderating
effects of medical illness factors not only on
treatment outcome, but also on maintenance of
gains.

3.2 The Influence of Environmental
Factors on Psychiatric Symptoms

The environments of medical patients, com-
pared to the environments of non-medical pop-
ulations, may contain factors that have unique
influences on their psychiatric symptoms. For
example, many medical patients have frequent
contact with the medical providers. Given that
most RCTs of psychological and behavioral
treatments do not preclude pharmacotherapy for
the target psychiatric problems, the increased
potential for competing treatments may increase
power requirements, compared to trials focused
on populations that do not have frequent contact
with medical clinics. On the other hand, many
of the treatments for medical illness can pro-
duce psychiatric side effects. For example, med-
ications such as interferon-alpha, beta block-
ers, or chemotherapies can increase the risk of
depression (Ried et al, 2005; Russo and Fried,
2003; Wichers et al, 2006), while other med-
ications such as levodopa and corticosteroids
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can produce symptoms of mania and psychosis
(Black and Friedman, 2006; Lyons et al, 1988).
Similar to how features of the medical illness can
have variable effects on psychiatric symptoms,
so can treatments of the illness. These treatments
can exert continuous or episodic influences on
psychiatric symptoms, potentially influencing
RCT outcomes.

Changing patterns of contact with medical
providers may also exert effects on psycholog-
ical adjustment during an RCT. For example,
the transition from active treatment to early sur-
vivorship (i.e., re-entry phase) can be a particu-
larly distressing time for cancer patients (Stanton
et al, 2005). This difficult adjustment period is
thought to be in part due to the loss of a “safety
net.” Patients typically have less frequent con-
tact with health-care providers following active
treatment and they might receive less support
from family and friends as they transition back
to their “normal” lives. Continued side effects
from treatment (e.g., fatigue, menopause, sexual
dysfunction, lymphodema) are often unexpected
and can also contribute to this difficult transi-
tion. There is some evidence that most patients
do not experience significant psychiatric distress
during the re-entry phase (Costanzo et al, 2007)
and only a subset of patients experience adjust-
ment difficulties. However, preliminary evidence
suggests that psychological and behavioral treat-
ments aimed at facilitating adjustment during
this phase can be beneficial, particularly for
patients at high risk for adjustment difficul-
ties (e.g., younger women with breast cancer)
(Scheier et al, 2005). Just as characteristics of
the disease should be considered when design-
ing RCTs of psychological and behavioral treat-
ments for medical patients, so should these
environmental factors.

4 The Effects of Medical Illness
on Access and Adherence
to Psychological and Behavioral
Treatments

RCTs of psychological interventions in patients
with medical illnesses are plagued by problems

of generalizability resulting from who is enrolled
and completes studies. RCTs of psychological
and behavioral treatments often focus on sam-
ples drawn from narrow socioeconomic strata.
For example, critiques of the oncology literature
argue that ethnic minorities, men, patients with
advanced cancer, and patients of lower socioe-
conomic status are underrepresented in RCTs of
psychological and behavioral treatments in can-
cer (Helgeson, 2005). Samples may be further
biased, as barriers to psychological and behav-
ioral care can reduce access to treatments and
treatment arms that require frequent clinic vis-
its. Up to two-thirds of general primary care
patients identify one or more barriers to attend-
ing psychological and behavioral treatments and
that rate rises to 75% among patients with
depression (Mohr et al, 2006). While cost is
certainly a barrier, other barriers include trans-
portation problems, time constraints, interfer-
ence from medical symptoms, and living too
far from specialized care. These barriers are
even more pronounced among medical patients,
given that aspects of the illness likely aggravate
these factors. For example, approximately 40%
of individuals screened for a recent RCT exam-
ining treatment for depression following coro-
nary artery bypass graft surgery were excluded
due to transportation issues (Freedland et al,
2009). This is not uncommon even in well
executed trials such as this one. The result-
ing biases may reduce both the generalizabil-
ity of findings to a broader population and
limit the potential public health impact of such
interventions.

Over the past 15–20 years there has been a
growing effort to develop and to evaluate treat-
ments that overcome barriers to access, primarily
by bringing the treatment to the patient. Some
studies have examined extending psychological
and behavioral care by providing home visits,
for example in treating post-partum depression
(Dennis, 2005) and distress in terminal can-
cer patients (Mohr et al, 2003b). Increasingly,
the telephone has been examined as a tool to
deliver treatments to patients who have cancer,
HIV, MS, are blind, are elderly, or are care-
givers of disabled patients, just to name a few
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patient populations. A recent meta-analysis sug-
gests that telephone-delivered treatment results
in rates of attrition that are much lower than
those seen in face-to-face delivery (Mohr et al,
2008). More recently there has been a remark-
able increase in investigations into internet-
delivered treatments, which hold promise as
cost-effective methods of delivering treatments
(Spek et al, 2007; see Chapter 64). Advances
in telecommunication are greatly increasing the
capacity to bring treatments to patients.

Evaluations of these trials have focused
almost exclusively on efficacy, which may
be appropriate for early-stage evaluations.
However, many of these interventions are being
developed for medical populations with the
goal of overcoming barriers to care. Yet this
goal remains largely untested. In the design of
these trials, access to care remains an implicit
rather than explicit goal that is not measured
or analyzed. The use of different treatment
delivery methods may decrease some barri-
ers while creating entire classes of new bar-
riers (Eysenbach, 2005). As these telemental
health treatments begin to show initial effi-
cacy, it will be important to make the goals of
increasing reach and adherence explicit and to
develop designs that can test these hypotheses
directly.

5 Reconceptualizing RCTs
of Psychological and Behavioral
Treatments in Medical
Populations to Include Prognosis

RCTs of psychological and behavioral
Treatments in treating psychiatric disorders
in patients with medical disorders often produce
effect sizes that compare quite favorably to
those seen in trials with medically healthy pop-
ulations (Freedland et al, 2009). However, not
uncommonly the outcomes are more mixed, less
robust than seen in healthy populations, or the
treatments are simply ineffective (Hackett et al,
2008; Sheard and Maguire, 1999). A common

response in the field is to attempt to alter the
treatment by tailoring it more specifically to the
needs of the population. We will argue here that
a second approach is to refine our diagnostic
capabilities and incorporate the evaluation of
prognostic indicators into RCTs.

Much of the discussion in this chapter has
involved problems that arise from difficulties in
detecting and measuring symptoms of psychi-
atric disorders in medical populations. Diagnosis
is used clinically to determine the utility of
a treatment, and under good circumstances it
provides some information about the differen-
tial prognoses associated with various treatment
options. Hence, the oft-quoted notion in psychi-
atry that diagnosis is prognosis (Goodwin and
Guze, 1974). However, if our diagnostic sys-
tem is producing a highly heterogeneous group,
with numerous false positives who either do
not respond to treatment or improve even with-
out treatment, then that diagnosis is no longer
providing much prognostic value. The identi-
fication and validation of prognostic indicators
that can differentiate patients who are likely to
respond to treatment or who do not need treat-
ment, would substantially improve our ability to
provide effective and efficient care. Randomized
trials (using control arms or comparative out-
come designs) should supply the evidence upon
which this prognostic information is based.

The RCT design has generally been con-
ceptualized as a method of testing the efficacy
or effectiveness of an intervention or therapy.
However, when conducting an RCT of a val-
idated intervention or therapy in a medical
population, the conceptual clarity of the RCT
methodology is muddied, largely due to the con-
founding factors discussed earlier. Therefore,
when we conduct an RCT of a validated treat-
ment in a medical population, we are really
asking if that treatment, which is known to be
effective in a psychiatric population without a
single medical comorbidity, is also effective in
the medical population. There are two reasons
why a validated treatment may not be effec-
tive under these circumstances. One reason is
that factors related to the medical illness could
interfere with the efficacy of the treatment. As
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described earlier in the chapter, many features
of medical illness and its treatment can threaten
the validity of RCTs of psychological and behav-
ioral treatments. That is, the patients in fact have
the psychiatric disorder, but something is pre-
venting the treatment from working properly.
The other reason that a validated treatment might
be less effective in a medical population is that
the method of identifying patients is producing
large numbers of false positives. In other words,
when validated treatments fail to have results
similar to those seen in a medically healthy pop-
ulation, the problem may not be the treatment –
the treatment failure may reflect our inability to
accurately diagnose the psychiatric disorder in
that medical population.

From this perspective, an RCT is required not
only to test the effectiveness of an experimen-
tal treatment for a psychiatric disorder, but also
to know if our diagnostic procedures are iden-
tifying the disorder for which the treatment is
known to be effective. If we explicitly recognize
that part of the reason for conducting RCTs of
otherwise validated treatments in medical pop-
ulations is because we are unable to accurately
identify psychiatric problems in these popula-
tions, this has substantial implications for the
design of RCTs. In other words, an RCT under
these circumstances, to be of maximum bene-
fit, has two broad aims. One is the question of
whether the treatment works. The other is to
reduce unexplained heterogeneity in the targeted
samples. To address this second aim, the focus of
RCTs would have to include methodologies that
identify symptoms, features, or characteristics of
patients that can be used to provide prognostic
information as to who is likely to improve and
who is likely not to improve, and reduce unex-
plained heterogeneity in the sample, with respect
to the target psychiatric disorder.

The design of such a prognostic trial would
require careful consideration of which psychi-
atric symptoms may likely remain unaffected by
the medical illness, which symptoms may be
confounded, which measureable features of the
medical illness predict non-response, and poten-
tially even define the mechanisms by which the
confounding may occur. Such a design would

essentially use the active treatment, validated
in non-medical populations, as a method of
identifying prognostically useful features in the
patient population. Once identified, the prog-
nostic model would have to be tested, using
the treatment response as the predictive crite-
rion validity for the diagnostic model. Validation
could only occur if the prognostic strategy were
identified a priori.

One argument against this thesis is that by
identifying symptoms that are responsive to our
treatments, we are confounding diagnosis and
outcome in a way that could lead to a loss of
diagnostic clarity. Traditionally, methodology in
clinical research suggests that first a problem
should be identified (diagnosis) and only after-
wards can a solution to that problem (treatment)
be developed. To identify symptoms that predict
response to treatment is in effect developing a
solution and then looking for a problem that it
fixes.

The drawback of using a traditional linear
approach to validate psychological and behav-
ioral treatments with medical patients is that
it limits our ability to develop effective care
strategies for populations who experience signif-
icant psychological and psychiatric difficulties
and it is out of keeping with practices and stan-
dards that are currently the norm among clinical
investigators in medicine. We would counter this
argument for a linear approach with three points.
First, the process of problem identification and
evaluation of solutions is not nearly so linear in
practice. Certainly the development of pharma-
ceutical therapies usually begins with the iden-
tification of a specific problem and the attempt
to manufacture a pharmacological therapy that
is safe and effective. But it is not uncommon for
the target of a promising compound to change as
more is learned about the effects of the agent.
And the development of off-label alternative
uses, even for problems that are not clearly diag-
nosable under the International Classification of
Diseases, is also common. Second, we are not
suggesting developing a new diagnosis. Rather,
we are suggesting identifying prognostic factors
that can augment the diagnosis in medical popu-
lations, thereby providing information that could
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be very useful for clinicians and policymakers.
Third, it is true that expecting a trial to validate a
treatment, investigate predictors of response, and
test a prognostic model would overburden any
single RCT. But treatments are not validated by
single trials; they are validated by programs of
research and multiple trials. Likewise, no single
study could validate both a diagnostic/prognostic
strategy and a treatment. However, programs of
research in which initial trials include method-
ological components that promote the identifi-
cation of prognostic indicators, and later trials
that validate those indicators, have the potential
to move behavioral medicine forward in popula-
tions where validated treatments have been less
effective than in medically healthy populations.

6 Summary

Given the prevalence of psychiatric disorders in
medically ill populations, there is great inter-
est in understanding whether traditional psy-
chological and behavioral treatments of psychi-
atric disorders are effective for these patients.
Unfortunately, there are numerous confounding
features of a medical illness that can threaten
validity and influence outcomes in a standard
RCT. The illness itself, the treatment of the ill-
ness, and the environmental factors can all inter-
act with psychiatric symptoms. Furthermore, in
an RCT, medical illnesses and psychiatric dis-
orders change over time, and the relationship
between the two can change across all stages
of a trial, from recruitment to post-treatment
follow-up. Despite these challenges, RCTs of
psychological and behavioral treatments in med-
ical populations provide unique opportunities.
We have proposed a modification in RCT con-
ceptualization that makes explicit the challenges
of diagnosis and the role of prognosis in RCTs
of psychological and behavioral treatments in
medical populations. By designing trials aimed
at identifying prognostic features, behavioral
medicine researchers have the opportunity to
gain valuable information about the specific fea-
tures that do or do not predict treatment response

among these patient groups and thereby improve
our ability to provide effective targeted care.
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Chapter 61

Quality of Life in Light of Appraisal and Response
Shift

Sara Ahmed and Carolyn Schwartz

The value of evaluating quality of life (QOL)
has always resonated in the minds of patients,
clinicians, and society at large. While the term
has existed since the time of Pigou in 1920
(Pigou, 1920), it is only in the past two decades
that QOL has been operationally defined and
that standardized measures exist to allow us to
attach a meaningful metric that can be consid-
ered for monitoring patient progress and clinical
research.

The accumulation of such advances in the
development of QOL measures and of other
patient-reported outcomes (PRO) is reflected in
two major changes that serve as the foundation
for the practical application of PROs in research
and clinical care. The first is the 2006 pub-
lication of the Food and Drug Administration
(FDA) Guidance on the use of PROs in medical
product development to support labeling claims
(Guidance for Industry, 2006). This Guidance
formalized the use of PROs in drug develop-
ment and emphasized the use of symptom and
function measures in such research (Puhan et al,
2004). The Guidance also provided a clear and
unignorable link between PROs and commer-
cial products aimed at improving health (see
Chapter 8).
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The second is that psychometric methods and
theory have grown substantially. These meth-
ods have opened the door to a deeper and more
nuanced approach to working with data as well
as for thinking about change over time. They
have also provided useful tools for character-
izing clinically important change (Browne and
Cudeck, 1993), of relevance, both for individ-
ual patient monitoring and for assessment of
treatment value (Maltais et al, 2008).

Theoretical advances have focused on the
impact of adaptation on the interpretation of
QOL scores. For example, the meaning of
change depends on where you start (Hays and
Woolley, 2000). Such “response shifts” repre-
sent health-related changes in the meaning of
measured concepts, due to changes in the indi-
vidual’s internal standards, values, and concep-
tualization of the concept(s) being measured.
The growing evidence base for response shift
suggests that it is of primary importance in
rehabilitation research, since many interventions
aimed at helping people with disability out-
comes involve teaching response shifts. If they
are not adequately measured, the intervention
may appear to have no impact because relevant
changes are obfuscated.

This chapter discusses the relevance of QOL
to clinical care and research. We will also
describe the evolution of the theoretical scope of
QOL research, extending from theories in psy-
chology and other social sciences. We also high-
light methodological challenges with evaluating
change in QOL and how these may be miti-
gated by incorporating appraisal and response
shift assessments.
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1 Patient-Reported Outcomes of
Quality of Life

PROs are measurements of any aspect of a
patient’s QOL or health status that comes
directly from a patient. QOL is defined by the
WHO as an individual’s perception of his/her
position in life in the context of the culture
and value systems in which he/she lives, and
in relation to his/her goals, expectations, stan-
dards and concerns. It is a broad-ranging con-
cept, incorporating in a complex way the per-
son’s physical health, psychological state, level
of independence, social relationships, and their
relationship to salient features of their environ-
ment (World Health Organization, 1998). QOL
can be thought of as a hierarchical concept, sim-
ilar to Maslow’s hierarchy of needs (Maslow,
1943; Smith, 1981) (Fig. 61.1). This hierarchy
would have at its base physical aspects of func-
tioning, including mobility, fatigue, and pain.
At the next layer would be social functioning,
participation, etc., followed by emotional func-
tioning. At the top of the pyramid would be
existential well-being, including such concepts
as purpose in life and self-acceptance. All of
the domains are best assessed by PROs because
they are subjective by nature and thus require
the unique perspective of the patient. QOL PROs

may provide finer-grained estimates of QOL
by including standardized evaluations of pain,
fatigue, disability, participation in life roles, and
other domains related to physical, social, and
emotional functions. Such measures are impor-
tant for evaluating the impact of disease and for
assessing the efficacy of treatments (Donaldson,
2006; Greenhalgh et al, 2005; Haywood, 2007;
Lipscomb et al, 2007; Stull et al, 2007).

Health-related quality of life (HRQL) is a
more restricted term in that it refers specifically
to the impact of disease and treatment on the
lives of patients and is defined as “the capacity to
perform the usual daily activities for a person’s
age and major social role” (Guyatt et al, 1993).
The concepts we describe in this chapter can be
applied to any PRO, but from this point on we
refer to QOL as it is all-encompassing of other
PRO domains.

1.1 Generic and Disease-Specific
Measures

Generic measures of QOL include broad
domains and can be used across a wide range
of healthy and chronic disease populations. The
advantage of generic measures is that they

Physiological 

Safety 

Love/Belonging 

Esteem 

Self-Actualization 

Fatigue, pain, balance  

Physical functioning, financial security 

Social functioning, sexual functioning 

Emotional functioning 

Existential well-being 

Breathing, food, water, sleep, sex, homeostasis,
excretion 

Security of body, of employment, of resources,
or morality, of the family, of health 

Friendship, family, sexual
intimacy 

Self-esteem, confidence,
achievement, respect of

others, respect by others 

Morality,
creativity,

spontaneity,
problem-solving,
lack of prejudice,

acceptance of
facts 

Fig. 61.1 Integrating QOL into Maslow’s hierarchy of needs
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allow for comparisons across groups and have
often been used in population and health ser-
vices delivery studies. Commonly used mea-
sures include the SF-36 (Ware Jr., 2000; Ware
Jr. et al, 1994), the Sickness Impact Profile
(SIP) (Bergner et al, 1976; Bergner et al, 1981),
and the WHO-QOL (World Health Organization,
1998).

Clinical researchers recognized that generic
measures were not specific enough to capture
changes in clinical populations. Consequently,
over the years, several disease-specific measures
have emerged that capture particular domains
of relevance to a specific patient population.
Some examples for HIV include the MOS-HIV
(Holmes and Shea, 1999; O’Leary et al, 1998),
WHOQOL-HIV (WHOQOL HIV Group, 2004)
and for cancer are the Functional Assessment
of Cancer Therapy-General (FACT-G) (Cella
et al, 2002b; Cormier et al, 2008) and the
EORTC Core Quality of Life Questionnaire
(EORTC QLQ-C30) (Groenvold et al, 1997).
While disease-specific measures may be more
sensitive to changes in a particular patient pop-
ulation, they do not allow for broad comparisons
across populations. To benefit from both types of
measures some developers have used a modular
approach whereby a disease-specific component
is built as an adjunct to a core generic measure
that allows for greater generalisability.

1.2 The Value of Evaluating QOL

With advances in medical technology and drug
therapy, individuals in developed countries are
living longer with chronic illness (Bodenheimer
et al, 2002). This has broadened the focus from
only measuring outcome indicators, such as sur-
vival, to also evaluating the impact of disease
and treatment on the QOL of individuals for the
years gained (e.g., Quality-Adjusted Life Year
(QALY)) (Donaldson, 2006).

QOL assessments have been used as an out-
come, a predictor, or an intervention. As an out-
come measure, QOL assessments have provided

information about the benefits of an interven-
tion in randomized controlled trials (Lim et al,
2003; Mayo et al, 2000) to attach a value to
an increased length of survival (Siddiqui et al,
2008) and to evaluate the long-term impact of
illness (Mayo et al, 2001).

The importance of QOL measures for cap-
turing concepts beyond clinical indicators is
reflected in the prognostic value of QOL scores
(Sprangers, 2002). In cancer research there is
evidence that HRQL is an independent predic-
tor of survival (Siddiqui et al, 2008) and in some
studies QOL was found to be even more predic-
tive of survival than known biologic prognostic
factors (Sprangers, 2002).

QOL assessments have also been used as
an intervention in clinical care by providing a
mechanism to improve patient–clinician com-
munication (Chumbler et al, 2007; Jacobsen
et al, 2002). This allows doctors to identify areas
that may otherwise go unnoticed and that can be
treated by the medical team if they are medically
related problems, such as symptoms or activ-
ity limitations. If the problems are non-medical,
they may lead to referrals to social workers or
psychologists.

Therefore, QOL evaluations can play a central
role in enhancing the richness of the patient–
clinician encounter. In clinical care, the prog-
nostic value of QOL assessments, supported
by studies in cancer research, may allow QOL
assessments to be used to tailor medical and
psychosocial therapy for patients soon after
diagnosis.

2 Methodological Advances in QOL
Research

Methodological advances from educational
testing using item response theory (IRT)
(Embretson and Reise, 2000) have been applied
to HRQL assessments, leading to a paradigm
shift in patient-reported outcomes assessment
(see Chapter 9). These methods allow the selec-
tion of items for short forms based on the range



958 S. Ahmed and C. Schwartz

of the underlying trait that is of most interest.
Thus, short forms can be created for different
disease groupings or levels of disabilities, rather
than having one short form for all.

These IRT methods have also led to the devel-
opment of generic computerized adaptive tests,
expanded and made widely available through
the NIH-Roadmap initiative called Patient-
Reported Outcome Measurement Information
System (PROMIS). The PROMIS collabora-
tion has yielded item banks for 11 different
QOL domains for use across patient popula-
tions (Reeve et al, 2007). Static short forms
and dynamic computerized adaptive tests were
developed for the following domains: Emotional
Distress (Anger, Anxiety, Depression); Fatigue;
Pain (Behavior, Impact); Physical Function;
Satisfaction (with Discretionary Social Roles,
with Social Roles); Sleep Disturbance; and Wake
Disturbance. Additionally, a static short form
was developed for Global Health. It is unknown,
however, how well these computerized adaptive
tests function for disease-specific applications.
A comparison of the responsiveness of generic
computerized adaptive tests and disease-specific
short forms is essential for determining the best
tool battery for use in clinical research and
patient monitoring.

3 The Influence of Adaptation and
Appraisal Processes on QOL
Evaluations

Clinicians have often noted that their clients are
continually adapting to their illness and recog-
nize that often patients who would be expected
to feel despair given their physical health report
being happier and more satisfied with life than
expected. Over the past 10 years the QOL field
has taken note of the possible influence of
“response shift” on the QOL assessments. When
individuals experience a health-state change,
they may change their internal standards (i.e.,
recalibration), values (i.e., reprioritization), or
meaning (i.e., reconceptualization) of the target

construct one is asking them to self-report, in
this case QOL (Schwartz and Sprangers, 1999;
Sprangers and Schwartz, 1999). For example,
people with a substantial physical disability may
experience a severity of fatigue that they did
not know prior to the development of the dis-
ability. Consequently, they would recalibrate
what “severe fatigue” means to them, making
it difficult to compare their pre-disability and
post-disability ratings of fatigue as it relates
to physical health. They may also reprioritize
life domains, such that sense of community
and interpersonal intimacy become more impor-
tant to their sense of well-being than career
success or material gains. Finally, they may
reconceptualize QOL to focus on those domains
where they continue to have control and be
effective when rating their QOL. These sub-
tle and not-so-subtle response shifts are to be
expected with evaluative constructs, which are
assessed by idiosyncratic rather than objective
criteria (Sprenkle et al, 2004). Evaluative rat-
ings of participation are products of an appraisal
process, where individuals must consider what
QOL means to them, what experiences they
have had that are relevant to QOL, how expe-
riences compare to desired circumstances or
outcomes, and the relative importance of differ-
ent experiences (Rapkin and Schwartz, 2004).
Although clinicians and philosophers have long
noted response shift phenomena, with early ref-
erences linked to Aristotle (Jette et al, 2008)
and Heraclitus (Kahn, 1981), the challenge
for researchers has been to operationalize the
construct in ways that are measurable and
robust.

3.1 History of Response Shift

Response shift was originally noticed and stud-
ied in educational intervention and management
science research in the 1970s, where investi-
gators noticed that students’ internal standards
of competency changed as a result of learning
more about the subject (Armenakis and Zmud,
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1979; Hoogstraten, 1982). For example, stu-
dents rated their abilities or knowledge in a
particular area as stronger or better until they
learned more about it, and then, after learning
more, rated their abilities as less or the same
as before the educational intervention. Similarly,
people with spinal disorders may rate them-
selves as more disabled after treatment than they
did before treatment because the yardstick has
changed.

In the 1990s, interest in response shift devel-
oped in studying QOL. Clinicians began to
recognize that response shift could obfuscate
important treatment-related changes and indeed
might even be the subtext or the desired effect
in rehabilitation and psychosocial interventions
(Schwartz and Sprangers, 1990; Schwartz et al,
1999, 2007). Response shift has now been stud-
ied and recognized to affect adaptation to a wide
degree of health conditions, including multiple
sclerosis (Christensen et al, 1999; Brandtstadter
and Renner, 1990; Helson, 1964; Schwartz and
Sendor, 1999), cancer (Ahmed et al, 2009a;
Bernhard et al, 1999, 2001; Boyd et al, 1990;
Breetvelt and Van Dam, 1991; Cella et al,
2002a; Hagedoorn et al, 2002; Jansen et al,
2000; Kagawa-Singer, 1993; Oort et al, 2005;
Schwartz et al, 1999; Sprangers et al, 1999),
stroke (Ahmed et al, 2003, 2004, 2005), diabetes
(Li and Rapkin, 2009; Postulart and Adang,
2000), geriatrics (Daltroy et al, 1999; Rapkin,
2009), palliative care (Schwartz et al, 2002,
2004a, 2005), dental disorders (Ring et al, 2005),
and, most recently, orthopedics (Razmjou et al,
2006). A meta-analysis done on response shift
reported that response shift findings ranged from
moderate to small effect sizes (Schwartz et al,
2006). Although this may seem of minor clinical
significance, Oort and colleagues demonstrated
that adjusting for response shift in the data ana-
lytic phase of a study can boost effect sizes from
moderate to large for clinical interventions for
cancer patients (Oort et al, 2005). Other research
has demonstrated that adjusting for response
shift can even reverse putative null or deleteri-
ous findings (Schwartz et al, 2007), seemingly a
Type II error can occur if response shift is not
accounted for (Ring et al, 2005).

3.2 Theoretical Foundation of
Response Shift

The motivation for research in response shift
in relation to QOL outcomes began in the late
1990s with the development of the Sprangers
and Schwartz (Sprangers and Schwartz, 1999)
response shift theoretical model. Within this
framework, response shift refers to health-
related changes in the self-evaluation of a con-
cept (e.g., health, quality of life, pain) due to (1)
changes in internal standards (i.e., recalibration);
(2) changes in values (i.e., reprioritization); or
(3) changes in the conceptualization (i.e., recon-
ceptualization) (Sprangers and Schwartz, 1999).

The model proposed that with a change in
a person’s health as a catalyst, antecedents
(i.e., stable characteristics of the individual such
as gender, personality, expectations, and spir-
itual identity) interact with mechanisms (i.e.,
behavioral, cognitive, and affective processes
that accommodate the catalyst) that may initiate
a response shift and result in an overestima-
tion or underestimation of HRQL as measured
by objective criteria (Sprangers and Schwartz,
1999).

Rapkin and Schwartz (Rapkin and Schwartz,
2004; Sprenkle et al, 2004) (Fig. 61.2) fur-
ther expanded the model to distinguish mecha-
nisms that are initial responses to catalysts from

MechanismsCatalyst

Antecedents

Direct
Response

Shift

Response shift is inferred
when changes in appraisal
explain the discrepancy
between expected and
observed QOL scores
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Response

Shift

Fig. 61.2 Rapkin and Schwartz Model of appraisal and
quality of life.
Adapted and reprinted with permission from BioMed
Central (Rapkin and Schwartz, 2004)
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response shifts that continue the process of adap-
tation. In an attempt to make these distinctions,
the Rapkin and Schwartz model incorporates
appraisal processes as a possible explanation
for intra-individual variations in HRQL change
scores.

Based on the Rapkin and Schwartz model
(Rapkin and Schwartz, 2004) individual differ-
ences in longitudinal changes in appraisal will
affect how people respond to HRQL items. Any
response to a HRQL item is dependent on four
distinct cognitive processes which correspond
to psychological aspects of coping and adjust-
ment. These include (1) induction of a frame
of reference; (2) recall and sampling of salient
experiences; (3) use of standards of compari-
son to appraise experiences; and (4) applica-
tion of a subjective algorithm to prioritize and
combine appraisals to arrive at a QOL rat-
ing (Rapkin and Schwartz, 2004). Within the
appraisal framework, response shift is inferred
when changes in appraisal explain discrepancies
between expected and observed HRQL scores.

3.3 The Relationship Between QOL
and Response Shift to Other
Frameworks from Psychology
and the Social Sciences

Empirically based research on adaptation
increasingly highlights that the personal level of
happiness is more flexible and thus changeable
than was previously thought (Diener, 2006).
The field of positive psychology has provided
mounting evidence that sustainable increases in
happiness levels are possible via interventions
that teach ways of refocusing one’s perspective
and priorities, and that these increases are
sustained over time (Lyubomirsky and Sheldon,
2005; Lyubomirsky et al, 2006; McCullough,
2000; Otake et al, 2006; Seligman et al, 2005).
In contrast to this demonstrated flexibility is
the increasingly documented genetic influence
on HRQOL (Christensen et al, 1999; Kendler
et al, 2000; Leinonen et al, 2005; Lykken and

Tellegen, 1996; Romeis et al, 2000, 2005;
Roysamb, 2002; Roysamb et al, 2003; Stubbe
et al, 2005; Svedberg et al, 2005, 2006).
Although distinct, these areas of research have
in common that they provide new insights into
the changeability of quality of life (research on
adaptation and positive psychology) versus its
stability (genetic research). The convergence
of these lines of investigation thus supports a
state (i.e., situational) and trait (i.e., genetic)
conceptualization of HRQOL (Schwartz and
Sprangers, 2009).

This trait and state distinction has implica-
tions for methods and clinical applications of
response shift. Measuring relevant personality
characteristics may be needed to predict who
will undergo response shifts, with what magni-
tude and in which direction. While personality
is included under Antecedents in the original
theoretical model proposed by Sprangers and
Schwartz (1999), the work on the genetic pre-
disposition for personality and well-being under-
scores the need to measure it. Further, it points
to the need to take different personality charac-
teristics into account that encompass “affective
reserve.” One may also want to measure targeted
characteristics, such as resilience or emotional
flexibility.

For healthcare professionals to help patients
achieve a response shift, we should focus on
those aspects that can change. For example,
we can teach better affective, behavioral, and
cognitive methods for dealing with health state
changes but these may only work optimally
for people who have an adequate “affective
reserve” or emotional flexibility. This notion
does not mean, however, that the constellation of
personality characteristics underlying “affective
reserve” is given and unchangeable. It is possible
that this affective reserve is something that can
be hidden or obfuscated by maladaptive traits
that can be modified by affective, behavioral,
or cognitive methods. For example, cognitive
behavioral interventions that teach people how to
modify negative appraisals or self-talk may also
help people to uncover or enliven traits related to
their response shift potential. Thus, interventions
to teach response shifts may be able to heighten



61 Quality of Life in Light of Appraisal and Response Shift 961

one’s response shift proneness. We have to keep
in mind that only 50% of a personality trait is
estimated to be genetically determined; thus the
remaining 50% is amenable to change.

4 Limitations of Current Measures
of QOL in Light of Response Shift

4.1 Psychometric Properties of QOL
Measures in Light of Response
Shift

One of the most challenging aspects of response
shift research is that it calls into question fun-
damental assumptions of questionnaires (e.g.,
measurement invariance) and psychometric cri-
teria, such as reliability, validity, and respon-
siveness. Schwartz and Rapkin (2004) noted that
every quantitative index of reliability, validity,
and responsiveness may be distorted by rea-
sonable and expected adaptation-related changes
over time. For example, high internal consis-
tency (reliability) and cross-measure correla-
tions (validity) provide little psychometric infor-
mation about what a measure is evaluating, but
rather support the idea that people are answer-
ing a set of items in a similar way and that
these items reflect a narrow “bandwidth” of
a given construct. Similarly, for inter-observer
agreement to be high (another aspect of reliabil-
ity), observers must share a frame of reference,
sample the same experiences, apply the same
standards, and give experiences equal priority.
It is likely, however, that observers may differ
in many aspects of QOL appraisal, particularly
if their health trajectory has been quite different
(Schwartz and Rapkin, 2004).

Responsiveness, another key psychometric
index that is an extension of validity (Hays and
Hadorn, 1992), may also not reflect what is
assumed. A measure that is not responsive, that
is, it does not change in step with objective
indices of health, may be reflecting a provi-
sionally stable set point, to which an individual
returns despite a constant level of stress (Carver

and Scheier, 2000; Helson, 1964; Schwartz et al,
2004b). This unresponsiveness or stability may
be due to habituation (Folkman et al, 1997) or
active coping (Brandtstadter and Renner, 1990)
and may follow a pattern described by engi-
neers and economists as hysteresis (Mayergoyz,
1991). That is, stress may be added without
inducing apparent change in a system (or a per-
son), up to a certain level of tolerance, beyond
which the system may undergo permanent and
profound change that makes it impossible to
returning to earlier tolerances.

The impact of these response shifts on psy-
chometric characteristics such as reliability,
validity, and responsiveness is not only concep-
tually important but also operationally important
because they influence the interpretation of clin-
ical research findings.

4.2 Implications of Response Shift for
Evaluation of Psychosocial and
Healthcare Interventions

As HRQL is increasingly becoming part of the
evaluation profile for interventions, particularly
for chronic disease and for those interventions
involving health services delivery, developing an
estimator of HRQL that differentiates between
objective change and changes in standards, con-
ceptualization, and values is essential for the
interpretation of the results. The strength of ran-
domized trials is that balance is achieved at
the outset on measured and unmeasured vari-
ables, which would include conceptualization of
HRQL and internal standards. However, in trials
where the intervention involves a psychosocial
component or support from a healthcare team,
the intervention arm may receive information
and support to help them cope and manage
their illness. As a consequence, the intervention
arm may induce a response shift leading to a
differential response shift in the two groups.

This differential response shift effect may
attenuate or exaggerate findings from clinical tri-
als that use HRQL as an end-point (Schwartz
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and Sprangers, 1999). The implications are that
the conclusions drawn from evaluations of the
impact of disease or health interventions on
HRQL may be incorrect and in turn may guide
clinical-care decisions in the wrong direction.
The dynamic nature of individuals’ standpoint
regarding their health may explain several para-
doxical findings in health care. Even a small
response shift effect can move an effect size
from small to moderate or moderate to large
(Oort et al, 2005). The impact of response
shift on evaluations of change in HRQL has
been reported in a number of studies including
those that have evaluated the effects of support
groups (Schwartz, 1999) and self-management
programs (Ahmed et al, 2009b; Osborne et al,
2006).

5 Methodological Advances in
Evaluating Changes in QOL and
Response Shift Detection

In order to draw appropriate conclusions regard-
ing treatment effects and to fully understand
the impact of illness over time, methodolog-
ical approaches that detect response shift are
needed before scores are analyzed and inter-
preted as actual change. Diverse approaches for
assessing response shift have been developed
(Schwartz and Sprangers, 1999; Schwartz et al,
2006; Visser et al, 2005). Some of these stem
from work initiated in the educational (Howard,
1979) and management sciences (Schmitt, 1982;
Schmitt et al, 1984) (Golembiewski et al, 1976;
Norman and Parker, 1996). The range and details
of these approaches have been outlined in detail
elsewhere (Ahmed et al, 2009b; Schwartz and
Sprangers, 1999, 2000). This chapter highlights
recent advances, mainly statistical approaches,
which show promise in being able to monitor and
provide estimates that distinguish response shift
from changes in QOL for an individual patient.

Current methods for detecting response shifts
are evolving from a predominant focus on the
‘then-test’ design approach to an emphasis on

statistical or individualized methods. The then-
test defines the magnitude of the response-shift
as the difference between the pre-assessment
and then-test, which is a retrospective rating
of the pre-assessment (Howard and Bray, 1979;
Sprangers et al, 1999). The then-test approach
has the advantage of being easy to administer
and analyze but the disadvantages of random
error and/or confounding with recall bias as well
as being difficult to interpret. For these reasons,
we now briefly describe promising statistical or
individualized methods that have evolved in the
past few years.

There are three statistical methods that have
been applied to response shift detection that hold
promise: structural equation modeling, latent tra-
jectory analysis with subject-centered residuals,
and classification and regression tree analysis.
All of these methods require substantial sample
sizes, on the order of 10 subjects per variable and
a minimum of 200. These methods vary in terms
of how much they focus on aggregate analyses
versus individual patient-focused, and thus how
sensitive they are to individual response shifts.

Originally evolving from factor analytic
methods, structural equation modeling (SEM)
is a technique that combines factor analysis and
regression analysis to solve multivariate research
questions at a group level (Bollen, 1989; Hoyle,
1995) (see Chapter 57). By analyzing covari-
ance matrices, these models test measurement
and structural models to first test the assumption
of measurement invariance and then to exam-
ine whether relationships among variables are
similar over time (i.e., the structural model).
Recent advances of this method were made by
Oort and colleagues (Oort et al, 2005), to clar-
ify how distinct changes detectable with SEM
reflect different aspects of response shift. This
work extended earlier work done by Schmitt
(1982) and yielded more sensitive algorithms for
detecting response shifts. Although this method
has the advantage of allowing secondary analysis
of existing data to test response shift hypothe-
ses, it has the disadvantage of being sensitive to
response shifts only when a majority of the sam-
ple does so (Ahmed et al, 2009a, b). Since pre-
liminary estimates of the prevalence of response
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shift suggests that about one-half to one-third
of respondents exhibit response shifts that are
detectable by these methods (Finkelstein et al,
2009; Mayo et al, 2009), one would have to
over-sample people prone to response shifts to
be able to detect such change using SEM. Over-
sampling will be feasible when we are better able
to predict who experiences response shifts.

Latent trajectory analysis with subject-
centered residuals is a method developed by
Mayo and colleagues that focuses on the
individual and seeks to develop a predictive
model to examine patterns in discrepancies
between expected and observed scores (Bryk
and Raudenbush, 1992; Mayo et al, 2009). By
obtaining and scaling model residuals, Mayo
creates subject-centered residuals to categorize
respondents as either (Cupples and McKnight,
1994) (1) exhibiting no response shift, i.e., the
person’s residuals are consistent over time, but
there was some change in their perceived QOL;
(2) exhibiting a positive response shift, i.e., the
person’s evaluation started low, and then shifted
or reassessed upward; or (3) exhibiting a neg-
ative response shift, i.e., started higher than
expected and then reassessed down over time.
This method is of interest because it classifies
response shift at the individual rather than group
level, and because it distinguishes groups based
on the timing as well as the direction of the
response shift. It is useful for stratified analyses
with existing data and thus does not impose addi-
tional demands on the respondent. Its primary
weakness is that it cannot distinguish random
error from response shift. Like other statistically
sophisticated methods, it requires a substantial
sample size measured over multiple time points
to create a predictive model.

Classification and regression tree analysis
(CART) (Breiman et al, 1993; Haykin, 2002)
is a method applied by Li and Rapkin (Li
and Rapkin, 2006; Li et al, 2007; Li and
Rapkin, 2009) that combines qualitative and
quantitative methods to yield a rich analysis of
complex data. These investigators utilized the
Appraisal Profile developed by Rapkin (Rapkin
and Schwartz, 2004), which yields qualitative
text data in response to open-ended questions

as well as quantitative data in response to mul-
tiple choice questions. The tool measures four
distinct parameters of the appraisal process: (a)
Framing, i.e., what does quality of life mean
to the individual; (b) Sampling, i.e., What rele-
vant experiences do I have; (c) Evaluating, i.e.,
How do experiences compare to relevant stan-
dards; (d) Combining, i.e., what is the relative
importance of different experiences.

These data are then content analyzed to yield
categories (Li and Rapkin, 2009) amenable to
quantitative analysis, and “trees” are generated.
The final product of this analysis is homogenous
groupings of respondents who share patterns of
appraisal. In this example, Li and Rapkin evalu-
ated appraisal processes in 644 AIDS patients 6
months after enrollment into a study evaluating
how appraisal patterns were related to reported
general health. The method revealed substantial
differences in level of reported general health as
a function of distinct combinations of appraisal
preferences (Li and Rapkin, 2006, 2009; Li et al,
2007).

All of the above-mentioned methods require
large sample sizes, which can be a hindrance for
researchers conducting small trials or observa-
tional studies. We would make two suggestions
for response shift detection methods for such
researchers. First, we would suggest collecting
data using the Rapkin Appraisal Profile (Rapkin
and Schwartz, 2004) and working with the data
descriptively. For example, one could simply
describe how patients answered the open-ended
questions using qualitative methods or summa-
rize the most frequent categories endorsed in the
multiple choice questions.

A second suggestion would be to use
another individualized method, the Schedule for
the Evaluation of Individual Quality of Life
(SEIQOL) (Joyce et al, 1999). This method
explicitly allows the cues, levels, and weights
to vary within and across individuals. This
approach reduces the ambiguity of QOL scores
by making this variation explicit and measur-
able, while retaining the option of comparing
a global score over time. In contrast, current
QOL measures such as the SF-36 (Ware Jr.
et al, 1994) commonly compare overall scores
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Table 61.1 Summary of strengths of response shift detection methods

Strength Then-test SEM Latent CART SEIQOL

Easy to use
√ √ √

Easy to analyze
√

Meaningful interpretation
√

if expert involved TBD
√

if expert involved
√

Individual-level interpretation
√

Low participant burden
√ √ √

RSP adjustment possible
√ √

RSP stratification possible
√

Does not need large samples
√ √

but they do not query or contain information
about the disparate domains, cues, or anchors
being considered and combined in these overall
scores.

All of the methods described above have
strengths and weaknesses, as summarized in
Table 61.1. Regardless of the response shift
detection approach however, the investigator
should adhere to the following guidelines:
always have a comparison/control group to
enable theory-driven hypothesis testing; have
clearly stated hypotheses about when the
response shift will occur (catalyst and change);
use a combination of approaches to provide
information about convergence among methods;
and include an objective clinical criterion mea-
sure so that it is possible to distinguish between
expected and observed change in quality of life
over time.

6 Future Directions in QOL and
Response Shift Research

The theoretical and methodological develop-
ments of QOL assessments have progressed over
the past decade. As work using advanced psy-
chometric approaches continues, the routine use
of QOL in clinical care will become more fea-
sible. Future developments based on methods
that can generate a response shift parameter
for each individual will provide stronger insight
into our ability to evaluate and account for
response shift when estimating change in QOL.

Our understanding of response shift will change
as different disease trajectories are investigated
using existing and novel approaches currently
being developed, building on existing tools.

Evaluating the biopsychosocial determinants
of QOL appraisal will also be critical in under-
standing whether individuals differ in their cog-
nitive and affective capacities relevant to QOL
appraisal, what factors influence different kinds
of changes in QOL appraisal, and the timing
of changes in appraisal. Not only will this help
inform methodological developments for assess-
ing response shift but it will also lead to a better
understanding of when, how, and for whom to
intervene to improve QOL (Rapkin, 2009).

Considering response shift and appraisal can
enrich and increase the detected impact of ill-
ness and behavioral and psychosocial inter-
ventions on individuals’ well-being and QOL.
Further QOL research that integrates appraisal
and response shift evaluations will ensure that
scores are interpreted correctly and that the
patient perspective is accurately reflected in the
resulting change estimates.

References

Ahmed, S., Mayo, N., Hanley, J., And Wood-Dauphinee,
S. (2003). Individualized health-related quality of life
(Hrql) post stroke: revealing response shift. Qual Life
Res, 12, 765.

Ahmed, S., Mayo, N. E., Wood-Dauphinee, S., Hanley,
J. A., and Cohen, S. R. (2004). Response shift influ-
enced estimates of change in health-related quality of
life poststroke. J Clin Epidemiol, 57, 561–570.



61 Quality of Life in Light of Appraisal and Response Shift 965

Ahmed, S., Mayo, N. E., Wood-Dauphinee, S., Hanley,
J. A., and Cohen, R. (2005). The structural equa-
tion modeling technique did not show a response
shift, contrary to the results of the then test and
the individualized approaches. J Clin Epidemiol, 58,
1125–1133.

Ahmed, S., Schwartz, C., Ring, L., and Sprangers, M.
A. (2009a). Applications of health-related quality of
life for guiding healthcare: advances in response shift
research. Ed J Clin Epidemiol, 62(11), 1115–1117.

Ahmed, S., Bourbeau, J., Maltais, F., and Mansour,
S. (2009b). The Oort structural equation modeling
approach detected a response shift after a COPD self-
management program not detected by the Schmitt
technique. J Clin Epidemiol, 62, 1165–1172.

Armenakis, A. A., and Zmud, R. W. (1979). Interpreting
the measurement of change in organizational
research. Person Psychol, 32, 709–723.

Bergner, M., Bobbitt, R. A., Pollard, W. E., Martin, D. P.,
and Gilson, B. S. (1976). The sickness impact profile:
validation of a health status measure. Med Care, 14,
57–67.

Bergner, M., Bobbitt, R. A., Carter, W. B., and Gilson,
B. S. (1981). The sickness impact profile: develop-
ment and final revision of a health status measure.
Med Care, 19, 787–805.

Bernhard, J., Hurny, C., Maibach, R., Herrmann, R., and
Laffer, U. (1999). Quality of life as subjective expe-
rience: reframing of perception in patients with colon
cancer undergoing radical resection with or without
adjuvant chemotherapy. Ann Oncol, 10, 775–782.

Bernhard, J., Lowy, A., Maibach, R., and Hurny, C.
(2001). Response shift in the perception of health for
utility evaluation. An explorative investigation. Eur J
Cancer, 37, 1729–1735.

Bodenheimer, T., Lorig, K., Holman, H., and Grumbach,
K. (2002). Patient self-management of chronic dis-
ease in primary care. Jama, 288, 2469–2475.

Bollen, K. A. (1989). Structural Equations With Latent
Variables. New York, NY: Wiley And Sons.

Boyd, N. F., Sutherland, H. J., Heasman, K., Tritchler,
D., and Cummings, B. (1990). Whose utilities
for decision analysis? Med Decis Making, 10,
58–67.

Brandtstadter, J., and Renner, G. (1990). Tenacious
goal pursuit and flexible goal adjustment: explication
and age-related analysis of assimilative and accom-
modative strategies of coping. Psychol Aging, 5,
58–67.

Breetvelt, I. S., and Van Dam, F. S. (1991).
Underreporting by cancer patients: the case of
response-shift. Soc Sci Med, 32, 981–987.

Breiman, L., Friedman, J. H., Olshen, R. A., and Stone, C.
J. (1993). Classification and Regression Trees. New
York, NY: Chapman and Hall/Crc.

Browne, M., and Cudeck, R. (1993). Alternative ways
of assessing model fit. In K. A. Bollen & J. S.
Long (Eds.), Testing Structural Equation Models (pp.
136–162). London: Sage Publications.

Bryk, A. S., and Raudenbush, S. W. (1992). Hierarchical
Linear Models: Applications and Data Analysis
Methods. Thousand Oaks,CA: Sage Publications.

Carver, C. S., and Scheier, M. F. (2000). Scaling back
goals and recalibration of the affect system are pro-
cesses in normal adaptive self-regulation: understand-
ing ‘response shift’ phenomena. Soc Sci Med, 50,
1715–1722.

Cella, D., Hahn, E. A., and Dineen, K. (2002a).
Meaningful change in cancer-specific quality of life
scores: differences between improvement and wors-
ening. Qual Life Res, 11, 207–221.

Cella, D., Eton, D. T., Fairclough, D. L., Bonomi, P.,
Heyes, A. E. et al (2002b). What is a clinically mean-
ingful change on the functional assessment of cancer
therapy-lung (Fact-L) questionnaire? Results From
Eastern Cooperative Oncology Group (Ecog) Study
5592. J Clin Epidemiol, 55, 285–295.

Christensen, K., Holm, N. V., Mcgue, M., Corder, L., and
Vaupel, J. W. (1999). A Danish population-based twin
study on general health in the elderly. J Aging Health,
11, 49–64.

Chumbler, N. R., Mkanta, W. N., Richardson, L. C.,
Harris, L., Darkins, A. et al (2007). Remote patient-
provider communication and quality of life: empirical
test of a dialogic model of cancer care. J Telemed
Telecare, 13, 20–25.

Cormier, J. N., Ross, M. I., Gershenwald, J. E., Lee,
J. E., Mansfield, P. F. et al (2008). Prospective
assessment of the reliability, validity, and sensitiv-
ity to change of the functional assessment of can-
cer therapy-melanoma questionnaire. Cancer, 112,
2249–57.

Cupples, M. E., and Mcknight, A. (1994). Randomised
controlled trial of health promotion in general prac-
tice for patients at high cardiovascular risk. BMJ, 309,
993–996.

Daltroy, L. H., Larson, M. G., Eaton, H. M., Phillips, C.
B., and Liang, M. H. (1999). Discrepancies between
self-reported and observed physical function in the
elderly: the influence of response shift and other
factors. Soc Sci Med, 48, 1549–1561.

Diener, E. (2006). Guidelines for national indicators of
subjective well-being and illbeing. J Happiness Stud,
7, 397–404.

Donaldson, M. (2006). Using patient-reported outcomes
in clinical oncology practice:benefits, challenges and
next steps. Expert Rev Pharmacoecon Outcomes Res,
6, 87–95.

Embretson, S. E., and Reise, S. P. (2000). Item Response
Theory for Psychologists. Mahwah, NJ: Lawrence
Erlbaum Associates.

Finkelstein, J. A., Razmjou, H., and Schwartz, C. E.
(2009). Response shift and outcome assessment in
orthopedic surgery: is there is a difference between
complete vs. partial treatment? J Clin Epidemiol, 62,
1189–1190.

Folkman, S., Moskowitz, J. T., Ozer, E. M., Park, C.
L., and Gottlieb, B. H. (1997). positive meaningful



966 S. Ahmed and C. Schwartz

events and coping in the context of HIV/AIDS. In
B. H. Gottlieb (Ed,), Coping with Chronic Stress (pp.
293–315). New York, NY: Plenum Press.

Golembiewski, R. T., Billingsley, K., and Yeager, S.
(1976). Measuring change and persistence in human
affairs: types of change generated by Od designs. J
Appl Behav Sci, 12, 133–157.

Greenhalgh, J., Long, A. F., and Flynn, R. (2005). The
use of patient reported outcome measures in routine
clinical practice: lack of impact or lack of theory? Soc
Sci Med, 60, 833–843.

Groenvold, M., Klee, M. C., Sprangers, M. A., and
Aaronson, N. K. (1997). Validation of the Eortc Qlq-
C30 quality of life questionnaire through combined
qualitative and quantitative assessment of patient-
observer agreement. J Clin Epidemiol, 50, 441–450.

Guidance For Industry: Patient-Reported Outcome
Measures: Use In Medical Product Development To
Support Labeling Claims: Draft Guidance (2006).
Health Qual Life Outcomes, 4, 79.

Guyatt, G. H., Feeny, D. H., and Patrick, D. L. (1993).
Measuring health-related quality of life. Ann Intern
Med, 118, 622–629.

Hagedoorn, M., Sneeuw, K. C. A., and Aaronson, N. K.
(2002). changes in physical functioning and quality of
life in patients with cancer - response shift and relative
evaluation of one’s condition. J Clin Epidemiol, 55,
176–183.

Haykin, S. (2002). Neural Networks: A Comprehensive
Foundation, 2nd Ed. Delhi, India: Pearson Education
(Singapore).

Hays, R. D., and Hadorn, D. (1992). Responsiveness to
change: an aspect of validity, not a separate dimen-
sion. Qual Life Res, 1, 73–75.

Hays, R. D., and Woolley, J. M. (2000). The con-
cept of clinically meaningful differnce in health-
related quality-of-life research: how meaningful is it?
Pharmacoeconomics, 18, 419–423.

Haywood, K. L. (2007). Patient-reported outcome ii:
selecting appropriate measures for musculoskeletal
care. Muscoskel Care, 5, 72–90.

Helson, H. (1964). Adaptation Level Theory. New York,
NY: Harper and Row.

Holmes, W. C., and Shea, J. A. (1999). Two approaches
to measuring quality of life in the HIV/AIDS pop-
ulation: Hat-Qol and Mos-HIV. Qual Life Res, 8,
515–527.

Hoogstraten, J. (1982). The retrospective pretest in
an educational training context. J Exp Educ, 50,
200–204.

Howard, G. S. (1979). Response-Shift bias: a source
of contamination of self-report measures. J Appl
Psychol, 64, 144–150.

Howard, G. S., and Bray, J. H. (1979). Internal inva-
lidity in studies employing self-report instruments: a
suggested remedy. J Educ Meas, 16, 129–135.

Hoyle, R. H. (1995). Structural Equation Modeling:
Concepts, Issues, And Application. Thousand Oaks:
Sage Publications, C1995.

Jacobsen, P. B., Davis, K., and Cella, D. (2002).
Assessing quality of life in research and clinical
practice. Oncology (Williston Park) 16(9 Suppl 10):
133–9.

Jansen, S. J., Stiggelbout, A. M., Nooij, M. A., Noordijk,
E. M., and Kievit, J. (2000). Response shift in qual-
ity of life measurement in early-stage breast cancer
patients undergoing radiotherapy. Qual Life Res, 9,
603–615.

Jette, A. M., Haley, S. M., Ni, P., Olarsch, S., and Moed,
R. (2008). Creating a computer adaptive test version
of the late-life function and disability instrument. J
Gerontol A Biol Sci Med Sci, 63, 1246–1256.

Joyce, C. R. B., O’boyle, C. A., and Mcgee, H.
(1999). Individualising qestionnaires. In C. R. B.
Joyce, C. A. O’boyle, & H. Mcgee (Eds.), Individual
Quality of Life. Approaches to Conceptualization and
Assessment (pp. 87–104). Amsterdam: Harwood.

Kagawa-Singer, M. (1993). Redefining health: living
with cancer. Soc Sci Med, 37, 295–304.

Kahn, C. H. (1981). The Art and Thought of Heraclitus:
An Edition of the Fragments with Translation
and Commentary. London: Cambridge University
Press.

Kendler, K. S., Myers, J. M., and Neale, M. C. (2000).
A multidimensional twin study of mental health in
women. Am J Psychiatry, 157, 506–513.

Leinonen, R., Kaprio, J., Jylha, M., Tolvanen, A.,
Koskenvuo, M. et al (2005). Genetic influences under-
lying self-rated health in older female twins. J Am
Geriatr Soc, 53, 1002–1007.

Li, Y., and Rapkin, B. (2006). HIV/AIDS patients’ qual-
ity of life appraisal depends on their personal meaning
of quality of life and frame of reference. Qual Life
Res, E-Suppl 15, A–36.

Li, Y., and Rapkin, B. (2009). Classification and regres-
sion tree uncovered hierarchy of psychosocial deter-
minants underlying quality-of-life response shift in
HIV/AIDS. J Clin Epidemiol, 62, 1138–1147.

Li, Y., Rapkin, B., and Patel, S. (2007). Attainment of
goals in HIV/AIDS patients in New York City. Qual
Life Res Suppl, A-39.

Lim, W. K., Lambert, S. F., and Gray, L. C. (2003).
Effectiveness of case management and post-scute ser-
vices in older people after hospital discharge. Med J
Aust, 178, 262–266.

Lipscomb, J., Gotay, C. C., and Snyder, C. F. (2007).
Patient-reported outcomes in cancer: a review of
recent research and policy initiatives. Ca Cancer J
Clin, 57, 278–300.

Lykken, D. T., and Tellegen, A. (1996). Happiness is a
stochastic phenomenon. Psychol Sci, 7, 186–189.

Lyubomirsky, S., and Sheldon, K. M. (2005). Pursuing
happiness: the architecture of sustainable change. Rev
Gen Psychol, 9, 111–131.

Lyubomirsky, S., Sousa, L., and Dickerhoof, R. (2006).
The costs and benefits of writing, talking, and think-
ing about life’s triumphs and defeats. J Pers Soc
Psychol, 90, 692–708.



61 Quality of Life in Light of Appraisal and Response Shift 967

Maltais, F., Bourbeau, J., Shapiro, S., Lacasse, Y.,
Perrault, H. et al (2008). Effects of home-based
pulmonary rehabilitation in patients with chronic
obstructive pulmonary disease: a randomized trial.
Ann Intern Med, 149, 869–878.

Maslow, A. H. (1943). A theory of human motivation.
Psychol Rev, 50, 370–396.

Mayergoyz, I. D. (1991). Mathematical Models of
Hysteresis. New York, NY: Springer-Verlag.

Mayo, N., Scott, C., and Ahmed, S. (2009). Case
management post-stroke did not induce response
shift: the value of residuals. J Clin Epidemiol, 62,
1148–1156.

Mayo, N. E., Wood-Dauphinee, S., Cote, R., Gayton, D.,
Carlton, J. et al (2000). There’s no place like home :
an evaluation of early supported discharge for stroke.
Stroke, 31, 1016–1023.

Mayo, N. E., Wood-Dauphinee, S., Cote, R., Durcan,
L., and Carlton, J. (2001). Activity, participation, and
quality of life six months post-stroke. Arch Phys Med
Rehabil, 83, 1035–1042.

Mccullough, M. E. (2000). Forgiveness :
Theory,Research, And Practice. New York, NY:
Guilford Press.

Norman, P., and Parker, S. (1996). The interpretation
of change in verbal reports: implications for health
psychology. Psychol Health, 11, 301–314.

O’Leary, J. F., Ganz, P. A., Wu, A. W., Coscarelli, A.,
and Petersen, L. (1998). Toward a better understand-
ing of health-related quality of life: a comparison of
the medical outcomes study hiv health survey (MOS-
HIV) and the HIV overview of problems-evaluation
system (Hopes). J Acquir Immune Defic Syndr Hum
Retrovirol, 17, 433–441.

Oort, F. J., Visser, M. R., and Sprangers, M. A. (2005).
An application of structural equation modeling to
detect response shifts and true change in quality of
life data from cancer patients undergoing invasive
surgery. Qual Life Res, 14, 599–609.

Osborne, R. H., Hawkins, M., and Sprangers, M. A.
(2006). Change of perspective: a measurable and
desired outcome of chronic disease self-management
intervention programs that violates the premise of
preintervention/postintervention assessment. Arthritis
Rheum, 55, 458–465.

Otake, K., Shimai, S., Tanaka-Matsumi, J., Otsui, K., and
Fredrickson, B. L. (2006). Happy people become hap-
pier through kindness: a counting kindnesses inter-
vention. J Happiness Stud, 7, 361–375.

Pigou, A. C. (1920). The Economics of Welfare. London:
Mac Millan.

Postulart, D., and Adang, E. M. (2000). response shift
and adaptation in chronically ill patients. Med Decis
Making, 20, 186–193.

Puhan, M. A., Behnke, M., Laschke, M., Lichtenschopf,
A., Brandli, O. et al (2004). Self-administration and
standardisation of the chronic respiratory question-
naire: a randomised trial in three German-speaking
countries. Respir Med, 98, 342–350.

Rapkin, B. (2009). Considering the application of the
trait/state distinction for response shift research:
continuing the conversation. J Clin Epidemiol, 62,
1124–1125.

Rapkin, B. D., and Schwartz, C. E. (2004). Toward a
theoretical model of quality-of-life appraisal: implica-
tions of findings from studies of response shift. Health
Qual Life Outcomes, 2, 14.

Razmjou, H., Yee, A., Ford, M., and Finkelstein, J.
A. (2006). Response shift in outcome assessment in
patients undergoing total knee arthroplasty. J Bone
Joint Surg, 88, 2590–2595.

Reeve, B. B., Burke, L. B., Chiang, Y. P., Clauser, S.
B., Colpe, L. J. et al (2007). Enhancing measurement
in health outcomes research supported by agencies
within the US Department of Health and Human
Services. Qual Life Res, 16 Suppl, 175–186.

Ring, L., Hofer, S., Heuston, F., Harris, D., and
O’boyle, C. A. (2005). Response Shift masks
the treatment impact on patient reported outcomes
(Pros): the example of individual quality of life
in edentulous patients. Health Qual Life Outcomes,
3, 55.

Romeis, J. C., Scherrer, J. F., Xian, H., Eisen, S. A.,
Bucholz, K. et al (2000). Heritability of self-reported
health. Health Serv Res, 35, 995–1010.

Romeis, J. C., Heath, A. C., Xian, H., Eisen, S. A.,
Scherrer, J. F. et al (2005). Heritability of Sf-36
among middle-age, middle-class, male-male twins.
Med Care, 43, 1147–1154.

Roysamb, E. H. (2002). Subjective well being. sex spe-
cific effects of genetic and environmental factors. Pers
Indiv Differ, 32, 211–223.

Roysamb, E., Tambs, K., Reichborn-Kjennerud, T.,
Neale, M. C., and Harris, J. R. (2003). Happiness and
health: environmental and genetic contributions to the
relationship between subjective well-being, perceived
health, and somatic illness. J Pers Soc Psychol, 85,
1136–1146.

Schmitt, N. (1982). The use of analysis of covari-
ance structures to assess beta and gamma change.
Multivariate Behav Res, 17, 343–358.

Schmitt, N., Pulakos, E., and Lieblein, A. (1984).
Comparison of three techniques to assess group-level
beta and gamma change. Appl Psychol Meas, 8,
249–260.

Schwartz, C. E. (1999). Teaching coping skills enhances
quality of life more than peer support: results of a ran-
domized trial with multiple sclerosis patients. Health
Psychol, 18, 211–220.

Schwartz, C. E., and Rapkin, B. D. (2004). Reconsidering
the psychometrics of quality of life assessment in
light of response shift and appraisal. Health Qual Life
Outcomes, 2, 16.

Schwartz, C. E., and Sendor, M. (1999). Helping others
helps oneself: response shift effects in peer support.
Soc Sci Med, 48, 1563–1575.

Schwartz, C. E., and Sprangers, M. A. G. (1990).
Introduction to symposium on the challenge of



968 S. Ahmed and C. Schwartz

response shift in social science and medicine. Soc Sci
Med, 48, 1505–1506.

Schwartz, C. E., and Sprangers, M. A. (1999).
Methodological approaches for assessing response
shift in longitudinal health-related quality-of-life
research. Soc Sci Med, 48, 1531–1548.

Schwartz, C. E., and Sprangers, M. A. G. (2000).
Adaptation to Changing Health Response Shift in
Quality-of-Life Research, 1st Ed. Washington, DC:
American Psychological Association.

Schwartz, C. E., and Sprangers, M. A. G. (2009).
Reflections on genes and sustainable change: toward
a trait and state conceptualization of response shift. J
Clin Epidemiol, 62, 1118–1123.

Schwartz, C. E., Feinberg, R. G., Jilinskaia, E., and
Applegate, J. C. (1999). An evaluation of a psy-
chosocial intervention for survivors of childhood can-
cer: paradoxical effects of response shift over time.
Psycho-Oncology, 8, 344–354.

Schwartz, C. E., Wheeler, H. B., Hammes, B., Basque,
N., Edmunds, J. et al (2002). Early intervention in
planning end-of-life care with ambulatory geriatric
patients: results of a pilot trial. Arch Intern Med, 162,
1611–1618.

Schwartz, C. E., Merriman, M. P., Reed, G. W., and
Hammes, B. J. (2004a). Measuring patient treatment
preferences in end-of-life care research: applications
for advance care planning interventions and response
shift research. J Palliat Med, 7, 233–245.

Schwartz, C. E., Sprangers, M. A. G., Carey, A., and
Reed, G. (2004b). Exploring response shift in longi-
tudinal data. Psychol Health, 19, 51–69.

Schwartz, C. E., Merriman, M. P., Reed, G., and Byock,
I. (2005). Evaluation of the Missoula-Vitas quality of
life index--revised: research tool or clinical tool? J
Palliat Med, 8, 121–135.

Schwartz, C. E., Bode, R., Repucci, N., Becker, J.,
Sprangers, M. A. et al (2006). The clinical signif-
icance of adaptation to changing health: a meta-
analysis of response shift. Qual Life Res, 15, 1533–50.

Schwartz, C. E., Andresen, E. M., Nosek, M. A., Krahn,
G. L., And Rrtc Expert Panel On Health Status
Measurement (2007). Response shift theory: impor-
tant implications for measuring quality of life in
people with disability. Arch Phys Med Rehabil, 88,
529–36.

Seligman, M. E., Steen, T. A., Park, N., and Peterson,
C. (2005). Positive psychology progress: empirical
validation of interventions. Am Psychol, 60, 410–421.

Siddiqui, F., Pajak, T. F., Watkins-Bruner, D., Konski, A.
A., Coyne, J. C. et al (2008). Pretreatment quality of
life predicts for locoregional control in head and neck
cancer patients: a radiation therapy oncology group
analysis. Int J Radiat Oncol Biol Phys, 70, 353–60.

Smith, J. A. (1981). The idea of health: a philosophical
inquiry. Ans Adv Nurs Sci, 3, 43–50.

Sprangers, M. A. (2002). Quality-of-life assessment in
oncology. Achievements and challenges. Acta Oncol,
41, 229–237.

Sprangers, M. A., and Schwartz, C. E. (1999). Integrating
response shift into health-related quality of life
research: a theoretical model. Soc Sci Med, 48,
1507–1515.

Sprangers, M. A., Van Dam, F. S., Broersen, J., Lodder,
L., Wever, L. et al (1999). Revealing response shift
in longitudinal research on fatigue--the use of the
thentest approach. Acta Oncol, 38, 709–718.

Sprenkle, M. D., Niewoehner, D. E., Nelson, D. B., and
Nichol, K. L. (2004). The veterans short form 36
questionnaire is predictive of mortality and health-
care utilization in a population of veterans with a
self-reported diagnosis of asthma Or Copd. Chest,
126, 81–89.

Stubbe, J. H., Posthuma, D., Boomsma, D. I., and De
Geus, E. J. (2005). Heritability of life satisfaction
in adults: a twin-family study. Psychol Med, 35,
1581–1588.

Stull, D. E., Leidy, N. K., Jones, P. W., and Stahl, E.
(2007). Measuring functional performance in patients
with Copd: a discussion of patient-reported outcome
measures. Curr Med Res Opin, 23, 2655–65.

Svedberg, P., Gatz, M., Lichtenstein, P., Sandin, S.,
and Pedersen, N. L. (2005). Self-rated health in
a longitudinal perspective: a 9-year follow-up twin
study. J Gerontol B Psychol Sci Soc Sci, 60,
S331–S340.

Svedberg, P., Bardage, C., Sandin, S., and Pedersen, N.
L. (2006). A prospective study of health, life-style
and psychosocial predictors of self-rated health. Eur
J Epidemiol, 21, 767–776.

Visser, M. R., Oort, F. J., and Sprangers, M. A. (2005).
Methods to detect response shift in quality of life
data: a convergent validity study. Qual Life Res, 14,
629–39.

Ware, J. E. Jr. (2000). Sf-36 health survey update. Spine,
25, 3130–3139.

Ware, J. E., Jr.. Kosinski, M., and Keller S.D. (1994).
Sf-36 Physical and Mental Scales: A User’s Manual.
Boston, MA: The Health Institute, New England
Medical Center.

Whoqol HIV Group (2004). Whoqol-HIV for quality
of life assessment among people living with HIV
and AIDS: results from the field test. Aids Care, 16,
882–9.

World Health Organization Quality Of Life
Assessment (Whoqol): Development And General
Psychometric Properties (1998). Soc Sci Med, 46,
1569–1585.



Chapter 62

Behavioral Interventions for Prevention
and Management of Chronic Disease

Brian Oldenburg, Pilvikki Absetz, and Carina K.Y. Chan

1 Background

Many different factors influence changing pat-
terns of morbidity, mortality, and the spread
of diseases, both globally and within and
between countries. Global economic forces
influence health trends around the world, as
do demographic changes related to popula-
tion growth, ageing, and social patterns. More
locally, changes in people’s living and working
environments and other settings, where individ-
uals’ health is more directly affected, also play a
crucial role. An impressive amount of epidemio-
logical evidence collected over the past 50 years
has identified the influence of a number of key
behavioral determinants and lifestyle risk factors
on social, physical, and mental health.

A small subset of these health behaviors are
particularly critical lifestyle risk factors for non-
communicable chronic diseases, their manage-
ment and progression (WHO, 2005). Physical
inactivity, unhealthy eating, alcohol consump-
tion, and tobacco use are the primary behav-
ioral risk factors for cardiovascular and res-
piratory disease. These potentially modifiable
behavioral risk factors are contributing to an
ever increasing global burden of disease and ris-
ing health-care costs in most countries (WHO,
2005). Indeed, tobacco use is a risk factor for
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six of the eight leading causes of death in
the world and is the single most preventable
cause of death today (WHO, 2008). Sedentary
lifestyle and poor nutrition are major risk fac-
tors for overweight and obesity which lead to
adverse metabolic changes including increases
in blood pressure, unfavorable cholesterol lev-
els, and increased resistance to insulin, which
then lead to an increased risk of coronary heart
disease (CHD), stroke, diabetes mellitus, and
several forms of cancer (WHO, 2002). The
World Health Organization’s 2002 World Health
Report indicated that physical inactivity alone
now causes about 15% of the disease burden
associated with diabetes, heart disease, and some
cancers (WHO, 2002). Additionally, poor nutri-
tion, including low intake of fruit and vegetables
and high intake of (saturated) fat, sugar, and
salt, is responsible for almost 3 million deaths
a year due to the resulting development of car-
diovascular disease (CVD) and cancer (WHO,
2002).

Ischemic heart disease and cerebrovascular
disease were identified as the global leading
causes of mortality, accounting for 42.4% of all
deaths across the world in 2000 (WHO, 2001).
It has been estimated that without action to
address the underlying lifestyle risk factors, non-
communicable chronic diseases will account for
a further 17% of deaths globally by 2015 (WHO,
2005). Of even greater concern is the fact that
while unhealthy lifestyle behaviors and their
associated diseases are already at high levels in
developed countries, they are now also becoming
increasingly prevalent in developing countries as
well (WHO, 2002).
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In summary, the established links between
behavior and health are now very consider-
able. Research in a number of different chronic
diseases has now clearly established the com-
plex interplay that occurs between behavioral,
psychological, social, and environmental fac-
tors and how collectively all of these fac-
tors can have an important bearing on disease
progression, quality of life, and health out-
comes (WHO, 2002). Addressing key lifestyle
risk factors can lead to improved health (pri-
mary prevention), reduced risk of disease (sec-
ondary prevention), and improved health out-
comes (tertiary prevention). While a substantial
evidence base has established the effectiveness
of lifestyle change approaches as an impor-
tant component of smoking cessation (Barth
et al, 2008; DiClemente et al, 1991), chronic
disease prevention and management through
lifestyle changes related to diet and physical
activity are not nearly as well developed (Yach
et al, 2005). For example, the first US Surgeon
General’s Report on Smoking and Health was
published in 1964 (US Department of Health and
Human Services, 1964), but the first US Surgeon
General’s Reports on Nutrition (US Department
of Health and Human Services, 1988, 1996) and
on Physical Activity (US Department of Health
and Human Services, 1988, 1996) were not pub-
lished until over 20 years later, in 1988 and
1996, respectively. Furthermore, a number of
self-care behaviors such as regular blood glucose
monitoring and adherence to treatment regimens
that involve the taking of multiple medications
and also complex clinical care are also often
required for management of chronic diseases
such as heart disease and diabetes. Therefore,
it is important to establish the effectiveness of
approaches targeting self-care behaviors either
alone or in combination with other lifestyle
behaviors.

This chapter reviews the existing evidence
base for behavioral interventions in relation to
the prevention and management of chronic dis-
ease. Our focus is on key lifestyle and self-care
behaviors – dietary behaviors, exercise, smok-
ing, and disease management behaviors – that
are causally linked to circulatory and commonly

related conditions, including CVD, diabetes, and
respiratory conditions. The review is conducted
in three steps. First, we consider the evidence
for the effectiveness for behavioral interven-
tions by considering the systematic reviews in
this field. Next, we supplement these findings
with issues and findings from relevant narrative
reviews. Finally, we discuss the implications of
these findings for future research and practice in
the field.

2 Overview of Systematic Reviews
of Behavioral Change
Interventions

2.1 Search Strategy and Selection
Criteria

We identified and conducted a review of sys-
tematic reviews of behavioral intervention tri-
als targeting lifestyle risk factors related to
the prevention and/or management of circula-
tory and related conditions. Suitable reviews
were identified by conducting an electronic
search with the Database of Systematic Reviews
of the Cochrane Library (Issue 3, 2009)
and by crossing the keywords ‘diet,’ ‘eating,’
‘physical activity,’ ‘exercise,’ ‘smoking,’ ‘nutri-
tion,’ ‘lifestyle,’ ‘behavior,’ ‘change,’ ‘smok-
ing,’ ‘obesity,’ ‘overweight,’ and ‘adiposity.’
These were crossed separately with ‘cardiovas-
cular,’ ‘heart disease,’ ‘coronary,’ ‘metabolic
syndrome,’ ‘type 2 diabetes,’ ‘pre-diabetes,’ and
‘chronic disease.’ Last, the search was com-
bined with ‘intervention’ or ‘trial.’ We identified
165 reviews published between 1997 and 2009.
We selected only reviews that were published
in English and related to adults aged 18 or
above. Reviews were excluded if they were: (1)
related to medical conditions other than circula-
tory and associated conditions (e.g., psychiatric
disorders, pregnancy, HIV/AIDS, cancer); (2)
pharmacological interventions and did not incor-
porate any explicit lifestyle or behavioral change
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strategies; (3) primarily focused on interven-
tions to treat biological mechanisms; (4) focused
primarily on determinants of health behaviors
rather than health behavior change per se; and
(5) primarily narrative or qualitative reviews.
We identified 27 reviews that met these inclu-
sion criteria and these reviews form the basis of
our evaluation of the effectiveness of lifestyle
interventions for this chapter. Additionally, we
conducted a search that also included other
databases (PSYCINFO, MEDLINE) in order to
identify non-systematic and narrative reviews
that considered other relevant issues that are not
usually well addressed by systematic reviews.
These other issues are discussed in more detail
in the final section of this chapter.

Among the 27 systematic reviews included
from the Cochrane Library, there were six on
nutrition and diet (Table 62.1, SR1–6), four
on exercise (SR7–10), three on both diet and
exercise (SR11–13), five on smoking (SR14–
18), and one on multiple risk factors (SR19).
Another eight reviews evaluated interventions
targeting different aspects of disease manage-
ment (SR20–27).

2.2 Characteristics of the
Intervention Trials in the
Systematic Reviews

2.2.1 Target Population

The reviews considered lifestyle interventions
that target adult populations on a continuum
from healthy people to people with elevated
disease risk through to people with established
disease.

2.2.2 Intervention Setting

Diet and physical activity interventions were
predominantly conducted in health-care set-
tings, although some worksite and other com-
munity interventions were also represented in

the reviews. Smoking intervention settings were
more varied and included other community
settings and delivery systems, including the use
of mass media. Disease management interven-
tions were most often delivered via health-care
or related settings.

2.2.3 Mode of Delivery

Channels of delivery were varied and diverse,
although face-to-face delivery – either individ-
ually or in groups – was the most common
approach utilized. Other approaches included
delivery via telephone, internet, mail, and mass
media. Most interventions were delivered by
health professionals. Many different kinds of
professionals were involved in delivery of smok-
ing interventions including counselors, psy-
chotherapists, teachers, and pharmacists, in addi-
tion to nurses and physicians. There were two
systematic reviews of intervention delivery by
peers.

2.2.4 Purpose of Systematic Reviews

The primary objective for all reviews was to
establish the efficacy of the interventions in
terms of clinical, behavioral, and/or other out-
comes. Typically, a number of comparisons were
included, with the main one being a compari-
son between a single intervention condition and
some kind of usual or routine care. A number
of reviews also assessed the relative efficacy of
different types of interventions (e.g., diet only
vs. diet and exercise); different modes of deliv-
ery (e.g., physicians vs. nurses; individuals vs.
groups); or different intensities or duration of
interventions. Often, however, when these latter
comparisons were a secondary objective of the
review, the data available and sample sizes were
insufficient for drawing any definitive conclu-
sions. Except for a few exceptions, the reviews
did not evaluate the influence of setting or deliv-
ery on outcomes.
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2.3 Intervention Outcomes

2.3.1 Dietary Interventions

Evaluation of dietary advice to reduce disease
risk factors or to treat an existing disease is based
on six reviews with approximately 44,000 par-
ticipants. Outcomes of these reviews are listed
in Table 62.1 (SR1–6). Usually, they were phys-
iological or anthropometric risk factors. While
behavior was reported in some trials as an indi-
cator of intervention compliance, it was rarely
measured as an outcome. Quality of life and
cost-effectiveness were not reported. Overall,
small but statistically significant improvements
were found in physiological and anthropometric
outcomes (Table 62.1, SR1–6). Only one review
(Brunner et al, 2007) reported on behavioral
outcomes: in comprehensive dietary interven-
tions for reducing CVD risk, modest beneficial
changes in behavior were translated into statisti-
cally significant improvements in physiological
and anthropometric outcomes. Beneficial disease
outcomes included reduction of cardiovascular
events, but this effect could only be estab-
lished for interventions to reduce fat (Hooper
et al, 2000). Another disease outcome was reduc-
tion of type 2 diabetes incidence (Nield et al,
2008), but the finding was based on just one
trial and therefore provided only weak evidence.
Outcome evaluation of diet only interventions in
treatment of type 2 diabetes (Nield et al, 2007)
was rendered impossible by the heterogeneity
and poor quality of the studies. The only review
on dietary interventions capable of reporting on
mortality (Hooper et al, 2000) found no statisti-
cally significant effects on either cardiovascular
or total mortality.

Effects of intervention delivery and duration
were evaluated in two of the dietary intervention
reviews. While dietary advice from a dietitian
was more effective than advice from a doc-
tor, it was no more effective than fairly simple
self-help material. Comparison between dieti-
tians versus nurses was not possible because of
limited data (Thompson et al, 2003). The ben-
eficial effect of fat reduction to cardiovascular

events was limited to trials with intervention
extending over 2 years (Hooper et al, 2000).
Although one review (Hooper et al, 2000), p.
18) specifically referred to the potential benefits
of applying a behavioral theory for improving
intervention outcomes, none actually discussed
the interventions within any sort of theoretical
framework.

2.3.2 Exercise Only Interventions

Evaluation of exercise interventions covers over
10,000 participants but it is mainly based on
reviews among patient populations. The inter-
vention programs were heterogeneous (e.g.,
exercise alone or as part of comprehensive reha-
bilitation program including educational or psy-
chological interventions) – often meaning that
the independent effect of exercise could not be
separated. A range of outcome measures was
covered but typically the focus was on physio-
logical measures and as a secondary outcome,
quality of life. Morbidity and mortality were
rarely studied, and no review reported on cost-
effectiveness. Behavior was regarded as a com-
pliance factor rather than a primary interven-
tion outcome. None of the reviews discussed
behavioral theories used in the interventions
although the comprehensive rehabilitation pro-
grams often included an educational or psy-
chosocial component.

Overall, exercise training was found to
improve several of the measured physiological
or anthropometric factors (Table 62.1, SR7–10),
such as glycated hemoglobin (HbA1c) among
patients with type 2 diabetes (Thomas et al,
2006) and lipid profile among patients in com-
prehensive cardiac rehabilitation (Jolliffe et al,
2001). No reduction was found in body mass
index (BMI), but body composition changed sig-
nificantly, with adipose tissue decreasing and fat-
free mass increasing. In most cases only short-
term effects on risk factors could be established
due to lack of long-term follow-ups. However,
the one review with a longer follow-up was able
to show reduction in both all cause and cardiac
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mortality (Jolliffe et al, 2001). Findings on qual-
ity of life were mixed, although most studies
tended to have found small improvements.

Duration of the interventions ranged widely,
and one review evaluated its effect on outcomes.
Among patients with type 2 diabetes, decrease
in HbA1c was greater for briefer (< 6 months)
interventions than for longer interventions (6–12
months) (Thomas et al, 2006). One review also
evaluated the effects of intervention delivery on
outcomes (Ashworth et al, 2005). Assessment
of home- versus center-based physical activity
programs in older adults showed that on the
short term, center-based training produced bet-
ter outcomes. However, two studies in the review
were able to evaluate longer-term adherence (1–
2 years) which was shown to be better in the
home-based program.

2.3.3 Combined Diet and Exercise/Weight
Reduction Interventions

Altogether 15,000 patients are included in the
assessment of the efficacy of combined diet and
exercise or weight reduction interventions on
prevention (Norris et al, 2005b; Orozco et al,
2008) and treatment (Norris et al, 2005a) of type
2 diabetes. Prevention interventions included
participants with elevated risk for type 2 dia-
betes, who typically (but not necessarily) had
an impaired glucose tolerance. Behavior was
not reported as a specific outcome measure
although one review included physical activity
and diet as indicators of compliance (Orozco
et al, 2008). Typically, outcomes included inci-
dence of type 2 diabetes and physiological and
anthropometric risk factors (Table 62.1, SR11–
13). None of the reviews were able to report
on behavior or mortality. No aggregated data
was provided for cost-effectiveness although two
trials in one review provided support for cost-
effectiveness (Orozco et al, 2008). Length of
follow-up ranged from 12 months to 10 years
(Norris et al, 2005b). Although most of the
reviews mentioned the use of behavioral theories
and/or specific intervention strategies (including
goal setting, self-monitoring and feedback, and

stress management and coping), these were not
systematically evaluated.

Small improvements were found in weight,
BMI, and waist circumference (Table 62.1,
SR11–13), although statistical heterogeneity for
these outcomes was high and effects were min-
imized by significant weight loss in the com-
parison groups (Norris et al, 2005a). Modest,
but statistically significant improvements were
shown on many physiological and anthropomet-
ric outcomes. Both reviews on prevention of type
2 diabetes reported statistically significant reduc-
tions in the incidence of type 2 diabetes, but
only one provided a pooled effect (Orozco et al,
2008).

Intervention duration per se was not shown to
effect outcomes although the number of contacts
correlated positively with weight loss among
adults with pre-diabetes (Norris et al, 2005b).
Furthermore, examination of different interven-
tion arms suggested that multi-component inter-
ventions with low or very low calorie diets might
help to achieve weight loss among patients with
type 2 diabetes (Norris et al, 2005a).

2.3.4 Tobacco Control Interventions

Evaluation of tobacco control interventions is
based on nearly 110,000 participants includ-
ing mainly healthy adults. Without exception,
the outcomes were always measured in terms
of behavior. For interventions addressing ces-
sation the outcome was abstinence, in pre-
vention interventions it was smoking behavior
(Table 62.1, SR14–18). None of the reviews
reported on physiological or anthropometric out-
comes or quality of life, and only one study
reported on disease or mortality outcomes.
Cost-effectiveness was not commonly reported
although three reviews estimated the number
required to treat one individual successfully
(NNT). Unlike the dietary and exercise inter-
ventions, smoking interventions were commonly
based on theoretical models, especially if they
were delivered by professionals other than physi-
cians or nurses. However, none of the reviews
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compared different theoretical approaches to
behavior change.

Nursing interventions (Rice and Stead, 2008),
physician advice (Stead et al, 2008), psychoso-
cial interventions (Barth et al, 2008), and inter-
ventions delivered by oral health professionals
in connection with oral examination (Carr and
Ebbert, 2006) were all shown to be effective.
The overall likelihood for quitting was 28–66%
higher in these interventions in comparison to
usual care. Heterogeneity of community inter-
ventions prevented pooling of those data, so
overall quitting rates could not be established.
However, only 2 out of the 13 community inter-
ventions were more effective than no treatment
(Sowden et al, 2003). Estimated NNT ranged
between 10 and 120, the lowest NNT being
in CHD patients who tend to have high unas-
sisted quit rates anyhow (30–50%) (Barth et al,
2008) and the highest NNT was in primary care
patients, whose unassisted quit rate was esti-
mated to be only 2–3% (Stead et al, 2008). The
minimum follow-up time for all interventions
was 6 months and the majority had 12 month or
longer follow-up.

Higher intensity interventions increased the
effectiveness of interventions. Psychosocial
interventions including behavioral therapies out-
performed usual care, as did those based on
self-help or telephone support, but none of these
were found superior to each other. Furthermore,
a subgroup analysis among patients in the den-
tal setting showed the interventions effective
regardless of whether participants had actively
sought treatment (Table 62.1).

2.3.5 Multiple Risk Factor Interventions

One extensive review with almost 150,000 par-
ticipants evaluated the effects of multiple risk
factor interventions among adults without clin-
ical evidence of established CVD. All the trials
compared an intervention comprising some form
of education or counseling targeting combina-
tions of diet, exercise, weight loss, smoking ces-
sation, diabetes management, and use of medi-
cation with control groups receiving either usual

care or no treatment. Behavioral theories under-
lying the interventions were rarely specified,
with a few studies using the Transtheoretical
Model of Stages of Change as an exception
(DiClemente et al, 1991). Smoking was the most
common behavioral outcome included, other
reported outcomes included blood pressure,
cholesterol, and mortality. Quality of life out-
comes or cost-effectiveness were not reported.

Overall, the interventions had a small, posi-
tive effect on smoking prevalence (Table 62.1,
SR19). Also, modest but statistically significant
improvements were shown in blood pressure and
cholesterol, but these were most likely related
to pharmacological treatments rather than the
lifestyle interventions used. Ten of the trials
provided data on CHD mortality and total mor-
tality, but overall, no effect could be established.
Studies where participants had highest initial
risk factor levels demonstrated larger improve-
ments in these factors (Ebrahim et al, 2006).

2.3.6 Disease Management Interventions

Interventions for improving risk or disease man-
agement were assessed among almost 30,000
patients with vascular conditions. Included were
interventions with a narrow focus to adher-
ence to treatment recommendations (Table 62.1,
SR20–21) as well as broader self-management
education and support programs delivered by
professionals (SR22–25) and peers (SR26–27).
Reporting on outcomes focused on physiolog-
ical and anthropometric risk factors but also
behavior and quality of life were included. Only
one review reported on disease outcomes and
mortality.

The disease management interventions were
probably even more heterogeneous in content,
intensity, and duration than the other lifestyle
interventions already described in this chap-
ter. While some tackled only relatively sim-
ple behaviors (such as blood glucose moni-
toring or taking a lipid lowering medicine),
others addressed very complex sets of behav-
iors (e.g., comprehensive disease management
including lifestyle, self-care, and adherence to
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medical care). Rather surprisingly, the inter-
ventions targeting simpler behaviors were often
more heterogeneous and more poorly described
in the reviews. They also typically lacked any
description of the behavioral component(s). The
more comprehensive programs, however, were
often theory based, well described, and they
also allowed comparison of different modes of
delivery.

Behavioral outcomes were rarely established
in interventions targeting adherence (Table 62.1,
SR20–21) and improvements in physiological
outcomes tended to be small at best. None
of the few studies including quality of life
measures showed any significant effects on
it. Morbidity and mortality outcomes were
not reported for adherence interventions. The
effect of intervention characteristics on the
outcomes was not evaluated in any of the
reviews.

The more comprehensive self-management
programs delivered by professionals (Table 62.1,
SR22–25) provided heterogeneous results in
terms of behavior change. In terms of phys-
iological or anthropometric outcomes among
patients with type 2 diabetes, individual patient
education was no better than usual care or
group education (Duke et al, 2009). However,
group training resulted in moderate improve-
ment in most of these risk factors (Deakin
et al, 2005). Disease and mortality outcomes
were only measured among CHD patients. No
effect was found on mortality, and the significant
reduction in the number of non-fatal reinfarc-
tion was found to be influenced by publica-
tion bias (Rees et al, 2004a). Quality of life
outcomes in interventions among type 2 dia-
betes patients were mixed, but CHD patients
were shown to gain modest psychological ben-
efit from the interventions in terms of reduc-
tions in anxiety and depression (Rees et al,
2004a).

Self-management programs by lay leaders
had very little effect on behaviors, physiologi-
cal and anthropometric outcomes, or quality of
life (Table 62.1, SR26–27). None of the studies
reported on morbidity or mortality (Dale et al,
2008; Foster et al, 2007).

3 Relevant Findings from Narrative
Reviews

3.1 Intervention Settings

Some settings are likely to make recruitment,
targeting, and tailoring of interventions easier
than others. For example, schools and worksites
are community settings where many people can
easily be reached. However, findings from work-
site diet and exercise programs (L. Anderson
et al, 2009) only showed very modest reduc-
tions in weight and BMI. The worksite inter-
ventions were typically based on informational
and behavioral strategies, with few having pro-
moted changes to the work environment to sup-
port healthy behavioral choices. As with similar
interventions in other settings, more intensive
interventions (duration, number of components,
structured vs. unstructured) were more effective
(L. Anderson et al, 2009). It also seems that
workplace interventions have tended to be quite
focused compared to more generic lifestyle inter-
ventions. A recent meta-analysis (Abraham and
Graham-Rower, 2009) showed more than three-
fold effect sizes for physical activity interven-
tions in comparison to general lifestyle change
interventions.

3.2 Information and
Communications Technology in
Intervention Delivery

3.2.1 Web-Based Interventions

Information and communications technology
(ICT) has become an increasingly popular chan-
nel for delivery of interventions. However,
despite the exciting potential for ICT-delivered
interventions, program reach and adherence
are still a significant concern. Wantland et al
reviewed web-based interventions with nearly
12,000 participants (Wantland et al, 2004).
Compared with interventions utilizing more
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“traditional” means of delivery, web-based
interventions report reaching an equal propor-
tion of men and women. Although the average
drop-out rate was relatively low (only 21%), this
needs to be considered in relation to measures
of program exposure and intensity. For example,
participants showed significant variation in time
spent per session (4.5–45 min). Some had only
few logons while others entered the intervention
site very frequently (from 2.6 over 32 weeks to
1008 logons/person over 36 weeks). The inter-
ventions included one-time studies, self-paced
interventions, and longitudinal, repeated mea-
sures intervention studies (3–78 weeks). Despite
wide variation in intensity, nearly all (16/17)
studies revealed improved knowledge and/or
behavioral outcomes (e.g., exercise duration, 18-
month weight loss maintenance, participation
in health care). Among users with chronic dis-
ease (Murray, 2006), interactive health commu-
nication applications have also been shown to
improve knowledge, social support, self-efficacy,
health behaviors, and clinical outcomes.

3.2.2 Interventions Delivered via
Telephone

The telephone provides another channel with
easy access for participants. Eakin et al reviewed
26 studies on diet and physical activity inter-
ventions, most delivered by different health
professionals but some with automated tele-
phone systems (that fully free the partici-
pants from both temporal and spatial restric-
tions) (Eakin et al, 2007). Recruitment meth-
ods influenced reach, with studies recruiting
highly selected clinical samples and having strin-
gent criteria reporting higher participation rates.
However, few of the studies reported how rep-
resentative their study populations were. Unlike
many other interventions reviewed in this chap-
ter, a majority of the telephone interventions
were based on one or more specific theories,
with Transtheoretical Model, Social Cognitive
Theory, and/or Motivational Interviewing being
the most commonly reported, however, the effect

of theory was not formally evaluated in the
review.

The majority of the studies (20/26) reported
significant behavioral improvements with a
medium average effect size (0.60, [0.24–1.19]).
Positive outcomes were reported for 69% of
exercise studies, 83% of dietary behavior stud-
ies, and 75% of studies addressing both behav-
iors. Furthermore, the positive outcomes were
associated with duration and intensity (number
of calls) of the intervention (Eakin et al, 2007).

3.3 Effectiveness of Theory-Based
Interventions

We found only a couple of reviews where
the effectiveness of theory-based interventions
was formally evaluated. Stage models propose
that individuals can be distinguished by their
behavior-related cognitions into discrete stages
of action readiness, hence behavior change inter-
ventions are claimed to be most effective when
tailored to match the needs of groups defined by
the stages. van Sluijs et al reviewed effectiveness
of stage-based lifestyle interventions in primary
care with two kinds of outcomes: positive stage
changes and behavior changes (van Sluijs et al,
2004). For physical activity and smoking, neither
kind of change was achieved. For diet, limited
evidence supported an effect on stage change
and an effect on behavior change. Altogether,
the findings do not lend much support for stage
theories.

Motivational Interviewing (MI) (Miller and
Rollnick, 2002) is a theory-based technique
rather than a theory. It is based on the empower-
ment ideology (J. M. Anderson, 1996) and Self-
Determination Theory (Deci and Ryan, 1980).
It was first developed as a counseling method
for working with patients with substance abuse,
but it is increasingly frequently used also in
other lifestyle interventions. Dunn et al reviewed
29 randomized trials using motivational inter-
viewing interventions across different behaviors
including diet and exercise (Dunn et al, 2001).
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Although this method was found effective in
substance abuse interventions, data were inad-
equate to judge the effects in other domains.
However, increase in exercise was consistent in
size and direction (although many of the studies
were underpowered). A positive finding across
domains was that the effects of MI did not dimin-
ish with longer follow-ups. Interactions between
client attribute and treatment were understudied
and “sparse and inconsistent findings revealed
little about the mechanism by which MI works”
(p. 1725). Furthermore, it remained unknown
what levels of MI training, skill, and duration
would be optimal.

Self-regulation theories emphasize the impor-
tance of goal setting, planning, and review in
behavior change and maintenance. Reviewing
worksite physical activity interventions,
Abraham et al (Abraham and Graham-Rower,
2009) found that setting specific goals that
defined the frequency and duration of physical
activity, setting of graded tasks, and goal review
techniques enhanced outcomes of the interven-
tions in comparison to interventions without
these techniques. Furthermore, interventions
providing advice, even if it was individually
tailored, were not effective (Abraham and
Graham-Rower, 2009). Another review sug-
gested that problem solving strategies – also a
technique based on self-regulation theories –
might be a critical intervention element in
promoting long-term weight loss (Seo and Sa,
2008).

4 Lifestyle Change – Current Issues
and Future Challenges

While systematic reviews are a good method
for identifying and summarizing the effects
of lifestyle change interventions on important
behavioral, clinical, and disease outcomes, it
is important to acknowledge that they do have
some significant limitations. Importantly, infor-
mation on many key issues can be very limited
in systematic reviews and detailed information

cannot be reported from all the original studies
on issues and topics that would be important
for the research question being addressed in
the review. The analysis of and reporting on
sub-questions can also be problematic because
of the small number of studies and/or sam-
ple sizes related to these. We have outlined
some of the important unresolved issues and
questions in relation to behavioral interventions
in Table 62.2. The problems related to study
designs and measurements have been adequately
discussed in the original reviews and also in the
previous section, so they will not be addressed
further here. In this final section, we will discuss
major findings from the reviews in light of the
two other sets of issues, the intervention features
and delivery, and sustainability and future uptake
of the interventions.

4.1 Features of the Intervention
and Its Delivery

Generally, it is impossible to say whether inter-
ventions targeted to one specific behavioral com-
ponent or behavior are more effective in address-
ing it than a more comprehensive intervention
might be. When targeting physical activity in the
worksite, less comprehensive interventions were
not necessarily more effective. When addressing
disease management, more comprehensive inter-
ventions were reportedly more effective. Many
interventions were shown to have a positive
effect on some lifestyle behaviors or clinical risk
factors, while not affecting others. This strongly
suggests that a number of interventions and
delivery components are likely needed to address
all aspects of behavior change related to prevent-
ing and managing a specific chronic disease such
as CVD or diabetes. This is certainly the case at
a population level, however, it is also likely to
be the case at a more individual level as well.
This view is more strongly supported by the evi-
dence from the field of tobacco control (WHO,
2008) with further support coming from com-
munity intervention trials over the past 30 years
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Table 62.2 Important issues arising from systematicreviews of interventions targeting lifestyle factors

1. Study design and measurement
o Small, underpowered studies
o Heterogeneity and lack of specificity in relation to participants:

– Socio-demographic characteristics
– Clinical characteristics

o Heterogeneity in measurement
– Different outcomes
– Lack of key outcomes in relation to behavior, morbidity, mortality, cost-effectiveness
– Variability in the quality and type of measures used

o Heterogeneity in length of follow-up
– Lack of long-term follow-up

o Lack of implementation and process measurement
o Difficulty in disentangling the effects of other factors

– Medication use
– Mediating and moderating factors

2. Features of the intervention and its delivery
o Heterogeneity and lack of specificity in relation to:

– Content
– Setting
– Intensity
– Duration
– Delivery person/system

o Intervention is a “black box,” i.e., components are either undefined or impossible to separate
from each other

o Inadequate use and reporting of health behavior theory, including:
– Theoretical model for expected behavior changes and determinants
– Techniques to change behaviors
– Compliance by program users with techniques to change behaviors
– Systematic analysis of theory-based moderators and mediators

3. Intervention sustainability and future uptake
o What were the necessary versus sufficient components?
o Intensive interventions but small effects
o Economic outcomes and costing data are lacking
o Long-term outcomes are not established

(Sowden et al, 2003). It is further supported by
more recent evidence in relation to interventions
that focus on reducing absolute risk of a num-
ber of chronic diseases (Ebrahim et al, 2006;
Goldstein et al, 2004; Pronk et al, 2004; WHO,
2002).

The fact that little particularly useful informa-
tion was found in reviews in relation to settings
for program delivery reflects the complexity of
this issue as well. Clearly, some settings are
likely to make recruitment, targeting, and tai-
loring of interventions easier than others. For
example, schools and worksites are commu-
nity settings where many people can easily be
reached. When recruiting people for telephone
interventions where no “natural” setting neces-
sarily exists, recruitment was generally shown

to be easier when conducted via a clinical set-
ting (Eakin et al, 2007). Furthermore, as the
review on exercise training among older adults
showed (Ashworth et al, 2005), what works best
setting wise might change over time as partici-
pants’ needs change. Instead of thinking in terms
of home-based versus center-based programs,
maybe the ideal would be a program where the
participant can choose from either or both and
change back and forth between the options as
their personal circumstances and needs change.

Intensity and duration are issues for which
the reviews do provide some important find-
ings. More intensive and longer interventions
are generally more effective than less inten-
sive and briefer interventions, and it is criti-
cally important that follow-up is included in an
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intervention in order to enhance maintenance
and sustainability. However, there may be a
trade-off between effectiveness and availability
of resources, but this cannot be assessed without
cost-effectiveness studies. Attrition can also be
very problematic in long-lasting interventions.
However, we do not know much about individual
differences in relation to intervention intensity
and duration. As the review on internet inter-
ventions showed (Strecher, 2007), if people get
to choose for themselves, some will decide to
be intensively involved for long periods of time
while others only have very fleeting and brief
contact with the intervention.

There is not much information in relation
to which professionals are best able to deliv-
ery which kinds of lifestyle interventions. While
physicians can deliver lifestyle advice and pro-
grams in an effective and durable fashion under
certain circumstances, there are likely to be
many other professionals who can do so much
more cost-effectively. However, they do not nec-
essarily have the same “window of opportunity”
as physicians might have, particularly those in
the primary care setting. There are also some
interventions, such as dietary advice, which may
be delivered quite effectively and efficiently
through the use of information and communica-
tions technology. The delivery of such programs
by lay leaders or peers (Dale et al, 2008; Foster
et al, 2007) is another area that needs more inves-
tigation, particularly, when associated with man-
agement of a disease such as diabetes (Fisher
et al, 2010).

Automated telephone programs and the inter-
net also have great potential to supplement and
support health-care settings and professionals as
platforms for effective intervention delivery. The
outcomes are by and large moderately positive
on several measures (Dale et al, 2008; Eakin
et al, 2007; Strecher, 2007). However, despite
the burgeoning interest in internet-based inter-
ventions, the potential of the internet in inter-
activity – user navigation, collaborative filters,
expert systems, and human-to-human interac-
tion – is still poorly utilized and understood
for the delivery of lifestyle change programs
(Strecher, 2007). It is certainly the case that the

internet provides tremendous opportunities for
making use of the individual’s characteristics as
active ingredients for tailoring and delivery of
programs. However, the ways these characteris-
tics moderate the impact of interventions need to
be explored first and then purposefully utilized.
Furthermore, there are now tremendous oppor-
tunities to combine current knowledge with new
interactive and mobile technologies, as well as
with consumer and other (medical and public
health) informatics systems (Strecher, 2007).

Probably more important than who or which
system delivers an intervention per se is how
well the intervention components and the sys-
tem used to deliver these, properly address the
participant’s needs, and the extent to which
these are related to their current knowledge,
attitudes, skills or support, or most likely, a
combination of all of these. The need for the-
ory to inform more appropriately these issues
as well as the development, implementation,
and evaluation of lifestyle change programs is
a really important issue which has received
increasing attention in recent years and whole
textbooks have been devoted to this issue (e.g.
Bartholomew et al, 2006; Glanz et al, 2002).
As already mentioned, few of the systematic
reviews discussed in this chapter discuss in detail
the importance of behavioral or other kinds of
theories and only a couple of reviews actually
analyzed the use of theory-based interventions.
The Transtheoretical Model of Stages of Change
(Prochaska and DiClemente, 1982) has been
one of the most frequently cited theories in
both smoking and telephone interventions in the
reviews that have been considered in this chap-
ter. Consequently, it is really the only theory with
adequate data for recent evaluation. These data,
however, only lend equivocal support to the the-
ory. Abraham, among others, has critiqued stage
models for oversimplifying “the cognitive archi-
tecture” by defining stage transitions by single
determinants and for implying cognitive unifor-
mity within stages (Abraham, 2008). Moreover,
instead of stage-based interventions, he has
suggested use of multi-determinant, multi-goal
continuum approaches. Such an approach rec-
ognizes graded discontinuities throughout the
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development of action readiness from attitude
formation to maintenance of behavior change
as a process that is not linear and that includes
movement in both directions (Abraham, 2008).

In addition to health behavior theories that
help intervention designers to identify psychoso-
cial determinants for behavior change and target
and tailor interventions, the need for explicit use
of theory-based health behavior techniques has
also been acknowledged (Abraham and Michie,
2008). Reporting the use of these specific tech-
niques in interventions would take the field for-
ward and allow gathering of evidence for what
works.

The approach advocated by Abraham is inter-
esting, not just because of the perspective it
provides on behavior change, but also because
it provides a framework for conceptualizing a
more menu-based approach to interventions. In
other words, instead of providing one uniform
or stage-specified intervention to all program
participants, it is probably more appropriate to
provide a menu of interventions from which
potential program participants can then self-
tailor a combination of interventions that best
suit their personal needs and circumstances.
Utilizing such an approach in relation to the
interactive potential that different ICT and web-
based systems can provide is likely to lead to a
significant paradigm shift in the way in which
lifestyle change interventions are provided to
and accessed by the community over the next
few years. This will lead to a shift away from
the view of the individual/patient as an almost
passive recipient of expert-driven interventions
toward the individual becoming a much more
active participant in deciding on their own needs
and how to address these.

4.2 Intervention Sustainability
in the “Real World” and Future
Uptake of Interventions

With a few notable exceptions, most published
lifestyle change intervention trials have only

achieved at best, quite modest outcomes, even
when evaluated under very controlled condi-
tions. The further implementation and dissemi-
nation of such programs under more “real world”
settings is often not evaluated very well (Glanz
and Oldenburg, 2008), so we do not usually
know whether even these modest effects are
maintained. The Diabetes Initiative of the Robert
Wood Johnson Foundation in the United States
evaluated the resources and supports for self-
management of diabetes in various community
settings. The program identified six key sup-
ports for program success: individualized assess-
ment and tailored measurement; collaborative
goal setting; enhancement of key skills for dis-
ease management, health behaviors, and prob-
lem solving; continuity of high-quality, safe clin-
ical care; ongoing follow-up and support; and
a very important role for supportive commu-
nity resources (Fisher et al, 2005). The authors
conclude that the concept of “equifinality” is
especially helpful for thinking about how such
programs can work for individuals in community
settings, that is, that different procedures, strate-
gies, or programs can work in complementary
ways to achieve similar ends or effects.

Generally speaking, intensive and costly
lifestyle change interventions for people
with minimal risk might not be very cost-
effective, and therefore, more community-wide,
population-based, or upstream social and
economic interventions are likely to be more
cost-effective. Given the increasing pressures
on limited resources for health care and pre-
vention in most countries and the increasing
burden of chronic diseases, it is important that
resources are prioritized for populations where
the interventions will be most effective.

Although none of the systematic reviews we
have described contained significant findings in
relation to cost-effectiveness, a number of the
authors raised the issue of interventions that
were evaluated under very controlled conditions,
being too resource intensive for broader uptake
(Ebrahim et al, 2006). Further investigation of
the cost-effectiveness of lifestyle interventions
is essential in order to allow for priority setting
and for governments and major donors to justify
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spending resources on modifying behavioral risk
factors. The WHO has recognized the impor-
tance of reducing lifestyle risk factors in cost-
effective ways, stating in their 2002 World
Health Report that their ultimate goal is to help
governments of all countries to raise the healthy
life expectancy of their populations. However,
the cost-effectiveness of lifestyle interventions
to prevent mortality and morbidity from pre-
ventable chronic diseases should also be appro-
priately demonstrated in resource poor countries
before recommending their “scaling up.”

5 Summary

If properly developed, implemented and evalu-
ated lifestyle change interventions have excel-
lent potential to prevent disease, to improve the
self-management of existing conditions, and to
increase the quality of life of individuals in
all countries. Some evidence also points to the
cost-effectiveness of lifestyle change interven-
tions, even when compared to more traditional
medical interventions, but this is definitely a
field that needs more research. Most impor-
tantly, however, it is clear that such approaches
can not only have a beneficial impact on par-
ticular disease(s) or risk factor(s) in individu-
als, but they can also have significant effects
and benefits for prevention in populations. Use
of contemporary communication technologies is
an especially exciting development, especially
when combined with more traditional delivery
approaches used by health professionals, peer
leaders and others in health care and other com-
munity settings. Given the very rapid increase
of disease burden attributable to chronic non-
communicable disease as a result of lifestyle
behaviors in developing regions of the world,
these kinds of approaches also urgently need fur-
ther development and adapting to the growing
health needs and challenges of these part of the
world as well (Beaglehole and Bonita, 2008).
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Chapter 63

Psychosocial–Behavioral Interventions and Chronic
Disease

Neil Schneiderman, Michael H. Antoni, Frank J. Penedo, and Gail H. Ironson

1 Introduction

According to the World Health Organization
(WHO, 2008) the leading causes of death world-
wide are coronary heart disease (CHD), stroke,
chronic obstructive pulmonary diseases, diar-
rhea, and HIV/AIDS. Using a slightly different
metric that aggregates cancers, it is observed
that cancer is either the first or second leading
cause of mortality (WHO, 2009). As McGinnis
and Foege (2004) have pointed out, however,
reporting of deaths, diseases, and disabilities
using traditional diagnostic categories obscures
the importance of antecedent factors that are
responsible for disease outcomes. Mokdad and
colleagues (2004), for instance, have reported
that about half of all deaths in the United States
could be attributable to a very limited number
of largely preventable behaviors and exposures.
Furthermore, the INTERHEART Study has pro-
vided evidence that nine potentially modifiable
risk factors associated with myocardial infarc-
tion (MI) account for more than 90% of pop-
ulation attributable MI risk worldwide (Yusuf
et al, 2004). According to INTERHEART,
smoking, abdominal obesity, hypertension, dia-
betes, and psychosocial stressors are associated
with increased risk, whereas daily consump-
tion of fruits or vegetables, moderate exercise,
and alcohol consumption are protective. The
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population attributable risk associated with psy-
chosocial stressors is 32.5% (Rosengren et al,
2004).

Most of the risk factors identified in
INTERHEART, particularly smoking, abdomi-
nal obesity and psychosocial stressors have also
been associated with the mortality risk for can-
cer (Duffy et al, 2009) and other diseases. Of
further interest to behavioral scientists is that
for the most part the risk factors identified in
INTERHEART are amenable to behavior mod-
ification. Even when patients reach the stage
where they are in need of medication, behavioral
skills can help to improve adherence. During
the past several decades behavioral scientists
have developed a number of psychosocial–
behavioral interventions based upon research
showing how psychosocial and biobehavioral
factors influence quality of life and disease-
related outcomes. Whereas early studies adhered
to a strict dichotomy between psychosocial and
behavioral interventions, it has become increas-
ingly apparent that efficacious interventions for
patients with chronic disease require behav-
ioral skill interventions that address psychoso-
cial, lifestyle, and medical adherence issues.
This chapter describes some of the psychosocial
and biobehavioral factors that moderate and/or
mediate the outcomes of chronic disease preven-
tion and management programs with particular
reference to CHD, HIV/AIDS, and cancer.
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2 Coronary Heart Disease

2.1 Risk Factors

The leading cause of death worldwide is CHD
(WHO, 2008). Although atherosclerosis, the
preclinical antecedent of CHD, begins in child-
hood, the clinical manifestations of CHD occur
in adulthood and include angina pectoris, MI,
heart failure, and sudden death. Major cardio-
vascular risk factors are those that independently
influence the development of atherosclerosis
and CHD. More than a half century ago the
Framingham Heart Study identified cigarette
smoking, elevated serum cholesterol, hyperten-
sion, and advancing age as major risk factors
(Dawber et al, 1951). Since then, conventional
wisdom has come to accept that four modifi-
able traditional cardiovascular risk factors (i.e.,
smoking, hypertension, hypercholesterolemia,
type 2 diabetes mellitus) account for “only
50%” of the risk for CHD (Braunwald, 1997;
Hennekens, 1998). However, some investigators
have contended that the 50% figure is a myth and
that traditional risk factors account for far more
than half the prevalence of CHD (Canto and
Iskandrian, 2003). In fact, given what we now
know about modifiable risk factors, it appears
that they account for almost all CHD mortality.
INTERHEART was a standardized case-control
study of acute MI in 52 countries representing
every inhabited continent (Yusuf et al, 2004). As
might be expected in a study whose age distri-
bution is determined by MI, the median age in
years for men was in the 50 s and for women in
the 60 s although there was a variation related to
geographic region and ethnic origin. The 15,152
cases and 14,820 controls were compared in
terms of self-reported smoking, history of hyper-
tension, history of diabetes, dietary patterns,
physical activity, consumption of alcohol, and
psychosocial factors as well as by tape measure-
ments for adiposity and blood measurement for
apolipoproteins (Apo). Abnormal lipids, smok-
ing, hypertension, diabetes, abdominal obesity,
and psychosocial stressors were found to be
associated with increased risk, whereas daily

consumption of fruits or vegetables, moderate or
strenuous exercise, and consumption of alcohol
were protective. INTERHEART found that the
major risk factors having odds ratios (OR) of 2 or
greater in univariate analyses included smoking,
abnormal lipids, psychosocial factors, hyperten-
sion, diabetes, and abdominal obesity. They were
qualitatively similar and consistently adverse
in all regions of the world and in all ethnic
groups.

INTERHEART (Yusuf et al, 2004) made an
important contribution to our knowledge of car-
diovascular risk by documenting the generaliz-
ability of modifiable risk factors across diverse
regions and ethnicities. In order to accomplish
this monumental task, the investigators made a
number of important compromises. Thus, rather
than using fasting blood to evaluate triglyc-
erides, HDL-, and LDL-cholesterol, they used
the ratio of ApoB/ApoA1 from non-fasting
blood as an index of abnormal lipids. Neither
blood pressure, blood glucose nor plasma insulin
were assessed directly. Similarly, psychosocial
stress was examined by four simple questions
about stress at work and at home, financial
stress, and major life events in the past year
(Rosengren et al, 2004). Depression was eval-
uated by a modified version of the short form
of the composite international diagnostic inter-
view questionnaire (Patten, 1997). Interestingly,
all of these psychosocial variables were asso-
ciated with increased risk of MI. For severe
global stress, the size of the effect appeared
to be less than that for smoking, but compa-
rable with that for hypertension and abdominal
obesity.

The measurement deficiencies in
INTERHEART, essential as they may have
been in order to meet study objectives, suggest
that some of the methods used may have led
to variations in estimated risk that could be
improved by more sensitive measurement (e.g.,
blood pressure, fasting lipids, impaired glucose
tolerance, psychosocial distress). This would be
particularly important for planning secondary
prevention in CHD patients who, although
usually offered pharmacological treatment for
traditional risk factors, may have 5–7 times
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the relative risk of recurrent MI when com-
pared with the general population of same
age adults (National Cholesterol Education
Program, 1994). Thus, in such patients it is
important that both psychosocial behavioral and
pharmacological treatment should be guided by
an understanding of the variables likely to be
mediating the associations between traditional
risk factors and cardiovascular mortality includ-
ing inflammation, insulin resistance, oxidative
stress, and platelet coagulation. The design
of such rehabilitation programs for post-MI
patients should consider behavioral variables
including medication adherence and lifestyle
modification, reduction of sympathetic nervous
system arousal and glucocorticoid dysregula-
tion, and the bidirectional interaction between
behavior and stress. There is also need to assess
the role of moderating variables such as low
socioeconomic status (e.g., Marmot et al, 1984)
(see Chapter 22), whose adverse effects upon
cardiovascular mortality may operate through
behavioral, biological, psychosocial, and envi-
ronmental (including access to health care, fresh
fruits and vegetables, and safe neighborhoods)
risk factors (Albert et al, 2006; Steptoe and
Marmot, 2002).

2.2 Psychosocial–Behavioral
Interventions with Acute
Coronary Syndrome Patients

Several meta-analyses have examined ran-
domized psychosocial–behavioral interventions
in patients with CHD (Clark et al, 2005;
Dusseldorp et al, 1999; Linden et al, 1996,
2007). Most of the studies that were analyzed
compared a psychosocial–behavioral interven-
tion with usual care. The meta-analysis by
Dusseldorp and colleagues examined the effects
of health education and stress management
in 37 studies and found a 34% reduction in
cardiovascular mortality, a 29% reduction in
MI recurrence and significant positive effects
for blood pressure, cholesterol, body weight,
smoking, physical exercise, and eating habits.

Cardiac rehabilitation programs that were suc-
cessful in improving traditional risk factor pro-
files were also more effective in decreasing car-
diovascular mortality and MI recurrence than
those that were not successful in risk factor
reduction.

Linden et al (1996) conducted a meta-analysis
on 3,180 CHD patients in 23 randomized con-
trolled trials (RCTs) and found that patients
who did not receive psychosocial–behavioral
treatment showed greater mortality (OR=1.70;
95% confidence interval [CI], 1.09–2.64) and
MI recurrence (OR=1.84; CI, 1.12–2.99) than
those who did. Similarly, Clark et al (2005) con-
ducted a meta-analysis on 21,295 CHD patients
in 63 RCTs and reported an OR=0.85; CI, 0.77–
0.94 for all-cause mortality and OR=0.83; CI,
0.74–0.94 for recurrent MI. More recently in a
meta-analysis conducted on 9,856 CHD patients
in 43 RCTs, Linden et al (2007) found that tri-
als initiating treatment at least 2 months after
a cardiovascular event revealed greater mor-
tality savings than those beginning treatment
sooner (OR=0.28; CI, 0.11–0.70 vs OR=0.87,
CI, 0.86–1.15, respectively). Moreover the mor-
tality benefits applied only to men (OR=0.73;
CI, 0.57–1.00) but not to women (OR=1.01, CI,
0.87–1.72). In general then, meta-analyses have
confirmed that psychosocial–behavioral inter-
ventions in MI patients can improve cardiovas-
cular risk factor profiles, decrease mortality, and
reduce recurrent MI. Beneficial effects appear to
be more likely if the intervention begins at least
2 months after the MI and are more likely in men
than in women. Although meta-analyses are use-
ful in providing a broad overview of outcomes
in a research area, it is important to examine
key RCT in order to assess the quality of the
data and to begin to understand differences and
similarities in outcomes.

Among the psychosocial–behavioral RCTs
that have been conducted upon post-MI patients,
there have been exceptionally few large-scale
trials that meet the reporting criteria of the
Consolidated Standards of Reporting Trials
(CONSORT) statement (Moher et al, 2001).
The few trials that have approximated these
standards have yielded both positive and null
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results. Because of the heterogeneity of the pro-
cedures employed, the exact reasons for the
discrepancies in results have not been entirely
obvious.

The Recurrent Coronary Prevention Project
(RCPP) randomized 862 post-MI patients (90%
men; 98% white) into either a control condi-
tion receiving group-based traditional risk fac-
tor counseling (diet, exercise, medication adher-
ence) or an intervention condition receiving
group-based risk factor counseling plus cog-
nitive behavior therapy (CBT) to reduce type
A behaviors (i.e., hostility, impatience, time
urgency) and relaxation training to decrease
behavioral arousal (Friedman et al, 1986).
Patients were enrolled at least 6 months
after their MI. The average control participant
attended 25 (76% of total available) sessions
and the average intervention participant attended
38 (61% of total available) sessions over 4.5
years. Rate of combined fatal and nonfatal recur-
rence was significantly lower in the interven-
tion than in the control group. Participants in
the intervention group also showed significant
decreases in hostility, time urgency, impatience,
and depressed mood as well as reliable gains in
perceived self-efficacy (Mendes de Leon et al,
1991).

In a subsequent RCT, Jones and West (1996)
randomized 2,328 post-MI patients into either
an intervention condition receiving seven weekly
psychological counseling and therapy, relax-
ation, and stress management sessions (some
in a group format) or a usual care condi-
tion. Other components of rehabilitation deal-
ing with smoking, diet, weight control, or
exercise were not included in the program.
Patients were enrolled within 28 days after
their MI. Data on the age, sex distribution, or
racial/ethnicity of participants are not described
in the published article. The investigators found
no significant differences within or between
groups in reported anxiety and depression
between baseline and 6 months and no dif-
ferences between conditions in clinical com-
plications, clinical sequaelae, or mortality after
1 year.

The Montreal Heart Attack Readjustment
Trial (M-HART) was an RCT carried out in
1,376 post-MI patients assigned to an interven-
tion or control condition (Frasure-Smith et al,
1997). Intervention participants were telephoned
by a research assistant 1 week after discharge,
then monthly for a year. They responded to the
20-item general health questionnaire (Goldberg,
1972), which assesses psychological distress
from anxiety, depressed mood, and activity
impairment. Participants scoring 5 or higher on
the questionnaire or were readmitted to the hos-
pital were then contacted by a cardiology nurse
who made a home visit and provided reassur-
ance, education, practical advice, and when nec-
essary referral to a health-care provider. Nurses
were not given specific training for implement-
ing the protocol beyond their cardiology nursing
training. About 75% of patients in the interven-
tion condition received on average 5–6 1-h nurs-
ing visits. In general, the program had no overall
impact upon either cardiac or all-cause mortality
or on psychological outcomes (depressive symp-
toms, anxiety, anger, or perceived social sup-
port) between intervention and control groups.
However, treated women did reveal marginally
greater all-cause mortality than control women
(OR=1.99; CI, 0.99–4.00) suggesting that the
intervention may actually have been harmful to
women. The OR for cardiac mortality was 1.96
(CI, 0.95–4.06).

Subsequently, the enhancing Recovery in
Coronary Heart Disease (ENRICHD) trial ran-
domized 2,481 post-MI patients (44% women;
34% ethnic minority), selected because they
were depressed and/or had low social support,
into a CBT-based psychosocial–behavioral inter-
vention or to usual medical care (Berkman et al,
2003). The intervention was initiated at a median
of 17 days after MI for a median of 11 indi-
vidual sessions throughout 6 months. During
this 6-month period 30% of participants also
received group-based CBT and relaxation train-
ing and were placed on a selective serotonin
reuptake inhibitor if they had severe depression
or less than 50% reduction in Beck’s depression
inventory scores after 5 weeks of intervention.
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By 6 months after randomization ENRICHD
modestly decreased depression and increased
social support in the intervention compared with
the control group. However, after an average
follow-up of 29 months, there was no significant
difference in event-free survival between the
usual care and the psychosocial intervention
conditions. Because ENRICHD was designed
to enroll large numbers of women and minori-
ties, it was possible to conduct a secondary
analysis examining the outcome of sex by eth-
nicity subgroups (Schneiderman et al, 2004).
This secondary analysis indicated that the inter-
vention decreased the incidence of both cardiac
death (OR=0.63; CI, 0.40–0.99) and nonfatal
MI (or=0.61; CI, 0.40–0.92) in white men but
not in the other subgroups.

Most recently, the Stockholm Women’s
Intervention Trial for Coronary Heart Disease
(SWITCHD) randomized 237 patients with
severe CHD incidents into a group-based
psychosocial–behavioral intervention program
or usual medical care (Orth-Gomér et al, 2009).
Initiated 4 months after hospitalization, interven-
tion groups of 4–8 women met for a total of
20 sessions over the course of an entire year.
The intervention program, in which 75% of the
women attended 15–20 sessions, included edu-
cation about risk factors, self-care, and adher-
ence to medical advice, as well as skills training
in relaxation and coping with stress exposure
from family and work. The nurses who deliv-
ered the intervention were pre-trained and cer-
tified in the behavior modification techniques
used in the trial. From randomization until the
end of follow-up (mean duration 7.1 years), the
intervention yielded an almost threefold pro-
tective effect on mortality rate (OR=0.33; CI,
0.1–0.74).

The meta-analyses that have been conducted
on psychosocial–behavioral interventions in
patients with severe CHD-related events indicate
that such treatments can reduce the incidence
of nonfatal and/or fatal events. Examination
of major studies carried out on such patients
reveals that the studies reporting positive results
were initiated several months after the index

event, used a group-based format, conducted the
intervention for a relatively long temporal dura-
tion, and followed the patients for a number of
years (Friedman et al, 1986; Orth-Gomér et al,
2009). These trials addressed a broad range of
modifiable traditional and psychosocial risk fac-
tors, medication adherence, and lifestyle adjust-
ment as well as provided training in behavior
change methods by group leaders who them-
selves were certified in such procedures. Some of
the conclusions drawn from these trials are based
on post hoc analyses and reviews of trial data, so
prospective replication studies are needed.

3 HIV/AIDS

3.1 Disease Processes in HIV/AIDS

Human immunodeficiency virus infection
and acquired immune deficiency syndrome
(HIV/AIDS) are caused by the HIV retrovirus,
which is transmitted most commonly through
unprotected sexual intercourse or intravenous
drug use. HIV selectively targets a subset of
lymphocytes expressing a surface T4 glycopro-
tein, most commonly found in a subpopulation
of lymphocytes referred to as CD4+ T helper
cells. These CD4+ T cells serve as the host cells
for the transcription of HIV RNA and protein
synthesis, which begins the process of creating
new HIV virions that target other host cells. The
infected person undergoes a progressive loss of
CD4+ T cells while HIV virus concentration
in the circulation (i.e., viral load) is increasing
(Pantaleo et al, 1993). The rapid replication
and mutation rate of HIV thwarts the effec-
tiveness of immune mechanisms in controlling
the infection. Later individuals may develop
full-blown AIDS defined as a decline in the
number of CD4+ cells to critically low levels
(<200 cell/mm3) or AIDS-defining opportunistic
infections such as pneumonia or neoplasias such
as Kaposi’s Sarcoma, Burkitt’s lymphoma, and
invasive cervical cancer.
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There is substantial individual variability in
the rate at which immunologic status declines
(CD4+T-cell counts), viral load increases, and
clinical symptoms manifest over a given time
period in persons with HIV. These individual
differences may be due to negative health behav-
iors such as substance use or poor medication
adherence as well as differences in the ability
to preserve an immune repertoire that is vital
for responding to pathogens and neoplastic pro-
cesses. The variability in some of these immune
parameters has been related to negative mood
and stress-related processes in persons with HIV
(Antoni and Carrico, in press).

3.2 Factors Influencing HIV Disease
Progression

3.2.1 Mood and Affect

One of the most widely studied mental health
challenges in HIV/AIDS is the elevated risk
of affective and anxiety disorders (Cielsa and
Roberts, 2001). Depression and other mental
health challenges may impact disease course
in HIV via difficulties with health behaviors
(increased substance use and poorer HIV med-
ication adherence) and/or via psychoneuroim-
munologic (PNI) processes (Antoni and Carrico,
in press). Longitudinal investigations in men
and women with HIV reveal that depressive
symptoms are associated with more rapid CD4+
cell count decline (Burack et al, 1993), greater
HIV viral load (Ironson et al, 2005), faster
progression to AIDS (Leserman et al, 1999;
Page-Shafer et al, 1996), heightened risk of
developing an AIDS-defining clinical condition
(Leserman et al, 2002), and hastened mortality
(Ickovics et al, 2001; Mayne et al, 1996). Other
mood states, including anger and anxiety, have
been associated with faster progression to AIDS
(Leserman et al, 2002) and greater HIV viral
load (Evans et al, 2002). Conversely, positive
psychological states predict less rapid CD4+ cell
decline and greater longevity in men and women

with HIV (Ickovics et al, 2006; Moskowitz,
2003).

3.2.2 Medication Adherence

Due to the substantial reductions in morbid-
ity and mortality associated with the advent
of antiretroviral therapy (ART) medication
regimens, HIV infection is now commonly
conceptualized as a chronic illness (Bangsberg
et al, 2001). However, not all HIV-positive
patients treated with ART display adequate viral
suppression, which may largely be due to sub-
optimal levels of adherence as well as the
emergence of medication-resistant strains of the
virus. A substantial number of individuals with
advanced HIV disease experience significant
structural, social, and psychological barriers to
initiating treatment (Morin et al, 2002). These
barriers may directly contribute to late presen-
tation for HIV medical care and failure to initi-
ate ART (Keruly and Moore, 2007), which can
substantially increase risk for hastened AIDS-
related mortality.

ART is a demanding treatment regimen
that requires high levels of patient adherence
up to 95% to maximize the clinical benefits
(Friedland and Williams, 1999). Further com-
plicating adherence to ART are the special
indications (e.g., taking medications with food)
that accompany many medications in order to
attenuate the severity of side effects, maximize
bioavailability, and ensure a constant therapeu-
tic dose. In fact, medication intolerance is the
most commonly cited reason among patients for
terminating ART (Park et al, 2002); greater num-
ber and severity of medication side effects is
also associated with poorer self-reported adher-
ence among those who continue to take ART.
Specific side effects such as nausea, vomiting,
skin problems, and memory impairment have
been independently associated with reporting
less than 90% adherence to ART (Johnson et al,
2005).

There is evidence that depressive symptoms
and other forms of negative affect can influence
ART non-adherence (Weaver et al, 2005). Since
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affect can adversely influence ART adherence,
it is possible that medication non-adherence
may mediate the previously shown association
between depression and poorer health outcomes
in persons with HIV.

3.2.3 Stressors and Stress-Related
Processes

Cumulative negative life events have been
associated with reduced natural killer (NK)
and cytotoxic/suppressor (CD8+) T-cell counts
over a 2-year period in HIV-positive gay men
(Leserman et al, 1997), faster disease progres-
sion over 5- to 9-year follow-up (Leserman et al,
1999; Leserman et al, 2002), and increases in
HIV viral load (Ironson et al, 2005). Other
work indicates that stressor appraisals (fatalism,
optimism, benefit finding) and coping strate-
gies (active coping, denial) may moderate the
impact of stressors and distress states on disease
progression and related physiological processes
in persons with HIV. Social relationships may
improve patients’ psychological adjustment to
HIV and its physical course by way of multi-
ple pathways, including as a stress buffer (Cohen
and Wills, 1985), source of personal disclo-
sure (Fekete et al, 2009), decreased HIV stigma
(Galvan et al, 2008), and enhanced medica-
tion adherence (Gonzalez et al, 2004). Processes
proposed to explain the effects of affective dis-
orders and stress-related processes on HIV dis-
ease progression include health behaviors, such
as substance use and poor medication adher-
ence, and PNI pathways tied to sympathetic
nervous system (SNS) and hypothalamic pitu-
itary adrenal (HPA) neuroendocrine regulation
(Carrico et al, 2008). There is emerging evi-
dence that neuroendocrine factors may medi-
ate stress effects on HIV disease progression
through direct effects on dysregulation of Th1
cytokines, chemokines, and HIV transcription
factors that favor increased HIV replication rate,
which predates increased viral load in the circu-
lation and ultimately clinical disease progression
(Cole, 2008).

3.3 Psychosocial–Behavioral
Intervention in HIV/AIDS

The research on psychosocial interventions in
the context of HIV/AIDS generally focus on
one of the three major aims: (1) primary pre-
vention to reduce viral transmission risk behav-
iors via injection drug use or unprotected sex
(Kalichman, 2008); (2) secondary prevention
to enhance medication adherence (Safren et al,
2006); and (3) secondary prevention to decrease
depression and stress, promote optimal coping
in order to optimize QOL, and possibly enhance
health outcomes via PNI mechanisms (Antoni
et al, 2007).

3.3.1 Primary Prevention Interventions

Recent reviews of sexual risk reduction inter-
ventions have summarized the efficacy for such
programs and their likely cognitive and social
mediators, especially in adolescent populations
(DiClemente et al, 2008). These interventions,
mostly based on Social Learning Theory and
Social Cognitive Theory, incorporate modeling,
behavioral rehearsal, and communication skills
training to increase knowledge, change attitudes,
and provide behavioral skills to enact safer sex
behaviors (e.g., DiClemente et al, 2004). These
programs have been shown to increase the use
of condoms, delay the initiation of intercourse
in adolescents, and reduce the number of sex-
ual partners (e.g., Metzler et al, 2000). Future
work in this field is moving in the direction of
utilizing the family in the change process and
building strategies for long-term maintenance
(DiClemente et al, 2008). There is also evidence
that among persons infected with HIV, poorer
medication adherence often covaries with HIV
transmission risk behaviors, which may increase
the risk for transmitting resistant strains of HIV
(Kalichman, 2008). Since substance use and
depression are associated with both HIV trans-
mission behaviors and non-adherence to ART,
Kalichman has suggested that interventions that
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are able to address multiple targets simultane-
ously may improve effectiveness. In terms of
interventions targeting substance use, behavioral
programs targeting injection drug users have had
an important impact on primary prevention of
HIV. Most of these programs combine education
about injection practices with access to ster-
ile equipment, condoms, and treatment for drug
abuse and addiction.

3.3.2 Secondary Prevention to Improve
Antiretroviral Medication Adherence

Interventions designed to improve ART adher-
ence have focused on modulating different
psychological processes including cognitive
appraisals and affect regulation. Simoni and col-
leagues (2006) conducted a meta-analytic review
of 19 randomized controlled trials that exam-
ined the efficacy of innovative adherence inter-
ventions. The majority of these interventions
employed CBT principles and results indicated
that participants randomized to the intervention
arm were significantly more likely to achieve
95% adherence. The use of CBT has also
led to increases in adherence associated with
decreases in depression (Safren et al, 2009).
Thus, depressed men and women with HIV
receiving 12-week individual CBT for adherence
and depression showed significant reductions in
depressive symptoms and concurrent increases
in electronically monitored ART adherence com-
pared to those who received a single-session
adherence intervention.

3.3.3 Secondary Prevention to Reduce
Depression and Stress-Related
Processes

Recently published reviews have summarized
the effects of CBT on anxiety and depressed
mood (Crepaz et al, 2008). Crepaz et al (2008)
conducted a meta-analytic review of 15 RCTs
of CBT effects in persons with HIV which
were published from 1988 to 2005. Most studies
used interventions delivered over 3–17 sessions

(median = 10), in a group format, and used
cognitive re-appraisal/cognitive restructuring (N
= 15), coping skills training (N = 14), stress
management skills training (N = 11), or social
support (N = 7). Reported effect sizes ranged
from 0.30 to 1.00 for anxiety and depression.
Findings varied as a function of the techniques
used in the interventions, with significant effects
on depression and anxiety found only in stud-
ies providing stress management and in those
having at least 10 intervention sessions.

A second recent review focused exclusively
on the effects of psychological interventions
on stress/affect, neuroendocrine regulation, and
immune status in persons with HIV (Carrico
and Antoni, 2008). This review was based on
14 RCTs published from 1987 to 2007 involv-
ing mostly group-based interventions and with
a mode of 10-weeks duration. The majority of
the studies that showed effects on psychological
states (anxiety and depressed mood), neuroen-
docrine hormones (cortisol and catecholamines),
and immune and viral parameters (lymphocyte
proliferation, herpesvirus antibody titers, HIV
viral load) involved at least 10 weeks of group-
based CBT intervention. Those interventions
that were most successful in improving psycho-
logical adjustment (reducing depressed mood,
anxiety, distress) were more likely to have ben-
eficial effects on neuroendocrine regulation and
immune status. Much of the work covered in
these reviews took place in the period prior to the
adoption of highly active antiretroviral therapy
(HAART) into clinical practice (prior to 1997).

The HAART era, beginning in the late 1990s,
presented new opportunities. First, this period
was marked by the explosion of new therapeu-
tic approaches to HIV that incorporated cocktails
of drugs including protease inhibitors that were
shown to decrease viral load to undetectable
levels. Second, the development of an ultrasen-
sitive polymerase chain reaction assay capable
of detecting very low concentrations (down to
50 RNA copies/ml) of HIV RNA in peripheral
blood samples provided a sensitive assessment
of viral load in a reasonably inexpensive manner.
Third, longitudinal investigations revealed that
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avoidant coping, lower social support, and neg-
ative mood all predicted poorer HAART adher-
ence, which in turn predicted greater viral load
over time (Weaver et al, 2005). It was reasoned
that if psychosocial interventions could improve
negative mood by modifying coping and social
support, then these interventions might help
improve HAART adherence and/or HIV viral
load. In fact CBT had been shown to decrease
negative mood by enhancing adaptive coping
and social support in men with HIV (Lutgendorf
et al, 1998) and these decreases in negative mood
paralleled decreases in 24-h urinary cortisol out-
put (Antoni et al, 2000), improved immunologic
control of herpes viruses (Lutgendorf et al, 1997)
during the intervention, and preserved naïve
T cells up to 1 year (Antoni et al, 2005). It
seems likely that CBT may influence HIV dis-
ease progression (HIV viral load) by improving
adherence and/or by modulating mood.

Since medication adherence training (MAT)
programs had been shown to be effective in
improving adherence (e.g., Safren et al, 2006)
we examined whether combining CBT with
relaxation training (Cognitive behavior stress
management: CBSM) would provide added
value to pharmacist-delivered MAT. In a trial
with HIV-positive men who have sex with men
comparing the combination of CBSM + MAT
to MAT alone, an analysis utilizing all partici-
pants showed no intervention-related changes in
viral load (Antoni et al, 2006). However, in the
analysis only of men who had a detectable HIV
viral load at baseline, the CBSM + MAT condi-
tion produced a 0.56 log10 reduction in HIV viral
load over the 15-month investigation period, an
effect that held even after controlling for ART
adherence over this entire period (Antoni et al,
2006). Men in CBSM + MAT also showed sig-
nificant reductions in depressed mood over the
intervention period and a structural equation
model demonstrated that decreases in depressed
mood during the CBSM + MAT intervention
mediated its effects on viral load decreases over
the 15-month follow-up period (Antoni et al,
2006). In addition, greater attendance to CBSM
sessions was associated with lower HIV viral
load at follow-up.

It is noteworthy that persons with uncon-
trolled viral load (but not those with undetectable
viral load) who participated in a combined stress
management and medication adherence inter-
vention showed decreased viral load through 15
months of follow-up. This suggests that CBSM
used in combination with MAT may be useful
for disease management in those persons hav-
ing difficulty in achieving viral suppression. For
those whose viral load is under control (unde-
tectable), the use of psychosocial interventions
to modulate disease progression is not empiri-
cally supported. At least one explanation for the
decreased viral load in men receiving CBSM and
MAT appears to relate to decreased depressed
mood. Future work examining putative neuroen-
docrine (urinary cortisol and catecholamines)
and health behavior changes (substance use,
sleep) that may co-vary with depressed mood
changes may serve to explain these provocative
effects. It is also important to determine, why
some studies that produce improvements in men-
tal health variables do not lead to improvements
in disease status such as HIV viral load (Berger
et al, 2008).

Much of what we know about the effects
of psychosocial–behavioral interventions in per-
sons with HIV has come from studies of middle
class men who have sex with men. A small col-
lection of studies, however, has begun to show
that CBSM may reduce stress and improve emo-
tional well-being among lower income minority
women with HIV (Antoni et al, 2008), though
little is known about their longer-term effects
on disease course. Research aiming to mod-
ify psychosocial–behavioral processes in ethnic
minority populations calls for careful targeting
of the intervention material so as to be cultur-
ally sensitive as well as relevant to the nature
of stressors that each population must deal with
and use community-based participatory research
methods. While group-based formats can be an
efficient and effective means for delivering psy-
chosocial intervention in clinic and community
settings, more work needs to focus these inter-
ventions at the level of the romantic dyad (Fife
et al, 2008) and the family system (Szapocznik
et al, 2004) to ensure optimal carryover to the
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social milieu where longer-term coping skills
will be enacted. Studies of processes that might
mediate the effects of interventions on stress,
depression, and disease progression in persons
with HIV should include measures of psychoso-
cial processes and neuroimmune changes on the
one hand and changes in health behaviors such
as medication adherence, sexual risk behaviors,
and substance use on the other. There is a grow-
ing body of research in HIV-infected and at-risk
populations demonstrating the effects of health
behavior change interventions targeting these
inter-related behaviors that have implications for
primary and secondary prevention (Kalichman,
2008; Safren et al, 2006). For instance, the regu-
lar use of cocaine, crack, and methamphetamine
has been associated with increased rates of HIV
transmission risk behavior, acquisition of strains
of HIV that are resistant to some classes of
antiretroviral medications, impaired adherence
to ART, and elevated HIV viral load (Johnson
et al, 2008). There is also evidence that affective
states can influence viral load through decreased
stimulant use and better ART adherence (Carrico
et al, 2007). Taken together with the work show-
ing that CBSM can decrease viral load by way
of decreases in negative mood (Antoni et al,
2006), there is converging evidence suggest-
ing that such interventions used in combination
with strategies targeting specific health behav-
iors may produce beneficial results in specific
subpopulations of persons living with HIV.

4 Cancer

4.1 Risk Factors for Initiation,
Promotion, and Recurrence

The reason why some individuals develop cancer
and others do not is unknown, but a number of
risk factors for cancer initiation have been iden-
tified (Abraham et al, 2005). Both intrinsic and
extrinsic factors have been implicated in cancer
development. For example, intrinsic factors such
as heredity, diet, and endocrine processes have

been implicated in cancer risk. Similarly, factors
such as radiation and chemical (e.g., smoking)
exposure, viruses, and bacteria are some of the
extrinsic risk factors associated with this disease.
Other known risk factors include age, alcohol
use, poor diet, obesity, and lack of physical
activity. While having one or more risk factors
increases the probability of developing cancer
over the life course, most individuals who have
these risk factors do not develop cancer.

Cancer is the second leading cause of death
in the United States and is only exceeded by
heart disease (ACS, 2009). Although there has
been a considerable reduction in deaths asso-
ciated with other major diseases such as heart
disease, cerebrovascular disease, and pneumo-
nia/influenza, cancer deaths have shown no sig-
nificant decline over the past 50 years (Heron
et al, 2009). However, the 5-year relative
cancer survival rate (i.e., percent of patients
who are alive after diagnosis/treatment) in
the United States has increased from 50% in
1975–1977 to 66% between 1996 and 2004
although significant ethnic, social-economic sta-
tus, and geographic disparities exist (ACS,
2009). Survival statistics also show that indus-
trialized and economically developed societies
report higher survival rates across multiple
cancers relative to non-industrialized and low-
income countries. Recent studies suggest that
international variation in survival rates may be
attributed to differential availability of screen-
ing and treatment services (Coleman et al,
2008).

4.2 Psychosocial Factors and Disease
Progression

Although most patients adjust relatively well,
a significant number of cancer survivors
experience psychological responses ranging
from common and normal feelings of vulner-
ability, sadness and fear, to clinical levels of
depression and anxiety leading to significant
disruptions in interpersonal functioning which
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require psychological intervention (Holland
et al, 1998). Approximately 30% of oncology
patients show significant levels of distress that
warrant psychological treatment (e.g., Zabora
et al, 2001). Such responses vary according
to cancer site and stage. Patients experienc-
ing advanced cancer in sites that show poor
treatment response outcomes, such as lung,
brain, and pancreas, report the greatest levels of
psychological distress and need for treatment.
Studying psychological responses to cancer
diagnosis and treatment has received signifi-
cant attention, because a growing number of
studies have suggested that there is a significant
association between psychosocial processes
and health outcome in cancer. For example, in
a recent review of 165 studies examining the
contribution of psychosocial factors to cancer
incidence and survival, Chida and colleagues
(2008) showed that factors such as stressful
life experiences, maladaptive coping styles,
and depression are associated with greater
cancer incidence and poorer prognosis and
survival.

The term “cancer survivor” is used to describe
any individual who has been diagnosed with
cancer and is living, whereas “survivorship” is
used to describe the experience of living with
a diagnosis of cancer and its related treatments.
Currently, there are about 10 million cancer sur-
vivors in the United States with breast (22%),
prostate (17%), and colorectal (11%) cancers
constituting the majority of diagnosed cases.
About 61% of all cancer survivors are age 65
or older and one out of every six individu-
als over the age of 65 is a cancer survivor
(Hewitt et al, 2006). Coping with a cancer diag-
nosis and its treatment can present individuals
with a series of psychosocial challenges that
may compromise both quality of life (QOL) and
health outcomes. Cancer, even if treated suc-
cessfully, is a chronic condition that involves
ongoing status monitoring for possible disease
recurrence (Abraham et al, 2005). Patients must
cope with long-term and late effects of cancer
treatment such as fatigue and cognitive diffi-
culties. Interpersonal disruption and sexual dys-
function are not uncommon and may affect both

intimate relationships and overall social func-
tioning. Some cancer treatments such as those
available for some head and neck cancers can
lead to disfigurement and difficulty in eating and
speaking, thus significantly compromising QOL
and overall functional status (Harrison et al,
2009). In addition to these treatment-related side
effects, several cancers associated with health
risk behaviors such as smoking and alcohol
use continue to carry a significant stigma that
may compromise a patient’s emotional well-
being. Overall, these experiences require ongo-
ing long-term adjustment to cancer treatment
while continuing to monitor disease status or
recurrence.

There is growing evidence suggesting that
among cancer patients, psychosocial (e.g.,
appraisals, coping, social support, depression)
and physiological (e.g., neuroendocrine func-
tion, immunologic status) factors may mediate
relations among distress, QOL, and physical
health status following a cancer diagnosis. These
psychosocial factors have also been related to
adjustment and disease management. For exam-
ple, greater optimism, active coping styles (e.g.,
“fighting spirit”, planning, positive reframing),
accurate stressor appraisals, positive growth, and
efficacious social networks have been signif-
icantly associated with positive adjustment at
various stages of the disease (i.e., diagnosis,
treatment, and survivorship) in various cancers
(e.g., Cruess et al, 2000). In prostate cancer, for
example, greater social support from a spouse
and family or friends has been associated with
higher general and disease-specific QOL (e.g.,
urinary function), while greater self-efficacy has
been related to better sexual function and QOL.
In contrast, social constraints have been associ-
ated with poorer general and emotional function-
ing (Eton et al, 2001). It is not surprising that
some studies show that up to 30% of prostate
cancer survivors report a need for psychological
support (e.g., Steginga et al, 2001).
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4.3 Psychosocial Interventions,
Optimizing Health/Survival
and Improving Quality of Life

A large number of studies indicate that group-
based interventions in cancer reduce psycho-
logical distress (e.g., Gustafsson et al, 1979),
including anxiety and depression (e.g., Fawzy
et al, 1997); improve coping (e.g., Lieberman,
1988); and reduce physical symptoms such as
pain, nausea, and vomiting (e.g., Meyer and
Mark, 1995). Psychosocial interventions tailored
to meet the needs of cancer patients include
supportive-expressive group therapy (Luebbert
et al, 2001), psychoeducational interventions
(e.g., Lieberman, 1988), and multimodal inter-
vention approaches. Research shows that effec-
tive components include (e.g., Gregoire et al,
1997): strategies, such as relaxation training
(e.g., guided imagery) to lower arousal, dis-
ease information and management; an emo-
tionally supportive environment where partici-
pants can address fears and anxieties; behav-
ioral and cognitive coping strategies; and social
support. In a meta-analysis of relaxation inter-
ventions targeting patients undergoing can-
cer treatments, relaxation significantly reduced
treatment-related symptoms such as nausea and
pain (Lepore and Helgeson, 1998). Similar effect
sizes were found for the impact of relaxation
training in reducing negative mood (i.e., depres-
sion, tension, anxiety, hostility, fatigue, and con-
fusion).

Several interventions have been specifically
developed to target smoking cessation among
cancer survivors (de Moor et al, 2008). The suc-
cessful smoking prevention programs included
such features as high intensity delivery and
long-term intervention, ongoing reinforcement
of the benefits of smoking cessation, and train-
ing participants to make overall healthy lifestyle
choices. However, a number of smoking cessa-
tion trials reviewed by de Moor and colleagues
did not show significant effects. The authors
suggest that these studies were limited by var-
ious factors including small sample sizes and

overmatched control conditions that involved
best practices for smoking cessation.

Currently, a considerable amount of work
is focusing on the efficacy of physical activity
interventions among cancer survivors. Multiple
mental and physical health benefits are asso-
ciated with physical activity including better
health outcomes, better general and health-
related QOL, better functional capacity, and bet-
ter mood (Penedo and Dahn, 2005). Physical
activity interventions may be particularly ben-
eficial in reducing the risk and disease burden
conveyed by co-morbid conditions (e.g. obe-
sity, CHD) among cancer patients by reduc-
ing fatigue, elevating mood, improving physical
functioning and reducing physical-role limita-
tions (Schmitz et al, 2005). Among colorectal
and prostate cancer survivors those engaged in
physical activity levels recommended by the
American Cancer Society (2009) (i.e., 30 min of
moderately intense exercise at least 5 or more
days per week) reported significantly greater
HRQOL (Blanchard et al, 2004). In metastatic
breast cancer, women randomized to a seated
exercise program using a home video showed a
slower decline in general QOL, less increase in
fatigue, and less decline in physical well-being
(Headley et al, 2004).

4.3.1 Improving Psychosocial Adjustment
and QOL

The vast majority of psychosocial interventions
in cancer populations aimed at facilitating post-
diagnosis and -treatment adjustment have been
delivered to breast cancer survivors and findings
support efficacy of such interventions in reduc-
ing distress, and improving QOL. In a study
involving a heterogeneous sample of breast can-
cer survivors, women participating in a 7-week
mindfulness meditation intervention showed sig-
nificant decreases in mood disturbance and stress
symptoms immediately after intervention and at
6-month follow-up (Carlson et al, 2001). Among
women with metastatic breast cancer, partic-
ipants randomized to a supportive-expressive
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group therapy intervention showed significantly
decreased trauma symptoms (i.e., intrusive and
avoidant symptoms in response to having can-
cer) relative to patients assigned to a control
condition. Notably, women who were most dis-
tressed at baseline showed most improvement
(Classen et al, 2001) suggesting that those at
greatest need may derive the most benefits.

Several studies have suggested the efficacy
of group-based psychosocial interventions in
improving general and disease-specific QOL in
prostate cancer survivors. Gregoire et al (1997)
reported that men who participated in a support-
ive group had a better understanding of their
illness, perceived themselves as more involved
in their treatment, felt reassured sharing their
experiences with others, and had less anxi-
ety and a more positive outlook. Lepore and
Helgeson (1998) tested the extent to which
patients participating in a support group devel-
oped self-efficacy through direct education or
social sharing, and lowered cancer-related dis-
tress by targeting intrusive thoughts with the
support of peers. Men in the intervention condi-
tion had greater improvements in mental health,
fewer interpersonal conflicts, larger increases in
perceived control over health, and lower dis-
tress associated with cancer. The intervention
was especially beneficial to men with inadequate
social resources and low social support from
family and friends (Eton et al, 2001).

In work targeting prostate cancer survivors
about 1-year post-treatment, Penedo and col-
leagues (2006) adapted a CBSM intervention to
be delivered among men who had been treated
with radical prostatectomy or radiation ther-
apy for localized disease. Men were randomized
either into a group-based 10-week CBSM inter-
vention that targeted areas such as coping and
communication skills, social support and relax-
ation training, and provided health information
related to prostate cancer and sexual function-
ing or a 1-day stress management seminar where
the techniques covered in the intervention were
provided in a classroom format with no group
process. Findings showed that relative to men
randomized to the 1-day seminar, patients in the

CBSM condition showed significant improve-
ments in QOL and benefit finding. Additionally,
the acquisition of stress management skills (e.g.,
mobilizing social networks, ability to cognitively
reframe negative stressor appraisals or engage
in relaxation training) mediated the relationship
between the group assignment and the study out-
comes. Further analyses showed that for men
who entered the study with higher levels of inter-
personal anxiety and perceived stress, random-
ization into the CBSM condition was associated
with significant improvements in sexual func-
tioning and emotional well-being (Molton et al,
2008).

4.3.2 Psychosocial–Behavioral
Intervention and Survival

Few psychosocial–behavioral intervention stud-
ies conducted in cancer patients have examined
survival as an outcome. Although these trials
appear to have reported at least as many null as
positive results, an examination of these studies
is informative.

Fawzy et al (1993) randomized 80 patients
with early stage malignant melanoma into a
six-session psychoeducation (health education,
medical adherence, cancer prevention behaviors,
stress management) or a control condition. The
intervention condition revealed decreasing psy-
chological distress, improved adaptive coping,
and significant increases in natural killer (NK)
cells and NK cytotoxicity relative to control par-
ticipants. At 10-year follow-up, intervention par-
ticipants showed a 1.9 times greater likelihood of
survival (Fawzy et al, 2003). This study has been
criticized because it did not follow an intent-to-
treat principle and the dropout rate in the control
condition was 25% (Coyne and Palmer, 2007).
An attempt to replicate the study in Denmark
with a larger sample was unsuccessful (Boesen
et al, 2007).

Another pioneering study conducted by
Spiegel et al (1989) randomized 86 women with
metastasizing breast cancer into a 1 year, weekly
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supportive-expressive group therapy and self-
hypnosis condition versus a control condition.
Self-hypnosis was used to help control pain.
After 10 years, participants in the intervention
group were found to have lived an average of
18 months longer than participants in the con-
trol condition. Several attempts to replicate these
findings have been unsuccessful (Goodwin et al,
2001; Kissane et al, 2007; Spiegel et al, 2007).

More recently Andersen et al (2008) random-
ized 227 women who were surgically treated
for regional breast cancer into a psychosocial–
behavioral intervention condition or an assess-
ment only control condition. The group-based
intervention consisted of 26 sessions conducted
over a 1-year period and included strategies to
reduce stress, improve mood, alter health behav-
iors, and maintain adherence to cancer treatment
and care. After a median of 11 years of follow-
up, intervention patients as compared to controls
were found to have a reduced risk of death
from breast cancer (OR=0.44; CI, 0.22–0.86) or
breast cancer recurrence (OR=0.55; CI, 0.32–
0.96). Previously, in the same cohort Andersen
et al (2004) found that compared to the control
condition, participants in the intervention con-
dition showed significant decreases in anxiety
and smoking as well as improvement in per-
ceived social support, dietary habits, and T-cell
proliferative responses to plant mitogens.

In view of the criticisms that have been lev-
eled against other psychosocial–behavioral inter-
vention studies that have examined survival from
cancer as an outcome, it should be noted that the
study by Andersen et al (2008) did a reasonable
job of satisfying the reporting requirements of
the CONSORT statement (Moher et al, 2001).
Participants in each arm of the study were well-
matched in terms of disease, prognostic factors,
type of surgery received, adjuvant treatments
planned and received, sociodemographic factors,
age, and participant accrual sites.

5 Conclusions

Psychosocial–behavioral interventions have
been shown to be efficacious in health-care

situations ranging from the prevention of
HIV/AIDS, enhancing QOL in cancer patients,
improving medication adherence, decreasing
HIV viral load, and reducing disease recurrence
and mortality rate in CHD and cancer. Not
all intervention attempts have been successful
and the mediators in trials that have reported
significant decreases in disease event recurrence
or mortality rate still remain unknown. Almost
invariably RCTs, even when reporting positive
results with regards to clinical medical end-
points, have studied too few patients to allow
adequate examination of potential mediators or
to present confidence in treatment generaliz-
ability. Hence, even when positive, informative
results have been obtained, the exact causal
pathways between intervention components and
outcomes are obscure.

On a more optimistic note, both the major car-
diovascular (Friedman et al, 1986; Orth-Gomér
et al, 2009) and cancer (Andersen et al, 2008)
RCTs showing intervention-based improvement
in clinical medical endpoints have shared sev-
eral important attributes. First, they each used a
group-based CBSM format. Second, they each
used coping and behavioral skills learning in
relation to relaxation, reframing, social sup-
port, improving self-efficacy, making lifestyle
changes, and optimizing medication adher-
ence. Third, the duration of the psychosocial–
behavioral intervention was at least a year
(approximately 25 sessions). Fourth, patients
were followed on average from 4.5 to 11 years.

Until recently there has been insufficient data
on which to conduct a cost-benefit analysis of
psychosocial–behavioral intervention compared
to other components of medical treatment with
regard to medical endpoints. If 20–25 group-
based CBSM sessions can indeed be shown to
provide substantial medical benefits for up to 10
years in high-risk patients, the cost per patient
is likely to compare favorably with other med-
ical intervention components. Furthermore, the
trials recently completed by Andersen’s group
and by Orth-Gomér and colleagues suggest that
psychosocial–behavioral treatments can be well
accepted by both severe CHD and breast cancer
patients.
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In conclusion, an examination of the lit-
erature regarding the relationship between
psychosocial–behavioral interventions and the
management of chronic diseases suggests that
such interventions are useful in enhancing QOL
and improving adherence to medical treat-
ments. Recent RCTs indicate that psychosocial–
behavioral interventions can also reduce dis-
ease recurrence and mortality rate in CHD and
regional breast cancer. It would appear, however,
that large multi-center RCTs are now warranted
to confirm promising recent findings, determine
the mediators of positive outcomes, and estab-
lish treatment generalizability. The need for a
large number of participants to find important
mediators appears likely, because some patients
may benefit from improved medication adher-
ence, whereas others may benefit from stress
reduction, lifestyle changes, or improvement in
self-efficacy in dealing with the many prob-
lems encountered in daily life. Underlying these
adjustments are also likely to be changes that
occur in inflammation, oxidative stress, fibri-
nolysis, neuroendocrine regulation, and other
biological processes. These too need to be inves-
tigated as part of the causal pathway between
psychosocial–behavioral intervention and clini-
cal medical outcomes.
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Chapter 64

The Role of Interactive Communication Technologies
in Behavioral Medicine

Victor J. Strecher

1 Introduction

Over the past 10 years, interactive communi-
cation technologies have extended to nearly all
parts of the world, changing how we work, play,
and learn. Interactive health communications,
here given the broad term “eHealth,” has par-
alleled these changes. Our implementation of
robust eHealth applications, however, continues
to lag well behind other interactive communica-
tion endeavors. Far more sophisticated uses of
these strategies go into the online purchase of a
pair of shoes than into assistance provided to a
depressed patient. Most research examining the
impact and potential uses of eHealth applica-
tions is stunted and likely to be outdated by the
time it reaches publication. Even high-quality
eHealth research is largely ignored in com-
mercial eHealth applications, which continue
to compete in a Wild West snake-oil environ-
ment. This situation is unfortunate since eHealth
applications offer the potential for achieving
tremendous impact on the public’s health.

To date, most behavioral medicine inter-
vention strategies fall into two categories: (1)
those that have high efficacy but, when using
population-based criteria of need, have low
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rates of participation or reach, such as group
or individual therapy approaches; or (2) those
strategies that have high reach but low effi-
cacy, such as pamphlets, brochures, videos,
and other mass communications (Bendryen and
Kraft, 2008). Both strategies can be criticized
for lacking significant population health impact.
Programs developed using interactive communi-
cation technologies have the potential to reach
large populations with content tailored to spe-
cific needs and interests of the individual user.

This chapter examines current and future
reach and efficacy of eHealth applications rele-
vant to behavioral medicine. These applications
will first be discussed in terms of their access
and use. This chapter then discusses efficacy of
eHealth applications, examining different uses
of this flexible communications strategy. Finally,
future directions of eHealth field are examined,
considering new technologies and the integra-
tion of informatics fields for behavioral medicine
interventions.

2 The Reach of eHealth Applications

The reach of eHealth applications defined here
as access to, and participation in, the interven-
tion out of the total population in need will vary
by the interactive communication technology
employed and the organizations through which
the applications are delivered.

A. Steptoe (ed.), Handbook of Behavioral Medicine, DOI 10.1007/978-0-387-09488-5_64, 1009
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2.1 Technology Channels

Today the most common delivery channel
for eHealth applications is the Internet, a
channel allowing detailed data collection and
tailored feedback at a fraction of the cost of
other intervention formats. The proportion of
adults in the United States with access to
the Internet now exceeds 78% (Center for the
Digital Future, 2005). The largest increases
in Internet access are among low-income and
older Americans. The University of Southern
California Annenberg School’s Center for the
Digital Future (2005) reported that 61% of
respondents with incomes of less than $30,000
and 75% of respondents aged 56–65 were using
the Internet in 2005.

While the Internet is likely to remain for
years a dominant delivery channel for eHealth
applications, a large portion of the world, par-
ticularly younger individuals and the developing
world, utilize mobile phones for communication,
entertainment, and education (ITU, 2009). As
Fig. 64.1 indicates, the rate of mobile technology
penetration has far exceeded that of the Internet.

The Internet, however, is also used as a source
of information for mobile technologies. For
example, in 2007, 32% of Americans reported
downloading information to an iPod, cell phone,
or personal digital assistant (PDA) (HINTS,
2009). As will be discussed later in this chapter,

mobile technology allows the collection of
ecological momentary assessment (EMA) data
while also providing interactive health coach-
ing at any time of the day. It is likely that
mobile phone devices will increasingly incor-
porate other features, including pedometry and
biometric assessment. A current example of mul-
tiple resources incorporated into mobile phone
technology is Apple’s iPhone.

As Fig. 64.2 indicates, in the United States,
a large portion of individuals (roughly 100 mil-
lion) first go to the Internet to look for infor-
mation about health or medical topics, nearly
five times the number who seek a health-care
provider or books and pamphlets, and nearly
ten times the number who report going to a
telephone information service (HINTS, 2009).
Similar findings have been reported in European
countries, where use of the Internet for health
purposes exceeds 50% and continues to increase
while the importance of traditional health infor-
mation channels has decreased or remained the
same (Kummervold et al, 2008).

The use of the Internet for the prevention of
morbidity and mortality is lower than for treat-
ment issues but is nonetheless significant: 51%
of Americans with Internet access report using
the Internet for information about diet, nutri-
tion, vitamins, or nutritional supplements; 42%
for information about exercise or fitness; and 7%
for information about how to quit smoking (Fox,
2005). While 7% of all adult Internet users may

Fig. 64.1 International
communication technologies
rates per 100 inhabitants,
2007
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Fig. 64.2 First source for health or medical information, 2007

seem to be a small proportion, this amounts to
more than 10 million individuals and compares
favorably with the estimate that 800,000 smok-
ers in the United States call quitlines each year
for cessation advice (Ossip-Klein and McIntosh,
2003). In all of these areas, more females than
males sought Web-based information. Seekers
of Internet-based health information were more
likely than non-seekers to be better educated, to
have higher incomes, and to be younger.

Individuals are now taking advantage of the
Internet in ways that transcend simple informa-
tion transmission. In 2007, 34% of American
Internet users were using social networking sites
such as MySpace and Second Life and 10%
were writing online diaries or blogs (web-logs)
(HINTS, 2009). However, the use of online sup-
port groups remains small (5% of Internet users)
despite persistent offerings of these programs
over the past decade (HINTS, 2009). Low use of
online support groups for somatic disease issues
has also been found in Europe (van Uden-Kraan
et al, 2009a, b).

2.2 Organizational Channels

At least as important as the specific technol-
ogy channels for delivering eHealth applications

for behavioral medicine, the intermediary orga-
nizations delivering these applications can sig-
nificantly influence reach. Current organiza-
tional channels include health plans (e.g.,
KPOnline of Kaiser Permanente), voluntary
health organizations (e.g., American Cancer
Society), employers, pharmaceutical companies,
governments, schools, and universities. These
organizational channels have different long-
term goals for behavior change and decision-
making programs. All of these organizations
will be interested in improved health-related
behaviors and better-informed decision-making.
However, a health plan will be interested in
Healthcare Effectiveness Data and Information
Set (HEDIS) scores related to member satisfac-
tion scores and utilization. An employer will
be particularly interested in productivity and
employee retention. A pharmaceutical company
will be interested in medication adherence and
persistence. A school will be interested in absen-
teeism and test scores. These pragmatic out-
comes will be the criteria for sustaining the
intervention within a particular channel and are
therefore highly relevant to the eHealth applica-
tion developer.

eHealth applications will increasingly be
delivered with, or aligned with, medical and
consumer products. The pharmaceutical industry
has developed eHealth applications integrated
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with prescription and over-the-counter products
for over 15 years. A good example of this
type of application is the Internet-based smok-
ing cessation programming offered with phar-
macological smoking cessation products. These
eHealth applications have demonstrated a ben-
efit in smoking cessation as well as medication
adherence (Strecher et al, 2005). Both outcomes
are extremely important to the pharmaceutical
sponsor and assure continued sustainability of
the eHealth application. eHealth programming
that is aligned, but not directly associated with, a
particular product is likely to grow as well. Such
programs have been developed for the manage-
ment of chronic conditions, including diabetes
and cardiovascular disease.

Reach is likely to vary by the type of organi-
zation through which the eHealth application is
delivered. Anecdotally, employers appear to gen-
erate higher use of eHealth applications when
offered than do health plans or governments. The
specific factors underlying participation rates are
not well understood and very few randomized
trials have tested different methods for enhanc-
ing participation. Since efficacy of an interven-
tion means little if no one uses it, the consider-
ation of reach deserves far more attention that
it has received to date. Given the high rates of
Internet use for health-related reasons, research
in this area is likely to result in important public
health outcomes.

3 The Efficacy of eHealth
Applications

The efficacy of eHealth applications is diffi-
cult to quantify due to the highly varied nature
of these applications. Asking “Is eHealth effec-
tive?” is like asking: “Do movies entertain?”
Clearly, some movies do and some do not.
Our challenge is to determine the optimal fit
of eHealth applications to individual needs
and preferences. Three common strategies for
eHealth programming reflect how individuals
normally seek help: (1) they might go to a

library, bookstore, pamphlet rack, or other infor-
mation source for self-navigated help-seeking;
(2) they might seek an expert who will assess,
diagnose, and then prescribe a treatment tai-
lored to the needs of the individual; or (3) they
might seek other individuals with a similar con-
dition, either through a support group or as an
individual. These three options are examined
below.

3.1 Self-Navigated Help Seeking

The Internet, and increasingly mobile technol-
ogy, resembles a vast library that requires the
user to select applications that best apply to his
or her needs. Similar to a library, the Internet
has methods of searching for a large amount
of available health information. Also like a
library, however, the Internet does not necessar-
ily make available the most relevant information
or advice that an individual needs at a par-
ticular time. Moreover, the individual needs to
work, and sometimes work hard, to get the right
information.

An expectation that users will create their
own educational experiences is common on the
Internet, but just as in a library, users might
not know precisely what to search for or may
fail to search in the right places (Eveland and
Dunwoody, 2002). This is particularly likely
among individuals new to a subject or those
who have little confidence or ability in a partic-
ular area (Gay, 1986; Ross and Morrison, 1989;
Steinberg, 1977). As Ross and Morrison (1989)
state, “In general, while high achievers seem
capable of using most forms of learner con-
trol effectively, low achievers seem much less
able to benefit from forms that require them to
make decisions about instructional properties of
a lesson (i.e., what, how and how much infor-
mation is being taught). . .” (p. 29). Bhavnani
and colleagues (2002) found that domain exper-
tise is a critical factor in the effective use of the
Internet. Experienced Internet shoppers were far
less efficient or accurate in obtaining medical
information than were medical librarians when
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both groups were asked to find the criteria for
individuals who should and should not get the flu
vaccine. Medical librarians, on the other hand,
were far less efficient in finding a low-priced
digital camera on the Internet.

Once an individual identifies a specific
Internet site or mobile application, he or she
often finds that it offers little more than an elec-
tronic pamphlet rack. This experience is found
on most Internet health portals, whether com-
mercial or through voluntary health organiza-
tions. These sites are rarely evaluated and are
likely to offer no better solution to health-related
behavior change and decision-making problems
than an actual pamphlet rack. As Cline and
Haynes (2001) state in their appraisal of the field,
“Much of the literature reviewed here focuses
on the Internet as a high-tech conveyor in the
rapid diffusion of information or health lessons.
However, to do so is to ignore the very nature of
the Internet.”

3.2 Tailored Expert Systems

The general strategy of a tailored expert sys-
tem is to: (1) collect, from the individual user,
data relevant to the targeted behavior; (2) apply
an algorithm to the data that generates mes-
sages tailored to the specific needs of the user;
and (3) generate feedback that combines these
messages in a clear, vivid manner. Data col-
lected can be biometric, behavioral, medical,
psychosocial, or genetic. The inferences made
from the data are an attempt to reflect stan-
dards of a human expert (Velicer et al, 1993).
Selection of factors on which to tailor feed-
back is one of the most important steps in the
development of an expert system. Participants
in a traditional tailored media application may
answer questions related to personal and fam-
ily health history, behavior triggers, barriers to
change, and motivation to change (among oth-
ers), and a high proportion of expert systems
utilize some form of cognitive-behavioral pro-
gramming (e.g., Cavanagh and Shapiro, 2004;
Clarke et al, 2005; Hawkins et al, 2008; Lustria

et al, 2009; Noar et al, 2007; Proudfoot et al,
2004; Rothert et al, 2006; Strecher et al, 2005;
Wagner et al, 2006).

A rapidly growing number of research stud-
ies have demonstrated that tailored expert system
interventions are more effective than generic
health behavior change materials, even among
underserved populations. These studies cover
a range of topics, including smoking cessa-
tion, weight management, dietary fat reduction,
fruit and vegetable intake, and cancer screening
(Brug et al, 1999; Kroeze et al, 2006; Lancaster
and Stead, 2000; Lemmens et al, 2008; Neville
et al, 2009; Noar et al, 2007; Skinner et al,
1999; Strecher, 1999) with somewhat less evi-
dence of efficacy in the area of physical activity
(Kroeze et al, 2006; Vandelanotte et al, 2007;
van den Berg et al, 2007). Tailored mobile
applications using short-message service (SMS)
feedback has demonstrated positive short-term
results in health-related behavior change and
self-management (Fjeldsoe et al, 2009).

Current research in this area is focusing
on: (1) mechanisms underlying the efficacy of
tailored eHealth applications and (2) innova-
tive measures and strategies for making the
tailored feedback more relevant to the user.
Tailored eHealth messages appear to work, at
least in part, through greater cognitive elab-
oration of messages perceived to be relevant
to the user (Dijkstra, 2005; Hawkins et al,
2008). A number of studies have demonstrated
that tailored materials are perceived as being
more relevant than untailored materials (Brug
et al, 1999; Strecher, 1999), and that perceived
relevance moderates the impact of tailored
materials on behavior change (Strecher et al,
2008a, 2008b). Neuroimaging research expos-
ing cigarette smokers to high- versus low-depth
tailored cessation materials found greater activa-
tion of the prefrontal cortex and the precuneous
portions of the brain related to self-relevance and
long-term episodic memory (Chua et al, 2009).

Innovative tailored message studies have
moved beyond the “usual suspects” measures
examining the impact of tailoring to self-relevant
and learning style factors. Tailoring to ethnic
identity (Resnicow et al, 2009) and intrinsic
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motives and values (Resnicow et al, 2009) have
both resulted in positive changes in fruit and
vegetable consumption. Williams-Piehota and
colleagues (2003) found that tailoring mammog-
raphy screening messages to the user’s need
for cognition (degree to which a person likes
to think, solve problems, consider issues) pro-
duced a positive effect on mammography screen-
ing behavior at 6-month follow-up. Similarly,
Bakker (1999) found that an HIV prevention
message in comic format best influenced the
attitudes of subjects with a low need for cog-
nition, whereas a text format of the message
best influenced subjects with a high need for
cognition.

Interpersonal relation characteristics such as
empathy can also be integrated into expert sys-
tem interfaces. Bickmore and colleagues (2005)
found that the inclusion of relational charac-
teristics in an automated longitudinal health
behavior change intervention produced signif-
icant improvements in perceived trust, under-
standing, liking, respect, concern, and caring
after roughly 1 month of use. Moreover, the
inclusion of relational behaviors enhanced the
desire to continue working with the program.

To date, most expert systems for health behav-
ior change have used survey data collected at
a single point in time to tailor information.
Ecological momentary assessment or EMA typi-
cally uses portable monitoring devices to collect
multiple data points in the relevant environ-
ment in real time (Stone and Shiffman, 1994).
Sampling strategies can vary according to the
type of information collected (Wheeler and Reis,
1991). For example, event-contingent record-
ing can track the details of specific behavioral
events, smoking or dietary behavior, episodes
of nausea, or precipitants of pain. Other assess-
ments might require information collected at
specific intervals or at random, for example,
when assessing cigarette or food cravings during
particular times of the day or night.

An important new direction for behavioral
medicine research and practice is the statistical
examination of EMA patterns which, along with
characteristics of the user (e.g., motives, self-
efficacy), could predict subsequent behaviors of

the user and identify potential interventions tai-
lored to the specific behavioral trajectories of
the user (Shiyko et al, 2008). An automated
“health coach” on your mobile phone, for exam-
ple, could monitor psychosocial and behavioral
measures, resetting goals and continually iden-
tifying behavioral triggers. Ongoing assessment
could also determine appropriate subsequent
treatment strength and dosing (Collins et al,
2005). Richardson and colleagues (2007), for
example, found that an automated goal setting
program combined with a pedometer that con-
nects to the automated system enhanced walking
behavior among elderly diabetics by roughly 1
mile after 6 months.

3.3 Online Support Groups and
Virtual Communities

As stated previously, only a small proportion of
Internet users report using online support groups
or virtual communities (HINTS, 2009; Stoddard
et al, 2008; van Uden-Kraan et al, 2009). Yet,
online support groups allow patients a conve-
nient way to provide and receive informational
and emotional support (Brennan et al, 1997;
Shaw et al, 2000; Tate and Zabinski, 2004; van
Uden-Kraan et al, 2009). The 24/7 accessibil-
ity to online support is considered a significant
advantage to patients who, because of stress,
pain, or the treatment itself, have irregular sleep-
ing habits. Patients report frequent use of dis-
cussion groups late at night (Shaw et al, 2000).
Again, anonymity is a frequently cited benefit of
computer-mediated groups. As one person in the
latter study states: “It’s a gift to be able to tell
people as much or as little as you want about
yourself.”

Most evaluative studies have found mini-
mal or no effects of online support groups and
virtual communities (Eysenbach et al, 2004).
Reviews, however, have found most studies in
this area lacking controlled experiental designs
(Eysenbach et al, 2004; Klemm et al, 2003).
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A large, well-designed, trial of a peer-to-peer vir-
tual community for smoking cessation random-
ized smokers interested in quitting to an online
smoking cessation program (smokefree.gov)
with or without a virtual community (Stoddard
et al, 2008). As found in the recent national
survey (HINTS, 2009), only a small proportion
(12%) of smokers offered the virtual commu-
nity actually used it. There were no differences
in cessation as a result of the virtual community.

4 The Future of eHealth

In 2007, director of the National Institutes of
Health Elias Zerhouni stated: “We are in a rev-
olutionary period of medicine that I call the
four Ps: predictive, personalized, preemptive
and participatory... As opposed to the doctor-
centric, curative model of the past, the future is
going to be patient-centric and proactive. It must
be based on education and communication.”
(NIH/MedlinePlus, 2007). The eHealth field
clearly dovetails with Dr. Zerhouni’s vision of
personalized medicine: the use of data to predict
relevant outcomes; tailored feedback designed to
improve health-related behaviors, thereby pre-
empting negative outcomes; and the emphasis on
self-management.

Emerging mobile technologies will likely
allow greater accuracy and timeliness in assess-
ments, thereby allowing more relevant, timely
feedback to the user. A particularly interest-
ing direction for EMA is the involvement
of microelectromechanical systems technolo-
gies. Microsystem “labs on chips” (larger than
nanoscale technologies) are currently being
developed to regularly assess blood glucose,
cholesterol, and other physiological data. Larger-
scale physiological data collection devices (e.g.,
glucometers, instrumented inhalers, ambulatory
blood pressure monitors) already collect paral-
lel streams of psychological and physiological
data (e.g., Guyll and Contrada 1998; Kamarck
et al, 2005). These technologies will continue
to become more portable and nearly invisible

to the user, embedded in mobile phones, cloth-
ing, shoes, product containers (e.g., soft drink
cans, sunscreen bottles), and many other objects
of daily use. Still other tools allowing genomic
assessment will offer interesting and doubtless
controversial intervention strategies.

4.1 Integration of Consumer and
Medical Informatics Systems

Interactions will also emerge between the types
of eHealth applications discussed in this chapter,
often termed “consumer health informatics,” and
other informatics systems of clinical medicine,
biology, and public health. With organizations
such as the Veterans Administration taking a lead
in demonstrating the effectiveness and efficiency
of electronic medical records (EMR) systems
(Murphy 2002), large managed care systems –
including Kaiser Permanente and Group Health
Cooperative – are beginning to integrate EMR
and expert system applications to prompt, inter-
vene on, and record cancer-related screening,
counseling, and decision support activities.

Online communication between clinicians
and patients would seem, on the face of it, to
be another logical extension of the medical-
consumer informatics integration. A trial eval-
uating the impact of increased access to physi-
cians through a patient portal found increased
satisfaction with communication and overall
care (Lin et al, 2005). Roughly half of the
subjects in the intervention condition were will-
ing to pay an average of $2 (USD) for online
correspondence with their physician. Katz and
colleagues (2003) found both physicians and
patients expressing preferences for some types
of email interactions (e.g., simpler clinical issues
and requests for normal lab results) over others
(e.g., complex or sensitive issues such as mental
health or pain management).

Current embodiments of medical/consumer
health informatics integration continue to focus
on patient-held medical records combined with
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a library of health information (so-called per-
sonal health records), with little attention paid to
evidence-based tailored behavior-change appli-
cations. This may reflect a locus of power
residing among the EMR developers, many of
whom are clinicians with traditional views of
health behavior change and decision-making.
For nearly four decades, researchers have found
that knowledge is generally unrelated to health
behavior and that simple information transmis-
sion fails to change health-related behaviors. Yet
the concept of the pamphlet rack outside of the
doctor’s office, even in electronic form, endures.
Successful integration of these fields of infor-
matics can probably yield outcomes greater than
the sums of their parts, but a scientific, theoreti-
cally grounded understanding of both fields will
be required to achieve success.

4.2 Integration of Consumer and
Public Health Informatics
Systems

Epidemiological data are increasingly being col-
lected by major search engines through an analy-
sis of aggregated search queries (Ratzan, 2009).
Innovative approaches to alerting and moni-
toring the spread of disease outbreaks (e.g.,
SARS, influenza) and health-related behav-
iors (e.g., searches for bootleg cigarettes)
could provide ongoing, inexpensive sources of
important population-based health information
(Eysenbach, 2009; Ratzan, 2009). The applica-
tion of information technologies to public health
research and practice will increasingly allow us
to link geographically specific disease patterns
with environmental, behavioral, demographic,
and eventually, genetic data (Kopp et al, 2002).
Data sources can include reportable diseases,
diagnostic information for inpatients and outpa-
tients, intensive care unit admissions, Medicare
or Medicaid claims, poison information calls,
Internet hits for medical information, road and
transit usage, weather records, and school and

work absenteeism records (Pavlin, 2003). The
rewards of this multilevel integration will be
deeper understanding of the incidence, preva-
lence, distribution, and multifactor etiologies of
disease (Ratzan, 2009; Eysenbach, 2009).

4.3 Integration of Consumer
and Bioinformatics Systems

The application of statistical and computational
methods to understanding the human genome
should yield tremendous benefits in our under-
standing of disease susceptibility, responsiveness
to prevention efforts, chronic disease manage-
ment, and long-term survivorship. To date, esti-
mates of an individual’s health risk are calcu-
lated from population-based data (Beery et al,
1986). Health Risk Assessment, for example,
uses population-based mortality data to calculate
a “risk age” on the basis of an individual’s demo-
graphic characteristics and health habits (Beery
et al, 1986). Feedback from such health risk
assessments can provide only averaged, usually
bland, feedback regarding risk and generally has
very little impact on behavior change (Kreuter
and Strecher, 1996; Strecher and Kreuter, 1995).

Assessing and predicting an individual’s risk
using genotypic, environmental, medical, and
behavioral data will ultimately allow more accu-
rate, detailed, and personalized feedback to
that individual. Once this feedback is provided,
genetic information could be used in combina-
tion with behavioral, psychosocial, and environ-
mental data to create a far more tailored inter-
vention plan. For example, genetic data could
inform the type and dosing of pharmacother-
apy for smoking cessation in combination with a
tailored behavioral treatment plan (Lerman and
Berrettini, 2003).

Large-scale, population-based genetic test-
ing will generate a need for eHealth-based
genetic counseling applications. Genetic coun-
selors are trained to convey the risks and benefits
of a genetic screening decision in an unbi-
ased manner. With the advent of rapid, easier
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tests for genetic conditions, however, our tra-
ditional genetic counseling facilities will soon
be rapidly overwhelmed (Wang et al, 2005).
Interactive health communication technologies
may have a role in addressing this issue, but
must demonstrate the capability of conveying
genetic screening information with the same
unbiased, highly informed qualities of genetic
counselors. Initial trials of CD-ROM-based and
tailored print-based eHealth applications for
genetic counseling have been promising and
warrant further research of risk communication
and informed decision-making outcomes using
interactive health communication technologies
(Skinner et al, 2002; Wang et al, 2005).

5 Conclusion

Interactive communication technologies are
changing our lives in significant ways. The
use of these technologies to reach a greater
proportion of the public, with more effective
interventions, at a lower cost, is a reason-
able goal of eHealth. Controlled trials com-
paring the impact of different interactivity
approaches, media, content, and message fre-
quency, among other factors, with character-
istics of the individual would likely improve
the quality and understanding of eHealth appli-
cations. A common mistake has been to gen-
eralize eHealth programs into one class of
intervention.

We should also recognize that these appli-
cations are still in their infancy. Technology,
access to this technology, data collection, and
content will continue to improve. Linkages
between consumer health informatics, medical
informatics, bioinformatics, and public health
informatices will create a new generation of
more finely tuned and systematic behavioral
health applications. Researchers will be chal-
lenged to remain abreast of these advances
while developing and evaluating new eHealth
applications.
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Chapter 65

Behavioral Medicine, Prevention, and Health Reform:
Linking Evidence-Based Clinical and Public Health
Strategies for Population Health Behavior Change

Judith K. Ockene and C. Tracy Orleans

1 Introduction

Tobacco use, unhealthy diet, physical inactiv-
ity, and risky alcohol use, the leading causes
of chronic disease and premature death in the
United States, impose a significant financial
and social burden on our health-care system
(Gordon et al, 2007; McGinnis and Foege, 1993;
Mokdad et al, 2004; Oldridge et al, 2008).
These behavioral health risks play a role in
the development, treatment, and management of
the nation’s most costly and prevalent chronic
diseases. They are most prevalent in popula-
tions with limited income and formal education,
among ethnic/racial minority populations, and
in under-resourced, low-income communities.
Thus, health behavior change represents our sin-
gle greatest hope for improving the health of
the nation, reducing the nation’s untenable bur-
den, and reducing growing disparities in disease
and health status. President Barack Obama made
this clear in his June 15, 2009 address to the
American Medical Association by noting that in
addition to providing the best medical treatments
to all Americans health reform efforts must
increasingly focus on health behavior change for
primary prevention of illness:

Our federal government also has to step up its
efforts to advance the cause of healthy living. Five
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of the costliest illnesses and conditions – cancer,
cardiovascular disease, diabetes, lung disease, and
strokes – can be prevented. And yet only a frac-
tion of every dollar goes to prevention or public
health. That is starting to change with an invest-
ment we are making in prevention and wellness
programs that can help us avoid diseases that harm
our health and the health of our economy.

(Although we focus on the United States
and its efforts addressing health-care reform, the
principles noted could be applied to other coun-
tries that are addressing prevention in health
care.) Population-wide health behavior change
will require linking evidence-based individual-
level clinical interventions with evidence-based
population-level public health interventions.
Awareness of this need is reflected in the
Obama administration’s definition of “health
reform” which emphasizes that prevention and
improving health and health care requires a
two-pronged approach; that is, one that inte-
grates clinical and public health prevention
strategies. The importance of linkages also
has been well articulated in the Summit on
Linking Clinical Practice and the Community
for Health Prevention (April 30–May 1) con-
vened in 2008 by the United States Agency
for Healthcare Research and Quality (AHRQ),
the Association for State and Territorial Health
Officers (ASTHO), and the American Medical
Association (AMA) (Agency for Healthcare
Research and Quality, Association for State
and Territorial Health Officers, & Association,
2008). The focus of the Summit, as described
by Dr. Steven Woolf, was to reduce the divide
between health-care providers, institutions, and
community resources, each of which frequently
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works in silos, unaware of each other’s activi-
ties because of a cultural divide. As the AHRQ
Summit report put it: “Although these groups are
working toward the same goal they are not work-
ing together.” (Agency for Healthcare Research
and Quality et al, 2008)

Linking clinical and community health behav-
ior change interventions makes sense. As noted
in the AHRQ Summit summary,

Health care providers and institutions bring sys-
tematic identification of behaviors, brief advice,
and goal setting, while community resources offer
intensive assistance through skilled counselors
and ongoing support. Collaborative systems offer
a “win-win” arrangement: patients obtain inten-
sive and convenient support; clinicians obtain
relief from the demands of intensive counsel-
ing; and community resources receive more refer-
rals/clients (Agency for Healthcare Research and
Quality et al, 2008).

Unfortunately, the solid infrastructure of mul-
tiple components required for these linkages is
often missing. However, with focused leader-
ship, both funding and infrastructure for preven-
tion and the linkage of clinical and public health
approaches may get a boost under new health
reform legislation.

In this chapter we briefly outline the growth
of behavioral medicine from its origins in the
mid-1980s – as a multi-disciplinary field focused
on identifying the behavioral factors contribut-
ing to the prevention, treatment, and manage-
ment of disease and developing individually
focused clinical interventions to address them –
to its current broader focus on combined clin-
ical and public health strategies to influence
health behaviors population-wide. Drawing from
our experiences serving on the United States
Preventive Services Task Force (USPSTF) and
the Centers for Disease Control and Prevention
Community Preventive Services Task Force
(CTF), we describe the progress in behavioral
medicine over the past 3 decades in develop-
ing and evaluating: (1) evidence-based clini-
cal health-related lifestyle interventions and the
related system changes and policies needed to
assure their delivery as part of routine care
and (2) effective community-based policies, pro-
grams, and environmental changes for fostering

and maintaining healthy lifestyles at the popula-
tion level. In so doing, we outline the “paradigm
shifts” that have taken place in understand-
ing what the targets of effective interventions
need to be to achieve meaningful and lasting
changes in individual behavioral health prac-
tices, in provider and health plan delivery of
recommended evidence-based clinical behavior
change interventions, and in the health behav-
iors of populations and communities. We use
examples from our experiences and the field
to briefly illustrate progress in each of these
spheres – clinical and public health – and in
strategies to facilitate their linkage. We close
with recommendations for future research and
practice.

2 Behavioral Medicine and Health
Behavior Change: History
and Paradigms

Three Institute of Medicine (IOM) reports can be
used to “bookend” critical stages in behavioral
medicine’s contributions to preventive health
behavior change. These reports reflect the related
“paradigm shifts” that have taken place in under-
standing what the targets of successful health
behavior change programs and policies need to
be – not just individual patients and individual
providers, but the powerful public health con-
texts and health-care systems influencing their
actions (Orleans and Cassidy, 2008). Each of
these reports drew substantially on research and
practice models developed by leaders in behav-
ioral medicine research and practice.

Behavioral medicine’s earliest approaches to
health behavior change are described in the land-
mark 1982 United States IOM report Health
and Behavior: Frontiers of Research in the
Biobehavioral Sciences (Institute of Medicine,
Hamburg et al, 1982). This seminal report was
among the first to define the field of behav-
ioral medicine and to establish the strong links
between behavioral risk factors and disease.
It charged behavioral medicine researchers to
develop interventions that could help people
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change their unhealthy behaviors and improve
their health outcomes. Early interventions relied
heavily on individually oriented health risk edu-
cation dispensed by primary care providers,
emphasizing, for instance, the harms of smok-
ing and the benefits of quitting and were based
substantially on social learning models of health
behavior (Bandura, 1977). The implicit under-
lying assumption was “if you tell them, they
will change.” However, the limited impact of
these approaches and the growing dominance
of social learning theories fueled the develop-
ment of more effective multi-component tech-
niques that combined educational, skill-based,
and pharmacologic approaches.

Over the next 10 years, these effective treat-
ments, initially delivered in multi-session face-
to-face group or individual clinic sessions, were
distilled into brief, lower-cost “minimal contact”
primary care interventions that could be offered
to all patients in a practice, health plan, or patient
population (Lichtenstein and Glasgow, 1992).
One major byproduct was the now famous “5-A”
primary care model for health behavior change
interventions – Ask about the health behav-
ior; Advise specific changes; Assess readiness to
quit; Assist with evidence-based skill-building
counseling and/or medications; and Arrange for
needed follow-up care (McGinnis and Foege,
1993). These brief office-based health behav-
ior change counseling interventions have been
recommended by the USPSTF as among the
most effective and cost-effective of all clinical
preventive services. But their limited reach and
long-term effectiveness for tobacco use, physical
activity, diet, and/or risky drinking indicated that
they were not sufficient on their own to address
the problem of unhealthy lifestyles and fueled a
major “paradigm shift” in behavioral medicine’s
approach to prevention.

Almost 20 years after issuing Health and
Behavior, the IOM published another ground-
breaking report, Promoting Health: Intervention
Strategies from Social and Behavioral Research
(Institute of Medicine and Committee on Quality
of Health Care in America, 2001). This report
described a profound shift in understanding what
the targets of successful health behavior change

interventions needed to be – not just individuals,
but the powerful social contexts in which they
lived, worked, and played. Drawing from a social
ecological model of health behavior (Stokols,
1996), this report concluded that the field of
behavioral medicine had met the challenge of
developing effective clinical interventions, par-
ticularly individually oriented treatments, but it
stressed the need to intervene on multiple lev-
els – not just at the individual level – to achieve
enduring population-level changes that would
foster and support healthy behaviors.

The Promoting Health report underscored the
need to modify important policies and environ-
ments at the organizational (e.g., school, work-
site, health plan), community, and state and
national policy levels. It emphasized that pub-
lic health policies and environmental changes,
such as tobacco tax increases, more stringent
laws governing drinking and driving, or the cre-
ation of communities and neighborhoods with
adequate sidewalks, bike paths, and healthy food
access, were potentially much more powerful
approaches to population-wide behavior change
than those requiring active decision making by
individuals. It concluded that far-reaching envi-
ronmental and policy changes were required to
strengthen the norms, supports, and incentives
for healthy behaviors and that even the most
effective individually focused and clinical inter-
ventions would continue to have limited impact
without them (e.g., Orleans et al, 2003).

In the same year, the IOM’s Crossing the
Quality Chasm report (Institute of Medicine
and Committee on Quality of Health Care in
America, 2001) described a similar “paradigm
shift” in understanding and changing the behav-
ior of health-care providers. Until the 1990s,
most clinician-focused behavior change efforts –
including those aimed at boosting their deliv-
ery of evidence-based treatments – were edu-
cational, again reflecting an “if you tell them,
they will change” assumption (Greco and
Eisenberg, 1993). Many of these educational
efforts sought to increase the proportion of pri-
mary care providers who routinely delivered
evidence-based “5-A” health behavior change
interventions (i.e., addressing tobacco use, diet,
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physical activity, alcohol use) (Coffield et al,
2001; Whitlock et al, 2002, 2004). But, few
examined the critical role of office practice and
wider systems. This changed in the late 1990s
with the introduction of systems-based health-
care quality improvement efforts.

Viewed as the charter for national health-
care quality improvement in the United States,
the Quality Chasm report shifted the focus of
practice improvement interventions from edu-
cating providers to addressing the health-care
system influences over provider behaviors. It
concluded: “The current care system cannot do
the job. Trying harder will not work. Changing
systems of care will.” (Institute of Medicine
and Committee on Quality of Health Care in
America, 2001). Coinciding with a “practice
ecological model” (Crabtree et al, 1998), it
stressed the need to identify and alter the power-
ful office practice and larger health-care system
cues, prompts, supports, and incentives govern-
ing provider behavior.

The Quality Chasm report also introduced the
Chronic Care Model (Fig. 65.1) as a practical
model for understanding and aligning the multi-
ple inter-locking office-level and broader health-
care system supports and incentives needed to
insure the consistent delivery of behaviorally
focused chronic illness care and prevention
(Wagner et al, 1996). Integrating “social” and
“practice” ecological models, the Chronic Care

Model specified the need to link practice-based
provider and patient behavior change and self-
management supports with community-based
resources and public health policies to support
and incentivize healthy behaviors at the popula-
tion level.

The next three sections of this chapter briefly
describe behavioral medicine’s major contribu-
tions to the development of evidence-based clin-
ical and public health interventions to foster
healthy lifestyles. Reflecting the field’s evolu-
tion and major paradigm shifts this review also
highlights behavioral medicine’s contributions to
the integration of effective broad-spectrum clin-
ical and public health models. It concludes with
recommendations for the research and practice
leadership needed to realize the full potential
of evidence-based prevention particularly at a
time when prevention is being positioned in the
United States by the Obama administration as
the backbone of health reform.

3 Evidence-Based Clinical and
Public Health Behavior Change
Interventions and Guidelines

The last 2-plus decades of rigorous behav-
ioral medicine research have been systematically
reviewed and synthesized by two national expert

Fig. 65.1 The Chronic Care
Model
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Table 65.1 Clinical and
community guides review of
complementary interventions

Prevention strategy Task force

Clinical screening, counseling,
preventive medication

US Preventive Services
Task Force

Health system change
Community
Group education
Policy change
Environmental change

Task Force on Community
Preventive Services

panels, the USPSTF (Agency for Healthcare
Research and Quality, 2005) and the CTF based
at the Center for Disease Control and Prevention
(CDC) (Institute of Medicine, 2009). These are
the principal US agencies charged with the
responsibility for developing national clinical
and public health practice standards (Table 65.1).
Their roles are to translate high-quality pro-
grammatic research into evidence-based guide-
lines and standards for national health care. The
interventions they recommend are regarded as
the kind of “top tier” evidence-based practices
and programs that the White House Office of
Management and Budget has identified as most
worthy of federal funding (Orszag, 2009).

The USPSTF and CTF are convened and sup-
ported by the Agency for Healthcare Research
and Quality (AHRQ) and the Centers for Disease
Control and Prevention (CDC), respectively.
Members of both task forces are nonfederal
experts (including behavioral medicine special-
ists) drawn from academia, state and local
governments, and the private sector, and both
task forces work closely with a range of fed-
eral and nonfederal experts in science, pro-
gram, and policy. Their recommendations are
made on the basis of systematic reviews of a
body of high-quality published research stud-
ies, and they provide essential information to
providers, consumers, insurers, health plans, and
government agencies for selecting and prioritiz-
ing effective preventive strategies. The reviews
identify gaps in our information and suggest
key areas for additional research (Ockene et al,
2007). At times like the present, when evidence-
based interventions and comparative effective-
ness evaluations are viewed as critical to guiding
health reform and national health-care quality

improvement (Institute of Medicine, 2009), the
strong behavioral medicine science base for
health behavior change interventions is espe-
cially important.

The USPSTF focuses on clinical preven-
tive services primarily delivered at the level of
essentially healthy individual patients or patient
cohorts seen in primary care settings, while the
CTF focuses on preventive services targeted at
entire communities and populations (Table 65.1)
(Ockene et al, 2007). The problems of tobacco
use and control, unhealthy diet, physical inac-
tivity, risky drinking, and obesity prevention
and treatment have been addressed by both task
forces. Both task forces rely upon the tools
of epidemiology to review the evidence and
issue recommendations based on the quality of
the evidence and the magnitude of intervention
effects (Fielding and Teutsch, 2009). Their work
is complementary and somewhat coordinated,
though their recommendations and activities are
independent, cover different domains, and are
reported separately (Table 65.1).

3.1 The United States Preventive
Services Task Force (USPSTF)

The USPSTF recommendations concern clin-
ical preventive services focusing on preven-
tive screening, medication, immunization, and
health behavior change counseling in predomi-
nantly healthy patient populations. Each review
is guided by an “analytic framework” or logic
model to help determine whether a body of evi-
dence indicates that a particular clinical service
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or intervention would improve health outcomes
if implemented in a general patient population.

Well-designed randomized clinical trials are
considered the “gold standard” for evaluating an
intervention’s effectiveness, though other con-
trolled research designs also are included. The
priority placed on the randomized clinical trial in
the hierarchy of evidence driving national prac-
tice and policy is reinforced by the recent recom-
mendations of the Coalition for Evidence-Based
Policy (Coalition for Evidence-Based Policy,
2009). However, very few studies, even ran-
domized clinical trials, provide direct evidence
for determining that the intervention, such as
breast cancer screening or counseling or phar-
macotherapeutic treatments to promote tobacco
use cessation or aspirin chemoprophylaxis to
prevent acute myocardial infarction, improves
ultimate health outcomes. Therefore, the task
force also must consider indirect evidence, using
an “analytic framework,” to lay out a “chain
of evidence” linking the clinical intervention to
key intermediate and distal health outcomes. The
quality of the individual studies used in this
chain of evidence is assessed, and the overall
strength of available evidence for each link is
evaluated.

Evidence for benefits and possible harms of
varied preventive interventions, including those
aimed at health behavior change, are assessed
and recommendations are made for services
where evidence is sufficient to determine that
benefits exceed harms. In cases where bene-
fits are found to exceed harms, “A” or “B”
recommendations are made (i.e., do it). The
grade “C” is given when population bene-
fits are smaller (i.e., do it selectively). When
harms outweigh benefits a “D” recommenda-
tion is made (i.e., don’t do it). The grade
“I” denotes insufficient evidence to determine
effectiveness (see Table 65.2). “I” statements
tell researchers more work must be done in
this area and identify critical gaps that new
research must address. We will return to these
statements and research needs later in this
chapter. Current recommendations and clini-
cal considerations are published annually in
the Guide to Clinical Preventive Services.
The current clinical guide and other clinical

preventive services products can be accessed at
www.preventiveservices.ahrq.gov. (Agency for
Healthcare Research and Quality, 2009)

As a result of decades of focused and rig-
orous behavioral medicine research, task force
recommendations for primary care health behav-
ior change interventions have been issued for
most of the primary behavioral health risks.
These recommendations and ratings have ranged
from “A” for tobacco use and cessation coun-
seling and medication, to “B” for dietary
counseling, high-intensity obesity counseling,
and counseling for risky drinking, to “I” for
low-intensity and moderate-intensity treatment
for obesity and physical activity counseling
(www.preventiveservices.ahrq.gov) (Agency for
Healthcare Research and Quality, 2009). The
task force has not reviewed or made specific
recommendations for interventions for multiple
risk health behavior change other than for those
used to prevent and treat obesity and diabetes
and their broader complications (e.g., diet and
physical activity).

3.2 The Community Preventive
Services Task Force (CTF)

The CTF reviews the evidence for preventive
interventions designed to improve health across
a wide range of topics, including the lead-
ing behavioral risk factors for disease (e.g.,
tobacco and alcohol use, sedentary lifestyle,
unhealthy diet, violence, motor vehicle injuries)
at the level of a community or population
(Teutsch and Briss, 2005); (Centers for Disease
Control and Prevention, 2009). Interventions
to promote health that are reviewed range
from health-care policy and system changes
and supports to improve the delivery of effec-
tive USPSTF-recommended clinical interven-
tions (e.g., patient- and provider-oriented screen-
ing reminder systems, insurance coverage for
effective clinical preventive services) to broader
changes in public laws and policies that target
schools, worksites, other organizations, or entire
communities (e.g., smoke-free indoor air laws,
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Table 65.2 United States Preventive Services Task Force Grades and Definitions (Agency for Healthcare
Research and Quality, 2008)

laws governing drinking and driving, school
physical activity requirements, and school food
standards).

Because RCTs are more difficult to conduct in
studies of organizational, community, state, and
national interventions, especially those involv-
ing policy and environmental changes, the CTF
reviews studies with a greater range of designs
than does the USPSTF (e.g., case control, quasi-
experimental). Like the USPSTF, the CTF favors
studies with adequate internal and external valid-
ity, especially those conducted in typical or “real
world” health care or community settings. It also
employs conceptual models and analytic frame-
works to evaluate the evidence for hypothesized
relationships between specific preventive inter-
ventions and their intermediate and distal health
outcomes and to assess both benefits and harms
(Teutsch and Briss, 2005).

Again, drawing on a large body of pro-
grammatic behavioral medicine-public health
research, the CTF has issued evidence-based
recommendations addressing all of the primary

behavioral health risks (Centers for Disease
Control and Prevention, 2009; Teutsch and Briss,
2005). For tobacco use, they include smoking
bans and restrictions, increasing the unit price
for tobacco products, mass media anti-tobacco
campaigns combined with other interventions,
restrictions on minors’ access to tobacco prod-
ucts, use of health-care provider reminder sys-
tems, reductions in patient out-of-pocket costs
for effective cessation therapies, and the use
of multi-component cessation interventions that
include telephone quitline support. For physical
activity, they include informational approaches
(community-wide campaigns, point of deci-
sion prompts), behavioral and social approaches
to increasing physical activity (increasing the
amount of moderate to vigorous physical activity
in school physical education classes, individu-
ally adapted health behavior change programs,
social support interventions in community set-
tings), and environmental and policy approaches
(creation of enhanced access to places for
physical activity combined with informational
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outreach; and community- and street-scale urban
design and land use policies). For alcohol, the
CTF recommends a number of interventions
limiting alcohol access to reduce and prevent
risky drinking: regulating alcohol outlet density,
increasing alcohol taxes, enacting and enforcing
laws preventing sales to minors, and maintaining
limits on days of sale. And while no evidence-
based recommendations have yet been made for
improving healthy eating or nutrition, two rec-
ommendations have been issued for multiple risk
interventions found to reduce or prevent obesity:
worksite programs to control overweight and
obesity and behavioral interventions to reduce
screen time (i.e., time watching TV, working on a
computer screen, playing videogames, using the
Internet) while simultaneously reducing seden-
tary activity (e.g., eating while watching TV).

3.3 Use of Evidence-Based Clinical
and Public Health Behavior
Change Strategies

The recommendations of both task forces for
evidence-based clinical and community health
behavior change interventions are regularly
used by public health departments, state, local,
and federal government agencies, health plans,
employers, and community-based organizations
to guide and support decisions about selecting
and funding interventions and related research.
The work of both task forces is also used as a
core set of recommendations that can be tailored
for particular audiences.

For example, recommendations made by the
USPSTF for clinical preventive services have
been prioritized by the National Commission
on Prevention Priorities on the basis of their
impact on clinically preventable burden and
cost-effectiveness (Partnership for Prevention,
2008). The National Committee for Quality
Assurance (NCQA) relied substantially on
USPSTF recommendations in developing its
health care effectiveness data and information
set (HEDIS) measures introduced to provide

guidance and benchmarks for national health-
care quality improvement efforts. The same
is true for the Employer’s Guide to Health
Improvement and Preventive Services issued
by the National Business Group on Health
(www.businessgrouphealth.org) to provide prac-
tical advice to employers about structuring
health benefits.

Similarly, the CFT’s Community Guide is
used by decision makers in a variety of clinical
and public health settings to encourage use
of, and funding for, effective interventions
and for health-care and public health qual-
ity improvement (Teutsch and Briss, 2005).
CTF recommendations have been used by
the Institute of Medicine (IOM) to inform
national health efforts and by public health
programs (e.g., STEPS to a Healthier US,
http://www.healthierus.gov/steps/) to inform
ongoing public health activities. And they
will be used increasingly as a guide to fed-
eral funding for evidence-based community
interventions under the Obama administra-
tion. Peter Orszag, director of the White
House Office of Management and Budget
has made clear that it will be recommending
more federal funding for “top tier” (recom-
mended, evidence-based) community and public
health programs found to “generate results”
and “backed up by strong evidence.” See:
http://www.whitehouse.gov/omb/blog/09/06/08/
BuildingRigorousEvidencetoDrivePolicy/.

An excellent example of how the work of
both task forces now has been effectively linked
can be found in state and national efforts that
link clinical and community interventions to pre-
vent and reduce tobacco use (M. Fiore et al,
2000). The CDC’s 2007 “Best Practices for
Comprehensive Tobacco Control Programs” rec-
ommends a set of integrated evidence-based
clinical, community and state programs and poli-
cies, including mass media campaigns, cessation
interventions, smoke-free air laws, and tobacco
tax increases. Similarly, USPSTF clinical recom-
mendations to reduce risky drinking on college
campuses and the harms of alcohol use have
been linked to CDC recommendations for poli-
cies limiting alcohol access on college campuses
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and surrounding communities. And USPSTF
and CDC recommendations propose a range
of clinical and community-oriented approaches
that can be linked for maximum impact – from
individually adapted behavioral interventions to
creating more activity-friendly sidewalks, bike
paths, parks, and playgrounds. In fact, these
kinds of land use and community design changes
are woven into proposed 2009 health reform
legislation – legislation that explicitly seeks to
link clinical health-care reforms with community
public health reforms as part of broad new efforts
to keep Americans healthy (Solomon, Standish,
and Orleans, 2009).

While tremendous progress has been made
in the development of evidence-based interven-
tions at the clinical and community levels for
behaviors such as tobacco use, problem alco-
hol use, and physical activity, there are gaps
in evidence for these and other behaviorally
related problems and in models that effec-
tively link clinical and community-based ser-
vices (Goldstein et al, 2004; Ockene et al, 2007).
Perhaps the prime example is obesity preven-
tion and control (Fielding and Teutsch, 2009).
Finally, as Brownson and colleagues (Brownson
et al, 2006; Glasgow et al, 2006; Klesges et al,
2007) point out, most of the well-controlled
studies on which evidence-based recommenda-
tions are based have emphasized internal validity
over external validity, contributing to difficulties
translating from research to policy and practice,
especially for assisting the underserved popu-
lations and communities in which behavioral
health risks are most prevalent.

The remainder of this chapter presents exam-
ples of tested methods for linking comprehen-
sive clinical and community-based services, with
some conclusions about how far we have come
and how far we still need to go to realize the
full potential of combined or linked evidence-
based clinical and public health strategies for
health behavior change. Findings show that in
addition to continued leadership and creativity,
new funding and infrastructure for these inno-
vations will be critical if we are to achieve the
full benefit of the broader health reform vision
now put forth in the new health care legislation

for the United States – a vision that links effec-
tive clinical and public health efforts to support
healthy lifestyles and spreads health-promoting
policies and environments. Clinical and public
health leaders both must deliver this message to
legislators and funding agencies.

4 Linking Evidence-Based Clinical
and Community Strategies

In a growing number of reports, the IOM has rec-
ommended a multi-level perspective for health
behavior change interventions, based on part-
nerships across health systems, communities,
academia, business, and the media, in order
to effectively improve the health of the pop-
ulation (Institute of Medicine, Committee on
Immunization Finance Policies and Practices,
and Division of Health Care Services and
Division of Health Promotion and Disease,
2000; Institute of Medicine and Committee on
Quality of Health Care in America, 2001). As
noted earlier in this chapter, these recommen-
dations are based on a cumulative body of
behavioral medicine and related public health
research showing that health behavior change
interventions are most effective when they are
broad-spectrum and cover multi-level determi-
nants of healthy behavior and of provider prac-
tice patterns. Promising examples of linkage are
described below.

4.1 Multiple Risk Health Behavior
Change

Several informative “case studies” for effective
linkages come from the Robert Wood Johnson
Foundation (RWJF) Prescription for Health
initiative, which was designed, implemented,
and funded collaboration with the Agency for
Healthcare Research and Quality. Informed by
the Chronic Care Model (Glasgow et al, 2001;
Wagner et al, 1996) Prescription for Health
solicited and funded 27 studies developed by
primary care practice-based research networks
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(PBRNs) to discover and test innovative ways
to help patients improve their health behaviors.
Investigators working in “real world” practice-
based research networks (PBRNs) developed
and tested varied methods that would link
practice-based clinical health behavior change
counseling with community-based follow-up
care to help their patients change two or
more health behaviors: tobacco use, sedentary
lifestyle, unhealthy diet, and/or risky drinking.
Projects funded in Round 1 demonstrated that
practices could identify at-risk patients and moti-
vate them to make changes (Cifuentes et al,
2005; Woolf et al, 2005). In Round 2, grantees
created linkages between clinical practices and
community resources to help patients adopt and
sustain healthier lifestyle behaviors. Each project
required policy and environmental changes in
the practice (e.g., reminder systems, patient
registries, performance incentives) to facilitate
provider delivery of evidence-based counseling
and related treatments and to facilitate patient
use of needed follow-up care and support from
appropriate community services and resources.

One Prescription for Health project created
a Community Health Educator Referral Liaison
(CHERL) to link primary care patients receiving
clinical treatments for multiple risk behaviors
with diverse community resources for additional
help with health behavior change (Holtrop et al,
2008). Patients with risky health behaviors were
identified using routine screening questionnaires
administered by the practice then subsequently
referred to “CHERL” – a service that contacted
them and provided patient-centered and motiva-
tional telephone-based behavior change support
as well as referrals to other resources. With
patient consent, CHERL provided confidential
feedback about the patient to the practice’s refer-
ring clinician. Patients who had access to a
CHERL showed significant improvements in diet
and physical activity (Holtrop et al, 2008).

A second Prescription for Health project,
conducted by the Virginia Ambulatory Care
Outcomes Research Network (ACORN), cre-
ated “eLinkS” – an electronic linkage system
designed to help physicians with the “assist”
and “arrange” steps of the 5-As. A range

of community organizations that were able
to help offer behavior change assistance and
follow-up support and interventions are iden-
tified. Automated electronic medical records
(EMR) were used to link counselors and clini-
cians and to help counselors contact patients to
provide proactive counseling via EMR prompts.
Three options for health behavior change coun-
seling were compared with usual care: access
to a computer-based information library with e-
counseling options, telephone counseling, and
face-to-face group classes. Patients who enrolled
in the program had lost significantly more
weight at follow-up and were significantly
more likely to quit smoking than usual care
patients. Unfortunately, after funding ended,
when patients were given an opportunity to con-
tinue using follow-up services for a fee, enroll-
ment declined.

In both of the above examples, successful
mechanisms for linking evidence-based primary
care 5-A health behavior change counseling
with follow-up community assistance and sup-
port were created and used, and in each case
they led to significant improvements in the deliv-
ery of proven behavioral medicine interventions,
and in at least some measures of health behav-
ior change. Etz and colleagues (2008) analyzed
eight Round 2 Prescription for Health projects
and found that each team noted linkage design
and implementation challenges that had to be
repeatedly addressed, including the need for
considerable assistance from outside the prac-
tice to initiate and maintain the program, for
sustained good communication, and for finan-
cial resources. Similarly Orleans and colleagues
(2006, p. 104) observed that “whether it is refer-
ring patients to quitlines or to other commu-
nity services outside the practice, an effective
system. . .could rarely be cobbled together by the
practices themselves.”

4.2 Tobacco Cessation and Control

A growing number of primary care prac-
tices, provider organizations, and health plans
are using strategies guided by the Chronic
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Care Model (Fig. 65.1) (Wagner et al, 1996)
to integrate evidence-based clinical health
behavior change interventions not only with
community-based individual health behavior
change resources, but also with efforts to imple-
ment health-promoting community policies and
environments. Some of the most compelling
examples come from the area of tobacco ces-
sation and control (e.g., Institute of Medicine
and Committee on Quality of Health Care in
America, 2001; Smedley and Syme, 2001).

Nationally, rates of smoking have been
significantly reduced over the last 40 years
among adults through the combined effects
of the individual-oriented clinical and
community-focused public health interven-
tions. Many successful examples have linked
CTF-recommended health-care system and pol-
icy changes that facilitate and support provider
adherence to USPSTF treatment guidelines with
CTF-recommended community policy and envi-
ronmental changes that facilitate and support
patient adherence to recommended personal
health practices (e.g. by banning smoking in
bars, restaurants, and workplaces, and raising
taxes on cigarettes). The examples that follow
illustrate a variety of successful linkages at
the practice, health plan, community, and state
levels.

4.2.1 Practice-Level

The CTF, USPSTF, and USPHS tobacco
treatment guidelines all recommend providing
access to proactive telephone quitline coun-
seling services as an evidence-based public
health approach to tobacco use and addiction.
Research and science-based advocacy by behav-
ioral medicine experts led to the development
and dissemination of proactive quitlines and to
the federal policy implemented by US DHHS
Secretary Tommy Thompson in 2004 mandat-
ing the creation of a network of state quit-
lines that would provide tobacco users in all
50 states, Puerto Rico, and the District of
Columbia, with access to cost-free proactive
quitline counseling (1-800-QUIT-NOW) (Fiore

et al, 2004). A 2005 survey of US state quitlines
documented that 70% of state quitlines offered
not just free counseling, but also (for eligi-
ble adults) free or low-cost cessation medi-
cation ((North American Quitline Consortium,
2006). Integrating evidence-based clinical ser-
vices with evidence-based community public
health resources, one of the projects in the RWJF
Prescription for Health program used “faxed”
telephone quitline referrals for the most time-
consuming component, (i.e., assist), required by
the “5-A” intervention model, cessation coun-
seling essentially condensing it to “Ask-Advise-
Refer” (Orleans et al, 2006). Similar models
have become the norm for a variety of office
practices and health plans across the country
(Swartz et al, 2005). An and colleagues (2008)
recently tested an innovative practice-based pol-
icy for increasing clinician quitline referral in
a randomized trial comparing usual care (n=25
clinics) with matched clinics that offered a
significant cash payment for 50 quitline refer-
rals each (n=24 clinics). Providers in pay-for-
performance clinics referred significantly more
patients.

4.2.2 Health Plan Level

Successful combined clinical community
approaches to screening and treatment for
tobacco use and dependence, pioneered at
Group Health Cooperative of Puget Sound, have
been described using the Chronic Care Model
(Glasgow et al, 2001). This staff-model Health
Maintenance Organization (HMO) strategy
employed each Chronic Care Model elements as
follows:

• Health-care organization leaders made
reducing tobacco use their top prevention
priority, provided financial and other incen-
tives to providers (including hiring dedicated
clinic counselors), and eliminated patient
co-pays for cessation counseling.

• Clinical information systems were used to
create a registry of the tobacco users enrolled
in the health plan, track their use of treatment
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resources and programs, and generate proac-
tive (i.e., outreach) telephone quitline calls for
patients with feedback reports for providers.

• Decision support tools included extensive
provider training, ongoing consultation, auto-
mated patient assessment and guideline algo-
rithms, and reminder tools.

• Practice re-design and self-management sup-
port included self-help materials, face-to-
face cessation clinics, and an HMO-based
telephone quitline to deliver counseling
and/or pharmacotherapy without burdening
providers.

• Community resources and policies included
referrals to community and local employer
quit smoking clinics, worksite health promo-
tion programs, and advocacy for increased
state tobacco taxes and tax-based revenues for
statewide tobacco control programs.

These integrated health plan, office, and
community strategies dramatically reduced the
prevalence of smoking among HMO enrollees
from 25% in 1985 to 15.5% in 1993 with sig-
nificant declines in smokers’ use of inpatient
and outpatient health-care services for tobacco-
related diseases and conditions. Other health
plans have achieved similar results using similar
integrated clinical health-care system and pub-
lic health community interventions, including
Provident Health Systems in Portland, Oregon,
Kaiser Permanente of Northern California and
Health Partners in Minnesota (Amundson et al,
2005; Bentz, 2000; Schroeder, 2005).

4.2.3 Community Level

The CTF has recommended numerous evidence-
based tobacco control policies as effective in
increasing quitting and/or treatment use: tobacco
tax increases, comprehensive clean indoor air
laws, health-care benefits that reduce out-of-
pocket treatment costs, and cessation media
campaigns (Centers for Disease Control and
Prevention, 2007). Capitalizing on these find-
ings, in 2002, the New York City Department
of Health combined a strong clean indoor air

law with sizeable state and local tobacco tax
increases, a primary care physician educational
campaign, a citywide cessation media cam-
paign that targeted low-income populations with
higher smoking rates, and the promotion of free
quitline services with a nicotine replacement
therapy (patch) give-away program. The result
was an 11% decline over 1 year in the city-
wide smoking rate from 2002 to 2003 (the fastest
drop in US smoking rates ever recorded) and a
15% decline over 2 years, from 2002 to 2004,
producing 200,000 new ex-smokers and averting
an estimated 60,000 premature deaths (Miller
et al, 2005). By 2008, only 15.8% of adult New
Yorkers smoked, down from 21.5% in 2002,
representing a total drop of 350,000 smokers
(Hartocollis, 2009)

4.2.4 State Level

An example of a statewide comprehensive coor-
dinated tobacco treatment and control pro-
gram is the statewide Massachusetts Tobacco
Control Program (MTCP) (Robbins et al, 2002)
funded by the 1992 Massachusetts Tobacco
Tax Initiative that raised the state excise tax
by 25 cents per pack and by the 1998
Master Settlement Agreement (Koh et al, 2005).
Recognized by the Centers for Disease Control
and Prevention (CDC) and others as a “best prac-
tice” program from its inception in 1993 through
2002, MTCP has incorporated clinical and com-
munity strategies, combining and connecting
activities of clinical settings, the media, com-
munity agencies, academic institutions, and local
and state policymakers. The MTCP included: (1)
an innovative media campaign to change public
opinion and community norms around tobacco
use; (2) community mobilization to change local
laws and health policies such as clean indoor
air laws and restrictions on youth access; and
(3) comprehensive tobacco treatment programs
in clinics and community settings based on
USPSTF, CTF, and USPHS guidelines to reduce
tobacco use. A comparison of Massachusetts
data to data for 40 states in the United States that
had not had state programs in place through 1999



65 Behavioral Medicine, Prevention, and Health Reform 1033

showed a more rapid decline in smoking preva-
lence in Massachusetts than in comparison states
during that time (Biener et al, 2000). Although
funding for the MTCP program was with-
drawn in 2002, a special tobacco treatment pro-
gram, QuitWorks (Centers for Disease Control
and Prevention, 2004; Warner et al, 2002),
still exists. QuitWorks coordinates clinical and
community-based efforts by linking patients,
clinicians, and a proactive telephone counseling
quitline through the use of forms faxed to the
quitline. It is a collaboration of the MTCP and
major health plans in Massachusetts. Funding
is provided by the Massachusetts Department
of Public Health with funds allocated from the
legislature, the CDC, and the health plans.

5 Recommendations for the Future
for Behavioral Medicine Research
and Practice

Throughout this chapter we have discussed
the many contributions made to clinical and
community preventive services by behavioral
medicine researchers. We also have noted that
there remain gaps in evidence and in the linkage
and implementation of evidence-based clinical
and public health behavior change interven-
tions. Each of the noted “gaps,” i.e., limited
evidence for effective interventions for some
behaviors, limited evidence of effective linkages,
and weak external validity, represents impor-
tant directions for behavioral medicine research
and practice. Addressing them will require new
behavioral medicine research and research fund-
ing paradigms and more visible and effective
behavioral medicine advocacy for the fund-
ing, resources, and infrastructure needed to
reap the full benefit of science-based interven-
tions. As we go forward, we will need stronger
links between public health and behavioral
medicine practitioners, and more practice-based
research in “real world” settings like PBRNs and
Prescription for Health, especially in high-risk
underserved populations. Two-way relationships

will be needed between practitioners, policy
makers, and researchers, including those charged
with making decisions about health-care sys-
tems changes and policies, to assure that the
most policy-relevant questions are addressed,
including those about the costs and feasibility of
program implementation (Brownson et al, 2006).
Finally, as behavioral medicine researchers, we
must become more directly involved in translat-
ing gains in the science of clinical and commu-
nity prevention to gains in public policy. We have
an unprecedented window of opportunity given
the growing recognition at all levels of health
care and government that clinical and com-
munity interventions that promote and support
healthy behaviors will be essential for success in
reducing the nation’s most prevalent and costly
health problems and untenable health-care costs
and disparities. This is the kind of opportunity
that propelled the founders of our field 25 years
ago, and we are better prepared than ever in our
history to seize it.
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CTF, 1026–1028
use of strategies, 1028–1029
USPSTF, 1025–1026

Behavioral capital, 534
Behavioral factors, 383

See also Behavioral interventions in public
health

Behavioral interventions in public health,
383–393

case for, 383–384
Cochrane Collaboration, 384–385
evidence base creation, 384–386
impact deterring aspects, 386

evidence translation to practice, 386–387
limited use of behavioral models,

387–389
public health as social movement, 389–391
robust tools and methods need, 391



1040 Subject Index

geographical information systems
(GIS), 392

health impact assessment (HIA), 392
Behavioral interventions (cont.)

social movement assessment, 392
social network analysis, 391

See also Life course approach; Habit
Benton Visual Retention Test, 128
BHS, see Beck Hopelessness Scale (BHS)
Bias, publication, 920
Bioassays

cytokines measurement, 690
See also Biomarkers

Biofeedback, 836–837
See also Electrophysiological measures

Biological measures, 630
in animal experiments, 619
naturalistic and ambulatory monitoring

ambulatory monitoring devices, new
developments in, 628

cardiovascular measures, 626–627
cortisol, 625–626
limitations, 628–629
musculoskeletal measures, 627

population-level epidemiological studies
biological indicators of health or

resistance to disease, 621–622
biomarker results interpretation in

population studies, 622–624
biomarkers of disease state, 620–621

psychophysiological stress testing, 624–625
Biological pathways

social support and health, 229–231
socioeconomic status (SES) and health

disparities, 578–579
Biological stress, early environment impact on,

563–564
Biomarkers

CAM
behavioral stressors and, 692–693
clinical relevance and future directions,

699–700
measurement, 694
SNS and HPA activation, 693–694

cytokines
acute stress and, 687–690
chronic stress and, 688–689
classification, 685
CNS Interactions, 686

depression and, 689–690
fatigue and, 689
HPA Interactions, 686–687
measurement, 690–692
sleep and, 690

disease state
cortisol, 621–622
C-reactive protein, 621
hemostatic markers, 622
interleukin (IL)-6, 621

hemostasis, 694
behavioral stressors effects, 696–699
clinical relevance, 699–700
coagulation measurement, 699
factors and cardiovascular disease, 695

results interpretation in population studies,
622–624

See also Neuroimaging
Birth weight

and later health, link between, 545–546
See also Prenatal origins of developmental

health
Bivariate twin model, 413
Black Report, 312–314

See also Socio-economic position (SEP)
Blinding, 637

See also Laboratory stress testing
Blood pressure

adherence to treatment, 87
ambulatory, 230, 625–627
birth weight, 545
brain imaging, 793–796
cardiac rehabilitation, 33
cognitive function, 130
gene–environment interaction, 400–403,

415–418, 436, 464
hostility, 175–176
metabolic syndrome, 706, 715
PMDD and, 587
positive affect, 191
race/ethnicity, 328
social support, 218, 229
stress reactivity, 190, 198, 218, 575, 586,

596, 629, 640–644
See also Hypertension

Blood oxygenation level-dependent (BOLD)
effect, 771–773

Body mass index (BMI)
metabolic syndrome, 709
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neighborhood factors and health, 341–351
See also Obesity

BOLD, see Blood oxygenation level-dependent
(BOLD) effect

Brain function
electrophysiological measures, 821

EEG, 821–823
ERP, 822–823
inverse problem, 821

neuroimaging
functional changes in MDD, 810–811
structural changes in MDD, 808, 809

Breast cancer, 367, 368
mammography, 369
screening uptake predictors, 371

Bruce protocol, 36
Buffering

effects of social support on health, 228
model, stress, 238

Bupropion
dopaminergic pathway genes, 486
nicotinic pathway genes, 486
pharmacogenetic studies

pharmacodynamic candidate genes, 488
pharmacokinetic candidate genes,

487–488

C
CACE, see Complier average causal effect

(CACE) model
California Verbal Learning Test, 128
CAM, see Cellular adhesion molecules (CAM)
Cancer

coping, 200, 203
diet, 49
early detection of, 367
electrophysiological measures

EEG, 829
polysomnography, 830

estrogen replacement, 595
fatigue, 689
HPA axis, 215, 663, 797
hostility, 174
illness representations, 140
immune processes, 689
physical activity health outcome, 33–34
psychosocial factors and disease progression,

998–999

quality of life, 942, 957
race/ethnicity, 328
risk factors, 479, 998
screening and control of, 365
social networks, 246, 251–254
survivor, 999
See also Cervical screening; Colorectal

cancer screening; Screening
Candidate genes

association studies, 423–425
case–control studies (disease traits), 427
cohort studies (continuous/quantitative

traits), 427
gene-environment interaction, 428
gene-gene interaction, 428
inconsistency aspects, 430
non-replications, 430
non-significant results, 430
power and sample size considerations,

428–429
pharmacogenetic studies

bupropion, 487–488
nicotine replacement therapy, 485–487

smoking among
adolescents genetic study, 480–482
adults genetic study, 482–485

studies
obesity, 501–503
type 2 diabetes, 508–510

Capital, behavioral, 532
Cardiac function, 741

baroreflex system and, 725–726
chronotropy, 724
dromotropy, 724
exercise and psychological stress-induced

cardiac responses, differences between,
746

inotropy, 724
measures, 724–725

HRV, 729–736
ICG, 726–729

See also Cardiac measures; Cardiovascular
diseases; Heart rate (HR)

Cardiac magnetic resonance imaging (CMR),
743–744

Cardiac measures
biological variables monitoring aspects,

625–626
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Cardiac measures (cont.)
ECHO, 746
ECG, 744–746
myocardial imaging

cardiac MRI (CMR), 743–744
CT angiography (CTA), 743
MUGA imaging, 742–743
PET imaging, 743
SPECT imaging, 741–742

PAT, 744
See also Electrophysiological measures;

Neuroendocrine measures
Cardiography, see Impedance cardiography

(ICG)
Cardiovascular diseases

birth weight, 549
cognitive function, 131
electrophysiological measures, 821–823
genetic factors, 411, 468
heart rate variability, 736
hemostasis factors and, 695
inflammation, 567, 612, 688
menstrual cycle and

cardiovascular stress reactivity, 586–587
estrogen deprivation and menopause, 594
estrogen replacement in

peri/post-menopausal women,
595–596

mental harassment in hostility and
cardiovascular context, 216–217

metabolic syndrome, 578, 712
public health interventions, 391
race/ethnicity, 326
sleep, 755, 758
smoking, 479
social networks, 246–250
twin studies on cardiovascular

traits, 411
See also Coronary heart disease (CHD);

Hypertension
CART, see Classification and regression tree

analysis (CART)
Case–control studies, 428

See also Association
CASI, see Computer-administered

self-interviews (CASI)
Category response curve (CRC),

119–122

Causal
inference

problem, 873
theoretical and methodological

considerations, 351
pathways, health literacy aspects, 358–359
variants identification, genetics in behavioral

medicine, 435
Causal diagrams

directed acyclic graphs (DAGs), 350
neighborhood factors, 350

Cellular adhesion molecules (CAM)
behavioral stressors and

acute, 692–693
chronic, 693

HPA axis activation, 693
leukocyte trafficking and, 692–694
measurement, 694
SNS activation, 693
See also Cytokines

Center for Epidemiologic Studies Depression
Scale (CES-D), 118–123

Central nervous system (CNS)
interactions, cytokines, 686
serotonin function, 171–173

Cervical screening, 369
uptake optimization, 370
uptake predictors, 371
See also Screening

CES-D, see Center for Epidemiologic Studies
Depression Scale (CES-D)

CFS, see Chronic fatigue syndrome (CFS)
Chain of risk model, 528

See also Accumulation of risk model
Challenge

appraisal, 197–198
tests, 661

See also Neuroendocrine measures
CHAMPS, see Community Healthy Activities

Model Program for Seniors
(CHAMPS)

CHD, see Coronary heart disease (CHD)
Chemical odor intolerance, 833–834.

See also Electrophysiological measures
Childhood

low socioeconomic status, 559–560
socioeconomic environment and health

behaviors initiation/maintenance, 532
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education, 533–534
initiation, 533
maintenance, 533

tracking from childhood and adolescence
into adult life, 534

See also Early environment; Life course
approach

Chronic disease, 969
behavioral interventions in, 969–976

ICT, 980–981
intervention outcomes, 977–980
intervention settings, 980
intervention trials characteristics, 971
lifestyle change, 982–986
telephonic interventions, 981
theory-based interventions effectiveness,

981–982
web-based interventions, 980–981

intervention outcomes
combined diet and exercise/weight

reduction interventions, 978
dietary interventions, 977
disease management interventions,

979–980
exercise only interventions, 977–973
multiple risk factor interventions, 979
tobacco control interventions, 978–979

intervention trials characteristics
intervention setting, 971
mode of delivery, 971
target population, 971

lifestyle change intervention
features and delivery, 982–985
sustainability in real world and future

uptake of interventions, 985–986
neurocognition and, 129–131
physical activity health outcome

cancer, 33–34
CHD, 33
clinical depression, 34
diabetes mellitus, 33
osteoporosis, 34

psychosocial–behavioral interventions, 989,
1003

cancer, 998–1002
CHD, 990–993
HIV/AIDS, 993–998

risk factors, 130

theory-based interventions effectiveness
motivational interviewing (MI), 981
stage-based lifestyle interventions, 981

Chronic fatigue syndrome (CFS), 832
electrophysiological measures, 833
See also Stress

Chronic obstructive pulmonary disease
(COPD), 833

Chronic pain
assessment of, 106
coping and, 201
disorders, 833
electrophysiological measures

chronic fatigue syndrome, 832–833
fibromyalgia, 831–832
low back pain, 833
rheumatoid arthritis, 833

HPA axis, 663
Chronic stress

assessment method, 303
CAM and, 692
cytokines and, 688–689
hemostasis and, 698
physiological mechanisms, 698–699
psychosocial factors in population

studies, 301
scales for measuring, 295
See also Acute stress

Chronotropy
cardiac funtion, 724
See also Autonomic nervous system (ANS)

Circadian timing
brain and body clocks, 653–656
disruption as allostatic state, 655
dysfunction and physical/neural disorders,

655–656
See also Neuroendocrine measures

Circulatory immune measures
latent herpes viruses reactivation, 675–676
natural killer cells, 671–672
T cells, 672–675

Classical test theory (CTT)
IRT versus, 114
limitations, 113–114

parallel test assumption, 114
sample dependent, 114
test dependent, 114

model, 114
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Classical test theory (cont.)
See also Item response theory (IRT)

Classification and regression tree analysis
(CART), 963

See also Response shift
Clinical trials design, 925

control conditions
control vs. comparison, 925–926
differential adherence aspects, 929
enhanced usual care (EUC), 927
individualized care (IC), 928–929
standard care (SC), 928
standard hierarchy, 926
standard of care (SoC), 927–930
treatment as usual (TAU), 927
usual care (UC), 927–930

issues
efficacy and effectiveness trials, 930–932
factorial designs in efficacy research,

932–933
falsification research, 937
mechanistic research, 937–938
mediation trials, 934–936
RCT for psychiatric disorders

treatment, 941
safety trials, 933–934
statistical power, 936

Cloning, positional, 423
CMR, see Cardiac magnetic resonance imaging

(CMR)
CMV, see Cytomegalovirus (CMV)
CNVs, see Copy number variants (CNVs)
Coagulation, 699

See also Hemostasis
Cochrane Collaboration, 384

See also Behavioral interventions in public
health

Cognition
and memory (sexual behavior assessment

challenge)
length of recall period, 67
partner and sexual act specificity, 68

cognitive function domains
attention and concentration, 127
executive functions, 127
learning and memory, 128
orientation, 126
perception, 127

psychomotor function, 128
reasoning, 127
verbal and language function, 129
visuospatial and visuoconstructional

abilities, 128
illness, 212–214
impairment, aging-related outcome, 609–610

Cognitive behavioral therapy (CBT), 141, 150,
178, 193, 205, 232, 931, 960, 992,
1013

Cognitive factors
empirical evidence based linking social

networks to health, 251, 255–256
health behaviors (SCMs), 19–28

current directions aspects, 25–28
integration aspects, 25

screening uptake predictors (psychosocial
predictors), 373

Cohort studies, 427
See also Association studies

Cold pressor, 644
Colonoscopy, 367
Colorectal cancer (CRC), 367
Colorectal cancer screening, 370

uptake optimization, 370
uptake predictors, 371

Common-sense model (CSM)
challenges (contextual factors and CSM

implementation), 141
co-morbidities, 143
disease and procedures for control, 143
gender and age, 144
goals defining by action or by target,

143–144
domains, 137

feedback and feedforward control
systems, 137–138

multi-level representations, 138–139
executive self and management strategies

illness management aspects, 141
practitioner participant relationships,

150–152
focusing clinical experiments and trials, 147

gaps and/or targets for change, 148
needs assessment, 147, 148
participant selection, 148
pragmatic trials, 147

implementation methods
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illness representations, 144–145
prototype checks, 145–146
treatment representations, 146–147

interventions implementation aspects, 148
practitioner participant relationships,

150–152
pragmatic trials, 147
prototype

checking as social process, 140
connecting representations to context,

145–146
formation and representations activation,

139–140
representations of illness and treatment,

139
See also Lay representations

Community Healthy Activities Model Program
for Seniors (CHAMPS), 42

Community preventive services task force
(CTF), 1022, 1026–1028

Complier average causal effect (CACE)
model, 851

Composite International Diagnostic Interview
(CIDI), 297

Compositional effects
compositional factors, 883
variation sources evaluation, 884
See also Multilevel modeling

Computed tomography angiography (CTA), 741
Computer-administered self-interviews (CASI)

audio, 68
sexual behavior assessment

challenge, 68
data gathering aspects, 63

Concentration
attention and, 127
See also Neurocognitive assessment

Confirmatory analyses, 851
See also Reporting statistics

Confounding, 860–861
somatic confounding and aging, 611
See also Reporting statistics

CONSORT guidelines/flowchart, 852
Contextual

characterizing and explaining contextual
variations, 885

factors, 882
heterogeneity, 885

variation sources evaluation, 885
See also Multilevel modeling

Continuous positive airway pressure (CPAP), 88
Controlled Oral Word Association Test, 129
Coping

active (laboratory stress testing), 643
and health, 197

behavioral pathways, 202
cautions and qualifications, 204
interventions for disease populations,

204–205
optimism aspects, 204
psychophysiological pathways, 202–204
stress aspects (what is health?), 201–202

approach and avoidance coping, 200
defined, 199
disengagement coping, 200
emotion- and problem-focused, 199–200
maladaptive, 202
methodological issues, 201
positive/meaning-focused/spiritual coping,

200
religious/spiritual, 200

Copy number variants (CNVs), 424, 436
See also Genome-wide association (GWA)

Coronary heart disease (CHD)
depression and, 156, 594
emotional vitality and, 188
hostility and, 173–174
physical activity, 33
psychosocial factors in population studies,

292
psychosocial–behavioral interventions

acute coronary syndrome patients,
991–993

risk factors, 990–991
See also Cardiovascular diseases

Correlation
gene–environment, 399, 417–418
genetic and environmental, 413–415

Corticosteroids, 550–551
Corticotrophin releasing hormone (CRH), 550
Cortisol

biomarkers, 620–621
HPA axis and, 662–663
monitoring aspects, 625–626

Cortisol awakening response, 192, 625,
662–663
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CPAP, see Continuous positive airway pressure
(CPAP)

C-reactive protein, 619
aging, 612
chronic stress, 450
depression, 622, 694
early family environment, 560, 625
hostility, 175
positive affect, 191
social networks, 239

CRH, see Corticotrophin releasing hormone
(CRH)

Critical period model, 526–528
vs. sensitive periods, 528
See also Life course approach

CTA, see Computed tomography angiography
(CTA)

CTF, see Community preventive services task
force (CTF)

CTT, see Classical test theory (CTT)
Cultural framework

cultural/behavioural explanations,
explanations for association between
SES and health, 313–314

psychosocial assessment tool, 302
Cynical hostility, 216–217
Cytokines

acute stress and, 687–688
chronic stress and, 688–689
classification

anti-inflammatory, 686
pro-inflammatory, 686

CNS interactions, 686
definition, 685
depression and, 689–690
fatigue and, 689
HPA axis Interactions, 686–687
IFN, 685
inflammatory immune responses

Th1 responses, 686
Th2 response, 686

interleukins (IL), 547, 685
measurement, 690, 692

bioassays, 690
immunoassays, 690

receptors
agonists, 685
antagonists, 685

sleep and, 690
Th2, 547
TNF, 685
See also Cellular adhesion molecules (CAM)

Cytomegalovirus (CMV), 675

D
DAG, see Directed acyclic graphs (DAGs)
Demand characteristics, 637
Dementia, 126
Depression

biomarker results interpretation in population
studies, 622–624

brain
based treatments, 812–813
function changes due to antidepressant

treatment, 812
CHD and, 156
cytokines and, 689–690
early adversity aspects, 562–563
estrogen

deprivation and menopause, 594
replacement in peri/post-menopausal

women, 595
HIV/AIDS, 993–995
MDD, 156–157, 803–805, 807–812

functional brain changes, 810–811
structural brain changes, 808–809

neuroimaging, 803, 806–811
old age, 604–606
overlap among anxiety, depression, and

anger, 159
physical activity health outcome, 34
See also Negative affects; Stress

Descriptive norms, 263–265
See also Social norms

Developmental health, see Prenatal origins of
developmental health

Diabetes, 85, 131, 384, 621, 755
depression and, 938
early environment, 566
electrophysiological measures

EEG, 821
ERP, 822
long-term effects of diabetes, 827

genetics, 499
association studies, 510–514
candidate gene studies, 508–510
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gene–environment interactions, 514–516
genome-wide studies, 510–514
health literacy, 357
lay representations, 138
linkage studies, 510

physical activity, 33
prevention, 710–711, 936
race/ethnicity, 327
See also Hypoglycemia; Hypoglycemic

awareness; Metabolic syndrome
Diagnostic Interview Schedule (DIS), 297
Diaries

daily (adherence measurement), 89–90
dietary assessment tool, 50–54
sexual behavior assessment, 61–64

Dichotomies, 65
Diet

chronic disease interventions, 979–980
habits, 76
children and, 535, 563
ehealth, 1010
electronic monitoring, 88
genetic factors and, 514
intervention, 385, 710, 864, 970, 977, 981,

1026
motivational interviewing, 981
neighborhood and, 344, 349
social networks, 238
social norms, 265
socioeconomic status, 577
See also Eating behavior

Dietary assessment
overview

food choice, 49
food intake aspects, 49–50

tools
advantages and disadvantages, 53
dietary recalls, 51–52
food frequency questionnaires (FFQ), 52
food records and diaries, 50–51

tools (non-traditional)
eating behavior instruments, 55
household food inventories, 54
targeted instruments, 54–55

Dietary recalls
dietary assessment tool, 51–52

advantages and disadvantages, 53
Differential adherence, 929

Differential treatment intensification, 929
Diffusion MRI, 774
Digit Span test, 127
Directed acyclic graphs (DAGs), 350
DIS, see Diagnostic Interview Schedule (DIS)
Disability

aging-related outcome, 607–609
See also Aging

Discontinuity hypothesis, habit, 77
Discrimination/racism/stress

race/ethnicity mechanisms affecting health,
329–331

Disengagement coping, 200
Distress, see Anxiety; Depression; Type D

personality
Dopaminergic pathway genes

bupropion pharmacogenetic studies, 487
nicotine replacement therapy, 485
smoking among

adolescents, 480
adults genetic study, 482

Drinking, alcohol, 177
Dromotropy

cardiac function, 724
See also Autonomic nervous system (ANS)

Duke-Wake Forest protocol, 36
Duration

physical activity assessment dimension, 35
sleep, 750–754

Dyslipidemia, 715
See also Metabolic syndrome

E
Early environment

childhood socioeconomic status, 559–560
chronic negative affect

anxiety, 562–563
depression, 562–563

early adversity and health outcomes,
566–567

early family environment, 559–560
emotion regulation, 561–562
genes and gene–environment interactions,

561
health habits, 563
stress responses

biological stress, 565–566
neural regulation of, 563–565
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Early environment (cont.)
social skills, 562

Eating behavior, 3–5, 9–13
determinants, 9–10

environmental, 11–13
social, 10–11
theoretical frameworks, 5

dietary assessment instruments, 55
environmental determinants

affordability, 12–13
availability and access, 11–12

social determinants
family and household composition, 10–11
social support, 10
socioeconomic position, 10

See also Dietary assessment
EBV, see Epstein–Barr virus (EBV)
ECG, see Electrocardiogram (ECG)
Echocardiogram (ECHO), 746

See also Electrocardiogram (ECG)
Ecological factors

ecologic effects understanding (multilevel
modeling), 882–883

SEP and health, explanations for association
between, 318

See also Environmental factors; Social
factors

Ecological Momentary Assessment (EMA),
104–108

electronic data capture, 107–108
See also Self-reports

Ecological validity, 99–110
Education, 357

See also Health literacy
EEG, see Electroencephalograph (EEG)
EEM, see Electronic event monitoring (EEM)
Effect size, see under Meta-analysis
Egocentric network, 237, 257

See also Social networks
eHealth, 1009

applications efficacy, 1009
online support groups and virtual

communities, 1014–1015
self-navigated help seeking,

1012–1013
tailored expert systems, 1013–1014

applications reach, 1009
organizational channels, 1011–1012

technology channels, 1010–1011
future, 1015

consumer and bioinformatics systems
intergration, 1016–1017

consumer and medical informatics
systems intergration, 1015–1016

consumer and public health informatics
systems intergration, 1016

EMR, 1015–1016
See also Interactive communication

technologies (ICTs)
Electrocardiogram (ECG)

standard 12 lead and ambulatory monitoring,
744–745

stress responses, 744, 746
See also Echocardiogram (ECHO);

Electroencephalogram (EEG);
Myocardial imaging

Electroencephalogram (EEG), 775
biofeedback of, 836–837
brain function, 821–823
cancer, 829–830
cardiovascular disease, 823–825
chronic pain (low back pain), 831
diabetes/neuroendocrine disorder

hypoglycemia, 825–826
hypoglycemic awareness, 826–827

health behaviors, 836–837
hormone replacement therapy (HRT),

827–828
immunological disorders

hepatitis B/C, 830
HIV, 830–831

kidney/blood diseases, 834–835
respiratory diseases, 833–834
stress, 828–829

Electronic data capture (EMA), 107–108
Electrophysiological imaging

EEG, 775, 821–824, 822–823
MEG, 775–776

Electrophysiological measures
biofeedback of, 836–837
brain function, 821–823
cancer, 829–830
cardiovascular disease, 823–825
chronic fatigue syndrome, 832–833
chronic pain, 831–833
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diabetes/neuroendocrine disorder,
825–827

fibromyalgia, 831–832
health behaviors, 835–836
hepatitis B and C, 830
HIV, 830–831
hormone replacement therapy (HRT),

827–828
hypoglycemia, 825–826
hypoglycemic awareness, 826–827
immunological disorders, 830–831
kidney/blood diseases, 834–835
low back pain, 833
lupus erythematosus, 831
respiratory diseases, 833–834
rheumatoid arthritis, 833
stress, 828–829
See also Brain function; Cardiac measures;

Neuroendocrine measures
Emotion

emotional arousal (laboratory stress testing),
643–644

emotional factors
screening uptake predictors (psychosocial

predictors), 370
socioemotional responses (early harsh

environment), 559–561
emotional support, 233

See also Social support
focused coping, 199–200
regulation and early environment, 561–562
See also Emotional states

Emotional disorders
and personality traits overlap, 159
See also Negative affects

Emotional states
assessment method, 303
depression, 803–809

brain changes in MDD, 807
negative, 299, 562–563
neuroimaging, 803–813

brain function changes due to
antidepressant treatment, 811–812

brain-based treatments of depression,
812–813

depression, 803
functional brain changes in MDD,

810–811

structural brain changes in MDD,
808–809

normative, 805–807
positive, 299
psychosocial factors in population studies

scales for measuring, 294–296
Endocrine mechanisms

physiological stress mechanisms in aging
population, 611–612

See also Neuroendocrine measures
Endogenous opioid pathway genes

nicotine replacement therapy, 485–487
smoking among adults genetic study,

482–485
Endophenotypes genetic studies see under

Nicotine dependence
Enhanced usual care (EUC), 927
Enhancing Recovery in Coronary Heart Disease

(ENRICHD) study, 155, 178, 232, 934,
992

Environmental factors
eating behaviors, 11–13
physical activity, 5–9
psychiatric symptoms and, 944–948
See also Social factors; Neighborhood

factors
Epstein–Barr virus (EBV), 675–676
EROS, see Event-related optical signal (EROS)
ERP, see Event related potentials (ERPs)
ERT, see Estrogen replacement therapy (ERT)
Estrogen

deprivation and depression/medical illness
risks in menopause, 594–595

replacement in peri- and postmenopausal
women

cardiovascular disease, 595–596
depression, 595–596
osteoporosis, 595–596

Estrogen replacement therapy (ERT)
in peri- and postmenopausal women,

595–596
Ethnicity, 321–336

definitions and uses of, 322–326
heterogeneity in health status, 328
screening uptake predictors

demographic factors (SES), 371–373
psychosocial, 373

See also Race/ethnicity and health
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Ethnicity (cont.)
Eudaimonic well-being, 185
Euglycemic clamp method, 714, 715
Evaluation apprehension, 636

See also Laboratory stress testing
Event related potentials (ERPs)

biofeedback of, 836–837
brain function, 823–824
cardiovascular disease, 823–824
chronic pain, 831–832
diabetes/neuroendocrine disorder,

825–827
immunological disorders

HIV, 830–831
lupus erythematosus, 831

kidney/blood diseases, 834–835
respiratory diseases, 833–834
See also Electrophysiological measures

Event-related optical signal (EROS),
776–777

Evidence-based clinical and public health
behavior change see under Behavior
change

Evoked potentials (EP), 822
Executive function

common-sense model (CSM)
conceptual tool for generating

interventions, 151–152
practitioner participant relationships,

150–152
medical decision making, 132–133

See also Neurocognitive assessment
Exercise

and psychological stress-induced cardiac
responses, differences between, 746

chronic disease interventions
combined diet and exercise/weight

reduction interventions, 978
exercise only interventions, 977–978

treadmill testing
Bruce protocol, 36
Duke-Wake Forest protocol, 36
Naughton protocol, 36

See also Physical activity assessment
Experimental approaches

experimental realism, 211
to social interaction, 211

advanced directives, 219–220

mental harassment in hostility and
cardiovascular context, 216–217

social support in behavioral stress context,
217–218

thioamine acetylase paradigm for
studying illness cognition, 212–214

Trier social stress test (TSST), 214–216
Exploratory analyses, 851

See also Reporting statistics

F
Factorial trial designs, 932–933
Family factors

health disparities in adolescence, 571–572
See also Socioeconomic status (SES)

FAS, see Fetal alcohol syndrome (FAS)
Fatigue

chronic fatigue syndrome (CFS), 215
cytokines and, 686

Fecal occult blood (FOB) testing, 367–368, 370
Feedback and feedforward models, 137

See also Biofeedback; Common-sense model
(CSM)

Fetal alcohol syndrome (FAS), 542
Fetal well-being

maternal stress and, 548–550
See also Prenatal origins of developmental

health
Fibrinogen, 622
Fibromyalgia, 831–832
Fixed effects model, 890–891

methods combining effect size estimates,
912–915

of neighborhood predictor, 890–891
See also Random effects model;

Meta-analysis
FLEX heart rate method, 43
Fluoridation, water, see water fluoridation

scheme implementation (case study)
under Social marketing

fMRI, see Functional magnetic resonance
imaging (fMRI)

FOB testing, see Fecal occult blood (FOB)
testing

Food
choice, 49
household food inventories, 54
intake, 49–50
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records and diaries, 50–51, 53
See also Diet; Dietary assessment

Food frequency questionnaires (FFQ), 52
Forest plots, 920

See also Meta-analysis
Four Ps strategy, 276, 283

See also Social marketing
Frailty, 609

See also Aging
Free fatty acids (FFA), 711–712

See also Obesity
Frequency

physical activity assessment dimension, 35
See also Duration

Frequency domain indices (HRV), 733–736
Functional genomics, 446

applicability, 451
background, 447–448
differential gene expression, 448–449
implications, 450–451
inflammatory consequences, 449–450
mechanisms, 450
overview

gene expression determinants, 448–449
gene expression measurement, 446
protein synthesis basics, 443–444

Functional imaging, 769
brain changes in MDD, 807–808
neuroimaging

arterial spin labeling, 773–774
fMRI, 769–770
PET, 769–770
principles, 777–778
spatial resolution, 769
temporal resolution, 769–770

See also Structural imaging
Functional magnetic resonance imaging (fMRI)

BOLD effect, 771–773
principles, 777–778

G
GABAergic

neurosteroids, progesterone-derived,
587–588

pathway genes (smoking among adults
study)

pharmacodynamic candidate genes, 483
PMDD pathogenesis, 587–588

GAD, see Generalized anxiety disorder (GAD)
Gender matching, 69

See also Sexual behavior assessment
Gene expression

determinants, 444–446
differential, 448–449
measurement, 446
See also Genetics in behavioral medicine

Gene–environment correlation, 399, 417–418
stress, 457
types

active correlation, 399–400
passive correlation, 400
reactive correlation, 400

See also Gene–stress correlation
Gene–environment interaction, 399–400,

415–417
candidate gene association studies, 427
early environment, 561
obesity and diabetes, 514

genetic perspective, 515
public health perspective, 515

stress genetics, 464–465
See also Gene–stress interaction

Generalized anxiety disorder (GAD), 156–157
See also Negative affects

Gene–stress correlation, 457–462
parenting and family environments, 459–460
perceived stress and social support, 460–461
stressful life events, 457–458
traumatic experiences, 457

Gene–stress interaction
acute stressors, 468–470
life events and other natural stressors,

464–465
replication challenges, 465–467
stress genetics, 461

Genetical genomics, 436
See also Genome-wide association (GWA)

Genetics in behavioral medicine, 399–419
association studies

candidate gene, 425–430
GWA, 430–436

behavioral medicine neuroimaging
applications, 783

bupropion pharmacogenetic studies, 487–488
causal variants identification, 436–437
clinical relevance and disease prediction, 437
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Genetics in behavioral (cont.)
diabetes, 500

association studies, 510–512
Genetics in behaviora (cont.)

linkage studies, 508
functional genomics, 446–451
gene–environment correlation, 417–418
gene–environment interaction, 415–417
genetic variance

monogenetic trait, 401–403
polygenetic trait, 403–404

heritability estimation, 404–410
structural equation models (SEM),

411–413
twin design, 406–408

molecular genetics, 424–425
multivariate SEMs, 411–413

genetic and environmental correlation,
413–415

nicotine dependence
endophenotypes studies, 488–490
nicotine replacement therapy, 485–487

obesity
association studies, 505
linkage studies, 504

rare variants, 436
smoking, 480–486
stress genetics, 455

gene–environment correlation, 457
gene–environment interaction, 462–463
gene–stress correlation, 461–462
gene–stress interaction, 463–470

twin studies
on cardiovascular traits, 411
structural equation models, 418–419

Genome-wide association (GWA), 423
analysis, 432–433
copy number variants (CNVs), 436
genetical genomics, 436
interaction and haplotype analysis, 434–435
meta-analysis, 435–436
multiple testing, 433–434
population stratification, 434
quality control, 431–432
SNPs imputation, 432

Genotype, 425
Geographical information systems (GIS), 392
Global reports, 100, 103

See also Self-reports
Godin Leisure Time Exercise Questionnaire, 42
Gonadal

hypothalamic–pituitary–gonadal axis,
664–665

steroid hormones, 585–586
GoWear R© system, 44
Graded response model (GRM), 116

category response curve (CRC), 116
operating characteristic curve (OCC), 116

Grip Strength Test, 128
GRM, see Graded response model (GRM)
Growth hormone (GH)

hypothalamic–pituitary –growth hormone
axis, 665–666

replacement, 827–828
See also Hormone replacement therapy

(HRT)
GWA, see Genome-wide association (GWA)

H
HAART, see Highly active antiretroviral

therapy (HAART)
Habit

breaking and creating, 76
early environment, 559
measurement

context-focused habit measure, 79
frequency of past behavior, 78
habit as reason for behavior, 78–79
past behavioral frequency and habit

combined, 78
response frequency measure, 78
self-report habit index (SRHI), 79–80

pillars, 73
automaticity, 74
context cuing, 74–75
frequency, 74

varieties
general versus specific habits, 76
location of habit, 75
mental habits, 76

Hand Dynamometer, 128
Haplotype, 426

analysis, 434–435
See also Genome-wide association (GWA)

Hardy–Weinberg equilibrium (HWE), 425
violation, 432



Subject Index 1053

See also Genome-wide association (GWA)
Harm appraisal, 197
Harvard Alumni Activity Survey, The, 39
Headache, 627, 837
Health behaviors

cognitive determinants (SCMs), 19–28
eating behaviors, 3–5, 9–13
electrophysiological measures, 836
physical activity, 3–9, 14
See also Environmental factors; Social

factors
Health Belief Model (HBM), 20–21

See also Social cognition models (SCMs)
Health impact assessment (HIA), 392
Health literacy

definition, 355
epidemiology of, 356–359
HIV/AIDS, 61, 357
interventions

health systems simplification, 361
long-term strategies, 361–362
oral communication skills improvement,

360–361
visual aids utilization, 360

measurement, 355–356
Health-related quality of life (HRQOL), 956
Heart failure

cognitive function, 131
health literacy, 358
MUGA, 742
physical activity, 36, 972
social networks, 250
symptoms, 142

vasopressin, 666
Heart rate (HR), 723

FLEX method, 43
monitoring

physical activity assessment, 43
variability, see Heart rate variability

(HRV)
See also Autonomic nervous system (ANS)

Heart rate variability (HRV), 192–193, 729–736
cognitive regulation, 731
emotional regulation, 730–731
frequency domain indices, 733
genetics, 736
measures, 732
neural control models

neurovisceral integration model, 731–732
polyvagal theory, 731

physiological regulation, 730
time domain indices, 732
vagal nerve stimulation, 813
See also Cardiac function; Cardiac measures;

Cardiovascular diseases; Impedance
cardiography (ICG)

Hemostasis
behavioral stressors effects

acute, 696
chronic, 698
physiological mechanisms of, 698–699

biomarkers, 694
coagulation measurement, 699
factors and cardiovascular disease, 695

Hemostatic markers, 622
Hepatitis B and C, 830
Heritability

definition, 402
estimation, 404–406

structural equation models (SEM),
411–413

twin design, 406–408
nicotine dependence (smoking), 480
See also Genetics in behavioral medicine

Herpes virus
CMV, 675
EBV, 675
latent herpes viruses reactivation, 675
VCV, 675–676
See also Immune measures

HIA, see Health impact assessment (HIA)
Hierarchical linear modeling (HLM), 391–392
Highly active antiretroviral therapy (HAART),

996–997
Hippocampus, 549, 565, 652, 663, 788, 805
HIV/AIDS

adherence to treatment, 87, 133, 948–949,
998

coping, 203
electrophysiological measures, 830
disease processes in, 993–994
disease progression influencing factors

mood and affect, 994
stressors and stress-related processes, 995

health behavior, 25, 66
prevalence, 61, 385
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HIV/AIDS (cont.)
psychosocial–behavioral interventions

primary, 995–996
secondary, 996–998

HIV/AIDS (cont.)
race/ethnicity, 327
secondary prevention

ART adherence, 996
depression and stress-related processes

reduction, 996–998
HLM, see Hierarchical linear modeling (HLM)
Homeostasis, 651

See also Allostasis; Stress
Homeostasis model of insulin resistance

(HOMA), 714–715
Hooper Visual Organization Test, 128
Hopelessness

Beck Hopelessness Scale (BHS), 299
Hormone replacement therapy

(HRT)
EEG and, 827–828
in peri- and postmenopausal women,

595–596
Hostility

behaviors (smoking/alcohol drinking), 177
components, 169
definitions, 169
demographic factors and risks of, 175
interventions, 177–179
mechanisms

social stressors, 175–176
transactional model, 176

mental harassment, 216–217
origins of hostile predispositions

adult adversity effects, 171
CNS serotonin function, 171–173
developmental influences, 170–171
genetic and physiological influences,

171–173
social environment, 173

outcomes
coronary disease development, 173–174
total mortality and other diseases, 174

physiological links between social stress and
disease processes, 176–177

Household food inventories, 54
See also Dietary assessment

HRT, see Hormone replacement therapy (HRT)

HRV, see Heart rate variability (HRV)
Human papillomavirus (HPV),

367–368
HWE, see Hardy–Weinberg equilibrium

(HWE)
Hygiene hypothesis, 547
Hyperglycemia

insulin resistance and, 713–715
See also Metabolic syndrome

Hypertension
adherence to treatment, 84, 92
awareness of, 621
cognitive function, 130
genetic factors, 411, 463–464
gestational, 552
hostility, 174, 562
metabolic syndrome, 705
norepinephrine, 667, 712
positive affect, 189
stress reactivity, 725, 793
white coat, 143
work stress, 203

Hypoglycemia, 825–826
Hypoglycemic awareness, 826–827
Hypothalamic-pituitary-adrenal (HAP) axis,

214–216, 655
activation and CAM, 689
age-related change, 607
animal models of stress, 589
anterior lobe endocrine systems, 660
brain imaging, 796
under challenge, 663–664
chronic pain, 663
cortisol awakening rise and day profiles,

662–663
cytokines interactions with, 686–687
chronic pain, 664
early life environment, 565
genetic factors, 447
gonadal axis, 664–665
growth hormone axis, 665–666
hostility, 173
posterior pituitary lobe systems, 660
social support, 230
socioeconomic status, 578, 620
thyroid axis, 665
See also Cortisol awakening response;

Neuroendocrine measures
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I
ICG, see Impedance cardiography (ICG)
Illness cognition, see Illness representations;

Lay representations; Social cognition
models

Illness Perception Questionnaire (IPQ),
144–145

Illness representations, 139
CSM implementation aspects, 144–145
implementing, 149
See also Lay representations; Treatment

representations
Immigrant/minority populations

psychosocial factors in population studies,
302

race/ethnicity mechanisms affecting health,
332–334

See also Ethnicity; Race
Immune measures

animal models, importance of, 679–680
circulatory

latent herpes viruses reactivation,
675–676

natural killer cells, 671–672
T cells, 672–675

functional measures
experimental infection and vaccination,

677–679
wound healing, 676–677

Immunoassays
cytokines measurement, 690–692

Immunoglobulin, 544
See also Prenatal origins of developmental

health
Immunological disorders

hepatitis B and C, 830
HIV, 830–831
lupus erythematosus, 831

Impedance cardiography (ICG), 726–729
genetics of impedance derived measures, 728
See also Cardiac function; Cardiac measures;

Heart rate variability (HRV)
Individualized care (IC), 928–929
Infections

bacterial, 548
experimental infection and vaccination,

677–678
clinical studies involving, 677–678

prenatal and perinatal, 551, –552
viral, 551
See also Immune measures

Inflammation, 685
interpretation in population studies, 622–624
clinical relevance, 699–700
physiological stress mechanisms in aging,

611–612
See also Cytokines; Functional genomics

Influenza, 551–553, 675
Informational support, 225
Informed decision-making, 377–378

See also Screening
Infrared spectroscopy, near (NIRS), 776
Inhibitory feedback regulation, 660
Injunctive norms, 263–264

See also Social norms
Inotropy

cardiac funtion, 724–725
See also Autonomic nervous system

(ANS)
Instrumental/tangible support, 226
Insulin

and pancreas, 667
See also Metabolic syndrome;

Neuroendocrine measures
Insulin resistance

homeostasis model of (HOMA),
714–715

metabolic syndrome assessment and
dyslipidemia, 715
hyperglycemia, 713–715

Insulin resistance syndrome (IRS), 707
Intentions

implementation, 27–28
stability, cognitive determinant of health

behaviors and, 26–27
See also Social cognition models (SCMs)

Intent-to-treat (ITT) principle, 850–851
Interaction, see Gene–environment interaction;

Gene–stress
interaction

Interactive communication technologies
(ICT), 1009

See also eHealth
Interferons (IFN), 685
Interleukin (IL), 621, 685

See also Biomarkers; Cytokines
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Interleukin-6 (IL-6)
aging, 611, 621
chronic stress, 450
depression, 623
positive affect, 191
social networks, 239

International Physical Activity Questionnaire
(IPAQ), 42–43

Internet
based self-interviews (IBSI), 63
surveys, 63
See also eHealth

Interviews
sexual behavior assessment

computer-administered self-interviews
(CASI), 63

data gathering aspects, 61–62
internet-based self-interviews (IBSI), 63

motivational interviewing (MI), 981–982
psychosocial factors assessment in in

population studies
CIDI, 297
DIS, 297
SCID, 297

See also Self-reports
IPQ, see Illness Perception Questionnaire (IPQ)
Iron

deficiency anemia, 835
maternal (prenatal origins of developmental

health), 552–553
IRT, see Item response theory (IRT)
Item information curve (IIC), 119–122
Item response theory (IRT), 113

application to questionnaires
descriptive statistics and interpretation of

IRT results, 118–123
questionnaire and analysis with

polytomous IRT, 118
as ideal model, 114–115
binary IRT models, 115–116
category response curve (CRC), 119–122
CTT versus, 114
item information curve (IIC), 119–122
item quality evaluation, 117
models, 115–117
multidimensional (MIRT), 115
polytomous IRT models, 116–118
See also Quality of life (QOL)

J
Judgment of Line Orientation (JLO) test, 127

K
Kidney diseases, 131, 326, 546, 758, 834–835

L
Laboratory stress testing, 633

experimental session
adaptation, 641
baseline, 638
exposure to stress, 642
instructions, 641
instrumentation, 641

laboratory settings effects
blinding aspects, 637
delivery of instructions, 635–636
demand characteristics, 637
evaluation apprehension, 636
experimenter behavior, 635
experimenter characteristics, 634–635
experimenter expectancies, 637
social context, 636

manipulation checks/probe measures, 645
methodological/procedural considerations

between-subjects and within-subjects
designs, 637–638

biological outcomes specific sampling
framework, 639–640

inter-task baseline, 639
multiple stressors within single session,

use of, 638–639
pre-session instructions and controls,

640–641
statistical/measurement issues

measurement reliability, 644–645
post-stress recovery assessment, 647
type I error, 646–647

stressor selection, 642–643
stressor/task domains and specific tasks, 643

active coping, 643
cold pressor, 644
emotional arousal, 643–644
social interaction tasks, speech tasks, 644
stressor exposure duration, 644
Trier social stress test (TSST), 214–216,

644
Lactation, see Prolactinergic system
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Language function, verbal and, 129
See also Neurocognitive assessment

Large-for-gestational age (LGA), 546
Latent class, 906
Latent growth models (LGMs), 903–904

latent difference scores, 904
Latent trajectory analysis, 963

See also Response shift
Lay representations, 137

domains, 137
illness management aspects

executive self and management strategies,
141

treatment and action plans to illness
representations, relating, 140–141

prototypes (representations of illness and
treatment)

prototype checking as social process, 140
prototypes formation and representations

activation, 139–140
See also Common-sense model (CSM)

Learning
California Verbal Learning Test, 128
memory and, 128
See also Neurocognitive assessment

Leukocyte trafficking
CAM and, 692–694
See also T cells

LGA, see Large-for-gestational age (LGA)
LGM, see Latent growth models (LGMs)
Life course approach, 525

behavioral medicine neuroimaging
applications, 796

epidemiology, 526–528
framework for health behavior, 531–532

adult transitions, 534–535
behavioral capital, 534
childhood, 532–534

health behavior models perspective, 529–531
neighborhood factors, 342, 350–351
neuroimaging, 792
policy implications, 535
SES and health, explanations for association

between, 328
social networks, 257
social support, 231
socioeconomic environment in childhood

and, 532

Life events
gene–stress interaction, 463–464

LifeShirt R© system, 44
Lifestyle behavior

chronic disease intervention aspects,
976–980

metabolic syndrome and, 709–711
old age, 606

Linkage disequilibrium (LD), 426
Linkage studies, 425

diabetes (type 2), 509
obesity, 501–503
smoking among adults, 482–483
See also Association studies

Literacy skills, 356
sexual behavior assessment challenge, 68
See also Health literacy

Loneliness, 296, 604–607, 626, 663, 672, 756
Loss appraisal, 197
Low back pain, 833
Lupus erythematosus, 831

M
MacArthur model

cross-sectional and longitudinal studies, 872
distinction among M, T, O, 874
moderation/mediation clinical significance,

876–877
moderator/mediator, 869
population specificity, 875
treatment choice moderating event/change on

outcome, 874
variable definition, 872
See also Baron and Kenny (B&K) model

Magnetic resonance imaging (MRI)
cardiac (CMR), 743–744
diffusion, 774
functional (fMRI), 769–770
neurochemical imaging

magnetization transfer MRI, 774
MRS, 774–775

structural, 774
volumetric, 774

Magnetic resonance spectroscopy (MRS),
774–775

Magnetization transfer MRI, 774
Magnetoencephalography (MEG), 775–776
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Major depressive disorder (MDD), 156–157,
803–805

as discrete category, 160
brain changes in MDD, 807
neuroimaging, 803

functional brain changes in MDD,
810–811

structural brain changes in MDD,
808–809

See also Depression; Negative affect
Maladaptive coping, 202
Mammography, 367–369

screening uptake optimization, 370
See also Screening

Mantel-Haenszel methods, 915–916
MAP, see Movement Action Plan (MAP)
MAR, see Missing at random (MAR)
Marketing, see Social marketing
Maximum likelihood (ML) estimation, 892
MCI, see Mild cognitive impairment (MCI)
MDD, see Major depressive disorder (MDD)
Mean structures, 902–903
Measurement model, see under Structural

equation modeling (SEM)
Media influence on health behaviors, 270–271

See also Social norms
Mediation

clinical significance, 876–877
mediators

Baron and Kenny (B&K) criteria,
869–870

MacArthur criteria, 870, 872
trials, 928–930

See also Clinical trials design
See also Reporting statistics

Medical care and race/ethnicity, 331–332
Medication adherence, see Adherence
Medullary, see sympatho-adrenal-medullary

system
MEG, see Magnetoencephalography

(MEG)
Memory

Benton Visual Retention Test, 128
learning and, 128
See also Neurocognitive assessment

Mendelian diseases, 423
Mendelian randomization, 623
Menopause, 593

estrogen deprivation and depression/medical
illness risks, 594

estrogen deprivation and medical illness
risks, 594–595

estrogen replacement in peri- and
postmenopausal women, 595–596

Menstrually related mood disorders
diagnosis and prevalence, 585
PMDD, 585–586

Mental harassment
in hostility and cardiovascular context,

216–217
See also Experimental approaches

MET, see Metabolic equivalents (METs)
Meta-analysis

effect sizes, 909
binary scale outcomes measurement,

910–911
continuous scale outcomes measurement,

911–912
fixed effects methods combining

estimates, 912–919
forest plots, 920
Mantel-Haenszel methods, 915–916
publication bias, 920
random effects methods, 916–919
testing methods for differences between

studies groups, 919
GWA, 435
outcomes measurement (binary scale)

risk ratio, 910–911
treatment effect, 910–911

outcomes measurement (continuous scale),
910–911

See also Multilevel modeling
Metabolic equivalents (METs), 35

See also Physical activity assessment
Metabolic syndrome

assessment, 713–716
definition, 705–709
lifestyle modification aspects

CVD, 709–711
type 2 diabetes, 708

obesity
and waist circumference, 715–716
BMI measures, 709

pathophysiology, 711–713
SNS role, 712
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triglycerides, 711–712
Mild cognitive impairment (MCI), 126
Minimal Model, 714
Minnesota Leisure Time Physical Activity

Questionnaire, 41
Missing at random (MAR), 905
Missing completely at random (MCAR), 905
Moderation

clinical significance, 876–877
detection and confirmation, 876
moderators

Baron and Kenny (B&K) criteria, 869
MacArthur criteria, 870

Molecular genetics
copy number variants (CNVs), 424
Hardy–Weinberg equilibrium (HWE), 425
SNP, 425
variable number of tandem repeats (VNTR),

424
See also Genetics in behavioral medicine

Momentary reports, 100, 103–104
See also Self-reports

Mood disorders
menstrually related

diagnosis and prevalence, 585
PMDD, 585–589

mood-related measures and nicotine
dependence, 489

See also Menopause; Oxytocin; Vasopressin
Morbidity, aging-related outcome, 606–607
Morisky Medication Adherence Questionnaire

(MMAQ), 90
Mortality, 606–607
Motivational interviewing (MI), 981–982
Movement Action Plan (MAP), 392
MRI, see Magnetic resonance imaging (MRI)
MRS, see Magnetic resonance spectroscopy

(MRS)
Multigated acquisition (MUGA)

imaging, 741–742
See also Cardiac measures

Multilevel modeling, 881
analysis, 884

variation sources evaluation
(compositional/contextual), 884

fixed effect modeling, 890–891
framework (ecologic effects understanding),

882–883

levels and variables, distinction
between, 884

random effect modeling, 886–890
realistic complexity incorporation, 891
specifying, 886
typology (data structures), 882–883
See also Meta-analysis

Multiple risk factor interventions, 979
Multivariable models

cosiderations, 855–858
SEMs (heritability), 409–413
See also Reporting statistics

Myocardial imaging
cardiac MRI (CMR), 743–744
CT angiography (CTA), 743
MUGA imaging, 741–742
PET imaging, 743
SPECT imaging, 741–742
See also Neuroimaging

Myokine, 686

N
Natural killer (NK) cells

CAM and, 692
circulatory immune measures, 671–672

clinical studies involving natural killer
cells, 672

See also T cells
Naturalistic monitoring

biological variables, 625
See also Biological measures

Naughton protocol, 36
Near infrared spectroscopy (NIRS), 776
Negative affect, 155

challenges to conceptual distinctions,
158–160

conceptual model, 157–161
distinctions

among negative affects, 157
among types of affective phenomena,

157–158
hemostasis and, 698
implications, 165
measurement, 161–162
See also Anxiety; Depression; Positive

well-being; Stress
Negative emotional states, 562

chronic, 562
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Neighborhood factors, 341
behavioral outcomes and health, 342–344
conceptualization/measurement, 344–345
physical activity and, 9
socioeconomic (SES) disparities in

adolescence, 572–573
theoretical and methodological

considerations
conceptualization and measurement,

344–347
exposures measurement, 347–349
from psychometrics to ecometrics, 349
study design and causal inference

improvement, 349–350
time and life-course effects accounting,

350–351
See also Environmental factors; Social

factors
Nervous system, see Autonomic nervous system

(ANS); Central nervous system (CNS)
Nested models, 899

See also Structural equation modeling (SEM)
Neural disorders

circadian dysfunction and, 655
See also Neurocognitive assessment;

Neuroendocrine disorders
Neurocognition, 125
Neurocognitive assessment

chronic diseases
and neurocognition, 129–131
risk factors, 130

cognitive function domains, 126–128
issues, 129
See also Cognition; Neuropsychology

Neuroendocrine disorders
electrophysiological measures

hypoglycemia, 825–826
hypoglycemic awareness, 826–827

See also Diabetes
Neuroendocrine measures, 659

HPA axis
cortisol awakening, 662–663

hypothalamic–pituitary–gonadal axis,
664–665

hypothalamic–pituitary–growth hormone
axis, 665–666

hypothalamic–pituitary–thyroid axis, 665
insulin and pancreas, 667

markers measurement
basal hormone assessment and endocrine

circadian/ultradian rhythms, 661
challenge tests, 661
confounding factors in research, 661–662
neuroendocrine systems, 659–660

oxytocinergic system, 666
prolactinergic system, 666
sympatho-adrenal-medullary system,

666–667
vasopressinergic system, 666
See also Cardiac measures;

Electrophysiological measures
Neuroimaging

applications, 792
behavioral medicine, 783–792
stress reactivity, 792–796
value in medicine, 783

behavioral medicine applications
behavioral/psychosocial intervention,

790–791
development and life course, 789
epidemiology and population, 792
genetic processes, 786–789
psychological processes, 783–784
social and interpersonal processes,

785–786
treatment aspects, 792

electrophysiological/optical imaging
EEG, 775
MEG, 775–776

emotional states, 805–807
brain-based treatments of depression,

812–813
depression, 803
functional brain changes in MDD,

810–811
structural brain changes in MDD,

808–809
functional, 769

arterial spin labeling, 773–774
fMRI, 771–773
PET, 770–771
principles, 777–778

neurochemical
magnetization transfer MRI, 774
MRS, 774–775

optical imaging
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EROS, 776–777
NIRS, 776

structural MRI
diffusion MRI, 774
volumetric MRI, 774

studies (smoking), 489–490
Neuropsychology

applications in behavioral medicine, 132–133
definition, 125
See also Neurocognitive assessment

Neurosteroids
progesterone-derived GABAergic, 587–588
See also Menstrually related mood disorders

Neuroticism, 157
See also Negative affect

Neurovisceral integration model, 731–732
Nicotine dependence

bupropion pharmacogenetic studies, 487–488
endophenotypes genetic studies, 488–490
genetic studies

smoking among adolescents, 480–482
smoking among adults, 482–485

heritability (smoking)
cessation and persistence, 480
initiation and dependence, 480

magnitude of problem, 479
neurobiology, 479–480
nicotine replacement therapy

pharmacogenetic studies, 485–487
See also Smoking

NIRS, see Near infrared spectroscopy (NIRS)
NK, see Natural killer (NK) cells
Non-rapid eye movement (NREM), 745

measurement, 750–751
sleep architecture, 750

Non-replication, 430
Norms, see Social norms
NREM, see Non-rapid eye movement (NREM)

O
Obesity, 705

BMI
metabolic syndrome, 707
neighborhood factors and health, 343–344

genetics, see Obesity genetics
waist circumference and, 715–716

Obesity genetics, 424, 462, 498
candidate gene studies, 501–503

energy expenditure, 508
food intake, 55, 508
gene–environment interactions, 514–516
genome-wide studies

association studies, 505–507
linkage studies, 503–505

obesity susceptibility genes, 508
Occupational class, 309–311
Odor intolerance, see Chemical odor intolerance
OGTT, see Oral glucose tolerance test (OGTT)
Old age, see Aging
Operating characteristic curve (OCC), 116
Opioid pathway genes, endogenous

nicotine replacement therapy
pharmacogenetic studies, 485

smoking among adults genetic study, 482
Optical imaging

event-related optical signal (EROS), 776–777
near infrared spectroscopy (NIRS), 776

Optimism, 204
See also Coping

Oral communication skills improvement, 360
Oral glucose tolerance test (OGTT), 714
Orientation, 126

See also Neurocognitive assessment
Osteoporosis

estrogen
deprivation and menopause, 594–595
replacement in peri- and postmenopausal

women, 595
physical activity health outcome, 34

Oxygen uptake
physical activity assessment, 43

Oxytocin
effects/responses, 589–590
information from

animal models, 589–591
human studies, 591–593

Oxytocinergic system, 666
See also Neuroendocrine measures

P
PANAS, see Positive and Negative Affect Scale

(PANAS)
Pancreas, insulin and, 667
Papanicolaou (Pap) test, 367
Parameter estimation, 892–893

See also Structural equation modeling (SEM)
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Partial credit model (PCM), 116
Passive gene–environment correlation, 400
PAT, see Peripheral arterial tonometry (PAT)
Path analysis, 899–900
Patient Health Questionnaire (PHQ), 298–299
Patient Reported Outcome (PRO), 99

of QOL, 955–956
See also Self-reports

PCM, see Partial credit model (PCM)
Pedometers, 37
Perception

Illness Perception Questionnaire (IPQ),
144–145

neurocognitive assessment, 129
Perinatal infection, 551–552

See also Prenatal origins of developmental
health

Peripheral arterial tonometry (PAT), 744
Personal safety and crime, 7
Personality characteristics

assessment method, 298–299
psychosocial factors in population studies

scales for measuring, 294
traits

emotional disorders and personality traits
overlap, 159

optimism, 204
Type A, 298
Type D, 294, 299, 412, 625

PET, see Positron emission tomography (PET)
Phenotype, 401

See also Gene–environment correlation
Physical activity, 3–5, 14

assessment, see Physical activity assessment
definition, 34–35
environmental determinants, 8–9
neighborhood factors, 342–343
recall (PAR), seven-day, 41
social determinants, 6–7

Physical activity assessment, 31
dimensions, 35
field measures

accelerometers, 38
pedometers, 37
questionnaires and activity rating scales,

38–43
future directions

combination devices, 43

new technologies, 44
health outcomes

all-cause and CHD-related mortality,
31–33

cancer, 33–34
CHD, 33
depression, 34
diabetes mellitus, 33
osteoporosis, 34

laboratory measures
6-minute walk test (6MWT), 36–37
exercise treadmill testing, 35–36
step test, 37

MET levels and, 35
physiological measures

heart rate monitoring, 43
oxygen uptake, 43

questionnaires and activity rating scales,
38–39

CHAMPS, 42
Godin Leisure Time Exercise

Questionnaire, 42
Harvard Alumni Activity Survey, 39
IPAQ, 42–43
Minnesota Leisure Time Physical Activity

Questionnaire, 41
seven-day physical activity recall, 41
Stages of Exercise Change Questionnaire,

41–42
Physical activity recall (PAR), 41
Physical health

pathways, 229–231
positive well-being and, 187–189
social support and

direct versus buffering effects of social
support on health, 228

intervention research, 231–232
modifying factors, 231
pathways, 229–231

Physiological
links between social stress and disease

processes, 176–177
See also Hostility

measures in physical activity assessment
heart rate monitoring, 43
oxygen uptake, 43

stress mechanisms and aging population, 611
endocrine mechanisms, 612
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inflammation, 611–612
Pill counts, 89

See also Adherence
Pittsburgh Sleep Quality Index (PSQI), 758
Placenta, 542
PMDD, see Premenstrual dysphoric disorder

(PMDD)
Polymerase chain reaction (PCR), 446
Polysomngraphy (PSG)

cancer, 829
sleep

architecture measurement, 754
continuity measurement, 754–756
duration measurement, 750–751
quality measurement, 758

Polytomous IRT models, see under Item
response theory (IRT)

Polyvagal theory, 731
Population

level epidemiological studies
biological indicators of health or

resistance to disease, 621–622
biomarker results interpretation in

population studies, 622–624
biomarkers of disease state, 620–621

medicine, neuroimaging applications, 771
stratification, genome-wide association

(GWA), 434
studies, psychosocial factors in, 291

Position, see Socio-economic status(SES)
Positional cloning, 423
Positive affects, see Positive well-being
Positive and Negative Affect Scale (PANAS),

192, 295, 299
Positive coping, 204
Positive well-being

biological processes linking positive
well-being and health, 190–193

naturalistic physiological monitoring
studies, 192–193

defined, 185
health-protective characteristics, 186–187
interventions and implications for

health, 193
perspectives

eudaimonic well-being, 185
subjective, 185

physical health and, 187–189

psychological well-being and health
behaviors, 188

See also Negative affect
Positron emission tomography (PET), 741

functional neuroimaging, 769–774
principles, 777–778
See also Cardiac measures

Post Traumatic Stress Disorder (PTSD), 171,
459, 469, 663

Power/sample size
considerations, 428–429
reporting statistics analysis, 845
structural equation modeling (SEM), 905
See also Meta-analysis

Pregnancy, see Prenatal origins of
developmental health

Pregnant smokers, 276–277
Premenstrual dysphoric disorder (PMDD), 585

pathogenesis
cardiovascular stress reactivity aspects,

586–587
gonadal steroid hormones role, 585–586
menstrual cycle phase assessment,

586–587
progesterone-derived GABAergic

neurosteroids, 587–588
Prenatal origins of developmental health, 541

allergies and asthma, 547–548
hygiene hypothesis, 547

antenatal corticosteroids, 550–552
birth weight and later health, link between,

545–546
thrifty phenotype, 545

fetal alcohol syndrome (FAS), 542
maternal investment and fetal priming within

an evolutionary framework, 543–544
estrogen and progesterone circulation, 544
maternal antibody transfer, 544

maternal iron significance, 552–553
maternal stress and fetal well-being, 548–550
prenatal and perinatal infection risks,

551–552
Print materials enhancement, 360
PRO, see Patient Reported Outcome (PRO)
Problem-focused coping, 199–200
Progesterone-derived GABAergic neurosteroids

PMDD pathogenesis, 585–588
See also Menstrually related mood disorders
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Prognostic trial, 950–945
Prolactinergic system, 666
Prostate cancer, 373
Prostate-specific antigen (PSA) testing,

365–369
Protection Motivation Theory (PMT), 21–22
Prototype checking (PC)

as social process, 140
CSM implementation aspects, 145
See also Lay representations

Prototype formation and representations
activation, 139–140

PSG, see Polysomngraphy (PSG)
PSQI, see Pittsburgh Sleep Quality Index

(PSQI)
Psychiatric disorders

identification in medical populations, 941
occurrence in medical populations, 941–943
treatment (RCT)

disorders identification in medical
populations, 941

effects on access and adherence to
psychological and behavioral
treatments, 948–949

environmental factors influence on
psychiatric symptoms, 945–947

longitudinal interactions between medical
illness and psychiatric symptoms,
944–948

measurement issues specific to medical
populations, 943–944

reconceptualization for including
prognosis, 949–951

substitutive approach, 944
See also Psychosocial factors; Psychosocial

interventions
Psychological

function in old age, 604–606
well-being and health behaviors, 190

Psychological pathways
behavioral medicine neuroimaging

applications, 777–779
social support and health, 228–229

Psychological stress, 214–215
appraisals and, 197–198
exercise and psychological stress-induced

cardiac responses, 744
physiological responses, 198–199

Psychometric properties
laboratory stress testing

stressor selection, 638
response shift and, 955

Psychometric theory, see Classical test theory
(CTT); Item response theory (IRT)

Psychomotor function, 128
See also Neurocognitive assessment

Psychophysiological pathways
coping and health, 202–204
See also Psychosocial interventions

Psychophysiological stress testing, 620
Psychosocial factors

assessment methods, 303
CIDI, 297
Diagnostic Interview Schedule

(DIS), 297
SCID, 297

cancer, 998–1002
chronic stress and stressors, 295, 300
definition, 291
emotional states, 294–295, 299

factors unique to immigrant/minority
populations, 302

multiple psychological and social
influences on population health, 301

pathways from psychosocial factors to
health and illness, 303

historical perspective, 291
personality characteristics, 294, 298–299
psychosocial constructs

rationale for assessment, 293–297
screening uptake predictors, 377
self-reports, 300–301
SES and health aspects, 314–315
social relationships, 296, 300

Psychosocial interventions
behavioral medicine neuroimaging

applications, 790–791
chronic disease, 989–1003

cancer, 998–999
CHD, 990–991
HIV/AIDS, 993–998

response shift implications for, 955–956
PTSD, see Post Traumatic Stress Disorder

(PTSD)
Public health, see Behavioral interventions in

public health
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Publication bias, 920
See also Meta-analysis

Q
QOL, see Quality of life (QOL)
Quality Chasm report, 1023–1024

See also Behavior change
Quality of life (QOL), 955

cancer, 996
disease-specific measures, 956
evaluation, 958–961
generic measures, 956–957
health-related (HRQOL), 133, 956
limitations owing to response

shift, 961
methodological research advances (IRT),

957–958
neuropsychology applications in behavioral

medicine, 132
patient-reported outcomes (PRO)

of, 956
psychometric properties of QOL, 961
SEIQOL, 963
See also Response shift

Quantitative effects, genetics, 401
Quantitative reverse transcriptase polymerase

chain reaction (qPCR), 446
Questionnaire

dietary assessment, 54–55
IRT application to

descriptive statistics and interpretation
of IRT results, 118–123

polytomous IRT, 118
MMAQ, 90
physical activity, 38–39

CHAMPS, 42
Godin Leisure Time Exercise

Questionnaire, 42
Harvard Alumni Activity Survey, 39
IPAQ, 42–43
Minnesota Leisure Time Physical Activity

Questionnaire, 41
seven-day physical activity recall, 41
Stages of Exercise Change Questionnaire,

41–42
PHQ, 298
psychosocial factors in population studies,

298

R
Race

and ethnic disparities, 321–322
classification, 322–323
definitions and uses of, 322–326

Race/ethnicity and health
accuracy in collection and use of

race/ethnic data, 336
biologic pathways and health affecting

social determinants, 335–336
cumulative exposures over life course

examination, 335
health-promoting factors investigation,

334–335
heterogeneity in health status, 328
mechanisms affecting health

discrimination/racism/stress, 329–331
immigration and resources for health,

332–334
medical care, 331–332
socioeconomic status, 328–329

significance, 326–327
Random coefficient model, 889–890
Random effects model, 887–889

combining effect size estimates, 916–919
See also Fixed effects model; Meta-analysis

Random intercepts model, 886–887
Random slopes model, 889–890
Randomization

Mendelian, 623
Randomized controlled trial (RCT)

control conditions, 925–930
psychiatric disorders treatment

medical populations specific measurement
issues, 943–944

need of RCTs, 941
See also Clinical trials design

Rapid eye movement (REM), 751
measurement, 750–751
sleep architecture, 756

Rare variants, 436
Rating scale model (RSM), 117

generalized (G-RSM), 117
RCT, see Randomized controlled trial (RCT)
Reactive gene–environment correlation, 400
Reactivity hypothesis, 214
Reasoning, 127

See also Neurocognitive assessment
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Recall
accuracy of recall and summary processes,

101–103
daily (adherence measurement), 90
dietary, see Dietary recall
reciprocal causation, 530

Recovery assessment
post-stress, 647
See also Coping; Laboratory stress testing

Regression
classification and regression tree analysis

(CART), 963
models, 858–860
See also Reporting statistics

Regulator of G-protein signaling 2 (RGS2)
gene, 465

See also Stress genetics
Relational scale

neighborhoods conceptualization and
measurement, 344

Religious/spiritual coping, 200
REM, see Rapid eye movement (REM)
Repetitive behaviors, see Habit
Reporting statistics, 845

analysis
analytic plan, 849–851
confirmatory versus exploratory

continuum, 851–852
intent-to-treat (ITT) principle, 850–852
power/sample size, 852

background, 846–847
general principles, 846
interpretation, 865–866
methods

design considerations, 847–848
measures, 848–849

results
graphics, 862–865
primary results, 853
sample describing, 852–853
secondary outcomes and analyses,

853–854
tables, 861–862

results (specific cases), 854
confounding and mediation, 860–861
group means/frequencies, 855
multivariable models, 849, 851–852
regression models, 858–860

See also Self-reports
Representations

common-sense, see Common-sense model
(CSM)

See also Lay representations
Reproductive hormones, see Estrogen
Respiratory diseases, 36, 384, 611

electrophysiological measures, 833–834
See also Asthma, Cardiovascular diseases

Response shift
appraisal profiles, 963
challenge owing to response shift

psychometric properties of QOL, 961
detection

CART, 963
latent trajectory analysis, 963
methodological advances in QOL changes

evaluation, 962–964
SEM, 962–963
subject-centered residuals, 963
then-test approach, 962

history, 958–959
implications for psychosocial/healthcare

interventions evaluation, 961–962
recalibration, 958
reconceptualization, 958
reprioritization, 958
theoretical foundation, 959–960
See also Quality of life (QOL)

Retrospective reports, 106
implications for, 103
See also Self-reports

Rey Complex Figure Test, 128
Rheumatoid arthritis, 831
Risk alleles, 423
Road safety, 9

See also Environmental factors
RSM, see Rating scale model (RSM)

S
Safety trials, 933–934

See also Clinical trials design
Sample size, see Power/sample size
Schedule for the Evaluation of Individual

Quality of Life (SEIQOL), 963
SCID, see Structured Clinical Interview for

DSM Disorders (SCID)
Screening, 367
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and cancer control, 367
characteristics of good screening tools,

368–369
demographic factors (uptake predictors)

age, 371
ethnicity, 372–373
inequalities,376–377
informed decision-making, 377-378
marital status, 372
sex, 371
socio-economic status, 372

intention versus action aspects, 374
provision of cancer screening services,

369–370
psychological impact

abnormal screening result, 375–376
interventions to reduce negative

psychological consequences of
screening, 376

overall impact of screening programs, 375
psychosocial predictors (uptake predictors),

373
screening uptake predictors, 371

demographic factors, 371–373
practical and service-level factors,

373–375
psychosocial, 373
promoting interventions, 374

screening uptake optimization, 370–371
Secondary prevention

HIV/AIDS
ART adherence, 995
depression and stress-related processes

reduction, 995–997
See also Behavioral interventions in public

health
Selective survival, 610–611
Self-administered questionnaire (SAQ)

paper-based, 63
sexual behavior assessment challenge, 68

Self-interviews
computer-administered (CASI), 63
internet-based self-interviews (IBSI), 63
See also Sexual behavior assessment

Self-monitoring and diary methods, 63–64
Self-regulation model

chronic disease, 385

See also Behavioral interventions in public
health

Self-report habit index (SRHI), 79–80
Self-reports

ecological validity and, 100
accuracy of recall and summary

processes, 101–103
variability over time and situation, 101

global reports, 100, 103
momentary reports, 100, 103–104
PRO, 99
psychosocial assessments, 300–301
rationale, 104–106
retrospective reports, 100, 103
See also Ecological Momentary Assessment

(EMA)
SEM, see Structural equation modeling (SEM)
SenseWear R© system, 44
Sensitive periods versus critical period, 528
SEOQOL, see Schedule for the Evaluation of

Individual Quality of Life (SEIQOL)
SES, see Socio-economic status (SES)
Serotonergic pathway genes

nicotine replacement therapy
pharmacogenetic studies, 485

smoking among
adolescents, 480
adults, 482

Serotonin function, CNS, 171–173
See also Hostility

Sexual behavior assessment, 59–70
challenges, 66–67

cognition and memory, 67–68
cultural, developmental, sexual

orientation and gender matching, 69
individual versus dyadic assessments, 69
recall period length, 67
social desirability and presentation

concerns, 68–69
data gathering aspects, 61

internet surveys, 63
interviews, 61–62
self-administered questionnaires (SAQ),

62–63
self-monitoring and diary methods, 63–64
virtual reality (VR), 64

measures of sexual behavior, 64–66
reasons for measuring, 60–61
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Sexually transmitted infections (STIs), 61
See also HIV/AIDS

SGA, see Small-for-gestational age (SGA)
Sigmoidoscopy, 367
Single nucleotide polymorphisms (SNPs), 401,

424–423, 430
Single photon emission computed tomography

(SPECT) imaging, 741–742
Six-minute walk test (6MWT), 36–37

See also Physical activity assessment
Size, power, see Power/sample size
Sleep, 743

architecture
definitions, 750
heath and, evidence of, 752–754
measurement, 750–751
NREM, 756–757
REM, 756–757

continuity
arousal index, 754
definition, 754
heath and, evidence of, 752–754
measurement, 754–755
sleep efficiency, 754
sleep latency, 754
wakefulness after sleep onset (WASO),

748
cytokines and, 690
duration

definition, 750–751
heath and, evidence of, 746–748
measurement, 745–746
sleep latency, 750
time in bed (TIB), 750–751
total sleep time (TST), 750–751

importance to health and functioning,
750–752

quality
definition, 758
heath and, evidence of, 758
measurement, 758
PSQI, 758

See also Actigraphy; Polysomngraphy (PSG)
Small-for-gestational age (SGA), 545
Smith’s transactional model, 176

See also Hostility and health
Smoking, 387–388

among adolescents

dopaminergic pathway genes, 482
nicotinic pathway genes, 481–482
pharmacodynamic candidate genes,

481–483
pharmacokinetic candidate genes, 480
serotonergic pathway genes, 482

among adults
dopaminergic pathway genes, 482
endogenous opioid pathway

genes, 485
GABA-ergic pathway genes, 485
linkage studies, 482–483
nicotinic pathway genes, 481–482
serotonergic pathway genes, 482
pharmacodynamic candidate genes,

481–483
cessation

and persistence, 480
future directions, 491

hostility and health behavior, 177
initiation and dependence, 480
phenotypes in neuroimaging studies,

489–490
pregnant smokers recruitment to increase

smoking cessation (social marketing
case study), 276–277

See also Nicotine dependence; Tobacco
cessation and control

Social
classes, 307–308
desirability and presentation concerns, 69
engagement, 238
function in old age, 604
influence, 238
interaction

experimental approaches to, 211
tasks (laboratory stress testing), 642

marketing, see Social marketing
relationships, 296

assessment method, 303
psychosocial factors in population studies,

297
skills (early environment aspects), 559
social/interpersonal processes, 785–786
stratification, 307
stress

behavioral stress context, 217–218
hostility and health, 175–177
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perceived stress and stress genetics,
455–456

socioemotional responses (early harsh
environment), 560

Trier social stress test (TSST), 214–216
See also Social factors; Social networks;

Social norms; Social support
Social cognition models (SCMs)

cognitive determinant of health behaviors,
19–21

Health Belief Model (HBM), 20–21
Protection Motivation Theory (PMT),

21–22
SCM integration aspects, 25
Social Cognitive Theory (SCT), 23–24
stage models of health behavior, 24–25
Theory of Planned Behavior (TPB),

22–23
current directions, 25–28

affective influences, 27
implementation intentions, 27–28
intention stability, 26–27

Social Cognitive Theory (SCT), 23–24
Social factors

eating behaviors, 10
physical activity, 5–7
socioeconomic environment (life course

approach), 530
education, 531–532
initiation, 531
maintenance, 531

See also Environmental factors;
Neighborhood factors; Psychosocial
factors; Socioeconomic status (SES)

Social marketing
pregnant smokers recruitment to increase

smoking cessation (case study),
276–277

putting people first, ways of
attention to competition, 285
attractive motivational exchanges with

target group, creation of, 281
building on theory, 280–281
navigational research, 280

strategic planning, 285–287
sugared liquid oral medicines, changing

consumption of (case
study), 283

taxi driver case (Chi Li at Beijing airport),
280

water fluoridation scheme implementation
(case study), 282

Social networks, 237
and health, 251

culture, 251, 257
egocentric network perspective, 257
sociometric approach, 257–258

and health (mechanisms), 251
access to material resources, 239
exchange of social support, 238–239
stress-buffering model, 238

behavioral interventions in public health
social network analysis, 391
social movement assessment, 390

definitions, 237
empirical evidence based linking social

networks to health, 239–251
all-cause mortality, 240–246
cancer, 246, 251–254
cardiovascular disease, 246–250
cognitive decline, 251, 255–256

measurement
egocentric network, 237
sociometric network, 237

Social norms, 263
behavior change applications, 269–270
classes

descriptive, 263–264
injunctive, 263–264

definition, 263
interventions, 267–268
media influence on health behaviors,

270–271
relationships to health behaviors, 264–265
theory, 265

applications to behavior change, 267–268
misperceptions, 265–266

Social support
and health, 225

direct versus buffering effects of social
support on health, 228

intervention research, 231–232
pathways, 228–231
physical health outcomes, links to,

226–228
and health (pathways), 229–231
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Social support (cont.)
cognitive versus behavioral components, 226
definition, 225
function types, 225

emotional support, 225
informational support, 225
instrumental/tangible support, 226

measurement, 226
stress aspects

in behavioral stress context, 216–217
perceived stress and stress genetics,

460–461
perceptions of, 226

Socio-economic position (SEP), 307
and health (policy implications)

disadvantage/disparities approach, 317
health gaps approach, 317
health gaps or gradients, 316–317
health services and inter-sectoral

government action, 318
social gradient in health approach, 317
social mobility, 317–318

explanations for association between SEP
and health, 312

Black Report, 312–314
cultural/behavioural explanations,

313–314
ecological factors

(compositional/contextual/collective),
316

health-selection explanations, 313
life course factors, 316
materialist explanations, 314
neo-material explanations, 315–316
psychosocial factors, 314–315

measures
absolute, 311–312
adjusting for SEP, 311
education, 308–309
income, wealth and consumption, 309
occupational class, 309–311
relative, 311–312

Socio-economic status (SES)
childhood, 559–560

health behaviors, 574–575
psychological characteristics, 575

health disparities in adolescence, 571–579
access to care, 577

biological pathways, 578–579
family factors, 575–576
individual level, 574–575
neighborhood factors, 576–577

race/ethnicity mechanisms affecting health,
328–329

screening uptake predictor, 371
Socioemotional responses (early harsh

environment), 559–561
Sociometric network

assessment approach, 237
perspective, 257–258

Somatic confounding, 611
Spatial

autocorrelation, 891
scale (neighborhoods

conceptualization/measurement),
344–345

SPECT, see Single photon emission computed
tomography (SPECT) imaging

Speech tasks (laboratory stress testing), 640
Stage models of health behavior, 24–25

See also Social cognition models (SCMs)
Stages of Exercise Change Questionnaire,

41–42
Standard care (SC), 928

See also Clinical trials design
Standard of care (SoC), 927–930
Step Test, 37
Steroid

gonadal steroid hormones, 585–586
See also Menstrually related mood disorders

Strategic planning, 285–287
See also Social marketing

Stratification, population, 434
Stress, 197

allostasis and, 651, 651–652, 655–656
appraisals and psychological, 197–198
cardiac measures, 742–746
cardiovascular stress reactivity, menstrual

cycle phase assessment and, 585–586
conceptualization and measurement,

455–456
coping and health aspects

what is health?, 201–202
cytokines and, 688–689
electrophysiological measures

ECG responses, 745
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EEG, 827–829
genetics, see Stress genetics
HIV/AIDS and

disease progression influencing factors,
989

psychosocial–behavioral intervention,
989–1002

maternal stress and fetal well-being, 548–550
physiological stress mechanisms (aging

population)
endocrine mechanisms, 612
inflammation, 611–612

post-traumatic, 171
psychological models, 456
psychophysiological, 624–625
race/ethnicity mechanisms affecting health,

336
reactivity and neuroimaging applications,

783–792
responses

definition, 651
early harsh environment, 561–562
exercise/psychological stress induced

cardiac, 746
neural regulation of, 564–565
physiological, 198–199

social stress (hostility)175–177
social support

in behavioral stress context, 217–218
stress-buffering model, 238

testing
lab, see Laboratory stress testing
Trier social stress test (TSST), 214–216

See also Acute stress; Chronic stress;
Depression

Stress genetics, 455, 471–472
gene–environment correlation, 457
gene–environment interaction, 462–463
gene–stress correlation, 457, 462

parenting and family environments,
459–460

perceived stress and social support,
460–460

stressful life events, 457–458
gene–stress interaction, 463

acute stressors, 468–470
life events and other natural stressors,

464–465

replication challenges, 465–467
Structural equation modeling (SEM)

categorical outcomes, 905
latent class, 906
latent growth models (LGMs), 903–904
measurement model, 902
missing data, 904

missing at random (MAR), 905
missing completely at random (MCAR),

905
model fit, 898–900
model parameters, 900
model specification, 895–898
multivariate, 411–415
nested models, 899
parameter estimation, 898–900
path analysis, 899–900
response shift detection, 962–964
sample size and power, 905
twin family data, 418–419
See also Heritability; Meta-analysis;

Multilevel modeling
Structural imaging

brain changes in MDD, 808–809
MRI

diffusion, 774
volumetric, 774

See also Functional imaging
Structured Clinical Interview for DSM

Disorders (SCID), 297
See also Psychosocial factors

Subgroup analyses, 851
Subject-centered residuals, 962

See also Response shift
Subjective well-being, 185
Sugared liquid oral medicines, see under Social

marketing
Surveys, internet, 63
Sympathetic nervous system (SNS)

activation and CAM, 693
metabolic syndrome

pathophysiology, 711
See also Autonomic nervous system

(ANS)
Sympatho-adrenal-medullary system,

666–667
See also Neuroendocrine measures
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T
T cells

circulatory immune measures, 671–680
clinical studies involving, 672
See also Cellular adhesion molecules (CAM)

TAA, see Thioamine acetylase (TAA)
Tangible support, 226
TAU, see Treatment as usual (TAU)
Teach back technique, 361

See also Health literacy
Th1/Th2-mediated inflammatory response, 686
Then-test approach, 962
Theory of Planned Behavior (TPB), 22–23, 73,

265, 285
Thioamine acetylase (TAA)

deficiency, 212–214
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