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Abstract In clinical tissue engineering, both safety and effectiveness are definite
requirements that should be satisfied. Conventional cell biology techniques are
facing limitations in the quality assurance step of cell production for clinical
therapy. Image-based cell quality assessment offers a great potential, because it is
the only way to non-destructively and repeatedly assess cellular phenotypes and
irregularities. To effectively assess cell quality using the multiple parameters
derived from time course cell imaging, machine learning models, which have been
effectively used to connect biological phenomena with biological measurements in
the field of bioinformatics, are promising approaches for achieving high accuracy.
Here, we present the recent results of our successful cell quality modeling and
discuss its possibility and considerations on further application in clinical cell
therapy.

1 Introduction

In clinical tissue engineering and cell therapy, although the cell is a ‘‘live mate-
rial’’ with great variety and a highly sensitive nature, its production should be
strictly controlled for safe and effective therapy.

If cellular irregularity is overlooked, it could cause serious side-effects such as
tumorigenesis [14]. If cell yields do not fulfill the criteria on the day of the
operation, the operation has to be cancelled or the cells be used with less activity.
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If cell growth is unexpectedly slow during expansion culture, clinicians have to
waste precious time waiting for its recovery, and cannot schedule the operation.
During this process, costly consumables are wasted, and future cell behavior is
most likely unpredictable. If cellular activity (e.g., differentiation rate, cellular
growth, protein production, etc.) is disturbed by unresolved technical errors, the
therapeutic effects of the cells will not be as expected. Hence, the many unsolved
problems associated with quality assurance in clinical cell therapy should be
conquered by technological achievements.

Despite the existence of such ambiguous problems in clinical cell therapy,
conventional assay technologies in biology have not yet conquered any of these
problems. Furthermore, conventional molecular biology assay techniques are
basically incompatible with the production of cellular products, because they lack
the 4 major characteristics listed below.

The first and the most fundamental criterion is non-invasiveness. Cells for
clinical application should be as intact as possible, because the artificial manip-
ulation process itself could trigger cellular abnormalities. In addition, cells derived
from patients are usually limited, considering the limited source of cells and
reduction in the patient’s load during collection of source cells. For greater safety,
fluorescent staining or gene transfer should be avoided.

The second characteristic is exhaustiveness. In clinical cell therapy, ‘‘sampling
check’’ is a commonly used method for cell assessment. However, compared to
chemical compound production, human cells exhibit huge variances; hence, partial
sampling will not assure the quality of the cell population. Therefore, assessment
of cells used for clinical purposes should shift to ‘‘total cell assessment’’ with
technological advances.

The third property is synchronism. Given that cultured cells differ drastically
with respect to their individual mobility, duplication, senescence, differentiation,
and production activity, end-point assays are associated with high error rates.
Kinetic examination is expected to detect small irregularities in cells for moni-
toring cellular status and optimizing cell culture conditions. High error rates
together with the lack of speed limits the use of end-point assays. Most cellular
contamination checks require hours, days, or weeks. This problem forces
the patients to wait to be informed of problems in the implanted cells until after the
operation. For practical cellular assessment, ‘‘on-time’’ evaluation right before the
operation would strongly assist the doctors.

The fourth characteristic is correlation with future status. However accurate the
on-time monitoring results of conventional assays may be, they do not quantita-
tively predict the future state. Therefore, in the cell production process, planning
effective protocols to revise the current cell culture process for better production is
extremely difficult. To enable the smooth operation of clinical cell therapy, future
state prediction would facilitate the development of new clinical protocols.
Because cells are not uniform and change with time, the culturing process should
be optimized in an ongoing manner using effective ‘‘feedback information’’ with
the future results in mind. Such a feedback information loop of cell quality
information will improve the quality of the final cellular product, resulting in
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greater therapeutic effects. Furthermore, from the clinical doctors’ perspective,
proper scheduling of surgery is essential for treating more patients in a given
facility.

To satisfy all the above-listed criteria, ‘‘image-based cell quality assessment’’
offers great potential for quality assurance in cell therapy. Image-based cell quality
assessment enables non-invasive, fully exhaustive, timely, and predictive evalu-
ation of cells.

Technologies that evaluate and assess cellular activities using cell image
measurement methods are being reported [3, 4, 6, 8–11, 13, 16–24, 26]. Takagi has
widely reviewed especially the non-invasive cell-imaging technologies, and has
introduced novel technologies. The reviews strongly indicate that cellular mor-
phologies significantly correlate with cellular activities. These findings underscore
the importance of cellular morphology monitoring in traditional cell culture
methods. Many textbooks have indicated that cellular morphology is an indicator
of cell quality, and therefore, it should be carefully monitored. In many facilities
that offer clinical tissue engineering therapy, cells are maintained and controlled
during the culture process by the experts’ experienced ‘‘visual expertise.’’ Con-
sidering the successes of image-based cell assessments and the strong require-
ments in clinical cell therapy, analysis of datasets of morphological features and
biological phenomena are attractive for machine learning researchers. In recent
years, machine learning algorithms that have been widely applied in the field of
bioinformatics and systems biology (gene analysis, mRNA profile analysis, protein
data analysis, etc.) have been effectively used in image-based cellular analysis
studies [1, 5, 15]. However, as far as we recognize, studies using non-labeled
cellular images are still limited. Furthermore, applications of machine learning
algorithms to assist with cell quality assessments, especially focusing on the
requirements of cell therapy, are rare.

In this book chapter, we present some of our successful modeling results that
support the effectiveness of machine learning applications in clinical tissue engi-
neering and cell therapy.

2 Strategy of Image-Based Cell Assessment Model Construction

The construction of a model for image-based cell quality assessment comprises 4
major steps: (1) Image data collection, (2) Image processing, (3) Experimental
data collection, and (4) Modeling (Fig. 1).

In our studies, image data comprise phase contrast microscopic images, because
they represent the type of images most frequently used by cell biologists therefore
considered to contain historically-proven indicative information. For image data
collection, we use BioStation CT (Nikon Corporation, Tokyo, Japan), the fully
automated cell incubation and monitoring system for stable, periodical, and mass
time-lapse image data. For experimental data collection, we assayed the ‘‘observed
cells’’ using conventional cell biological techniques. From carefully selected
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assays, teacher signals can be obtained. There are cases where the culturing
condition itself can be used as a teacher signal. For image processing, we cus-
tomized our original image processing filters combining image analysis software
and original programs in C and R languages (Fig. 2). Briefly, the raw image was
processed to have the minimum error compared to manual cell counts after
binarization. In this process, we applied an original combination of filters that were
optimized using 26 types of human cells, including tumor cell lines and primary
cells. From the objects extracted after the binarization, we measured 9–30 mor-
phological features based on the characteristics of cells, together with multi-
collinearity examinations and interviews with cell culture experts. Statistical
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measures from each morphological feature were tagged with the teacher signal
(the target prediction value determined by the experimental data collection) and
were applied as a dataset. For the modeling, we chose regression analysis models,
discriminant analysis models, clustering analysis models, or neural network-based
models, according to the complexity and quality of the teacher signal measure-
ments. Further in this chapter, we present some of our successful models.

3 Regression Analysis Model for Image-Based Cell
Quality Assessment

Regression is a modeling approach to understand the quantitative relationship
between multiple independent variables (input features) and a dependent variable
(target prediction value). During the process of constructing the regression func-
tion, users can estimate the combinational importance of various features such as
‘‘morphological features’’ in the case of image-based assessment. In other words,
users can quantitatively understand the characteristic morphological parameter
combinations that cell-culture experts unconsciously recognize and apply for their
judgements.

For the target prediction value, there are various biological parameters that require
prediction in clinical tissue engineering, such as cellular activity, cellular prolifer-
ation rate, cellular lineage, cellular differentiation rate, cellular production rate.
Among the many candidate parameters, we chose one of the essential parameters in
the cell production process, the future cell yield. The cell yield greatly affects the
scheduling of operations, because most medical facilities assure the quality of cell
therapy by defining the ‘‘cell number for injection.’’ Therefore, cell culture experts
are required to predict the operation date based on their expertise.

To replace such ambiguous cell production procedures, we sought to quantitatively
predict the future cell yield (14 days later) of clinically obtained primary human
dermal fibroblasts with multiple regression models using early cellular images (images
from 1 to 3 days culture period). Fibroblasts are the cell source for skin defect and
wrinkle medications already used in clinical cell therapy [2, 25]. The concept of the cell
yield prediction model using cellular images is illustrated in Fig. 3.

To obtain input features from cell culture images, we collected a total of
270 phase contrast microscopic images (20 9) of cultured primary dermal fibro-
blasts obtained from ten healthy volunteers (3 males, 7 females, 29–72 years old).
Informed consent was obtained according to a protocol approved by the Ethics
Committee of Nagoya University Hospital. Cells derived from passages 3 and 4 of
the primary expansion were maintained in modified Eagle’s medium (DMEM, Life
technologies, Carlsbad, CA, USA) containing 10% fetal bovine serum (FBS, Life
technologies) at 37�C in the presence of 5% CO2. All images (.bmp files),
manually obtained by three operators in this work, were processed using
MetaMorph software (Molecular Devices, LLC., Sunnyvale, CA, USA) with
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original filter sets. Briefly, the raw images were pre-processed using open-close
filters and binarized using the optimized threshold, and all objects in the image
were measured with the integrated morphometry analysis process. Image data were
pre-processed using the universal threshold optimized with 20 randomly picked
image samples. Using integrated morphometry analysis according to the manu-
factuer’s manual (http://mdc.custhelp.com/app/answers/list/c/110), the number of
objects was measured together with 22 individual morphological features in
MetaMorph, such as total area, standard area count, perimeter, width, height,
orientation, length, breadth, fiber length, fiber breadth, shape factor, elliptical form
factor, inner radius, outer radius, mean radius, equivalent radius, equivalent sphere
surface area, equivalent sphere volume, equivalent prolate volume, equivalent
oblate volume, hole area, and relative hole area. Prior to statistical analysis,
morphological data from noise objects (non-cellular objects) were automatically
removed using the original noise-reduction algorithm (image auto-wash method).
Statistics were calculated with each measured feature in five view fields from the
same well. For each feature, (a) average of day 1, (b) standard deviation of day 1,
(c) average of day 3, (d) standard deviation of day 3, (e) average ratio of the day 1,
and day 3 averages, (f) average ratio of the day 1 and day 3 standard deviations,
were calculated as input features. From a total of 184 input features, 120 features
with a CV (coefficient of variation) of \20 were used as inputs in the modeling.
Input features were selected by stepwise parameter selection in the multiple
regression model analysis using SPSS software (for Windows 11.5.1, IBM,
Armonk, NY, USA).
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Fig. 3 Schematic illustration of the cell yield prediction model and its construction
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To obtain the teacher signal or the target prediction value, which is based on the
experimental data, three volunteers counted the partial sample of the total cell
suspension from three different wells to estimate the average cell yield after
14 days of culture, and calculated the cell growth rate as the ratio of cell yield to
the seeding cell number. The cell growth rate was used as the quantitative teacher
signal in the modeling.

Among the 120 parameters extracted from the image data, three parameters,
change rate of the standard variation of elliptical form factor (day 1–3) (P1), size
of inner radius on day 3 (P2), and cell number on day 1 (P3), were found to be the
best combination of cell morphology information for predicting future cell yield
(average squared error = 0.14). If ±0.5 error can be accepted by the medical
facility, the predict performance of this model is 87%.

The rise in prediction accuracy of models using different numbers of input
features strongly indicated that multiple feature combinations provide higher
prediction accuracy (Fig. 4a–c). As a comparison, it is interesting that other single
parameters, intentionally selected by cell culture experts, correlated poorly with
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Fig. 4 Results of prediction using cell yield prediction models. a Prediction model using 1
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(the best prediction model). d Correlation plot of growth rate and 1 selected feature (cell density
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inner radius on day 3, and (P3) cell number on day 1. Morphological features in models d and
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cell yield. The correlation ratio of the model using increase rate of cell count was
0.50 (Fig. 4d), and the model using viable cell density after 1 day was 0.59
(Fig. 4e). These results strongly suggest that morphological feature selection
combined with not only ‘‘morphologies’’ but also ‘‘changes of morphologies’’ is
effective in image-based analysis. Since many previous image-based cell analysis
works depend on ‘‘intentionally selected’’ morphological features, our work points
out the importance of introduction of machine learning approach to construct
better models for practical usage. Cell count, one of the easiest parameter that
could be raised for cell yield prediction, was selected in the best prediction model.
However, it should be noted that cell count was the ‘‘last parameter’’ selected for
constructing the model, indicating that it only works in combination with mor-
phological information. This is also clear from the above-compared prediction
results in the model using a single parameter, ‘‘cell growth rate.’’ Together with
such combinational effects of parameters, another important finding using this
model is that the ‘‘exact period of culture’’ was quantitatively pointed out. For
example, cell count (nearly equal to cell growth) is important in the first 24 h, and
not very informative in the latter period. Such a timing definition is extremely
important for setting the image acquisition schedule, and also for defining the
prediction date in the early cell culture process.

Fibroblasts change their morphology from the sharp spindle shape to the flat
and polygonal shape when their growth activity decreases. The automatically
determined combination of morphological parameters directly correlated with this
known morphological change, indicating that the expert’s feeling could be
effectively modeled with this technique.

From the data, we arrived at three conclusions: (1) morphological cell infor-
mation is informative for cell growth prediction, (2) objectively selected param-
eters are more effective in cell growth prediction than the ones selected on the
basis of feeling, and (3) a combination of multiple parameters is more effective in
the prediction than a single parameter. It should also be noted that such quanti-
tative cell quality prediction can be further extended to cell differentiation rate
prediction [7]. Kagami et al. [7] have shown that osteogenic differentiation status
of human mesenchymal stem cells after 2 weeks of cell culture could be predicted
by the morphological features priorily.

4 Discriminant Function Model for Image-Based
Cell Quality Assessment

Discriminant function analysis is a statistical analysis to predict a categorical
dependent variable using one or more continuous or binary independent variables.
Compared to the regression analysis model, the discriminant function model
satisfies clinical cell therapy requirements for assessing ‘‘binary categorical
events.’’ This is because many events in the cell production process cannot be
quantitatively measured or measured data is usually categorized even if they could
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be measured quantitatively. For example, bacterial contamination is the most well
known risk in the cell culture process. The contamination can be measured by
colony-forming assays or quantitative polymerase chain reaction (PCR) of bac-
terial markers. However, the quantity of contamination is meaningless in a model,
because any amount of contamination should be eliminated from the process. In
such cases, a decision should be made as ‘‘yes, OK to continue’’ or ‘‘no, discard
the sample,’’ and simple discriminant function models are effective in incorpo-
rating combinational features in the binary decision with high accuracy.

For discriminant function analysis, we designed a model to detect ‘‘human
processing error’’, because from the aspect of establishing more safe cell pro-
duction process, detection of ‘‘processing error’’ is essential. Practically, we
attempted to model various types of human error that could be involved in the
culture process and considered to affect the cellular damage rate. In various
studies, we succeeded in constructing a model to detect the ‘‘error in trypsin
treatment.’’ Trypsin treatment is an essential step in subculture to digest the cel-
lular adhesion molecule and collect cells from the culture plate, although known as
a physical stress that damage cells. Some delicate cells are known to be very
sensitive to trypsin concentration, and in such cases, a very low trypsin concen-
tration is recommended. Commonly, protocol of trypsin treatment is fixed in the
medical facilities’ standard protocols. However, if the human error in diluting such
a damageable solution can be non-destructively monitored, the model can assist
the rigid protocol in the cell production process, and can reduce costly error-
monitoring process of additional manual checks. The concept of the human error
detection model using cellular images is illustrated in Fig. 5.

To obtain input features from cell culture images, we collected a total of
450 phase contrast microscopic images (109) [3 wells 9 5 fields 9 15 time points
(24–136 h, every 8 h) 9 2 treatment conditions (0.25%, 0.025%)] of primary
human gingival fibroblasts obtained from healthy volunteers (22 and 24 years old,
female and male) and cultured in DMEM (Life technologies) containing 10% FBS
(Life technologies) at 37�C in the presence of 5% CO2 by BioStaion CT(Nikon
Corporation). All images (.bmp files) were processed using MetaMorph software
(Molecular Devices) and our original programs with original filter sets, as described
for the regression analysis model. Using integrated morphometry analysis, the
number of objects was measured together with seven individual morphological
features in MetaMorph, such as total area, breadth, fiber length, fiber breadth, shape
factor, elliptical form factor, and inner radius. Prior to statistical analysis, all
morphological data of the noise objects (non-cellular objects) were automatically
removed by the original noise-reduction algorithm (image auto-wash method). The
features were averaged in 5 view fields from the same well. For each feature,
average and average change ratio were calculated for and between each time point
(24, 48, 72, and 96 h), and a total of 203 features were used as input features. In the
modeling process, input features were selected by stepwise parameter selection in
the linear discriminant analysis using SPSS software (for Windows 11.5.1).

For the target event, we intentionally designed two conditions of trypsin treatment
during cell passage: 0.25% trypsin treatment (too dense = error) and 0.025% trypsin
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treatment (normal density). When cell images were collected using the former
condition, the operation category was labeled as ERROR, and when cell images were
from the latter condition, the operation category was labeled as SAFE.

From the 203 parameters, elliptical form factor at 24 and 48 h, breadth change
between 72 h and 96 h, and fiber breadth change from 72 to 96 h were selected
(Fig. 6). Damaged fibroblasts are known to lose their sharp spindle shape mor-
phology and convert to a flat and polygonal shape; both morphological features
were considered to indicate the same ‘‘morphological pattern.’’ Interestingly, the
‘‘period of morphological change’’ was determined by this modeling. The ‘‘nar-
rowness’’ of the first 2 days was important, but the damage from the error handling
also affected the rate of morphological change during the later period (72–96 h).
The prediction accuracy was 92.9%; such ‘‘operation error’’ is impossible to detect
with conventional biological measurements.

5 Clustering Model for Image-Based Cell Quality Assessment

Clustering is a modeling approach to understand the similarity between objects by
assigning them to groups. One of the features that make clustering a useful
modeling method is that it enables ‘‘multi-class prediction.’’ Biological quality,

(2) Image data collection

Trypsin 0.025 %
      (SAFE)

Trypsin 0.25 %
    (ERROR)

Unknown 
image

SAFE
or ERROR

Length
Breadth
Size

Length
Breadth
Size

(4) Discriminant function modeling

(1) Experiment data collection 
      (SAFE or ERROR)

(3) Image 
Processing

(3) Image 
Processing

Fig. 5 Schematic illustration of the human error detection model and its construction
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which relates to cells in clinical cell therapy, is often very complicated and
ambiguous. Machine learning researchers should be aware that most cellular
qualities are too complex to define using a single value. For example, although
various biomarkers to define ‘‘stemness’’ of cells are measured, there exist various
profiles because not all the markers are completely the same in cells. Therefore,
even with the detailed profiling of biomarkers with flow cytometry analysis, cell
qualities are commonly discussed as ‘‘levels’’ or ‘‘categories.’’ There are many
more examples of such categorical definitions of cell qualities, such as cell lineage
or cell damage rate. For such cellular qualities, there is still no good single marker
to define the phenomenon quantitatively.

Among such complex quality conditions of cells, ‘‘cell-type classification’’ is a
strongly required solution in clinical cell therapy. In clinical cell therapy, a cell
source is obtained from the tissues of patients. Cells are isolated from tissues by a
process of primary culture, including enzyme digestion and explant culture process.
Because a tissue is a complex of different cell types, there is a high possibility of
incorporating ‘‘unwanted cells,’’ which are designated as ‘‘cell contamination,’’ in
the primary cell population. For example, in the dermal defect therapy using fibro-
blasts, keratinocyte contamination increases the risk of dermal cyst formation.
Similarly, in skin burn treatment, fibroblast contamination in keratinocytes causes a
risk of skin contraction. Although such cell types are clearly known, there are still
cells without good markers, such as ‘‘fibroblasts.’’ Without a clear marker protein,
fibroblasts cannot be stained or detected in the keratinocyte population. Furthermore,
if clinical doctors require detection of keratinocytes among fibroblasts, staining of
cells for keratinocyte-specific protein markers depletes precious patients’ cell
source. Therefore, ‘‘cell type classification’’ is an important challenge for image
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analysis. Considering the existence of ‘‘sub-populations’’ in both types of cells,
a multiple-grouping method, decision tree modeling, was applied. The concept of the
cell contamination evaluation model using cellular images is illustrated in Fig. 7.

To obtain input features from cell culture images, we collected a total of
270 phase contrast microscopic images (10 9) of cultured normal human dermal
fibroblasts (NHDF; KURABO, Osaka, Japan) and normal human epithelial
keratinocytes (NHEK; KURABO) grown at 37�C in the presence of 5% CO2.
NHDFs were maintained in modified Eagle’s medium (MEM, Life technologies)
with 10% FBS, and NHEKs were maintained in EpiLife-KG2 (KURABO). For
image acquisition, NHDFs were mixed with NHEK (0%/1%–30%/100%) in an
NHDF contamination model of NEHKs. A total of 1912 phase contrast micro-
scopic images (49) were acquired from five view fields per well of a six well plate
over 8 h periods for 5 days using BioStation CT (Nikon Corporation). All images
(.bmp files) were processed using MetaMorph software (Molecular Devices) and
our original program with original filter sets, as described in the prior section.
Using integrated morphometry analysis, the number of objects was measured
together with 19 individual morphological features in MetaMorph, such as total
area, hole area, relative hole area, perimeter, width, height, length, breadth, fiber
length, fiber breadth, shape factor, elliptical form factor, inner radius, outer radius,
mean radius, equivalent radius, pixel area, area, orientation. From both cell types,
totally 2,792,527 objects were measured with these morphological parameters.
In the modeling process, input features were selected by recursive partitioning and
regression tree (rpart) modeling using R statistics.

For the modeling of teacher signals in rpart, we carefully classified the cellular
morphology types of both cells, and identified nine types of objects in the image
data: (1) F_n: objects with the most typical fibroblast morphology (2) F_s: objects
with small fibroblast morphology in the process of expansion (3) F_o: objects that
represent a fusion of several overlapping fibroblasts (4) K_n: objects with the most
typical keratinocyte morphology (5) K_s: objects with small keratinocyte mor-
phology in the process of expansion (6) K_o: objects with holes after binarization,
indicating the halo in the middle of cell (commonly caused by hill-top structure of
cells) (7) K_c: objects with a ‘‘C’’ shape, indicating that the halo is relatively large
in cell area (8) n_s; tiny non-cellular objects (9) n_l: long, but tiny non-cellular
objects (Fig. 8). Groups 8 and 9 represented the common noise found in both cell
types. From the modeling, we chose 100 objects from the total cells which fit to
each cluster from 100% fibroblast and 100% keratinocyte images, constructed a
decision tree model by tenfold cross validation, and examined the accuracy of the

Fig. 7 Schematic illustration of the cell contamination evaluation model and its construction.
a Schematic illustration of decision tree model for cell morphology modeling. Combination of
morphological parameters (left) could be determined using decision tree (right). b Practical
scheme for constructing cell contamination evaluation model. Model can be constructed by single
cell type culture images if all cell objects could be effectively extracted from the image data.
From the unknown image of co-cultured cells, fibroblasts mixed in keratinocytes in this case, the
constructed model can predict the contamination rate

b
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model for predicting the percentage of contamination of fibroblasts in keratino-
cytes by using only the analysis of objects from the mixed culture images.

From the clustering, nine groups of morphologically different objects found in
the two cell types could be assigned to 9-clusters with high accuracy (Fig. 9). And
surprisingly, although the nine-cluster model was originally constructed from the
objects in 100% single cell-type images, this model succeeded in predicting
cellular objects in images of co-culture (13 samples with different mixed
percentages ranging from 1 to 30% fibroblast contamination in keratinocytes) with
an accuracy of 93% (±5%). This prediction performance of non-labeling image
cytometry is extremely high, and it should be noted that this cytometry was
performed with non-stained cellular images.

The process of the decision tree modeling, i.e., the clustering with teacher
signals, should provide important insights into the problem of cell classification.
For cell classification, one should realize that cells are swinging between two
phases of different morphologies. One is the characteristic morphology of the cell
type, and the other is the round and small morphology, which is identical between
all the cell types. This round and small morphology may indicate ‘‘cells before
division’’ or ‘‘cells beginning to apoptose’’ or ‘‘cells in migration.’’ With this
common morphology, the classification of ‘‘individual cells’’ is extremely difficult.
Because with the case of cells, a certain common population of objects will share
exact same morphologies, and become the noise in the modeling process. The
existence of such a population was very clear when we first attempted to classify
the two cell types by using discrimination analysis (Fig. 10). Figure 10 shows that
there is an ‘‘indiscriminative’’ population within each cell type. We found that
such an ‘‘overlapping’’ population can be reduced by defining the ‘‘true-negative
noise objects common to both cell types,’’ which is represented by groups 8 and 9
in the above-mentioned criteria (Fig. 9). However, such noise reduction alone
could not completely improve the prediction accuracy, because of the presence of

Keratinocyte 100% 

Fibroblast 100%  

Size  

Fibroblast
specific 
morphology  

Keratinocyte
specific 
morphology  

Common
morphology
(Noise)  

K_c K_o K_s K_n 

N_s 

F_s F_n F_o 

N_l

Fig. 8 Object grouping for effective decision tree construction

220 H. Sasaki et al.



another ‘‘sub-population of objects’’ which has similar morphology and disrupts
the classification accuracy. Such sub-populations are individually assigned in the
decision tree model; therefore, it provided the highest accuracy in classifying the
two cell types at the single cell level.

6 Discussion

Although some reports have described a connection between ‘‘morphology’’ and
‘‘cell quality,’’ few reports focus on the practical tasks and problems associated with
clinical cell therapy or demonstrate the effectiveness of various machine learning
model approaches. Therefore, in this chapter, we have reviewed some of our
successful studies on image-based bioinformatics modeling in clinical cell therapy.

Image-based cell assessment is gaining popularity along with the advances in
‘‘imaging equipment’’ and ‘‘high content analysis software.’’ Indeed, machine
learning approaches are important for the analysis of ‘‘multi-variant data mea-
surements’’ together with ‘‘biological complex phenomena.’’ Bioinformatics,
widely applied in the research fields of DNA microarray, SNP typing, and pro-
teome data mining, has been the leading application in the field of machine
learning algorithms. Image-based data analysis may be the next frontier.
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Fig. 9 Structure of the cell contamination evaluation model. The selected parameters are
described in each node. Under the terminus of branches, bars indicate the percentage of all cell
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However, many important points have been neglected in the recent image-based
biological analyses. Although machine learning approaches offer strong prediction
performances, analysts should be aware of the problems arising from the combi-
nation of ‘‘nature of image data’’ and ‘‘nature of cells.’’

First, cellular image data has a much higher bias compared to mRNA and protein
data. This is because mRNA and proteins are total molecules summed within all the
cells in one vessel, whereas image data biases depend on where and by whom the
cells are observed. Typically, cells grow locally in culture dishes, and migrate toward
empty spaces. Thus, if cells are not uniformly seeded, the cell number and migration
rates differ greatly between images. Furthermore, analysts should be aware that most
cellular images from cell biologists are taken from the researchers’ favorite ‘‘view
field’’ with favorite ‘‘focus and lighting.’’ Therefore, if images are not acquired
randomly or scheduled by automated machinery, random selection of images from
the ‘‘researcher’s image library’’ already has a huge bias.

Second, due to the nature of cells, cellular images always contain a certain
percentage of ‘‘common features.’’ This is because every cell type exhibits the
same round and small morphology when the cells are ‘‘dead,’’ ‘‘proliferating,’’ or
‘‘rapidly migrating.’’ In addition, cell-derived debris increases on the surface of the
culture plate during the culture process. Such a ‘‘common sub-population,’’ which
contributes to fatal noise in machine learning algorithms, drastically lowers model
accuracy. Therefore, the objects in cellular images have to be effectively filtered or
classified by detailed observation and statistical analysis of the cell populations
before model construction. We also have to consider the fact that primary cells
sometimes contain ‘‘different cell types,’’ although they are usually overlooked.

Third, the cell variation is huge between cell lines, cell passages, and cell
origins. Therefore, the variation arising from the source of cellular images is also
extremely important. In our experience, such variation is extremely large; there-
fore, the quantity of images should be large enough to provide enough cell
numbers to minimize the standard deviation. Such quantity and variation in cel-
lular images are commonly neglected, mostly because of the cost and labor
involved in the experiment. For effective machine learning, sufficient data for
cross-validation is required; therefore, the experimental design for image acqui-
sition is extremely important.

Fourth, cellular image processing is commonly completely dependent on the
researcher’s feeling. In most cases, binarization is processed with ‘‘a threshold.’’
However, this threshold is commonly decided by some value ‘‘considered OK by
the researcher after evaluating fewer than 20 images.’’ Such a threshold is rarely
‘‘thoroughly scanned,’’ because such a function is lacking in most cellular image
analysis software. Therefore, most cellular images are processed individually and
differently with a ‘‘feeling-based threshold,’’ or processed by a single threshold
that is ‘‘roughly decided.’’ Therefore, a high bias is inherent in image processing
when image data are processed into numerical data.

To reduce these four major biases, we applied original solutions before analysis. (i)
Image bias: we used an original seeding device for equal cell seeding, and acquired
more than 400 images per condition, including different view fields, wells, and time-
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points. We also used a fully auto-scheduled and auto-focusing image acquisition
system, BioStation CT (Nikon corporation) to minimize the image acquisition bias.
(ii) Population bias: we have shown that population bias can be classified using decision
tree models, too. We also remove the ‘‘common population’’ before analysis by using
our original noise-reduction algorithm. (iii) Cell and culture bias: we routinely used
three or more lots or passages of cells in every experiment. We also set image acqui-
sition periods of less than 8 h to obtain more information during the average doubling
time. (iv) Processing bias: we optimized the universal threshold by examining the
threshold ranges of randomly picked images from 5 to 10 cell lines at different time-
points for the best threshold that resulted in minimum error in the cell count. We also
strongly recommend using pattern matching algorithms to recognize objects in the
image, such as the software ‘‘CL-Quant (Nikon Corporation).

To assist clinical cell therapy with such machine learning models combined with
image analysis, ‘‘what to predict’’ should be carefully researched. There are strong
expectations and requirements in clinical cell therapy toward non-invasive cell quality
assessments. A large number of ‘‘qualities’’ and ‘‘events’’ are expected to be predicted
in the clinical setting. However, to build a prediction model, the teacher signal should
be carefully selected and defined. For example, beta galactosidase activity is a
biological marker of cellular senescence [12]. However, the efficiency of beta galac-
tosidase detection in a single stained image is actually very low. It may correlate with
senescence when the data are averaged in ‘‘1 well,’’ but not in ‘‘images that do not cover
all the wells.’’ In such cases, differences in detection power exist between biological
assays and image detection. Without knowing the detection power of the target event,
inconsiderate modeling and data acquisition will result in no harvest. Moreover, there
are some cases where a ‘‘1 marker measurement’’ is not sufficient for definition. For
example, in the case of defining stemness of cells, the single marker staining result
would not produce the expected stemness prediction model.

Additionally, the ‘‘acceptable accruracy’’ of model should be also carefully dis-
cussed by the users of these machine-learning models for cell quality evaluations.
The accuracy should also be carefully checked with the aspect of consistency and
reproducibility. In many cases, the non-labeling and real-time estimation of cell
quality are difficult to compare its performance with conventional methods, because
the image-based cell quality assessment has uncomparable advantage features.
However, such comparison difficulty never means that conventional assay can be
eliminated. The acceptable accuracy of models should be defined by each medical
facility with their specific verification data, and should be used only to reduce the
excessiveness and unstableness in the conventional cell production process.

7 Conclusion

Machine learning modeling algorithms have great potential in image-based cell
quality assessments. Based on the selection of appropriate models with sufficient
quantities of images for predicting target events, our results suggest a potential of
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non-labeled and real-time assessment of cellular quality strongly required in the
present industrialization era of tissue engineering and regenerative medicine. Our
results, most of them are newly presented in this chapter, indicate that quantitative
prediction, categorical prediction, and multi-categorical classification can be
achieved with high accuracy.

Like the other machine learning models in different research fields, robustness
should be repeatedly examined to build universally effective cell quality prediction
models. We are conducting further investigations to determine the extent of
cellular variations to build a practically useful model.

We strongly expect that the feedback loop of advances and improvements in
biology and computational technology will advance this field of cell assessment
with bioinformatics machine learning models.
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