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Abstract Molecular modeling and virtual screening are currently among the main
tools in kinase inhibitor design. In addition, molecular dynamics is actively used to
study structural features and function of kinases. During the last 20 years, compu-
tational power has dramatically increased, and at the same time, algorithms have
become more user-friendly. This has resulted in a situation where these powerful
methods are more easily available for even larger groups of scientists. To effectively
use computational methods, one should understand in great detail how protein
kinases are functioning and how current protein kinase inhibitors interact with the
kinase domain. This short review presents some of the main topics of kinase
modeling, concentrating especially on proper selection and preparation of protein
structure and general usage of MD simulations.

Keywords Docking, Molecular dynamics, Structure-based drug design, Virtual
screening

A. Poso (*)
School of Pharmacy, University of Eastern Finland, Kuopio, Finland

Department of Internal Medicine VIII, University Hospital Tübingen, Tübingen, Germany
e-mail: antti.poso@uef.fi

http://crossmark.crossref.org/dialog/?doi=10.1007/7355_2020_106&domain=pdf
https://doi.org/10.1007/7355_2020_106#DOI
mailto:antti.poso@uef.fi


1 Introduction

One of the first molecular modeling studies dealing with protein kinases was
published by Fry, Kuby, and Mildvan [1] in the mid-1980s. The authors used
NMR NOE’s and molecular modeling to understand how MgATP interacts with
rabbit muscle adenylate kinase. This study can be understood as a starting point for a
great deal of and increasingly more active research on small molecule-kinase
interactions. Surprisingly, we are still facing partially the same obstacles as Fry
et al. some 35 years ago. In a highly simplified way, we are trying to understand
structural properties of kinases and how kinase inhibitors are modifying these
properties. The current main question is how kinase function and conformation
effect upon the inhibitor binding are related to each other. Although the current
paradigm in kinase drug design is to interfere the biological activity of kinase with
small molecules, we do now understand that this inhibition cannot be modeled only
by a simple docking experiment between a small drug-like molecule and the
ATP-binding site of the target kinase. Instead, it is mandatory to study the whole
kinase domain with solvent and, in many cases, with additional domains and
interacting proteins.

This chapter will deal with the molecular modeling of kinases. Although some
structural biology data is also presented, I would warmly recommend the reader to
study the excellent text by Röhm, Krämer, and Knapp in this book (Chap. XX) to
begin with. Modeling is, after all, based on our knowledge of structural biology, and
very little can be achieved without high-quality protein structures. In addition,
protein kinases share several unique structural features, like hydrophobic spines
[2], which one should know prior to looking at the details of molecular modeling
around kinases. This chapter is not to be taken as a guide on how to model kinases,
neither is it a complete review of the topic. The emphasis is more on indicating those
critical factors which one must consider when and if protein kinases are modeled. At
the same time, this chapter concentrates mainly on structure-based drug design
aspects, and detailed analysis of quantum mechanical studies or QSAR/machine
learning, for example, is not included. One reason why QSAR and related methods
are not analyzed is that high-quality QSAR studies of kinase inhibitors are rare and
most of the time only explanatory in nature. One can even argue that since the
invention of 3D-QSAR studies in the late 1980s [3], the development of QSAR
methods in drug discovery has been quite negligible, and structure-based methods
are now the mainstream in drug design.

So, what are the modeling issues we are currently struggling with, and what are
the main approaches computational medicinal chemists and molecular modelers are
utilizing? A simple answer to this question is “molecular motion” and “molecular
dynamics.” In other words, the aim is to go beyond simple virtual screening and
docking and look at how topics like solvent effects, local and global molecular
motions, and protein-protein interactions are modeled.

And yet, there is still one preliminary question to be answered: what is molecular
modeling? Maybe the best response is offered by Ander Leach: “Molecular
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modelling encompasses all methods, theoretical and computational, used to model or
mimic the behavior of molecules.” The art of modeling is to include all those factors
which are needed to gain correct results and not those which are not affecting the
outcome. In early 2000 many scientists used to think that all that was needed to
model kinase inhibitor binding and biological activity was a proper knowledge of the
kinase binding cavity structure and a good scoring function. Unfortunately, kinase
life (like protein life in general) is more complicated, and several findings have
forced us to rethink what is important. As an example, the first-generation Raf
inhibitors turned out to be both kinase inhibitors and activators at the same time
[4]. This paradoxical finding cannot be explained simply by binding interactions or
structural data based on protein kinase X-ray structures but requires considering
kinase dimerization and allosteric effects between kinase domains [5]. Another
classical example, shown by Wood et al. [6], demonstrates how three kinase
inhibitors, lapatinib (Tykerb, GlaxoSmithKline: GW572916), gefitinib (Iressa,
AstraZeneca: ZD-1839), and erlotinib (Tarceva, OSI: OSI-774) all bind the EGFR
kinase domain with almost equal IC50 values but yet a dramatically different effect
on cell cultures. As it turned out, these compounds have big differences in target
residence times. So, simple IC50 or binding affinity in the form of pKi is not the
dictating factor for biological activity, but, instead, dynamic properties are critical. A
third example demonstrates how solvent effects do explain kinase inhibitors’
structure-activity relationships. Direct interactions between cyclin G-associated
kinase (GAK) and a library of 4-anilinoquin(az)olines were not able to explain
structure-activity relationships (SAR). Instead, desolvation energies, reflecting
enthalpy and entropy of individual water molecules within the GAK binding site,
were critical for building a systematic SAR model. This example clearly indicates
that water should not be neglected during kinase modeling [7]. Although these
examples may seem to be quite unique, there is one common factor combining all
the cases. To gain useful modeling results, we must consider the protein including
solvent and dynamic aspects of the whole molecular system.

So, should we model protein kinases alone or inhibitor-kinase systems in general?
A simple, fundamental answer originates from thermodynamics. Equation (1) shows
the very basic relationship between binding affinity and Gibbs energy of binding:

ΔG ¼ �RT lnKa ¼ �RT ln
1
Kd

� �
¼ μPL � μL � μP ð1Þ

Equation (1), Gibbs energy of binding (ΔG0), R ¼ Gas constant, T ¼ temper-
ature (K), Ka ¼ drug-binding association constant, Kd ¼ drug-binding
dissociation constant, μPL ¼ chemical potential of protein/ligand complex
in solution, μL¼ chemical potential of Ligand in solution and μP¼ chemical
potential of protein in solution
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As binding energy (and affinity) is related to the chemical potential of the protein-
ligand system in solution, one must consider all the factors which are involved in the
chemical potential. Thus, one must study how the solvent interacts with the protein/
ligand and the protein-ligand complex. In addition, one must consider all the
configurations (protein-ligand poses with different conformations) of the protein-
ligand complex which are relevant for binding. This is not done by two very popular
methods, namely, docking and QSAR, since in docking every individual pose is
scored independently, and QSAR does usually not consider anything else than
ligand 2D or 3D structural descriptors. Both of these methods have been successfully
used for quite a long time, QSAR since early 1960 [8] and docking from the early
1990s [9]. As one can easily understand, those methods were developed to be fast
and easily available, thus not requiring substantial computational power. This was
only possible by making those major simplifications which, at the time, were
acceptable but should be reconsidered in the current world.

Thanks to the current massive GPU and classical supercomputer environments, it
is now possible to study a full protein-solvent-ligand ensemble in a dynamical
fashion. Without going into details, it can be stated that molecular dynamics
(MD) approaches are the natural answer to the problem presented in Eq. (1).
Unfortunately, usage of MD simulations means that the computational burden is
much higher than with classical molecular docking or QSAR. This is not the only
issue, since results from MD simulations are quite complicated. Both, docking and
QSAR, are popular methods, partially, because they deliver simple numerical results
(scoring or predictions), easy to understand, and be compared. Even the most
“complicated” QSAR method, CoMFA [3], returns a clear (and often misleading)
3D image indicating those regions around the ligand structure which should be
modified to gain better binding interactions. The results from MD simulations are in
the form of molecular trajectories, describing atomistic movement and
corresponding kinetic and potential energies. One must use a substantial amount
of time and, paradoxically, computing power to analyze large MD trajectories before
results can be used to guide medicinal chemistry work. At the same time, there is no
easy and general procedure how to analyze MD trajectories quantitatively. Analyt-
ical procedure strongly depends on the research question. Thus it may be very time-
consuming just to find what to search for from the trajectory data.

Besides understanding atomic motion, one must use an appropriate protein
conformation for kinase modeling. Kinase inhibitors are classified as types I, 1½,
and II–VI [10]. The consensus is that type I inhibitors target catalytically active,
DFG-in conformation, and thus compete with ATP, while type II inhibitors target
inactive DFG-out conformation which lacks the ATP. Type 1½ inhibitors have high
affinity toward both DFG-in-like and DFG-out conformations, while types III and IV
are used for allosteric inhibitors. The last two types, V (bivalent inhibitor) and VI
(covalent) are not commonly used. Since this classification is based on the kinase
conformation, as seen in the corresponding inhibitor-kinase complex, one can easily
understand that protein kinase conformation does actually matter. Modeling must be
based on the protein structure matching the requirements of an inhibitor. Thus, if one
is modeling a classical type II inhibitor but the target protein conformation is a
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catalytically active DFG-in (type I), all the structure-based modeling methods will
ultimately yield false results. The true issue is the fact that the kinase inhibitor
structure alone is not enough to predict if the inhibitor is type I, II, or something else.
Also very minor changes to the inhibitor structure might change the conformation of
the target kinase [11].

2 Virtual Screening and Docking

Docking is the most commonly used tool in virtual screening. In the case of kinase
inhibitors, one can easily find tens if not hundreds of publications showing different
types of docking approaches used. There is indeed a large number of different
software packages and scoring functions to choose from (for a recent review about
docking in general and especially about the pitfalls, see Pantsar and Poso [12]), but
one cannot claim that any specific method would be clearly better than another. This
does not mean that all the approaches are working or that it doesn’t matter how
virtual screening is carried out [13]. Maybe one of the most critical aspects in
molecular modeling of kinases is the selection of protein kinase conformations to
be used in virtual screening. Kinases are well-known enzymes, and thus conforma-
tional variation has been extensively studied [14]. The main way to classify kinase
structures is to use DFG-in and DFG-out families, which refer to the DFG domain
orientation [15]. Although DFG-in and DFG-out are also well explained elsewhere
in this book, it is good to look at the definition on a general level.

The activation loop of the kinase protein controls the enzymatic activity by
relocating itself onto the surface of the protein, resulting in kinase inactivation.
Additional activity control is reached by the DFG motif conformational shifts, so
that the phenylalanine of DFG occupies the ATP binding pocket, and catalytically
active aspartate is pointing away from the active site. In a catalytically active state,
the kinase is always in DFG-in conformation binding the magnesium ion that
interacts directly with an oxygen atom of the β phosphate of ATP. In addition, the
active state includes glutamate from the C-helix in a salt bridge with a lysine of the
β3 strand. This salt bridge stabilizes the hydrogen bonds between lysine and oxygen
atoms of the α and β phosphates of ATP [15].

When we look at the most recent molecular modeling studies where docking has
been used for kinase inhibitor design, we only consider those studies where docking
has been validated either by biological (in vitro) assays or/and X-ray crystallogra-
phy. It is mandatory that if modeling data are published, and especially if there are
predictions concerning a specific compound, these predictions must be supported by
empirical data. In such a case where modeling is used to make and publish detailed
activity predictions, it will create a situation where the given compounds, even the
hypothetical ones, cannot be protected by patents.

Docking is basically just a method to create and score a protein-ligand binding
pose. Indeed, the simplest way to use docking is to estimate a single compound
binding mode like in the work of Lee et al. [16], which utilized docking together with
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several other molecule methods. Although it is not mandatory, validation of the
docking pose would increase the value of the study [17]. One simple approach was
used by Ortuso et al. who combined several docking results (Glide XP) from X-ray
structures of the Sgk1 kinase [18]. This approach yielded an average docking score
which was used to identify a sub-micromolar Sgk1 inhibitor. Many research groups
have used more complicated approaches and combined docking with binding free
energy calculations and/or QSAR [19] or used a sequential approach with
pharmacophore pre-screening before docking with different methods [20]. It is
seldom that docking is used alone, and typically, docking is combined with one or
several other modeling and screening methods. The reason for this complexity is
quite simple: scoring functions are far from optimal, and typical docking results
include a high number of false-positive and false-negative “hits” [12]. Due to this,
kinase-specific scoring functions or rescoring have also been used resulting in the
identification of a sub-micromolar FGFR1 inhibitor [21].

As mentioned above, the DFG domain conformation indicates if the kinase is in
an active or inactive state. This DFG-domain description raises some questions that
should be considered when carrying out virtual screening. The most important one is
quite simple: Should we target DFG-in or DFG-out or some other conformations?
Naturally, the simplest approach is to use whatever empirical structure is available.
This is a valid option if one is ready to accept any type of inhibitor as a result. In
many cases, researchers are more interested to find either type II or type 1½ inhibitor,
especially, since it has been stated that better selectivity is reached if inactive kinase
conformation is targeted [22]. As most of the empirical kinase structures are the
DFG-in type [23], targeting inactive kinase conformation is not automatically an
option. In theory, one can modify the kinase structure and use, for example,
homology modeling or MD simulations to produce a DFG-out structure by using a
catalytically active DFG-in conformation as a starting point. In practice, this
approach is difficult to use and requires a substantial amount of pre-existing struc-
tural data [24]. Docking itself is a static approach, and structural errors outside of the
protein binding site do not affect the outcome. Thus, one should be able to get viable
results if the binding cavity itself has an appropriate conformation. This is probably
also valid for induced-fit docking methods, if the used method is not based on MD
simulations. However, one cannot use a classical MD-ensemble docking if the
kinase structure has structural issues anywhere near the binding site, since those
errors would easily be reflected to the binding site of the protein kinase.

One way to modify the kinase structure is to use an induced-fit protocol and
modify the target kinase conformation so that structural features are as required. This
approach was used to identify inhibitors against zeta-chain protein kinase 70 kDa
(ZAP70) [25]. The gatekeeper residue methionine 414 was modified to resemble the
structure of Janus kinase 2 (JAK2) by aligning ZAP70 to JAK2 binding sites. In
addition, a potent JAK2 inhibitor was docked to the resulting structure, and the
ZAP70/JAK2-inhibitor complex was relaxed by MD simulation procedure. The
induced-fit ZAP70 structure was used for the docking campaign, and several low
and sub-micromolar ZAP70 inhibitors were identified. This protocol proves that
although the structure used for the docking campaign was not a classical homology
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model structure but a modification of an X-ray, the docking protocol was still able to
identify several validated hit compounds. It is a common situation with many high-
affinity compounds that the protein-ligand complex is highly complementary. In
such a case, docking is often unable to produce a proper binding pose for inhibitors
which are structurally different from the inhibitor within the X-ray structure. As an
example, one can look at the data from Pedreira et al., in which both normal docking
and induced-fit docking approaches were unable to create proper binding modes for
type 1.5 p38alfa MAP kinase inhibitors [26]. Only after manual modification of
kinase conformation, a proper binding pose was constructed. This pose was vali-
dated by long MD simulations (3.6 μs) with three replicas for all studied systems.
Unlike in many other modeling studies in which MD simulations are used to support
the docking results, this extremely long MD simulation is truly validating the
proposed docking poses. One cannot claim the same for those cases where MD
simulation is either only single run and/or clearly shorter than 500–1,000 ns, as that
timescale is just enough to cover protein side chain movements or so-called tier
1 movements [27, 28].

One additional point to discuss is related to the idea of targeting inactive kinase
conformation. The question is if all DFG-in structures are also catalytically active
kinase structures or if there are DFG-in-like structures which are catalytically
inactive. It seems that this is the case, as a quite recent paper by Modi and Dunbrack
[23] nicely demonstrates that only a small part of DFG-in conformations is catalyt-
ically active. To be catalytically active, the protein kinase should have all the
structural features required for phosphorylation activity, including a proper setup
to accommodate the ATP molecule and the magnesium ion. Indeed, there are several
X-ray structures with DFG-in-like features but without proper conformation to
accommodate the ATP and the metal ion. What is not known at the moment is
whether these inactive DFG-in-like structures are thermodynamically distinct ones
in vivo and thus biologically valid or whether the inactive DFG-in structures are just
artifacts of the crystallization conditions. Current data indicate that the first option is
valid, as combination of X-ray structure analysis and long-scale MD simulations
with CDK2 was able to identify not only classical active and inactive kinase
conformations but also several metastable states [29].

3 MD Simulations

As one can see, MD simulations are becoming an increasingly popular research tool
to study both conformational aspects of protein kinases and for understanding drug-
protein interactions. There are several factors which are making MD a true option,
but the most important ones are the dramatically increased performance due to GPU
implementation of software, better force fields, and especially the Markov State
Modeling approach [30]. Around 10 years ago, most of the published MD simula-
tions included at maximum 1 μs simulation time, but current studies can easily be
based on data from an over 1 ms timeframe [31]. In our group, a routine simulation
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speed in the case of protein kinase MD is around 500 ns/24 h/kinase, and several
simulations (typically more than 10) are run simultaneously. This equals to around
5 microseconds produced MD data within 24 h. Together with ever-continuing work
on new protein-specific and general force fields [32–36], this has allowed researchers
to carry out long enough simulations with good accuracy for the kinase inhibitor
complex. Naturally, currently available force fields are far from perfect, and there are
several attempts to include polarizability and proton transfers within classical force
fields [37, 38]. However, the current status of force field methods is good enough to
allow high-quality simulations which are reproducing empirical data within a rea-
sonable error margin.

Force field development is not the only reason why MD simulations are nowa-
days useful in drug design. Another breakthrough is a method called Markov State
Models (MSMs). MSMs are kinetic models of the process under study, usually
based on MD trajectory data. The aim of the MSM approach is to build a simplified
model, easy to understand and simple enough that new insight can be gained. MSM
is a coarse-grained representation of the more detailed molecular trajectories for
quantitative comparisons [30]. The method builds a model with individual (meta-
stable) states and detects how often conversion from one state to another is happen-
ing. MSMs often have thousands of states or even more. The critical factor is the
transition from one state to another, and with faster transitions, shorter simulations
are needed to construct an MSM. As Pande et al. explain in their excellent review,
the specific challenges for building an MSM can be broken down into (1) how does
one define states in a kinetically meaningful scheme and (2) how can one transition
the matrix in an efficient manner. If done properly, the MSM will yield both
a detailed enough model about the phenomenon under study and at the same time
a confirmation that the given simulation time is long enough to construct such a
model [30].

Kinase inhibitor design is a typical structure-based design process, utilizing
structural biology and X-ray structures. However, several MD simulation studies
have recently been able to reproduce most, if not all, relevant protein conformations
within selected protein kinase families [31, 39, 40]. In addition, similar studies have
detected previously unknown inactive kinase structures, which have either been later
validated by structural biology approaches or confirmed by X-ray structure in related
kinases. Sultan, Kiss, and Pande [41] used an accelerated molecular dynamics
(AMD) to study seven Src kinase structures simultaneously. They also utilized an
extension of the MSM method which allowed the authors to compare MD trajecto-
ries of seven Src kinases, namely, Fyn, Lyn, Lck, Hck, Fgr, Yes, and Bl kinase. The
total length of AMD simulations exceeded several milliseconds. Results indicated
that the kinase active state of the seven Src kinases is typically within 1–2 kcal/mol
of the inactive conformation. In addition, kinase activation is slower than deactiva-
tion. The active-inactive transitions require several metastable intermediates, and
potentially those conformations can be targeted by specific inhibitors.

Although docking is carried out in vacuum, water molecules can be considered
during the docking procedure. Protein-ligand solvation and desolvation are the major
sources of binding energy during protein-ligand binding [42]. Indirectly, water is
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included in some of the scoring functions, like Glide XP [42, 43]. However, a more
direct approach is to use information from the X-ray structures and especially MD
simulations with explicit solvent molecules. One example of these approaches is the
already mentioned work by Lee et al., which also considered water networks within
the binding site [16]. Protein cavities are not always fully solvated, and dewetted
regions can substantially affect the binding affinity of ligands and inhibitors. An
example of this is demonstrated by Asquith et al. [7, 44] in two studies where water
networks within GAK and EGFR kinases. In both of these studies, the WaterMap
method was used to identify the effect of individual water molecules, and the pure
docking score was not able to rationally explain the structure-activity relationships.

One must recognize that solvent effects are not independent of equally funda-
mental ligand ionization properties. An excellent example of how these are
connected to each other is the study by Heider et al., which showed that
pyridinylimidazole as GSK3β inhibitors were strongly affected by both preferred
tautomer and solvent-related binding effects [45]. Naturally, one cannot reach these
conclusions without a proper quantum mechanical evaluation of ligand behavior in
solvent phase. This procedure, unfortunately, requires substantial computational
resources and is thus not an option for a traditional virtual screening. It should
therefore be limited to those cases where more traditional approaches are not
satisfactory.

Protein ionization is typically kept fixed during all the modeling studies. This
assumption has recently been challenged, as it is well known that protein side chain
ionization does affect ligand binding, and protein dynamics and ionization are
affected by the protein 3D environment, solvent, and ions nearby. In addition,
since several side chains have their pKa values near the physiological pH, the
initially assigned protonation state might not be the one which is relevant for the
phenomenon under examination. To solve this issue, Brooks et al. developed a
method which combines classical MD simulation with explicit solvent for accurate
molecular interactions, generalized Born implicit-solvent model for estimating the
free energy of protein solvation, and a pH-based replica exchange scheme to
significantly enhance both protonation and conformational state sampling
[46, 47]. The method, named as hybrid-solvent continuous constant pH molecular
dynamics with pH replica exchange (CpHMD), was used by Shen et al. to study, for
example, how the c-Src kinase DFG domain flip (DFG-in vs. DFG-out) is affected
by the protonation of Asp [48]. The authors showed that protonated DFG-aspartate is
compatible only with DFG-out conformation, while unprotonated aspartate is pos-
sible with both DFG forms. This clearly underlines that ionization of all relevant
residues must be properly assigned before MD simulation or any structure-based
drug design method is used. They also used CpHMD to identify catalytically active
but nucleophilic (neutral) lysine residues which can be targeted by covalent inhib-
itors (the interested reader should look at the very comprehensive Chap. 30 by
Gehringer). In addition, within the same study, the authors were able to identify
charged cysteine residues within kinases which existed even at a physiological
pH [49].
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Thanks to the recent development of force field parametrization, MD simulations
are currently quite reliable. It is still quite common that results from the force field
methods are not fully in line with empirical data, and this is especially true if we
consider X-ray crystallography. Long timescale simulation studies with p38a MAP
kinase inhibitors were recently used to explain the discrepancy between X-ray and
NMR data [50]. According to the classical activation mechanism, supported by
X-ray structures [51], p38a MAP kinase activation with a double-phosphorylated
structure should include a large reorientation of the activation loop A. However,
NMR studies indicated that double phosphorylation does not induce any major
conformational rearrangements [52]. Simulations with CHARMM force field were
conducted with ten replicas, and simulation time was varied between 500 ns and
1 μs, although in individual cases also longer simulation times were used. The results
suggest that p38a predominantly samples conformations which are in contrast with
the activation model obtained from X-ray crystallography. However, the authors
analyzed crystal contacts and found several artifacts affecting the protein conforma-
tion, for example, an atypically long expression His-tag of a neighboring molecule
bound to the hydrophobic docking groove of p38a MAP kinase. It is easy to agree
with the statement of the Kuzmanic et al. [50] “These observations show how
important it is to carefully analyze symmetry-related molecules and they call for
caution in the interpretation of deposited X-ray structures, as they can be
misleading.”

Basically, the abovementioned conclusion can be drawn also from the studies
dealing with Aurora kinase A (AurA) [53, 54]. By combining experimental data and
MD simulations, it has been demonstrated that AurA activation by phosphorylation
occurs without a population shift from the DFG-out to the DFG-in state and that the
activation loop of the activated kinase remains highly dynamic. This is, once more,
against the traditional view of the X-ray. Instead, molecular dynamics simulations
and electron paramagnetic resonance experiments show that phosphorylation trig-
gers a switch within the DFG-in subpopulation from an autoinhibited DFG-in
substate to an active DFG-in substate, leading to catalytic activation.

4 Allosteric Control of Kinases

Most of the kinase inhibitors target the ATP binding site of the corresponding kinase
protein. While the ATP binding site is highly conserved among the kinome, the
so-called exosites are much more unique, although to some extent also conserved.
The first successful kinase inhibitor targeting exosites was imatinib [55]. From the
modeling point of view, this paradigm shift was quite big as it demonstrated that
target protein conformation is not static and that kinase conformation can be
modified by targeting exosites. While, at the moment, most of the new kinase
inhibitors are targeting the ATP-binding cleft between the N- and C-lobes of the
kinase, interest toward allosteric inhibitors is growing due to some very evident
benefits. The biggest advantage is the fact that the allosteric binding site has no
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high-affinity endogenous ligand. The second major benefit is that one can, at least
theoretically, control the target kinase function in a more precise fashion. However, a
lot of research is needed to understand how the allosteric control mechanism works.
Currently the best molecular modeling method to tackle this question is naturally
molecular dynamics, as all other methods, like docking, QSAR, and pharmacophore,
only give a static image of the drug-receptor complex.

Allosteric effects have been explained by different theoretical frameworks, most
of which are not explained here. One of the most recent theoretical approaches is the
so-called “violin” model, specifically proposed for protein kinases by Kornev and
Taylor [56–59]. This model is developed directly to explain the type III and type IV
kinase inhibitors’ mode of action. While more traditional theories of allosteric
control rely on specific atomic interaction networks with a direct pathway from the
allosteric site to the site of action, all of them have some caveats. The most notable is
the high thermal motion of individual atoms within a protein. Unlike in the macro-
scopic world, thermal motion in the microcosmos is large enough to prevent simple
one-pathway networks, and big parts of the information would be lost in the process.
One can also easily understand the violin model based on the MD simulations. In the
typical force field method, atoms and bonds are represented by ball and springs with
corresponding spring constants and thus also with corresponding vibrations. These
vibrations are, even at room temperature, strong enough to constantly break and
re-make most of the interprotein interactions like H-bonds, ionic bonds, and hydro-
phobic (dispersion) interactions. As current force fields are accurate enough to
reproduce a majority of the macroscopic parameters and spectra data, we can easily
accept that these vibration and intramolecular motions are also represented accu-
rately enough by modern all-atomic force fields.

Another important work dealing with allosterism, by McClendon et al. [58], is
also based on MD simulations. The work includes microsecond scale MD simula-
tions and the authors demonstrate that Protein Kinase A (PKA) has not just semi-
rigid N- and C-lobes, but several semi-rigid communities interacting with each other
and controlling in a rational way the function and activity of PKA. Correlated
motions between these structurally contiguous communities are associated with a
particular protein kinase function and/or a regulatory mechanism. A bit surprising is
the finding that some well-known protein kinase motifs are split into different
communities. The community maps are able to explain how different ligands induce
long-distance allosteric coupling. These communities are also in agreement with the
spine network [57].

Most of the kinase modeling studies are based on kinase domain structure alone,
but there are also MD simulations which do include the regulatory units, like SH2
and SH3. A comprehensive study, combining MD simulations, free energy calcula-
tions, in vitro functional assays, and single point mutations, suggests that the
SH2-kinase interactions are allosterically stabilizing the αC-helix of the c-Abl kinase
domain [60]. One should recognize that while MD simulations were used with an
unbiased classical all-atom AMBER-force field, the free-energy estimations were
based on a hybrid coarse-grained model. A multidisciplinary approach combining
simulations, functional assays, and mutagenesis has characterized the interdomain
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coupling in the active SH3-SH2-Abl complex, suggesting that the SH2-KD interac-
tions can allosterically stabilize the catalytically competent position of the αC-helix
and thus exert control over the kinase activity [61]. The same system was also
studied by using microsecond all-atom simulations and differential scanning calo-
rimetry. The results from the dynamics of the SH3-SH2 tandem indicate a two-state
switch, alternating between conformations observed in the autoinhibited and active
complexes [62]. As a conclusion, computational studies of Abl and Src kinases
regulation have indicated a complex interplay between the SH3 and SH2 domains,
the SH2 linker, and the catalytic domain. These studies are in line with experimental
results.

5 Discussion

Many important topics have not been discussed above, like phosphorylation effects
and kinase dimerization. The main issue in modeling has hopefully been discussed
sufficiently to draw some conclusions. The following conclusions are based on case
studies in kinase modeling but, at the same time, are, after some modifications,
generally applicable to all drug discovery type modeling efforts.

Successful modeling starts with the appropriate question or proper research
hypothesis. This research question will lay the foundation for the selection of protein
structures to be used. In the case of kinase modeling, one must know if potentially
available protein structures (X-ray, Cryo-EM, or homology modeling) are in a
biologically relevant state. The next critical point is the correct ligand/library
preparation. Far too often, ligand tautomers/protomers are not based on detailed
studies, but modelers trust too much in automatic procedures. The third critical point
is too high confidence in docking and MD simulation results. Docking can, after all,
create some kind of binding pose to almost all of the compounds in virtual screening
libraries, although only a very small number of molecules are actually binding the
target protein. The same is true for MD simulations. Many papers show single 100 ns
simulations time stating that this is enough to identify binding/association/affinity.
Since biological assays are usually done as triplicates, we should ask why this is not
done with MD simulations [63, 64]. Instead of believing in one individual binding
pose proposed by docking or short MD simulation, one should run several compu-
tational experiments with different setups, repeat MD simulations, and study how
robust the proposed binding mode is to small changes in the system. At the same
time, one should not think that empirical data are always superior over computa-
tional results. As discussed above, X-ray structures often do have issues affecting
ligand structure, protein conformation, and structural determination, and sometimes
the whole protein structure is wrong [65, 66]. This means that like in modeling and
biological assays, one must look at all the structural biology data and combine
information from different sources.

Most of us like good food and wine/beer/water. We also know that good food and
drink cannot be created if we are using bad and rotten raw materials or dirty water.
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The same is true for modeling and science in general. If the used method is not good,
if protein structures are not adequate, or the ligands are not properly processed, one
cannot obtain good data.
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