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Abstract Based on an analysis of observations and one-dimensional coupled hydro-

physical biogeochemical model, long-term variability of the physical and biogeo-

chemical structure of oxic and suboxic layers in the Black Sea is studied here. The

correlation between large-scale atmospheric forcing [2 m air temperature, surface

level pressure, surface wind and North Atlantic oscillation (NAO) index] and local

responses is the main point. The comparison of model performance with respect

to spatial and temporal distribution of biogeochemical variables against observed

vertical distribution patterns is quite good. It is demonstrated that during 1960–2000,

the long-term variability of winter-mean-simulated SST in the Black Sea

is reasonably well correlated with the variability of 2 m air temperature. Further-

more, it is demonstrated that the thermal state of the upper ocean impacts largely the

variability of concentration of biogeochemical variables, such as oxygen and nitrate.

The teleconnection between NAO and Black Sea biogeochemistry manifests differ-

ently for the periods 1960–2000. The corresponding regime shifts are also associated

in a vital way with the large-scale forcing.

Keywords Atmospheric forcing, Biogeochemical model, Black Sea, Decadal

variability, Oxygen
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Abbreviations

AT Air temperature

CIL Cold intermediate layer

DPT Dew point temperature

GOTM General Ocean Turbulent Model

NAO North Atlantic oscillations

OM Organic matter

ROLM Redox-Layer Model

SST Sea surface temperature

1 Introduction

Permanent anoxic conditions are observed in lakes, fjords and ocean basins such

as Black Sea, Baltic Sea and Cariaco Trench, which are characterized by

extremely stable stratification. In the Black Sea, the biogeochemical system

adjusted to the physical stratification in an unique way, building thus the largest

anoxic environment in the world. Major changes of biogeochemical variables are

observed across levels of constant density, while gradients along density are

extremely small [1–3]. A typical vertical profiles observed in the centre of the

Black Sea are shown in Fig. 1. Oxygen is almost at atmospheric saturation in the

upper layer (0–40 m) and drops sharply below the detection limit of 3 mM at about

the depth of 60 m. The first appearance of the hydrogen sulphide occurs at about

80 m and then increased continuously to more than 40 mM of about 150 m. The

nitrate maximum appears at about 60 m, and the ammonia starts to increase at

about 75 m several metres above the sulphidic boundary. The same profiles are

shown versus density in the figure on the right (Fig. 1). It is noteworthy that

biogeochemical structure of the water column is characterized by no-overlap of

dissolved oxygen and hydrogen sulphide layers. The corresponding layer is

known as the suboxic layer (the zone without oxygen and hydrogen sulphide,

[4]). Yakushev et al. [5] numerically proved with the model that the manganese

cycle in the Black Sea could explain this layering.

The present-day vertical structure is very stable and has been established as

a consequence of the re-connection between the Black Sea and the Mediterranean.

Some analyses of long-term variations of chemical [6] and ecological [7, 8] systems

in the Black Sea identify regime shifts, which could be due to either anthropogenic

or climatic forcing.
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Fig. 1 Vertical profiles of basic chemical end ecological variables in the Black Sea (Leg 8, Stn 5);
top: oxygen/sulphide data in situ; bottom: nitrate/nitrite/ammonia pump cast data, during R/V

Knorr Cruise 2003: The Black Sea; for more details, see: http://www.ocean.washington.edu/

cruises/Knorr2003/data/Vol_Oxygen_Sulfide/08-5.html
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The motivation for this study is to test the capability of a

complex biogeochemical model to reproduce interannual variability triggered by

the atmosphere. In this chapter, we use a 1D model, a first step that is necessary to

understand the possible reaction of natural water systems to atmospheric forcing.

Testing performance of 1D biogeochemical model and validation against observa-

tions will also be illustrated here. Major interest is on the upper layer variability. The

chapter is structured as follows. We first describe the numerical model and sensitiv-

ity experiments carried out, which is followed by a discussion of results and short

conclusions.

2 Model and Materials

2.1 Description of the Model

The biogeochemical model used in this study is Redox-Layer Model (ROLM, [5]).

This model includes production and decay of organic matter (OM), and reduction

and oxidation of nitrogen, sulphur, manganese and iron. The following compart-

ments are included (Fig. 2): dissolved oxygen (O2), hydrogen sulphide (H2S), total
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Fig. 2 Forty-five-year mean value for meteorological forcing data of wind speed, sea level

pressure, air temperature, dew point temperature and total cloud cover
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elemental sulphur (S0), thiosulphate (S2O3), sulphate (SO4), ammonia (NH4), nitrite

(NO2), nitrate (NO3), particulate organic nitrogen (PON), dissolved

organic nitrogen (DON), phosphate (PO4), particulate organic phosphorus (POP),

dissolved organic phosphorus (DOP), bivalent manganese (Mn2), trivalent manga-

nese (Mn3), quadrivalent manganese (Mn4), bivalent iron (Fe2), trivalent iron (Fe3),

phytoplankton (Phy), zooplankton (Zoo), aerobic heterotrophic bacteria (Bhe),

aerobic autotrophic bacteria (Bae), anaerobic heterotrophic bacteria (Bha) and

anaerobic autotrophic bacteria (Baa). ROLM was chosen for the multi-decadal

calculations because this model describes losses of oxygen for both mineralization

of organic matter and oxidation of the reduced forms of sulphur,

nitrogen, manganese and iron. ROLM considers also the transformation of nitrogen

from reduced to oxidized forms (i.e. between NO3, NO2 and NH4). Unlike the other

existing models for the Black Sea [9, 10], organic mater production due to photo-

synthesis and chemosynthesis is parameterized, and thus feedbacks between the

upward fluxes of nutrients and organic mater production are accounted for. A

detailed description of the model is presented by Yakushev [5].

The model is coupled online with the General Ocean Turbulent Model (GOTM,

[11]). This is a one-dimensional water column model for the most important hydrody-

namic and thermodynamic processes related to vertical mixing. The basic set of

equations (1–7) for temperature T, salinity S, mean horizontal velocity components

u and v, pressure P, turbulent kinetic energy (TKE) k and the TKE dissipation rate e are:

@T

@t
¼ @

@z
ðu0t þ u0Þ @T

@z

� �
� gTðT � ToÞ; (1)

@S

@t
¼ @

@z
ðu0t þ u0Þ @S

@z

� �
� gSðS� SoÞ; (2)

@u

@t
¼ @

@z
ðut þ uÞ @u

@z

� �
þ fv; (3)

@v

@t
¼ @

@z
ðut þ uÞ @v

@z

� �
� fu; (4)

@P

@z
¼ �gr; (5)

@k

@t
¼ uk

@2k

@z2
þ Pþ B� e; (6)

@e
@t

¼ ue
@2e
@z2

þ e
k
ðce1Pþ ce3B� ce2eÞ; (7)
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where u0t and u0 are molecular and turbulent diffusivity of temperature and salinity,

u and ut are molecular and turbulent viscosity (momentum), f is the Coriolis

parameter, and ue and uk are the turbulent diffusivities of energy dissipation and

TKE, respectively. Relaxation with the time scale 1/g(T, S) towards prescribed

profiles (T, S) is enabled in deep layers to compensate for the missing fluxes in

one-dimensional model.

The shear stress production P and the buoyancy production B are:

P ¼ ut
@u

@z

� �2

þ @v

@z

� �2
 !

; (8)

B ¼ �u0tN
2; (9)

where

N2 ¼ �g

r0

@r
@z

is the Brunt–V€ais€al€a frequency.

The turbulent viscosity and diffusivity can be calculated using the relation of

Kolmogorov and Prandtl:

ut ¼ cm
k2

e
; u0t ¼ c0m

k2

e
: (10)

The turbulent diffusivities for k and e are:

uk ¼ cm
sk

k2

e
; ue ¼ cm

se

k2

e
: (11)

All parameters in the above formula are listed in Table 1 [11, 12]. The surface

fluxes is calculated by means of bulk formulae which was developed by Kondo

[13]. Meteological forcing and dew point temperature are specified, while the solar

radiation is not prescribed.

The physical model is coupled to and solves one-dimensional vertical diffusion

equations for 24 non-conservative substances of the type:

@Ci

@t
¼ @

@z
ðu0t þ uÞ @Ci

@z

� �
� @

@z
ðWC þWMÞ � Ci

� �
þ RCi

; (12)

Table 1 Parameters of the K-e model [26]

Model constant Value Definition

ce1 1.44 Empirical coefficient of dissipation equation

Ce2 1.92 Empirical coefficient of dissipation equation

ce3 (B < 0) �0.4 Empirical coefficient of dissipation equation for stable stratification

ce3 (B > 0) 1 Empirical coefficient of dissipation equation for unstable stratification

se 1.3 Schmidt number for TKE diffusivity

sk 1 Schmidt number for TKE diffusivity
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where Ci is the concentration of a model variable, WC the sinking velocity of

particulate matter; WMe accounts for the contribution of settling of Mn hydroxides,

and RCi
describes biogeochemical production or consumption. These terms given

by Yakushev [5] were used in the present study parameter values. Meanwhile, some

parameters about phytoplankton on specific growth, respiration, mortality and

excretion rate changed a little according to other literatures to make the model

results more closer to the real situation.

2.2 Analysis of Forcing and Initial Data

2.2.1 Forcing Data

Forcing data for the physical model consists of radiation (including clouds), 10 m

wind speed, 2 m air temperature and dew point temperature, as well as sea level

pressure. They are produced by the European Centre for Medium-Range Weather

Forecasts (ECMWF) and were kindly made available for the period 1958–2002 in

the frame of Southern European Seas: Assessing and Modelling Ecosystem changes

(SESAME) project by the INGV, Italy. The temporal sampling rate is 6 h. The data

have spatial resolution of 0.25�. From these data, we extract forcing corresponding

to an open sea location (32.625�E, 43.177�N). Atmospheric variability is charac-

terized by a pronounced seasonal cycle, which is exemplified in Fig. 2 by the mean

year for the 45-year model integration period. In the study, all the atmospheric

forcing data are calculated in winter-mean (December–February).

The Black Sea regime shifts appear to be sporadic events forced by the strong

transient decadal perturbations, and therefore differ from the multi-decadal scale

cyclical events observed in pelagic ocean ecosystems under low-frequency climatic

forcing [14]. The North Atlantic oscillation (NAO) index is known to be the most

prominent mode of low-frequency variability controlling atmospheric circulation

and climate over the North Atlantic and Eurasia [15]. The positive winter NAO

index is associated with stronger north-south pressure gradient, more cold and dry

air conditions in the Mediterranean and Black Sea region, and more moisture

and heat transported in Scandinavian area. Conversely, the negative NAO index

supports warmer air temperatures in the southern Europe. The NAO index for the

period 1960–2000, defined as the normalized sea level pressure difference mea-

sured in meteorological stations located at Gibraltar and Iceland [16], was obtained

from the Climate Prediction Centre of National Weather Service in NOAA (http://

www.cpc.noaa.gov/products/precip/CWlink/pna/nao_index.html). Monthly values

were averaged for winter season (December–February).
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2.2.2 Initial Conditions

Initial conditions correspond to the annual mean temperature and salinity profiles

for the interior part of the basin. Because the model is one-dimensional (no

horizontal fluxes are computed or prescribed), we relax temperature and salinity

below the depth of CIL to climatology. At every time step, temperature and salinity

profiles used for relaxation are interpolated to the actual GOTM model grid.

This procedure ensures that the simulations remain consistent with the dominating

stratification in deep layers. At the same time, upper layer characteristics are free to

adjust to surface forcing.

At the sea surface, all chemical and ecological constituents were set to zero

except for O2, NO3 and PO4 that were parameterized as follows [5]. At the lower

boundary, which is at the depth of 200 m, constant values were specified: NH4

¼ 20 mM, H2S ¼ 60 mM, MnII ¼ 8 mM, FeII ¼ 0.4 mM, PO4 ¼ 4.5 mM, which

corresponds to existing observations.

2.3 Numerical Experiments

We define two scenarios, which we run for 45 years each with data described

above. The difference between them is that in the first one called Scenario (I) we

use the full atmospheric signal, which contains interannual (I) variability. In

second scenario, we substitute the atmospheric forcing by the mean year, which

is perpetually repeated for 45 times; therefore, the name of this scenario is

perpetual (P).

In view of the simple conditions of the 1D physical biochemical model, the

meteorological forcing was the only driving source. Four sensitivity experiments in

1-year run on air temperature, dew point temperature, wind and sea level pressure

were designed to test the main affecting factors. On the basis of the scenario P, we

designed six sensitivity experiments on AT, DPT, wind and SLP independently.

The first sensitivity experiment run by increasing 2� on AT value, and the other

meteorological forcing kept unchanged. The second sensitivity experiment run by

decreasing 2� on AT value, and the others parameters kept unchanged. The similar

experiments run with increasing and decreasing 2� on DPT, increasing and decreas-
ing 1 m s�1 on wind, and increasing and decreasing 7 Pa on SLP independently.

All the sensitivity experiments run 2 years, as well as the reference run without

any change in meteorological forcing.

For oxygen distribution at CIL (between 50 and 75 m) in sensitivity experiments

(Fig. 3), air temperature with reduction of 2� caused oxygen concentration go up

to nearly 9 mM, from 30 mM at reference to 40 mM. On the contrary, air tempera-

ture increasing 2� made oxygen concentration go down around 10 mM all the year.

The dew point temperature increased 2�, the oxygen concentration decreased to the
maximum of 3 mM in summer when compared to that of reference, and vice versa.

The wind either increased or decreased 1 m s�1, and oxygen concentration at CIL
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goes up, especially in spring bloom. The change in sea level pressure had negligible

effect on oxygen concentration at CIL. From the analysis and comparison, the effect

on oxygen at CIL among all meteorological forcing in the sensitivity experiments,

the changes in wind and air temperature, should be the more important factors,

and then the dew point temperature was less important affecting factors on varia-

bility of oxygen at suboxic zone. For nitrate concentration experiments at the

same layer (Fig. 4), the variability of air temperature and dew point temperature

brought obvious change, and the decrease of 2� in air temperature caused nitrate

concentration going up 1 mM. On the contrary, the increase of 2� in air temperature

caused nitrate concentration going down 2 mM. The change in dew point temp-

erature had a similar effect on nitrate, while the influence was less to half. Whether

wind increased 1 m s�1 or decreased 1 m s�1, the concentration of nitrate went up

less than 1 mM. The variability of 7 Pa on sea level pressure caused very weak

influence on nitrate concentration.
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2.4 Model Validations

The performance of the model is illustrated below by validating the simulations

against observations from the Knorr Black Sea Cruise in the centre of the Black Sea

Western Gyre in 2003. Because the processes in the Black Sea align to isopycnals,

we present simulated profiles against depth and density separately. Figure 5 reveals

the typical vertical distribution of temperature, salinity, oxygen and hydrogen

sulphide. Overall, the comparison is quite good; however, some differences are to

be mentioned: the cold intermediate layer (CIL) in the model is a little more diffuse

than in the observations, and the oxygenated water penetrates slightly deeper in the

upper layer. As a success of the simulation, one could mention the approximate

agreement of the isopycnic depth of the suboxic layer (a layer characterized by the

absence of dissolved oxygen and hydrogen sulphide; Murray et al. [4]) in the

observations and simulations.

Here, we will describe the model performance at the depths above and around

the depth interval where suboxic layer is usually observed (Fig. 6). In the numerical

simulations, position of suboxic zone is at the density layer of 15.2–15.7 kg m�3.
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Large variations were observed in the distributions of oxygen in surface layers

mostly due to temperature change. Maximum of oxygen of about 380 mM occurred

at sea surface, which was similar to the observed data [8]. The profile reached zero

concentration (less than 0.5 mM) at sy 15.2 kg m
�3, which was little thinner than in

the observed data (15.3–16.0 kg m�3) [17]. Vertical distribution of nitrogen com-

pounds (NH4, NO2, NO3) showed that onset of NH4 appears at about sy 15.4 kg m
�3,

and the maximum of NO2 appeared at the depth where the concentrations of NH4

and NO3 were equal. The onset of Mn2 increased greatly where the onset of H2S

occurred. The vertical distribution of H2S was similar in summer and winter.

The maximum of NO3 appeared approximately at the depth where the O2 dropped

below 10 mM.

The depth of redox layer was 65 and 90 m, correspondingly. In the model, the

oxidation of Mn2 resulted in the formation of alternative electron acceptors, which

had a sinking rate to accelerate the downward transport. O2 dropped to 0 at the

same depth where Mn2 onset appeared that was same as in the observations [5].
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Furthermore, Yakushev and Debolskaya [18] suggested that the reduction of

Mn4 by H2S was very intensive, and the reaction can be balanced by the flux

from below. Hence, we may conclude that the main biogeochemical features of
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the redox layer in the central Black Sea known from observations are well

reproduced by the 1D model.

3 Interannual Variability of Simulated Biogeochemistry

Responses

Decadal and interannual variability in atmospheric state, in particular in the European

region, is well pronounced when analysing data for winter months. Interannual

variability in the physical system has been analysed by Stanev et al. [3, 19] and

Tsimplis et al. [20]. One important result from the above studies is that the deep

layers of the Black Sea do not show pronounced sensitivity to interannual variations

in forcing. This is due to the strong stratification decoupling surface and deep

layers. However, as it has been demonstrated by Staneva et al. [21], responses in

the upper layers and down to the depth of CIL are very clear. Recently, the response

of a number of biogeochemical parameters to long-term atmospheric variability has

been addressed by Oguz [22].
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There is a consensus that during periods of positive winter NAO index, cold and

dry air intrusions into the Black Sea region dominate. Conversely, during times of

negative NAO index, warmer air temperatures dominate the Black Sea region.

Figures 7 and 8 showed the comparison between winter NAO index and air temp-

erature, sea level pressure, wind, SST anomaly and CIL temperature anomaly in

winter during 1962–2000. All the data were 5-year moving averaged. Clearly, there

were three peaks of the winter NAO index in 1976, 1984 and 1995, separately.

From 1960s to 1973, the negative winter NAO index dominates; the air temperature

had a decreasing trend, also with SST, CIL temperature and dew point temperature.

The following 9 years between 1974 and 1982, the winter NAO index changed from

positive to negative, also in turn, frequently. At the same time, the air temperature

increased a little about 1�, and the same trends appeared for SST, CIL temperature

and dew point temperature. At the third period in 1983–1995, positive winter NAO

index took the main role, and the air temperature, SST, CIL temperature and dew

point temperature also decreased. After 1995, all the situations varied again.

From the wind components in winter time, the southwest wind prevailed the four

decades from 1960s to 1990s in the observation station. It was similar to the

observation statistics wind data [23], and an occurrence of the SW wind regime

(61%) is approximately two times as much as of the NE regime (28%) during the
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period 1950–2004 in the Black Sea. The interannual variability in the Black Sea

diagnosed from GOTM does not reveal a very clear correlation between analysed

variables and NAO index, in particular when shorter periods are concerned. As

explained by Oguz [22], NAO is not the only one relevant for the region climatic

index; therefore, perfect correlation is not to be expected.

Summarizing the above results, we remind that the trend variabilities of air

temperature, dew point temperature, SST and CIL temperature show some correla-

tion with winter NAO index. This could indicate that shifts in the response pattern

of physical variables of the Black Sea are possible.

Long-term variations in the structure of thermohaline had been discussed by

many scientists. According to Belokopitov [24], extreme cold winters occurred in

1964, 1972, 1976, 1985 and 1993.

A two-layer structure can be distinguished in the vertical distribution of oxygen

in the Black Sea (Fig. 1). A 90–110% saturated with oxygen upper layer is at or

above atmospheric solubility due to gas exchange and biological production.

It shows significant seasonal variations, and the concentrations there vary from

300–370 mM in February–April to 200–250 mM in July–August depending on the

seasonality of temperature-influenced air–water exchange and OM production

and decomposition [8]. In the lower layer, the oxygen concentrations decrease.

A layer of decreasing oxygen concentration (oxycline) coincides with the main

pycnocline (halocline). Oxygen decreases quasi-linearly with depth from

250–300 mM above the main pycnocline to 10–20 mM at the density level of sy
15.50–15.60 kg m–3. The vertical gradient of oxygen in this layer is 7–10 mM m–1.

Below this depth, the vertical gradient of oxygen decreases significantly to 0.5–1.5

mM m–1. Around the densities of sy, 15.90–16.00 kg m–3 dissolved oxygen

decreases to below detection [8].

A supply of oxygen from the upper layer to the lower one depends on an

intensity of the vertical mixing. In case of the presence of a strong thermohaline

structure, oxygen is consumed faster than it can be replaced by vertical and lateral

fluxes at a depth of CIL, about 70 m. But after a cold winter, the vertical mixing

intensifies and the oxygen concentrations increase. Such an increase in mixing

should also affect supply of nutrients (i.e. nitrate) to the surface layer and there-

fore its potential biological productivity. This means that the yearly variability of

oxygen, phytoplankton and nitrate concentrations at both surface and CIL may have

also certain correlations with winter NAO index.

According to the model simulations (Fig. 9), the NAO index in winter influences

the anomalies of oxygen, phytoplankton and nitrate concentrations at both surface

and CIL. The oxygen concentration at the surface (Fig. 9a) had same trend of incre-

asing with NAO in 1962–2000 that is opposite to temperature (Fig. 7a). Before

1990, the oxygen anomaly kept negative and became positive in the most time of

1990s, when it might be caused by high solubility of oxygen due to the colder

SST. From the middle 1970s to middle 1980s, oxygen maintained relatively stable,

while phytoplankton and nitrate appeared maximum. Furthermore, the correlation

of general trend between winter NAO and phytoplankton and nitrate in surface

layers was clearly negative. Noteworthy is that the correlation between above
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phytoplankton and nitrate in the surface layer is much stronger than oxygen, which

may reflect that at surface phytoplankton concentration depends on nitrate, while

the surface layer oxygen can be affected by other factors, i.e. temperature-forced

changes in the air–water exchange (Figs. 5a and 7a).

Meanwhile, an interannual variability of oxygen at CIL correlate better with an

interannual variability of phytoplankton and nitrate both in the CIL and at the

surface (Fig. 9b–f). An increase in oxygen concentrations at CIL depends on the

intensity of mixing as well as an increase in nitrate and phytoplankton. It was

notable that nitrate was preserved stable in 1960s and in the first half of 1970s at

surface and at CIL. Both surface and CIL phytoplankton and nitrate concentrations

and oxygen at CIL increased very rapidly in the late half of 1970s, when the winter

NAO shifted very intensively. Consistent with the above analysis, one comes to the

conclusion that the winter NAO can be regarded as a potential long-term forcing

explaining the decadal variability of biogeochemical process.

10 80

60

40

20

0

40

20

30

0

0

10

10

5

0

100

50

0

0.03

0.02

0.01

0

–0.01

–10

–20

–30O
xy

ge
n 

at
 s

ur
fa

ce

O
xy

ge
n 

at
 C

IL

P
hy

to
pl

an
kt

on
 a

t s
ur

fa
ce

P
hy

to
pl

an
kt

on
 a

t C
IL

N
itr

at
e 

at
 s

ur
fa

ce

N
itr

at
e 

at
 C

IL

1970 1980 1990 2000
Year

1970 1980 1990 2000
Year

1970 1980 1990 2000
Year

1970 1980 1990 2000
Year

1970 1980 1990 2000
Year

1970 1980 1990 2000
Year

1

0

-1

1

0

-1

1

0

-1

1

0

-1

1

0

-1

1

0

-1

N
A

O
N

A
O

N
A

O

N
A

O
N

A
O

N
A

O

a b

c

e f

d

Fig. 9 Interannual variability in anomalies of oxygen, phytoplankton and nitrate concentrations

in winter time simulated at sea surface (0–5 m) (left) and CIL (60–90 m) (right) versus winter
NAO index (December–February). (a) Oxygen at surface versus winter NAO index; (b) oxygen

at CIL versus winter NAO index; (c) phytoplankton at surface versus winter NAO index;

(d) phytoplankton at CIL versus winter NAO index; (e) nitrate at surface versus winter NAO

index; (f) nitrate at CIL versus winter NAO index

268 Y. He et al.



4 Discussion and Conclusions

We demonstrated in this chapter that the coupled numerical model simulations

reveal a pronounced interannual variability of state variables in the Black Sea,

allowing to conclude that changes in NAO during the past 40 years could be

considered as important driver for changes in the Black Sea biogeochemistry.

Both at surface layer and at CIL layer, the concentrations of oxygen, nitrate and

phytoplankton directly or indirectly respond to the long-term winter NAO index.

The basic points of our findings may be briefly summarized as follows:

(1) Winter NAO index had a overall increasing trend, except for the abrupt

transitions during a decade from 1973 to 1982, when SST and CIL temper-

ature followed generated echoes, that is, the trends changed correspond-

ingly. The general decreasing trend of SST is opposite to the winter NAO

index.

(2) Winter NAO index abrupt shift frequently may bring great changes on

meteorological, physical and biogeochemical variables in the Black Sea.

The variabilities in air temperature and wind caused by the winter NAO

index influence SST and ventilation flux, and then affect oxygen, nitrate

and phytoplankton. The ventilation flux from surface to CIL which led by

wind variability changed the distributions of biogeochemical variables. After

analysis on the results of the sensitivity experiments, the roles of meteorolog-

ical forcing on affect oxygen, phytoplankton and nitrate from important to

less important were air temperature, wind component U, then V, dew point

temperature, and last sea level pressure.

(3) A performed model analysis can reveal a mechanism of reaction of the Black

Sea biogeochemical regime on the decadal atmospheric variability. More

intense ventilation should lead to an increase in both oxygen content in the

CIL and supply of nutrient to the surface layer, which will potentially increase

the biological productivity Therefore, the periods of increased concentrations

of nitrate and phytoplankton should be correlated with the oxygen increase in

the CIL, while the oxygen dynamics in the upper layer can be in a larger degree

controlled by an interannual variability of the temperature.

The general response pattern of hydrophysical and biogeochemical variables in

the Black Sea to NAO may be described as being mostly shaped by air temperature.

However, taking into consideration the fact that most processes in the Black Sea

are controlled by wind [25], one could expect that in 3D modelling framework

wind will also have a pronounced impact. The fact that the results presented here

do not fully support variations in temporal distribution of O2 and H2S derived from

observations [6] could be due to the following problems: (1) in the present model,

interannual changes in river runoff and eutrophication due to it has not been con-

sidered; (2) horizontal transport processes are also expected to play an important

role. Therefore, the next step to do when simulating the long-term variability

is to apply a 3D modelling framework.
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